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Preface

This book is the capstone to a biannual series of workshops titled Full-Duplex
Communications for Future Wireless Networks. Since 2017, the editors were part
of the organizing committee of a series of workshops at the flagship conferences
in communications engineering, namely IEEE International Conference on Com-
munications and IEEE Global Communications Conference, with the objective
of showcasing the most recent advances in full-duplex technologies. Throughout
these years, the workshops have gathered leading-edge contributions evincing Full-
Duplex research’s maturity, novelty in overcoming key challenges, and a wide range
of applications, besides practical demonstrations and field trials.

This book captures the essence of the state-of-the-art research, where we aim to
provide a critical overview of the research challenges in full-duplex communications
and solutions thereof—that enabled its feasibility—as well as novel applications that
demonstrate the flexibility and potential of full-duplex for future wireless systems
and networks. Therefore, we have split the book into two parts; notably

Part I: Self-interference Cancellation delves deep into self-interference char-
acterization and cancellation in the complete transceiver chain from antennas and
electronics up to digital-domain processing.

Part II: Applications and Future Trends scrutinizes established and trending full-
duplex applications from radio resource management to energy harvesting systems
and from security to test beds and trials.

Part I is composed of four chapters out of which Chaps. 1 and 2 review radio-
frequency transceiver architectures for in-band full-duplex encompassing antenna
design and radio-frequency cancellation of the self-interference produced by its
own transmitter. Distinct isolation mechanisms and the use of multiple antennas for
transmission and reception are discussed. Moreover, the authors overview single-
antenna duplexing architectures, which are preferred due to their small form factors
despite hardware additions that are needed for signal cancellation. Therefore, the
authors then discuss passive—in which radio-frequency components mitigate the
self-interference—and active cancellation techniques with respect to performance
and complexity since channel estimation of residual self-interference is required

v
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and performed by adding transmit chains. Despite the advances in antenna design
and analog domain, where self-interference is attenuated, it still prevails, which
brings us to Chap. 3, where the authors delve into digital-domain solutions for
efficient self-interference cancellation in low-cost full-duplex radios that are able to
mitigate impairments caused by nonlinear distortion. The combined achievements
in the antenna design and analog and digital domains suppress the self-interference,
in some cases, by more than 100 dB, which is close to—and in some cases even
below—the noise floor of some architectures. Further, Chap. 4 discusses the use of
time-domain rather than frequency-domain digital filtering, thus allowing to relax
constraints on waveforms and synchronization between transmitted and received
signals, which once combined with spatial filters are able to suppress nonlinearities
caused by circuitry impairments. Altogether, due to all the recent advancements
in antenna design, analog and digital domain brought residual self-interference to
tolerable levels, thus enabling several applications, which are the focus on Part II:
Future Trends and Applications.

Part II encompasses seven chapters that describe the prospects, challenges,
and solutions that are enabled by full-duplex technology, which has the potential
of doubling the spectral efficiency of point-to-point transmissions. Nonetheless,
since more nodes are potentially active due to simultaneous uplink and downlink
transmissions, a full-duplex network perceives higher interference profile than its
half-duplex counterparts, thus bringing challenges to radio resource management.
In this context, Chap. 5 overviews the challenges of full-duplex operation under
cellular networks and the solutions that unlock its potential. Then, Chap. 6 discusses
novel solutions for enhanced mobile broadband and ultra-reliable low latency com-
munication service classes introduced by the fifth generation of cellular networks.
The authors discuss also the impact of network traffic asymmetry, which can hamper
gains in throughput. The inherent characteristics of simultaneous transmission and
reception renders full-duplex operation a suitable solution for latency-constrained
applications. Likewise, in the recent years, non-orthogonal multiple access solu-
tions have emerged as an alternative to increase spectral efficiency by allowing
multiplexing signals on power or code domain. The envisaged spectral efficiency
gains are magnified when non-orthogonal solutions are combined with full-duplex
operation, especially through the use of techniques such as optimal relay and
beamforming antenna selection in multiple antenna, relaying and cognitive systems
as surveyed in Chap. 7. One more technology that has emerged in the recent years,
whose potential gains are amplified in full-duplex setting, is wireless energy transfer
in communication networks. Chapter 8 overviews energy harvesting conversion
process and its relation to key full-duplex transceiver architectures and discusses the
idea of self-energy recycling transceivers hinting the idea of a sustainable wireless
network. The authors evaluate key scenarios that showcase the potential gains
and performance of full-duplex wireless-powered systems. Next, we move from
non-orthogonal and wireless-powered full-duplex systems to defense and security.
In fact, full-duplex systems first historically emerged in continuous-wave radars
already around mid-twentieth century. Conversely to cellular systems that focus
predominantly on spectral efficiency enhancements, in the context of defense and
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security the full-duplex transceiver returns to its original function as a sensor as
well as a key component in electronic warfare systems. Therefore, the authors
in Chap. 9 overview the integration of tactical communications with full-duplex
electronic warfare and explore concepts of securing critical applications in the
form of a radio shield. Moving further, from a practical applied perspective to
more theoretical security, in Chap. 10, the authors discuss the use of artificial noise
jamming to secure uplink transmissions in cellular networks by proposing a multi-
objective optimization framework securing transmissions while minimizing power
consumption against potential eavesdroppers. Finally, we conclude this journey
through the realm of full-duplex transceivers and applications with Chap. 11 that
reviews recent research on integrated full-duplex radio systems, discusses design
aspects related to the semiconductor technology, and revisits key ideas discussed
throughout Parts I and II of this book. Therefore, Chap. 11 presents the reader a
walk-through relevant concepts and a wide picture of integrated full-duplex radio
through an experimental setup.

All in all, we hope that the readers enjoy the contributions and the compilation
proposed by this book. We would like to point out that we have not attempted
to provide a comprehensive survey on all full-duplex concepts and ideas, but
rather a discerning compilation of carefully selected contributions that evince
challenges, solutions, and the potential of full-duplex technologies in a wide range
of applications. In addition, we would like to thank audience, authors, technical
committee members, and reviewers that have been participating in the workshop
series, and especially to the authors and the reviewers that have contributed to this
book. Finally, we sincerely hope that this book will inspire students, practitioners,
and researchers to contribute, perhaps even more, to future developments of full-
duplex communications.

Oulu, Finland Hirley Alves
Tampere, Finland Taneli Riihonen
Peradeniya, Sri Lanka Himal A. Suraweera
December 2019
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Self-Interference Cancellation



Chapter 1
Antennas and Radio Frequency
Self-Interference Cancellation

Leo Laughlin and Mark A. Beach

Abstract This chapter presents and reviews radio frequency (RF) transceiver
architectures for in-band full-duplex, spanning both antenna techniques and RF
cancellation loops. In the antenna domain, isolation can be achieved using separate
transmit and receive antennas, exploiting propagation loss for transmit-to-receive
isolation, or through more complicated multi-antenna arrangements which exploit
propagation domain cancellation. Single antenna duplexing architectures are also
discussed, covering circulators and electrical balance duplexers. Passive and active
feedforward cancellation techniques are reviewed, discussing the advantages and
disadvantages of various cancellation architectures in terms of their complexity, and
their performance in cancelling noise and multipath self-interference. The chapter
concludes with a discussion on combining antenna and radio frequency cancellation
techniques in full-duplex transceiver front-end architectures.

1.1 Introduction

Radio systems typically require transmit signal powers which are many orders of
magnitude higher than the receive signal powers (often by over 100 dB), due to
the high path loss between a transmitter and a distant receiver. Due to this basic
property, it has long been held that a radio system cannot transmit and receive on
the same frequency at the same time, as the higher powered transmit signal would be
unavoidably coupled to the receiver circuitry resulting in comparatively strong self-
interference (SI), thereby obscuring the receive signal and preventing its reception.

L. Laughlin (�) · M. A. Beach
University of Bristol, Bristol, UK
e-mail: leo.laughlin@bristol.ac.uk; m.a.beach@bristol.ac.uk

© Springer Nature Singapore Pte Ltd. 2020
H. Alves et al. (eds.), Full-Duplex Communications for Future Wireless Networks,
https://doi.org/10.1007/978-981-15-2969-6_1

3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-2969-6_1&domain=pdf
mailto:leo.laughlin@bristol.ac.uk
mailto:m.a.beach@bristol.ac.uk
https://doi.org/10.1007/978-981-15-2969-6_1


4 L. Laughlin and M. A. Beach

Until now, radio systems have achieved duplex operation by simply circum-
venting self-interference; time division duplexing (TDD) and frequency division
duplexing (FDD) are widely used techniques for doing this, separating transmit and
receive signals in the time domain, avoiding SI altogether (TDD), or separating
them in the frequency domain, allowing the SI to be removed using filters (FDD).
The concept of in-band full-duplex does away with this division altogether, re-
using the same frequency spectrum for simultaneously transmitting and receiving,
and employing various methods to reduce and cancel SI in order to suppress it
to below the receiver noise floor, such that it does not significantly impact on the
receiver signal-to-noise ratio. In essence, cancellation is simple—the transmit signal
is known, and therefore it can be subtracted at the receiver. However, in reality, it is
far from easy—the “known” transmit signal is corrupted by noise and non-linearities
in the transmitter, and circuit imperfections in the cancellation hardware will limit
its effectiveness.

Every radio system requires at least one antenna, this being the interface between
electrical signals in the radio circuits, and radio waves propagating in space.
Therefore, when designing in-band full-duplex transceivers to isolate the receiver
from the transmitter, the antenna domain is an obvious place to start. Indeed, a
substantial amount of transmit-to-receive (Tx-Rx) isolation is required in the radio
frequency domain, i.e., prior to the receiver input, in order to prevent the high
powered transmit signal from overloading (or even destroying) the receiver front-
end, and to provide adequate suppression of non-linearities and noise components
in the Tx signal. Depending on the design, antenna based techniques alone may not
provide the necessary levels of isolation, and it is common for IBFD transceivers
to deploy a further stage of RF cancellation. Thus, RF-domain isolation techniques
can broadly be divided into antenna based isolation techniques and RF cancellation
techniques, with transceiver architectures using combinations thereof.

This chapter addresses both of these areas, presenting and reviewing concepts
and recent advancements in RF-domain Tx-Rx isolation techniques. Section 1.2
discusses requirements for radio frequency domain isolation, deriving equations
for the minimum isolation in terms of transmit power, receiver sensitivity, and
various imperfections in the transceiver, and providing a quantitative example
based on some typical transceiver parameters. Antenna systems designed to provide
propagation domain isolation are reviewed in Sect. 1.3, and Sect. 1.4 gives and
introduction to passive feedforward cancellation circuit architectures. Section 1.5
addresses the electrical balance duplexer, which implements a form of feedforward
cancellation at the antenna interface, and Sect. 1.6 provides an overview of active RF
self-interference cancellation, which uses additional active RF circuitry to generate
a cancellation signal. Section 1.7 discusses the combination of antenna and RF
cancellation techniques, and Sect. 1.8 concludes this chapter.
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1.2 Radio Frequency-Domain Isolation Requirements

To understand RF-domain isolation requirements, it is necessary to consider not
only the desired transmit signal, but also the various sources of noise and distortion
introduced by the Tx chain.

Various imperfections in the Tx chain cause noise and distortion; all of the
components will contribute thermal noise, the digital-to-analog converter (DAC)
will add quantization noise, and the local oscillator (LO) will introduce phase noise.
Furthermore, many components, but in particular the power amplifier (PA), will
introduce non-linear distortion. Thus, the Tx signal at the output of the power
amplifier comprises these components:

• The wanted transmit signal transmitted at the intended power level.
• The non-linear distortion, which may typically be some 30 dB below the Tx

power and is both in-band, and out-of-band (often referred to as “spectral
regrowth”).

• The Tx noise floor, which may typically be 50–60 dB below the Tx power.

Both the desired Tx signal and the distortion must be mitigated, either in the ana-
logue domain or the digital domain, or both; however, different types of distortion
present different requirements. The requirements of the RF-domain isolation are
threefold:

• To suppress the desired Tx signal sufficiently to avoid overloading. To avoid
saturation, the SI signal at the Rx input must never be above the maximum Rx
input power, and thus this requirement must be based on the peak power. Thus,
for non-constant envelope Tx signals, this depends on the mean (Tx power) and
the peak to average power ratio (PAPR). Mathematically, this criterion can be
expressed as

ISOLSignal > Ptx + PAPR − PRx,Max (1.1)

where ISOLSignal is the RF-domain isolation for the intended Tx signal, Ptx
is the Tx power, PAPR is the peak to average power ratio, and PRx,Max is the
maximum receiver input power.

• To suppress the non-linear components of the Tx signal sufficiently to avoid
overloading. Assuming non-linear digital cancellation is used, the non-linear
components need only to be suppressed within the receiver dynamic range. In this
case the RF-domain isolation requirement for non-linear components, ISOLNL,
is calculated as

ISOLNL > PNL − PRx,Max (1.2)



6 L. Laughlin and M. A. Beach

• To suppress the Tx noise below the Rx noise floor. Standard digital cancellation
schemes generate the cancellation signal from the digital baseband transmit
signal. This can potentially cancel linear SI, and non-linear distortion, but not
noise (which is non-deterministic). This gives us the requirement to suppress
the transmitter thermal noise below the receiver’s noise floor in the RF domain.
The RF-domain isolation requirements for noise components, ISOLNoise, is
calculated as

ISOLNoise > PT x,Noise − PRx,Noise (1.3)

where PT x,Noise and PRx,Noise are the Tx noise power and Rx noise power,
respectively (in the band of interest).

Figure 1.1 shows an example Tx spectrum at the PA output, with the different SI
components labelled, along with the SI spectra at the receiver, and the criteria given
above indicated with reference to the labelled powers.

PRx,Max

Freq.

PSD Tx spectrum at PA output PSD

PAPR

Freq.

SI spectrum at Rx input

ISOLSignal   >   PTx  - PRx,Max + PAPR

PRx,Noise

PTx,Noise

PTx

ISOLNoise   >   PTx,Noise  - PRx,Noise

Tx noise

NL
ISOLNL   >   PNL  - PRx,Max 

PNL  

Fig. 1.1 Typical spectra at the PA output and Rx input. Vertical axis is power spectral density
(PSD), however indicated power quantities are the integrated powers across the bandwidth of the
intended Tx signal. Note: This example assumes that all SI components have been suppressed by
the same amount, however not all SI suppression techniques provide this feature
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Table 1.1 Example
transceiver system parameters

Parameter Value

PT x 25 dBm

PAPR 10 dB

PRx,Max −30 dBm

PNL −5 dBm

PT x,Noise −35 dBm

PRx,Noise −90 dBm

A quantitative example of RF-domain isolation requirements is given here,
using some typical transceiver system parameters as given in Table 1.1. The
Tx signal isolation criterion is

ISOLSignal > Ptx + PAPR − PRx,Max (1.4)

ISOLSignal > 25 dBm + 10 dB − (−)30 dBm (1.5)

ISOLSignal > 65 dB. (1.6)

The non-linear isolation criterion is

ISOLNL > PNL − PRx,Max (1.7)

ISOLNL > −5 dBm − (−)30 dBm (1.8)

ISOLNL > 25 dB. (1.9)

The noise isolation criterion is

ISOLNoise > PT x,Noise − PRx,Noise (1.10)

ISOLNoise > −30 dBm − (−)90 dBm (1.11)

ISOLNoise > 60 dB. (1.12)

Therefore, an IBFD transceiver front-end design which achieves >65 dB
isolation for all types of SI would fulfil all requirements. However, as will
be seen in later sections, some canceller architectures do not cancel all types
of SI, and thus it may be necessary to consider each of these requirements
individually for some designs.
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1.3 Antenna Based Isolation

Antenna based isolation can broadly be divided into three types: single antenna
systems, which share the same antenna for transmitting and receiving, and imple-
ment some form of duplexing based on the direction of travel of signals at the
antenna port; multi-antenna systems which use separate transmitting and receiving
antennas and obtain isolation due to the propagation loss between the antennas;
and antenna cancellation systems which use multiple antennas to obtain isolation
through propagation domain cancellation of transmit signals.

1.3.1 Separate Transmit and Receive Antennas

A simple and effective method of providing isolation between the transmitter and
receiver is to use separate antennas for transmitting and receiving, as shown in
Fig. 1.2. This achieves isolation by avoiding the interference, aiming to reduce
the self-interference power at the receiver by exploiting the limited electromag-
netic coupling between the transmitting and receiving antennas. Achieving greater
isolation in the antenna domain reduces the level of self-interference suppression
which must be achieved in further stages of radio frequency cancellation and digital
baseband cancellation, thereby reducing the requirement for high dynamic range
signal processing hardware in the receiver [1].

Due to propagation loss, the isolation between the Tx and Rx antennas is depen-
dent on the separation distance [2], and therefore this technique is less effective
where device form factor limits the antenna separation [3]. However, this technique
is well suited to infrastructure applications, where large physical separations are
permissible. The isolation can be further increased by exploiting directional and/or
cross-polar antenna configurations to further reduce electromagnetic coupling, and
by using absorptive shielding to block the direct electromagnetic coupling between
them [3–7].

Fig. 1.2 Using separate
transmit and receive antennas
to provide passive
propagation based isolation in
the antenna domain.
Self-interference is coupled
via direct and reflected paths

Tx

Rx

Reflective surface
SI coupling paths
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Where space allows, this technique can be extremely effective, as demonstrated
by the system in [7], which achieved 72 dB of isolation between two cross-polar
directional antennas, separated by 50 cm and with shielding material between
them. This method presents no fundamental limit on bandwidth or tunability,
these being limited by the antennas, rather than by the antenna separation method
itself. A potential drawback of designing the antenna polarisations and/or patterns
to minimise self-interference coupling is that the resulting antenna design might
also reduce the wanted receive signal, depending on the application. For example,
isolation between directional antennas can be increased by pointing the antennas in
opposite directions. In the case of a full-duplex link between two devices, with one
of the antennas correctly aligned (i.e., pointing toward the distant transceiver), the
other would be facing in the wrong direction, significantly increasing the loss of
that link; however, in a relaying application, having the antennas facing opposite
directions could be beneficial for both increasing isolation and mitigating path
loss [8].

Antenna based isolation techniques can be affected by reflections in the
local environment—the transmitted signal leaves the transmitting antenna, is
reflected from nearby objects, and arrives at the receiving antenna as self-
interference (see Fig. 1.2). This is clearly demonstrated in [7]: the antenna
arrangement which achieved 72 dB of Tx-Rx isolation only did so when
placed inside an anechoic chamber. When measured in a reflective indoor
environment, the isolation was reduced to just 46 dB. This is because the
absorptive shielding used in this arrangement can only block the direct
coupling path between the two antennas, which is effective in the anechoic
chamber as this is the only coupling path, however in the reflective environ-
ment, multipath propagation results in substantially increased Tx-Rx antenna
coupling. Moreover, this results in a multipath self-interference channel; this
complicates the design of subsequent stages of cancellation, which must be
able to cancel these multipath SI components.

1.3.2 Circulators

In the traditional single-input-single-output (SISO) wireless communication
paradigm, a device typically uses the same antenna for transmitting and receiving,
which reduces the size and cost of the device compared to using dedicated
antennas for transmitting and receiving. Circulators have long been used for
duplexing in radar systems, and, more recently, various in-band full-duplex
wireless communication designs have used circulators to couple a shared antenna
to transmitter and receiver, whilst achieving some isolation [9, 10].
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Fig. 1.3 A circulator used
for duplexing a single
antenna. Self-interference is
coupled via circulator
leakage, reflection due to
antenna mismatch, and
multipath reflections from the
environment

Tx Rx

Reflective surface
SI coupling paths

A signal entering any port of a circulator is transmitted to the next port in rotation
only, and isolated from the others. A 3-port circulator can be used for duplexing, as
shown in Fig. 1.3. Ferrite circulators exploit Faraday rotation of electromagnetic
waves propagating in a magnetic field to arrange constructive interference at the
coupled port, and destructive interference at the isolated port, and in that sense, the
isolation achieved is based on a form of SI cancellation.

Circulators can typically provide around 20–30 dB of isolation, limited by direct
signal leakage through the device. However, if a portion of the Tx signal is
reflected due to mismatch at the antenna port, this will arrive at the receiver as
self-interference. Whilst very good matching can be achieved in high cost radar
deployments, in consumer communication systems antenna matching is seldom
perfect, and often as bad as −6 dB in multi-band antennas. Thus, in communication
applications, the antenna match is often the limiting factor in determining the
isolation provided by a circulator system, and can result in relatively low isolation.
Like the multi-antenna systems described above, the Tx-Rx isolation provided by
a circulator can also be impacted by environmental reflections. Since the circulator
separates signals based on direction of travel at the antenna port, transmit energy
which is reflected back to the antenna cannot be distinguished from the wanted
receive signal, and therefore energy reflected from the environment is coupled to
the receiver port as self-interference, along with energy reflected due to impedance
mismatch with the antenna itself, and the direct leakage through the circulator. The
direct, antenna mismatch and environmental reflection self-interference coupling
mechanism are indicated in Fig. 1.3. Furthermore, circulators can be large and
expensive, have a limited bandwidth, and are not tunable. Thus, although circulators
have been included in various IBFD prototypes reported in the literature, there are
many commercial applications where they may not be suitable. However, recent
advances in electronic circulator technology may be able to address these drawbacks
in the future [11].

1.3.3 Propagation Domain Cancellation

Another antenna based isolation method is antenna cancellation, which involves
using multiple transmitting antennas, and arranging the receiving antenna(s) such
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Tx Rx

d d + λ/2

(a)

Tx Rx

d d

π

(b)

Fig. 1.4 Two different antenna cancellation arrangements: (a) half-wavelength propagation path
difference [12], (b) anti-phase transmission from equidistant antennas [13]

that they are located in positions where the signals from the transmit antennas
interfere destructively. Two simple antenna cancellation arrangements, as reported
in [12] and [13], are depicted in Fig. 1.4. This method is effective at cancelling self-
interference in the propagation domain; for example, the system in [13] achieves up
to 45 dB of antenna based isolation. One drawback is that the technique is sensitive
to the placement of the antennas and to slight differences in the characteristics of the
individual antennas (e.g., pattern and efficiency), which means that manufacturing
tolerances will limit performance [14, 15].

The arrangement in Fig. 1.4a relies on a half-wavelength path difference; thus
even in theory the cancellation will only occur perfectly at particular frequency
points, and this serves to reduce the overall isolation as signal bandwidths increase
[12, section 3.1]. This is overcome using the architecture proposed in [13] and
depicted in Fig. 1.4b, which uses equal spacing between the Rx antenna and each
of the Tx antennas, but instead transmits one of the Tx signals in anti-phase in
order to contrive destructive interference at the receiving antenna. This removes
the dependence on antenna geometry, however achieving wideband cancellation
requires a wideband phase shifter: a delay based phase shifter implementation
will exhibit the same bandwidth limitations as the asymmetric antenna placement
(Fig. 1.4a), however a wideband inverter based on a transformer or balun can
facilitate much wider cancellation bandwidths [16].

An unwanted by-product of antenna cancellation systems such as these is that,
since antenna cancellation techniques rely on destructive interference at the receive
antenna, this will also cause the transmit signal to destructively interfere at other
points in space, (i.e., creating multiple nulls in the aggregate antenna pattern)
potentially reducing the power received at the other end of the radio link. This can
be mitigated by using different transmit powers at each Tx antenna, whilst ensuring
the Rx antenna is at a point of destructive interference through asymmetric antenna
placement, as shown in [12].
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1.3.4 Adaptive Propagation Domain Cancellation

Substantial performance improvements can be obtained when adjustable antenna
weightings are applied. A basic architecture for adaptive antenna cancellation
is depicted in Fig. 1.5. This architecture allows the antenna weightings to be
adjusted to compensate for any variations in the performance and placement of the
antennas, increasing isolation to as much as 60 dB [15]. Moreover, more complex
arrays of antennas can enable antenna cancellation in multiple-input-multiple-
output (MIMO) systems [13, 14, 17, 18].

An antenna cancelling MIMO array, as first proposed in [17], is depicted in
Fig. 1.6. This system divides the antenna elements into transmit elements and
receive elements, and uses transmitter pre-coding to minimise the SI coupling
from the transmit elements to the receive elements, combining this with digital
cancellation only on the receive side (requiring sufficient RF-domain isolation from
the antenna cancellation). This technique necessarily sacrifices spatial multiplexing
gain to achieve cancellation instead, as some of the antennas are effectively used
for cancellation instead of MIMO transmission. The complexity of this architecture

Tx Rx

a2 φ2φ1 a1

Fig. 1.5 A basic architecture for adaptive antenna based cancellation

Tx Rx

...

NTx transmitting antennas NRx receiving antennas

MIMO and SIC
precoding

Digital cancellation 
and MIMO decoding

...

Fig. 1.6 Antenna based isolation based on array beamforming
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is suitable for infrastructure applications only (i.e., not mobile devices) and the
effectiveness depends on the propagation environment. That is, rich multipath SI
coupling is more difficult to cancel—the opposite of what is required for spatial
multiplexing, where rich multipath increases the link capacity. However, despite
this contradiction in requirements, experimental analysis of this system as reported
in [18] shows capacity gains above that of half-duplex MIMO. It is worth noting
here that to provide a fair comparison, the number of antennas must be conserved;
i.e., half-duplex MIMO will use all antennas for transmitting, and then all antennas
for receiving, whereas the IBFD MIMO system depicted in Fig. 1.6 divides the
array into transmit only and receive only elements ([18] does provide this fair
comparison). Another potential drawback is that, since each antenna element uses a
separate Tx chain, the Tx noise from each antenna element will be uncorrelated and
therefore will not cancel. Thus, this system may not achieve the Tx noise reduction
requirement [Eq. (1.3)], impacting on latter stages of digital cancellation. This is not
addressed in [18].

The isolation provided by antenna cancellation systems can also be sub-
stantially degraded by environmental reflections. This is demonstrated in
[13], the system achieved 45 dB of Tx-Rx isolation only when measured
in an outdoor environment, however, when measured in a reflective indoor
environment, the isolation reduced to just 15 dB [13]. Non-adaptive antenna
cancellation systems are based on placing the Rx antenna at the predicted
point of destructive interference based on the cancellation of the direct
propagation paths, and thus, the multipath components are not cancelled,
thereby reducing the Tx-Rx isolation. However, adaptive systems can mitigate
multipath adjusting antenna weightings to compensate for the change in the
coupling channel. But, since multipath channels are frequency selective, the
resulting cancellation also varies with frequency, limiting the cancellation
bandwidth (and therefore the overall cancellation). The cancellation achieved
by the MIMO SIC system in [18] (shown in Fig. 1.6) was reduced by around
10 dB in an indoor environment compared to an outdoor environment.

Table 1.2 compares the characteristics and reported isolation for various types of
IBFD antenna systems. It is notable the different designs of these antenna systems
exhibit a wide range of disparate characteristics in terms of size, complexity, and
performance. Thus the choice of antenna system design has a large impact on
the features and performance of the overall full-duplex transceiver, and must be
considered carefully at the design stage. The designer should note the requirements
and constraints of the intended application, and the implications of the particular
antenna system design on the overall system design.
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Table 1.2 Comparison of antenna based isolation techniques

Ref. Type Isolation Notes

[19] Antenna separation 25 dB Mobile phone size

[3] Antenna separation 57 dB Laptop size with shielding

[8] Antenna separation 60 dB Access point size, back-to-back patch
antennas (relay application)

[7] Antenna separation 72 dB Base station size with shielding and x-polar
antennas

[13] Antenna cancellation 45 dB Basestation size. Sensitive to multipath

[15] Antenna cancellation 60 dB Mobile phone size. Adaptive antenna
weighting

[18] Antenna cancellation 30–80 dB IBFD MIMO system. Isolation depends on
environment and number of antennas used

1.4 Passive Feedforward Cancellation

Passive self-interference cancellation techniques [10, 12, 14, 19–25] tap the Tx
signal at the power amplifier (PA) output and apply analogue signal processing in
order to generate a cancellation signal. The cancellation signal is then injected into
the Rx path prior to the low-noise amplifier (LNA) using a coupler. Alternatively
the cancellation signal can be injected using a specially adapted LNA design which
facilitates cancellation and low-noise amplification in the same circuit [26], or can
be down-converted to baseband using a separate mixer to cancel self-interference in
analogue baseband, as shown in [24]. The technique is passive in the sense that all
of the analogue signal processing is passive, applying variable delays, attenuations,
and phase shifts to the transmit signal to generate the cancellation signal; however,
the signal processing is adaptive, with control algorithms running in digital signal
processing (DSP) to set the control inputs to the analogue signal processing
components, iteratively measuring the self-interference power and adjusting the
control inputs to maximise isolation.

Since some isolation will already have been provided by the antenna based
isolation, the power of the cancellation signal will be significantly below the
transmit power, and therefore this method does not require a significant portion
of the transmit power to be tapped; however, the insertion loss of the couplers in
the transmit and receive paths will reduce the transmitter efficiency and receiver
sensitivity, respectively.

Active analog processing1 can also be used, e.g., using a vector modulator to
process the tapped signal; however, this introduces noise, negating one of the key
benefits of analogue cancellation.

1This is distinct from the active cancellation techniques discussed below in Sect. 1.6, which tap the
Tx signal in the digital baseband domain instead.
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A drawback of passive feedforward cancellation is that the characteristics of
the self-interference channel must be known or assumed in the cancellation circuit
design process [10], such that the delay line(s) used in the adaptive analogue
processing are selected with suitable lengths, and the variable attenuators operate
over a suitable range. This would require the cancellation circuitry to be co-designed
with the antenna system and antenna feed transmission lines, and thus reduces the
flexibility of the resulting system (e.g., prohibiting the same modem hardware being
used with different length antenna feed cables).

A significant advantage of passive self-interference cancellation is that, since
the Tx signal is sampled at the output of the PA, the technique is able to cancel
all noise and distortion introduced by the transmitter [1, 10], and therefore
provides cancellation of linear SI, non-linear SI, and noise. However, since
the required signal processing must be implemented in RF hardware, the cost
and size of the circuitry are comparatively high.

1.4.1 Single Loop Cancellation

The simplest form of feedforward passive cancellation is to employ a single
feedforward loop [19]. An IBFD transceiver architecture using single loop can-
cellation is depicted in Fig. 1.7, combining the cancellation loop with separate
Tx and Rx antennas (see Sect. 1.3.1). Single loop cancellation applies a delay,
amplitude, and phase shift to the tapped transmit signal in order to generate the
cancellation signal. This may be described as a narrowband cancellation process,
as the application of frequency invariant signal processing in the cancellation signal
generation implicitly assumes a frequency invariant self-interference channel (i.e.,
a narrowband assumption).

An implementation of this architecture [19] achieved 27 dB of passive antenna
separation isolation; however, the level of cancellation achieved, given in Table 1.3,
depends heavily on the bandwidth. The figures quoted are from passive self-
interference cancellation only, and do not include the additional isolation obtained
from the antenna separation; including antenna separation, the system achieved a
total of 70–80 dB isolation (depending on bandwidth). As can be seen in Table 1.3,
single loop cancellation performs well at narrow bandwidths; however, the isolation
deteriorates at wider bandwidths due to the frequency variant characteristics of the
self-interference channel (due to multipath propagation and the resonant charac-
teristics of antennas) and the cancellation circuitry (the couplers, antennas, phase
shifter, etc. will not have perfectly flat frequency responses). For this reason, single
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Fig. 1.7 An IBFD transceiver architecture using single loop passive RF cancellation, as proposed
in [19]

Table 1.3 Measured single
loop passive RF cancellation
reported in [19]

Bandwidth Passive cancellation

30 kHz 51 dB

200 kHz 49 dB

2000 kHz 42 dB

This is the amount of cancellation,
not including the antenna isolation

loop cancellation is generally not suitable where substantial isolation is needed over
wide bandwidths (e.g., in wideband IBFD radio systems).

1.4.2 Multi-Loop Cancellation

For the reasons given above, achieving wideband cancellation requires frequency
selective signal processing in the cancellation loop. This allows the frequency
variant nature of the self-interference channel to be replicated with greater accuracy,
and mitigates frequency selectivity in the cancellation components themselves,
but increases the complexity of the signal processing hardware. For passive RF
cancellation, this is achieved by increasing the number of cancellation loops,
effectively constructing an adaptive finite impulse response (FIR) filter in RF
hardware, as shown in Fig. 1.8. IBFD transceiver front ends using multi-loop passive
RF self-interference cancellation have been reported in [10, 25], demonstrating
impressive levels of cancellation; however, in both of these systems the cost and
size of the hardware implementation are high. A further drawback of multi-loop
cancellation techniques is the high computational complexity of the optimisation
processes which are required to tune the weightings of the filter taps to obtain
cancellation [10, section 3.3].
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Fig. 1.8 A division free duplex transceiver architecture using multi-loop passive RF cancellation,
as reported in [10]

The system reported in [10] combines a circulator with an adaptive analogue
filter comprising 16 taps with fixed delay and variable attenuation (but without phase
control). This system achieves a total isolation of 72 dB over a 20 MHz bandwidth,
reducing to 62 dB over an 80 MHz bandwidth [10, Figure 8]. In this system, the
circulator provides approximately 15 dB of isolation [10, section 3.1], and thus the
total isolation equates to 57 dB of passive RF cancellation over 20 MHz and 47 dB
of isolation over 80 MHz. The reduction in isolation at the wider bandwidth can be
explained by considering that, in the 80 MHz case, the same number of filter taps
are used to mimic the self-interference channel frequency response over a wider
bandwidth, and therefore the cancellation accuracy is reduced.

The multi-loop self-interference cancellation system reported in [25, 27] com-
prises a two tap filter, but allows for adjustment of the amplitude and phase of
each tap, thus significantly improving the utility of each tap compared to the
amplitude only control of the filter taps in [10]. When combined with a circulator,
this technique achieved a total isolation of 63 dB over an 80 MHz bandwidth [27],
this being similar to [10].

1.5 Electrical Balance Duplexers

Interest in self-interference cancellation for duplexing has led to a renewed interest
in an old duplexing technology based on electrical balance in hybrid junctions
[28, 29]. The electrical balance duplexer (EBD) [30–37] facilitates simultaneous
transmission and reception from a single antenna whilst providing high Tx-Rx
isolation in both the transmit and receive bands, and being tunable over wide
frequency ranges.
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Fig. 1.9 (a) Hybrid transformer with ports and winding ratios labelled. (b) Circuit symbol for
hybrid junction with corresponding port labels and annotated with signal coupling behaviour

The hybrid junction2 is a four port lossless reciprocal network in which opposite
pairs of ports are isolated from each other [28, p. 246–249]. Its operation is
depicted in Fig. 1.9b: assuming all ports are terminated with the correctly matched
characteristic impedance, a signal arriving at any one of the hybrid’s ports is divided
between the two adjacent ports, but not coupled to the opposite port. This property
of “electrical balance” can be exploited to isolate transmitter and receiver circuitry,
but allow use of a shared antenna.

1.5.1 EBD Operation

In a wireless electrical balance duplexer the transmit current, supplied by the
PA, enters the hybrid at the centre tap of the primary winding (as shown in
Fig. 1.10b) and is split between two paths flowing in opposite directions, with one
component flowing to the antenna (and being transmitted), and the other to the
balancing impedance. The relative magnitudes of these currents are determined
by the transformer tapping ratio, r , as shown in Fig. 1.9a, and by the values of
the antenna and balancing impedances. The balancing impedance is a tunable
impedance which is adjusted such that these two currents create equal but opposite
magnetic fluxes that cancel, and therefore zero current is induced in the secondary
winding of the transformer—the receiver is isolated from the transmitter. A signal
received at the antenna, however, causes current to flow through the primary winding
in one direction only, thereby coupling it to the receiver winding.

2Also known as a “hybrid transformer,” “hybrid coil,” “bridge transformer,” “magic tee,” or simply
a “hybrid.”
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Fig. 1.10 Electrical balancing duplexing applied to (a) wired communication and (b) wireless
communication. Inset photograph is of Montreal telephone exchange (c. 1895), image credited to
[38]

Electrical balance duplexing is by no means new, but has been used since the
early days of wired telephony [29]. In a telephone system, the microphone
and earpiece must both be connected to the telephone line, but must be
isolated from one another to prevent the users own speech deafening them
to the much weaker incoming audio signal. This was achieved using a hybrid
transformer connected as shown in Fig. 1.10a. The wireless EBD duplexing

(continued)
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application [30] is entirely analogous to the telephone duplexer, but substitutes
the microphone, earpiece, and telephone line with the transmitter, receiver,
and antenna, respectively, as shown in Fig. 1.10b.

1.5.1.1 Tx-Rx Isolation

The isolating property of the EBD stems from the coupling behaviour of signals
within a hybrid junction. The S-matrix equation describing a 4-port lossless hybrid
is

⎡
⎢⎢⎣

bT

bR

bA

bB

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

0 0 k l

0 0 l −k
k l 0 0
l −k 0 0

⎤
⎥⎥⎦

⎡
⎢⎢⎣

aT

aR

aA

aB

⎤
⎥⎥⎦ (1.13)

where k is the coupling coefficient, and l = √
1 − k2 (since energy is conserved and

the ideal hybrid is lossless), aT , aR , aA, aB are the incident signals at the transmit,
receive, antenna, and balance ports, respectively [ports T , R, A, and B as annotated
on Fig. 1.10b], and bT , bR , bA, bB are the corresponding scattered signals. The
coupling coefficient quantifies the proportions by which power at an input port is
divided between the two adjacent ports. For a hybrid transformer implementation
as depicted in Fig. 1.9a, the coupling coefficient is determined by the transformer

tapping ratio according to k =
√
r√

1+r . As shown in [28], by expanding (1.13), and
noting that the incident signals at the antenna and balance ports are the reflections of
the scattered signals at those ports, such that aA = bA�A and aB = bB�B where �A
and �B are the antenna reflection coefficients and balancing reflection coefficients,
respectively, and assuming matched impedances at the Tx and Rx ports, the Tx-Rx
gain, G, can be calculated as

G = bR
aT

= kl(�A − �B) (1.14)

and therefore the Tx-Rx gain of the EBD is directly proportional to the difference
between the antenna and balancing reflection coefficients. For a symmetrical hybrid,
k = l = 1/

√
2, and thus kl = 1/2, and for an asymmetrical hybrid, kl < 1/2.

Mathematically, balancing the duplexer involves setting the value of the balancing
reflection coefficient, �B , such that there is zero gain

G
∣∣
�B=�A = kl(�A − �B)

∣∣
�B=�A = 0. (1.15)
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Physically, this is achieved by adjusting the balancing reflection coefficient
using the tunable impedance circuit at the balancing port, to achieve this state of
electrical balance, resulting in very high (theoretically infinite) isolation between the
transmitter and receiver. It is pertinent to note here that the EBD can be considered
a form of passive RF cancellation, and the distinction between antenna based
isolation and RF cancellation, as described in the introduction, does not strictly
apply. Although this technique is a type of passive RF cancellation, it can only be
applied at the antenna port and cannot be combined with another form of antenna
based isolation in the same way as feedforward cancellation techniques can be
combined with antenna separation or antenna cancellation.

Physically, this cancellation occurs in the opposing magnetic fluxes generated
by the hybrid transformer coils (or the coupled transmission lines in the case of a
microstrip hybrid coupler implementation [39, section 5.4]). Mathematically, this
cancellation is manifest in the subtraction of the two terms in (1.14). Conceptually,
this cancellation can also be considered as the superposition of two copies of the
transmit signal, which, when �B = �A, “arrive” at the receiver port in perfect anti-
phase. In fact, by considering the self-interference channel in this way, it is possible
to directly obtain an expression for the scattered signal at the Rx port in terms of the
incident signal at the Tx port, and thereby derive (1.14) by inspection, as shown in
Fig. 1.11.

1.5.2 Tx and Rx Insertion Loss

Since signals entering the hybrid junction are divided between two signal paths,
there are, of course, some inherent losses associated with the EBD. Some of
the transmit power is dissipated by the balancing impedance, instead of being
transmitted from the antenna and not all of the power received at the antenna is
coupled to the receiver. These losses depend on the symmetry of the hybrid junction,
which for a hybrid transformer is determined by the tapping ratio, and can be traded

Fig. 1.11 Derivation of the
Tx-Rx scattering by
inspection of the Tx-Rx
signal coupling paths in the
EBD

aT bR = aT k ΓA l + aT l ΓB (-k)  

k l

l -k
ΓB

ΓA

aT k ΓA l

aT l ΓB (-k) 

 = kl (ΓA  - ΓB ) 
bR

aT
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off against one another by using a hybrid which is skewed in favour of either the
transmit or receive path, as shown in Fig. 1.12.

This relationship between the losses in the transmit and receive paths results from
the reciprocity of the hybrid junction. For example, if the circuit were designed to
deliver all of the transmit power to the antenna then, since the circuit is reciprocal,
all power arriving at the antenna would be delivered back to the transmitter (and
therefore not to the receiver) [30]. Consequently, for the system to function in
both transmit and receive modes, there is some unavoidable loss, which for a
symmetrical hybrid (i.e., when r = 1), is 3 dB in both the transmit and receive paths,
reducing the transmitter efficiency and receiver sensitivity. However, these losses
can be mitigated through co-design of the EBD and LNA, using noise matching to
minimise the noise power being coupled to the receiver. For example, the prototype
reported in [30] skewed the hybrid junction to reduce Tx insertion loss, reducing
this to 2.2 dB. The high Rx insertion loss which results was mitigated through noise
matching to achieve an antenna referred Rx noise figure of just 5 dB.

1.5.3 Balancing Limitations

As shown above in Sect. 1.5.1.1, to balance the EBD the balancing impedance
is adjusted such that the balancing reflection coefficient is equal to the antenna
reflection coefficient. The balancing reflection coefficient at the balance port is
determined by the impedance presented to the balance port according to the well-
known equation [39, p. 74]

�B = ZB − ZC
ZB + ZC (1.16)

where ZB is the balancing impedance, and ZC is the characteristic impedance of
the system (e.g., 50 �). In the telephone duplexer (Fig. 1.10a), the telephone line
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has a fixed characteristic impedance, and therefore, in this application, balancing
the duplexer requires only that the balancing port is terminated with the same
fixed impedance. However, in the wireless application, balancing the duplexer is
considerably more complicated due to the fact that, in practice, the antenna is not
an ideal 50 � resistor. Antennas are resonant devices—they are inherently reactive
and therefore the impedance changes with frequency. Similarly, since the tunable
balancing impedance must be able to balance a complex antenna impedance, it
must itself also contain reactive components, and the resulting balancing reflection
coefficient is therefore also a function of frequency. Taking this into account, the
Tx-Rx transfer function (1.14) can be re-written as

G(ω) = kl(�A(ω)− �B(ω)
)
. (1.17)

Due to the frequency domain variation in the antenna and balancing reflection
coefficients, the resulting Tx-Rx isolation is also a function of frequency. To
obtain perfect (theoretically infinite) balancing over a given band, the antenna and
balancing reflections coefficients need to be equal at all frequencies within that
band.

In practice, wide isolation bandwidths are difficult to achieve using EBDs.
The balancing circuit used can only accurately mimic the antenna reflection
coefficient over a very narrow bandwidth, limiting the isolation bandwidth.

With a single pole balancing circuit, such as the parallel RC circuits used in [30]
and [31] [see Fig. 1.13], perfect balancing may only be obtained at one frequency
point. This is illustrated in Fig. 1.14a, which shows smith chart plots of a measured
antenna reflection coefficient, and a theoretically calculated balancing reflection
coefficient assuming a single pole balancing network and transmission line (see
[40] for full details). The resulting Tx-Rx isolation can be calculated using (1.17), as
shown in Fig. 1.14b, which exhibits a band-limited “notch-like” isolation. A single
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Fig. 1.13 A transceiver architecture using an electrical balance duplexer with resistor-capacitor
(RC) balancing network, and adaptive balancing control
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Fig. 1.14 (a) Measured antenna reflection coefficient and theoretical single pole balancing
reflection coefficient, and the resulting Tx-Rx gain, on the smith chart. (b) The resulting Tx-Rx
isolation

pole balanced EBD is akin to single loop cancellation as discussed in Sect. 1.4.1,
and typically achieves 40–50 dB isolation over a 20 MHz bandwidth [40, 41],
depending on how well the particular reflection coefficients of the antenna and
balancing network match. More complicated balancing network designs, which
include a larger number of tunable components, have also been demonstrated. For
example, the system in [42] achieves an average of 50 dB of isolation over a wider
bandwidth of 80 MHz bandwidth; however, this wider isolation bandwidth comes
at the expense of higher RF complexity in the balancing network. This is akin to
multi-loop passive cancellation as discussed in Sect. 1.4.2.

In addition to the dependence of the isolation on the frequency domain antenna
characteristics as described above, the antenna is also time variant due to interaction
with the local environment. Transmitted energy leaves the antenna, but can be
reflected back to the antenna by nearby objects, being received as self-interference.
This adds multipath to the SI channel, complicating SI cancellation, but is also
time variant due to movement of the device and/or environmental reflectors.
To obtain electrical balance, and maintain optimum balance in the presence of
dynamic reflections, EBDs typically use adaptive balancing algorithms [43, 44]
(see Fig. 1.13). The effects of environmental reflections on EBD isolation and
corresponding requirements for dynamic balancing have also been addressed [45–
47], showing that in highly dynamic hand-held and vehicular scenarios, EBDs must
update the balancing impedance to its optimum value at intervals of the order of
milliseconds in order to maintain ∼50 dB Tx-Rx isolation.
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1.6 Active Cancellation

Active cancellation techniques [2, 3, 7, 48–53] apply digital signal processing to
the baseband transmit signal, generating a digital baseband cancellation signal. The
baseband cancellation signal is then upconverted to RF using a second transmitter
chain, and coupled in to the receive path, cancelling the self-interference prior
to the receiver input. IBFD transceivers combining antenna separation, active
cancellation, and digital baseband cancellation have been reported in [2, 3, 7],
and this architecture is depicted in Fig. 1.15. Like passive cancellation techniques,
active techniques can be frequency flat or frequency selective. The active canceller
in [2] applies a frequency invariant complex gain to the Tx signal to generate
the cancellation signal, providing 31 dB of self-interference cancellation over a
relatively narrow bandwidth of 625 kHz, however, as is the case with passive single
loop cancellation, the amount of cancellation achieved will deteriorate rapidly
as bandwidth increases, due to frequency selective SI coupling. However, a key
advantage of active cancellation is that, due to the high availability of signal
processing resources in the digital baseband domain, high order filtering can readily
be applied.

Since the Tx signal is tapped in the digital baseband domain, prior to the Tx
radio, the cancellation process has no knowledge of the imperfections introduced by
the Tx hardware, and therefore cannot cancel them. Indeed the second transmitter
chain itself will be a source of further noise and non-linear SI. As mentioned
above (see Sect. 1.4), passive techniques have the benefit of being able to cancel the
noise and non-linear components introduced by the Tx chain, however with active
cancellation, these imperfections remain as residual self-interference. The limited
the accuracy of a Tx output signal due to the noise and hardware imperfections in
the transmit chains is quantified by the error vector magnitude (EVM) [54]. As a
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Fig. 1.15 A division free duplex transceiver architecture using active RF cancellation, as reported
in [2, 3, 7]
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rule-of-thumb, the level of cancellation which can be achieved is roughly the same
as the EVM.

Whereas the limitation of passive cancellation is the restricted self-
interference modelling accuracy due to the limited signal processing
resources, active cancellation allows the self-interference to be modelled with
a much greater (practically unlimited) accuracy. Instead, the cancellation is
limited by Tx radio hardware imperfections, which limit the accuracy of
the translation of signals from baseband, where the cancelling signals are
generated, to RF, where the cancellation actually occurs.

1.6.1 Hardware Cost

Active cancellation has the drawback of requiring an additional transmit chain,
which increases the cost and power consumption of the system. But, since some
significant isolation will have been obtained from some form of antenna based
isolation, the signal to be cancelled will have significantly lower power compared
to the Tx signal. The cancellation Tx chain will therefore function at a lower
power compared to the main Tx, reducing the cost and power consumption of this
subsystem as compared to the main transmitter (e.g., a power amplifier stage may
not be required). Furthermore, in comparison to the analogue signal processing
components required for passive cancellation, the cost and size of the additional
hardware may be relatively small, and the additional Tx chain can potentially
be implemented within the same radio frequency integrated circuit (RFIC) as the
primary transmitter and the receiver: a distinct advantage for low cost, small form
factor devices.

The active architecture also scales to multiple-input-multiple-output (MIMO)
with a linear increase in complexity [52], as the digital baseband cancellation
signal generation easily allows for a single cancellation signal to be composed from
multiple Tx baseband signals in order to concurrently cancel multiple sources of SI
from multiple antennas. Whereas passive cancellation in a MIMO transceiver would
require a cancellation loop from every transmit antenna to every receive antenna
(i.e., a dedicated cancellation loop for each permutation of Tx and Rx antennas),
with active cancellation only one cancellation transmitter is required per receiving
antenna, regardless of the number of transmitting antennas.
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1.6.2 Wideband Cancellation

Like passive cancellation systems, achieving wideband active cancellation requires
higher order digital signal processing; however, unlike passive systems, the required
order of processing can easily be achieved without substantial increases in hardware
complexity.

Wideband IBFD radio transceivers implementing active cancellation have been
reported in [3, 7], combining this with antenna separation. These systems extend
the narrowband cancellation technique presented in [2] to cancel wideband self-
interference by exploiting an orthogonal frequency division multiplexing (OFDM)
physical layer. OFDM modems use the fast Fourier transform (FFT) and the inverse
fast Fourier transform (IFFT) to move between the time and frequency domain,
allowing the signals to be composed of a large number of modulated subcarriers,
and facilitating frequency domain digital baseband signal processing. However this
modulation technique can also be exploited for wideband cancellation by estimating
and cancelling self-interference on a per-subcarrier basis.

This architecture is depicted in Fig. 1.16, showing the RF hardware subsystems
and digital baseband signal processing operations. In this case, the cancellation
signal generation function can be implemented as a frequency domain equalizer
(FDE), processing the Tx signal in the frequency domain by applying a complex
multiplication to each subcarrier. This does however increase the computational
complexity, requiring additional FDE, IFFT, and cyclic prefix generation operations.
The technique has been shown to be effective, achieving around 25 dB of RF self-
interference cancellation over a 20 MHz bandwidth [7], this being limited by the
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Fig. 1.16 An IBFD transceiver architecture using wideband active RF cancellation based on an
OFDM physical layer, as reported in [3, 7]
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EVM of the Tx radios. The relationship between subcarrier spacing and achievable
self-interference cancellation is also investigated in [7]. Results demonstrate that
increased frequency domain variation in the self-interference channel frequency
response, for example, due to multipath propagation between the Tx and Rx anten-
nas, requires higher order filtering to maintain wideband cancellation. However the
prototype reported in [7], which used 64 subcarriers across a 20 MHz bandwidth
(i.e., a subcarrier spacing of 312.5 kHz) achieved levels of active cancellation
similar to the Tx EVM, and was therefore not limited by modelling accuracy. This
frequency resolution is significantly lower than the subcarrier spacing typically used
in OFDM systems (3GPP Long Term Evolution uses a 15 kHz subcarrier spacing),
and therefore the required self-interference channel modelling accuracy can be
achieved with the subcarrier spacing of typical wireless systems.

1.6.3 Equaliser Function Calculation

In order for cancellation to be effective, the required equaliser function must be
accurately determined in order that an accurate cancellation signal can be generated.
Furthermore, the transfer functions of the RF front-end components must also be
taken into account, as for the cancellation to occur, the two signals must be arranged
such that they arrive at the coupling point with identical amplitude and in perfect
anti-phase. Therefore, in addition to characterising the self-interference channel
itself (for example, between the Tx and Rx antennas of an antenna separation
architecture), any amplitude and phase offsets introduced by the hardware (e.g.,
transmitters, receiver, transmission lines, coupler, etc.. . . ) must also be accounted
for when generating the cancellation signal, using inverse filtering to compensate
for the transfer functions of the non-ideal circuitry. With the RF front end being
such a complex system with numerous components and interactions, on the surface
it would appear that counteracting the effect of these components would be difficult.
However, this can in fact be achieved very simply by considering the problem from
the perspective of the equivalent baseband only, and characterising the behaviour of
the RF system as a “black box” [48].

Disregarding the desired receive signal (which at this stage of the receiver chain
remains several orders of magnitude below the self-interference), and ignoring noise
and non-linear system behaviour, we may model the total received signal as the sum
of the signals from the primary transmitter and auxiliary (cancellation) transmitter,
multiplied by corresponding transfer functions, such that

SRx(ω) = ST x(ω)�(ω)+ ECx(ω)ST x(ω)�(ω) (1.18)

where ST x(ω) is the transmit signal, ECx(ω) is the transfer function of the
cancellation equalizer (which generates the cancellation signal from the transmit
signal), �(ω) is the self-interference channel, this being the channel between the
primary transmitter and the receiver, �(ω) is the “cancellation channel,” this being
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the channel between the cancellation transmitter and receiver (see Fig. 1.17), SRx(ω)
is the received signal, and all quantities are frequency domain equivalent complex
baseband signals or transfer functions. Mathematically, cancellation occurs when
the two terms of (1.18) sum to zero. Therefore, setting (1.18) to zero and solving for
ECx(ω) give the cancellation equaliser function which will result in cancellation as

ECx(ω) = −�(ω)
�(ω)

. (1.19)

Evidently, this requires �(ω) and �(ω) to be known. In the case of �(ω),
the self-interference channel, this can be measured by transmitting a signal from
the main transmitter and receiving the self-interference. This is much like a pilot
based channel measurement, however it is not necessarily a pilot, as this can be
performed when the device is transmitting a regular transmit signal with payload
data. The caveat in the measurement of �(ω) is that the cancellation transmitter
must be inactive, such that the cancellation signal does not interfere with SI channel
measurement. Therefore there will be no active cancellation, meaning that any
receive signals will most likely be corrupted due to the SI, and to avoid this the
self-interference channel measurement must be performed when the device is in
transmit only mode. To determine the cancellation channel, a pilot can be sent from
the cancellation transmitter when the main transmitter is inactive, measuring the
channel in the same manner and likewise causing uncancelled SI. Therefore there
can be no simultaneous transmission or reception during the cancellation channel
measurement. These conditions will limit the opportunity to run these training
processes, however for many wireless systems, which operate with discontinuous
transmission and reception anyway, as determined by the medium access control
(MAC) protocols, it may be feasible that these equaliser training measurements may
be performed opportunistically within the transmit/receive scheduling of the device.

It is pertinent to note that, since all of the quantities are measured and processed
in equivalent baseband DSP, the cancellation signal which is generated will
inherently compensate for the transfer functions of the non-ideal circuit components
discussed above. This method makes no distinction between the Tx-Rx transfer
function between the Tx and Rx antennas, and the transfer functions of the other
components in the RF front end such as the transmitters and receiver. As depicted in
Fig. 1.17, the measured self-interference channel is the aggregate channel response
between the baseband primary transmitter output and the baseband receiver input,
and similarly, the measured cancellation channel is the aggregate channel response
between the baseband cancellation transmitter output and the baseband receiver
input. The equaliser function calculation method given above simply characterises
these channels and determines the cancellation signal required to force the receive
baseband signal to be zero, thereby forcing cancellation to occur in the RF domain.

The example given above is for a general case with continuous frequency. Where
an OFDM physical layer is used, as shown in Fig. 1.16, this method can be applied
at discrete frequencies. In this special case, the equaliser function becomes a set of
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Fig. 1.17 The self-interference channels and cancellation channel in an active self-interference
cancellation transceiver front-end

equaliser coefficients (one complex quantity for each transmit subcarrier), which are
calculated as

�[k] = −�[k]
�[k] , (1.20)

where k ∈ [0,K − 1] is the index of the K system subcarriers.

1.7 Combining Antenna and RF Cancellation Techniques

In-band full-duplex systems typically combine multiple stages of cancellation to
obtain high isolation, and many IBFD transceiver architectures combine some
form of antenna based isolation with a further stage of RF cancellation. Moreover,
depending on the isolation provided by the antenna system, additional RF-domain
cancellation may be necessary to fulfil the RF-domain isolation requirements (see
Sect. 1.2).

However, not all antenna and RF cancellation techniques can be directly com-
bined. The electrical balance duplexer (see Sect. 1.5), for example, is inseparable
from the single antenna shared for Tx and Rx, and thus combining EBDs with multi-
antenna isolation techniques (see Sects. 1.3.1 and 1.3.3) is not a straightforward
design problem.

The effectiveness of a particular cancellation technique depends on the character-
istics of the SI channel, including the effect of any preceding stages of cancellation.
For example, where the SI channel is dominated by a single strong coupling path,
as would be the case for separate omnidirectional Tx and Rx antennas without
shielding [2], single loop cancellation can provide substantial cancellation by
cancelling that dominant path. However, if the SI channel is a multipath channel
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without a dominant component, for example, in an antenna system where the direct
path is blocked by shielding, then single loop cancellation may provide very limited
cancellation, as it can only cancel one of the many SI components; multi-loop
cancellation would be required in this case.

It is notable that cancelling the dominant components of multipath (or indeed
avoiding them in the case of using shielded antennas) increases the overall isolation,
but can also increase the frequency selectivity of the SI channel as seen by the
subsequent stage of cancellation. The lower powered multipath components which
were previously insignificant compared to dominant components become significant
once the dominant components are removed. Thus in general, as isolation increases,
so does the requirement for frequency selective cancellation.

Figure 1.18 plots simulation results which show the Tx-Rx isolation of an electri-
cal balance duplexer, along with results for the EBD combined with a further stage
of cancellation of two different types: electrical balance and single loop cancellation
(EBSLC), and electrical balance and active cancellation (EBAC). The simulation
embeds a measured antenna reflection coefficient, thereby capturing the multipath
self-interference returning to the antenna in the indoor measurement environment
at 1.9 GHz (see [33]). As shown, a further stage of single loop cancellation has
very little impact on the isolation (only 0.5 dB of additional cancellation)—this is
because the EBD has already cancelled the dominant SI component, leaving behind
multipath SI for which the single loop canceller is ineffective. In contrast, combining
the electrical balance duplexer with a frequency selective active canceller increased
the isolation by 28 dB, as the active canceller is able to cancel the multipath SI.

Table 1.4 summarises various combinations of antenna and RF cancellation
techniques as reported in the literature. When designing an IBFD transceiver, the
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choice of which RF cancellation technology to pair with the selected antenna system
design depends on many factors. As discussed above, the choice of antenna based
isolation and the resulting characteristics of the SI coupling must be considered,
along with the cost, size, complexity, power consumption, linearity, and power
handling capabilities of any hardware implementation. The designer must also
consider the RF-domain isolation requirements as given earlier in Sect. 1.2, as in
some instances this will limit the choice of the type of RF cancellation which can
be applied. For example, since active RF cancellation cannot cancel Tx noise, it
can only be used if adequate isolation of Tx noise has already been obtained in the
antenna domain, or else this will limit the effectiveness of the subsequent stage of
digital cancellation.

1.8 Conclusions

Radio frequency domain antenna and circuit techniques are a fundamental part of
any IBFD radio system. This chapter has provided an overview of antennas and RF
cancellation, deriving requirements for RF-domain isolation, and discussing a range
of antenna systems and circuits for avoiding and cancelling self-interference.

Many antenna systems use separate Tx and Rx antennas to provide transmit-to-
receive isolation, through either propagation loss between the antennas, or through
more advanced designs which cancel SI in the propagation domain. The amount
of isolation obtained in the antenna system may also not be sufficient to fulfil
RF cancellation requirements, and a second stage of RF cancellation is typically
required. The design of the second stage cancellation must be carefully selected
based on the characteristics of the residual SI after the first stage of antenna based
isolation, with reference to RF-domain isolation requirements, and considering the
implications on the overall system design. Various cancellation techniques have
been developed and applied in recent years, differing in their characteristics and
capabilities in terms of cancellation of multipath components and Tx noise.

Whilst there have been many advances in antenna and cancellation technologies
in recent years, as discussed in this chapter, further work remains to bring these
designs from the lab bench in to products. In-band full-duplex technologies
have already been commercialised for point-to-point microwave links [55], where
separate Tx/Rx antennas with high directivity can be used, and the operating
environment is relatively static. However, substantial challenges remain, especially
where space, complexity, and power consumption limit design choices, and dynamic
environments will place challenging requirements on the dynamic adaptation of
coefficients in the cancellation loops.
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Chapter 2
Antenna/RF Design and Analog
Self-Interference Cancellation

Jong Woo Kwak, Min Soo Sim, In-Woong Kang, Jaedon Park,
and Chan-Byoung Chae

Abstract The main obstacle to full-duplex radios is self-interference (SI). To
overcome SI, researchers have proposed several analog and digital domain self-
interference cancellation (SIC) techniques. Digital cancellation has the following
limitations: (1) It is only possible if the SI is sufficiently removed in the analog
domain to fall within the dynamic range of an analog-to-digital converter (ADC).
(2) It cannot mitigate the transmitter noise. Thus, analog cancellation plays an
important role in a SIC scenario. This chapter provides an overview of current
research activities on the analog cancellation scheme. Analog cancellation can be
categorized into two classes—passive and active. In the passive analog cancellation,
an RF component suppresses the SI. This can be implemented using a circulator
or antenna separation. Leakages are cancelled by the active analog cancellation,
which is based on a channel estimation of residual SI channel. The leakage from
the passive cancellation can be matched by a signal generated from a tunable circuit
or an auxiliary transmit chain. A key issue then in active analog cancellation is
designing a circuit and optimization algorithm.

2.1 Introduction

In the demand of increasing spectral efficiency and data rates, full-duplex has
emerged as a highly promising technique for 5G wireless communications. Full-
duplex radio has the potential to double the spectral efficiency by transmitting
and receiving simultaneously on the same frequency. The main challenge in the
full-duplex radio is self-interference (SI)—a phenomenon where a transmit signal
is received by its own receiver. Without the self-interference cancellation (SIC),
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the SI significantly degrades the signal-of-interest. To alleviate this problem, the
traditional wireless communication systems operate in half-duplex which separates
the uplink and downlink transmission in either time domain (TDD) or frequency
domain (FDD).

Recently, many SIC methods have been proposed. SIC can be categorized,
roughly, into two classes: (1) intrinsic cancellation and (2) SI channel estimation-
based cancellation. In the intrinsic cancellation, the SI is weakened in a passive
manner using antenna separation, antenna cancellation, or an isolator. The intrinsic
cancellation is often called passive analog cancellation since it is done in the analog
domain. The remaining SI from passive analog cancellation is mitigated by the
SI channel estimation-based cancellation. Since the TX signal is known perfectly,
the SI can be reconstructed through SI channel estimation. The reconstructed SI is
then subtracted from the received signal leaving the signal-of-interest. Conventional
channel estimation methods can be easily applied for the SIC in the baseband. The
greatest hurdle in the SIC is the fact that ADC has to convert the SI and signal-
of-interest simultaneously. To avoid ADC saturation, an additional cancellation is
adopted in the analog domain; this is called active analog cancellation. The active
analog cancellation regenerates the destructive SI in the analog domain. It is also
based on the SI channel estimation which is done in the digital domain.

Because the SI channel estimation in the digital cancellation is dependent on
the result of the analog cancellation, the analog cancellation plays a crucial role
in the SIC. The realm of analog cancellation research covers the designing of the
antenna/RF components and digital signal processing. The size of analog canceller,
power/computational costs must be designed so as to be implementable. Another
hurdle is the limited bandwidth of the RF component. Recently, researchers have
proposed a photonics-based analog cancellation system to provide a broadband
cancellation.

This chapter provides an overview of the state-of-the-art analog cancellation
methods. The rest of this chapter is organized as follows: In Sect. 2.2, the main
obstacles in full-duplex system are introduced. Section 2.3 presents the passive
cancellation methods and Sect. 2.4 presents the analog cancellation methods. In
Sect. 2.5, a numerical analysis of the SIC is provided through simulation. The digital
cancellation method is briefly introduced in Sect. 2.5.

2.2 Requirements for a Full-Duplex System

To carry out full-duplex communication, SI must be suppressed at the receiver
thermal noise floor. In a multiple-antenna system, the passive analog cancellation
can be achieved by using a directive antenna or an antenna cancellation technique.
If the transmitter and the receiver share the single antenna, an isolator is required to
separate the SI.
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The remaining SI from passive analog cancellation consists of linear components
and nonlinear components. Linear components are caused by multi-path propaga-
tion between transmitter and receiver. In the single-antenna system with a circulator,
leakages from the circulator are modeled as linear. Nonlinear components mainly
come from power amplifier nonlinearity, ADC quantization noise, transmitter noise,
and other RF imperfections.

The channel estimation-based cancellation can be made in both the analog and
digital domains. This cancellation involves three steps. (1) Construct a model of the
SI channel. (2) Estimate the SI channel using perfect knowledge of transmit signal.
(3) Reconstruct and subtract the SI from the received signal. Linear components of
SI can be easily mitigated by the existing channel estimation methods. The power
amplifier nonlinearity and I/Q imbalance are modeled in [8, 9]. The main obstacle
of SIC is a required ADC dynamic range to acquire the SI and signal-of-interest
simultaneously. A dynamic range of a q-bit ADC is calculated as

6.02 × q + 1.76 [dB]. (2.1)

In the case of the 14-bit ADC, the dynamic range is 86 dB. This means that the
SI power after analog cancellation should not be higher than the receiver noise
floor by 86 dB. Figure 2.1 depicts an example of the power levels in the successful
SIC scenario. Essentially, the ADC dynamic range determines a required analog
cancellation amount. Typically, it is not possible to achieve this with the intrinsic
cancellation alone. Hence, most of the full-duplex systems adopt an additional active
cancellation in the analog domain, which is also based on the SI channel estimation.
Figure 2.2 shows a full-duplex system adopting a combination of analog and digital
domain SIC.

Fig. 2.1 An example of the
power levels in the successful
SIC scenario

TX power

RX noise floor

Analog SIC

Digital SIC ADC range

po
w
er
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Fig. 2.2 A block diagram of a full-duplex system with SIC

2.3 Passive Analog Cancellation

In the propagation stage, an isolator separates the desired signal and the SI. An
active RF component is not needed here. Therefore, it is often called passive analog
cancellation. The most intuitive way is to separate the antenna for the transmit chain
and the receive chain. The path loss between two antennas can be described as

L = 10n log 10d + C, (2.2)

where L, n, d, and C denote the path loss, the path loss exponent, the distance
between two antennas, and a system-dependent constant, respectively. As (2.2)
shows, the cancellation amount determined by a size of the transceiver.

Another solution is antenna cancellation, which generates a π -phase rotated
SI signal at the receiver. Figure 2.3 describes an asymmetric antenna cancellation
setup. The wavelength of the transmit signal is denoted as λ. The distance between
TX1 and RX (d1) is λ/2 larger than the distance between Tx2 and Rx (d2). At RX,
the two transmit signals will have a phase difference of π . To compensate for the
different path loss, we have to allocate more power to the TX2. Ideally, the SI will
be perfectly mitigated whereas the additional transmit signal acts as interference
for the other receiver. The authors in [3] combined the interference cancellation
methods for the antenna cancellation. The asymmetric antenna cancellation method
is inherently available in the narrow bandwidth (due to λ).

To alleviate the bandwidth dependency, a symmetric antenna cancellation
method is adopted in [4]. Figure 2.4 depicts a symmetric antenna cancellation.
A π -phase shifter is employed instead of having a difference in the distance. The
passive cancellation methods using polarized antenna are presented in [5, 6]. In [6],
a dual-polarized antenna is implemented in a real-time full-duplex LTE prototype.
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Fig. 2.4 Symmetric antenna cancellation using a π -phase shifter [4]

In single-antenna full-duplex radios, to achieve a passive cancellation, one needs
a circulator. A circulator is a 3-port device that steers the signal entering any
port is transmitted to the next port only. Ferrite circulators are often used in the
communication systems. When a signal enters to port 1, the ferrite changes a
magnetic resonance pattern to create a null at port 3. The circulator can provide
isolation in a narrow bandwidth. Figure 2.5 shows the SI components in the
circulator setup.

The strongest SI component is direct leakage. Typically, a circulator provides 20–
30 dB isolation for the direct leakage. The remaining SI components are mitigated
by an active analog cancellation. The second component is the signal reflected by
an antenna. The reflected power (return loss) can be computed as

Lret = −20 log

∣∣∣∣
ZL − ZS
ZL + ZS

∣∣∣∣, (2.3)
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Fig. 2.6 A block diagram of the optical circulator proposed in [10]

where ZL is a load impedance and ZS is a source impedance. The power of the third
component is an environmental-reflected signal that depends on the objects near the
transceiver.

An optical circulator is proposed by a company called Photonic Systems
Incorporated [10]. This optical circulator achieves better isolation and bandwidth
dependency compared to the conventional RF circulator. Figure 2.6 depicts a block
diagram of the optical circulator.

The received signal from the antenna is fed to a balanced optical modulator,
whereas the transmit signal is just conveyed as an electrical signal. Since the
transmit signal propagates in the opposite direction to the optical carrier, the
modulation—the response of the transmit signal—is extremely low. The effect of the
transmit signal reflected by the antenna—which propagates in the same direction as
the optical carrier—can be compensated by a balance port. A principle of the optical
modulator is in [2]. An experimental result of the optical circulator prototype is
provided in [11]. Roughly, the optical circulator achieves 30–40 dB isolation from
2.5–20 GHz.

A fundamental limitation of passive analog cancellation is that it cannot suppress
the SI reflected from the environment. The authors in [20] compare the remaining SI
after passive cancellation in an anechoic chamber and a highly reflective room with
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(a) (b)

Fig. 2.7 Comparison between the time responses measured in an anechoic chamber and a
reflective room. © [2014] IEEE. Reprinted, with permission, from ref. [20]. (a) No passive analog
cancellation. (b) Directionals, Crosspol, Absorber (DCA)

metal walls (Fig. 2.7). Combinations of directional isolation, absorptive shielding
(i.e., place an RF-absorptive material between transceivers to increase the pathloss),
and cross polarization are applied for the comparison. For the absorptive shielding,
Eccosorb AN-79 is used as an absorber which consists of discrete layers of lossy
material. An impedance of the incident layer of Eccosorb AN-79 is designed to
be close to air. The impedance gradually increases from the incident layer to the
rear layer. This graded multilayer structure offers broadband electromagnetic wave
absorption capability compared to the single layer structure [20]. Figure 2.7a shows
the time responses of the SI channel without SI cancellation. The initial part of the
time response corresponds to the direct path and the tail corresponds to the reflective
paths. As Figure 2.7b shows that passive analog cancellation only suppresses the
direct path, and the remaining SI from the reflective paths can be severe in the
reflective environment.

2.4 Active Analog Cancellation

2.4.1 Adaptive RF Circuits

The basic concept of the active analog cancellation is to generate a signal that
matches to the leakage from passive analog cancellation. The signal can be
generated using a tunable circuit and auxiliary transmit chain. In the tunable circuit-
based active analog cancellation, a small copy of transmitted signal is fed to the
circuit. Figure 2.8 shows a general multi-tap canceller consisting of M delay(τi)
lines.
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Fig. 2.8 A general design of an adaptive circuit for the active analog cancellation

Each delay line comprises an attenuator (ai) and a phase shifter (φi). The
parameters of the circuit are tuned via solving an optimization problem,

min
τ,a,φ

(
y(t)−

M∑
i=1

xτi ,ai ,φi (t)

)2

, (2.4)

where xτi ,ai ,φi (t) is an output signal of the each delay line, y(t) is the leakage, x(t)
is the transmit signal. The optimization is performed in the digital domain (i.e.,
the optimization algorithm receives as input variables the baseband signal (x[n],
y[n]). Note that the aim of analog cancellation is to avoid the ADC saturation.
Therefore, at the initial stage, the SI signal is transmitted at weak power to carry
out optimization while avoiding ADC saturation. After the parameters are tuned,
full-duplex transmission is performed.

The authors in [13] proposed a novel optimization algorithm and architecture
of adaptive circuit. The authors implemented the full-duplex WiFi radio in SISO
scenario. Figure 2.9 shows the proposed full-duplex communication system. A
circulator is used as a passive isolator. As discussed in Section (circulator), the
leakage of the circulator consists of two primary components (i.e., direct leakage
and reflected signal). Accordingly, an adaptive circuit should be designed to be
suitable to cancel those two primary leakages.

The key idea is to fix the delays of the circuit using the characteristics of
the leakage. Each delay line contains a variable attenuator. Theoretically, we can
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regenerate the actual SI with appropriately chosen fixed delays even though the
actual SI has an arbitrary delay within a certain range. Since the proposed method
uses fixed delays, it does not require hard-to-implement high-resolution delays.

Let the actual SI (y(t)) have a delay d, an attenuating value a, and a Nyquist rate
fs . Assume that we set the delays (di) and attenuating values (ai) of the circuit as
(2.5),

di = di−1 + 1

fs
,

ai = sinc (fs(d − di)) ,
(2.5)

where sinc(·) is a sinc function (Fig. 2.10). This virtual circuit consists of infinitely
many delay lines. Then the summation of the each delay line’s output at time instant
t1 is

∞∑
i=−∞

aix(t1 − di) =
∞∑

i=−∞
sinc(fs(d − di))x(t1 − di), (2.6)
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di−1 di di+1 di+2d

1/fs

· · ·· · ·

Fig. 2.10 An arrangement of the fixed delay

where actual SI at time instant t1 is

y(t1) = x(t1 − d). (2.7)

Since x(t) is a band-limited signal, we can apply the Nyquist-sampling theorem
and easily show that (2.6) is equal to (2.7). In other words, if we know the actual
delay d with an infinite number of delay lines, the circuit can perfectly reconstruct
the SI. Since the actual delay d is not known, an optimization algorithm adjusts the
attenuator values to cancel the leakage.

To implement this algorithm in practice, there are some hurdles.

1. We have to configure the adaptive circuit with finite delay lines. It is obvious
that the cancellation amount will increase as the number of delay lines increases.
To make the full-duplex system implementable on mobile devices, however, it
is preferable that the size of an adaptive circuit prefer to be small. The authors
in [13] proposed a 16-tap (delay lines) 10 ×10 cm circuit.
Figure 2.11 depicts the alignment of the fixed delays, where ddir and dref denote
the actual delays of the two primary leakages. To cancel the primary leakage
ydir(t), the 8 equidistant delays are chosen over the actual delay ddir. The authors
in [13] investigated the variation range of the actual delay. They then picked the
four delays below that range and the four delays above that range. Other delays
are picked in the same way for the yref(t) (i.e., reflection from the antenna).

2. A periodic optimization for the adaptive circuit causes a time overhead. The
overhead depends heavily on the design of an optimization algorithm. A main

· · ·d1 d8 d9 d16ddir dref· · · · · · · · ·

aref

adir

a1
a8

a9
a16

Fig. 2.11 An alignment of the fixed delays in [13]



2 Antenna/RF Design and Analog Self Interference Cancellation 49

challenge in the adaptive circuit-based analog cancellation is to reduce the time
consumption for the optimization.

3. The variable components of the circuit have a finite resolution. The attenuator
characteristics determine a feasible set of the optimization problem.

Given these limitations, the authors in [13] proposed a frequency response-based
optimization algorithm. The basic concept of this algorithm is to represent the
distortion (H(f )) introduced by the passive analog cancellation in the frequency
domain as (2.11).

Y(f ) = H(f )X(f ), (2.8)

where Y(f ) and X(f ) are the frequency domain representation of the leakage (y(t))
and tapped signal (x(t)), respectively. The frequency response H(f ) (i.e., an FFT
the SI channel) can be measured using pilot symbols. After measuring H(f ), the
circuit is tuned by solving

min
a1,...,aN

(
H(f )−

N∑
i=1

Haii (f )

)2

, (2.9)

where Hai (f ) is the frequency response for delay line i for attenuation setting
of ai . The problem is two-fold. First, the Haii (f ) should be measured for every
possible attenuation value ai . Since the circuit is well connected, it is impossible to
emulate the delay line individually to measure Haii (f ). To isolate the target delay
line as much as possible, the authors set the highest attenuator values for all of the
delay lines except the target one. The frequency response with another attenuation
values can be computed using this initial measurement and a S-parameter data of
the attenuator, which provide the relative change of the frequency response with
the changing attenuation value. Second, we have to find an optimal attenuation
setting to match the actual frequency response Hai (f ). If the attenuator can take
128 different values, there are 12816 possible cases in total. In this situation, an
exhaustive search is not feasible. Therefore, the authors relaxed it to a linear program
and then random rounding to get a feasible solution. The authors achieved 45–50 dB
analog cancellation using their testbeds. The design above is extended to full-duplex
MIMO system [14]. To achieve full-duplex MIMO, interference from a neighboring
transmitter (i.e., cross talk) has to be mitigated. We can simply replicate the SISO
design, as shown in Fig. 2.12.

The SISO replication-based design requires M2 times more taps than the SISO
design, where M is the number of transmit antenna. Hence, the computational
complexity with respect toM increases exponentially. The authors in [14] proposed
a cascaded cancellation design based on the following insight: since the antennas
are close to one another, the crosstalk and self-talk will experience similar channels.
The relationship between two channels can be modeled as

Hct(f ) = Hc(f )Hs(f ), (2.10)
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Fig. 2.12 SISO replication design proposed in [14]. Self-talk corresponds to the SI and cross talk
corresponds to the interference from the neighbor transmitter

Fig. 2.13 Cascaded design proposed in [14]

where Hct(f ) is a frequency response of the crosstalk channel, Hs(f ) is a frequency
response of the self-talk channel, and Hc(f ) is a simple cascade transfer function.

Figure 2.13 illustrates a cascade cancellation design (M = 3). For the cascade
transfer function of crosstalk channel 1 and 2, the adaptive circuit consists of C and
D taps, respectively. Since the cascade transfer function is simple, we allocate the
number of taps relatively small compared toN (i.e.,N >> C > D). The number of
taps for cascade transfer functions (C,D) is empirically chosen to provide sufficient
cancellation. The authors in [14] compared the SISO replication-based design and
cascade cancellation design for a 3 × 3 MIMO full-duplex radio operating a WiFi
PHY in a 20 MHz band at 0 dBm TX power. Figure 2.14 depicts a comparison of the
two designs with the same number of taps. The results show that the cascade design
is more efficient than the SISO replication-based design.



2 Antenna/RF Design and Analog Self Interference Cancellation 51

Fig. 2.14 Comparison of the SISO replication design and the cascaded design [14]

One of the other state-of-the-art analog cancellation technique is proposed in [7].
An adaptive circuit comprises fixed delay lines with variable phase shifters and
attenuators in [7]. The main idea is to formulate the optimization problem as
a convex problem. Consider an OFDM system with K subcarriers. Denote the
sampling rate as 1/TS . The k-th frequency component of the adaptive circuit
frequency response is modeled as

HHH cir[k] =
N∑
n=1

ane
φnejkδwτn = ΦΦΦTk WWW (2.11)

where an, φn, τn, and δw are attenuation, phase shift, fixed delay of n-th path,
and sampling interval over the bandwidth of interest, respectively. Note that the
previous active cancellation method uses measured frequency response of delay line
(Hai (f )). On the other hand, the authors in [7] theoretically modeled the frequency
response of the adaptive circuit, enabling the analysis of residual SI power. The
sampling interval δw = 2πB/K , where B is the bandwidth of the x(t). For
convenience, we define the following two vectors:

ΦΦΦk =
[
e−jwδwkτ1 , e−jwδwkτ2 , . . . , e−jwδwkτN

]T
,

WWW =
[
a1e

−jφ1 , a2e
−jφ2 , . . . , aNe

−jφN
]
.

(2.12)

With a given fixed delay alignment (τ1, τ2..τN ), the optimization algorithm mini-
mizes the difference between two sampled frequency response that can be formu-
lated as

min
w

E

[(
HHH chan[k] −ΦΦΦTk WWW

) (
HHH chan[k] −ΦΦΦTk WWW

)H]
, (2.13)
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where HHH chan and (·)H denote the measured frequency response of the SI channel
and Hermitian operation, respectively. Conceding that HHH chan[k] and ΦΦΦk are jointly
stationary, the object function is convex. Therefore, the global optimum (ŴWW ) can be
analytically obtained as

ŴWW = E

[
ΦΦΦkΦΦΦ

T
k

]−1
E

[
HHH chan[k]ΦΦΦk

]

= RRR−1PPP

, (2.14)

where RRR is a complex correlation matrix operating on a set of sampled complex
exponentials and PPP is a complex cross-correlation matrix operating on the mea-
sured channel response and set of complex exponentials. Note that RRR−1 can be
precomputed. The main advantage of this algorithm is that we can relieve the
matrix inversion operation. The time complexity of this algorithm depends on the
calculation of PPP and the multiplication ofRRR−1 and PPP .

In [18], the author analyzed the residual SI power after cancellation for the case
of a time-invariant SI channel and a time-variant SI channel. For each case the
authors considered the CSI imperfection and an imperfect delay alignment. The
baseband equivalent time domain SI channel can be described as a uniformly spaced
TDL model,

hbSI(t) =
∞∑
i=0

hi

(
t − i

B

)
, (2.15)

where hi is the i-th tap coefficient. The authors in [18] set the fixed delays of
an adaptive circuit as (0, 1

B
, ..N−1

B
), where N is the number of delay lines. The

estimated channel (ĤHH(k)) is modeled as

ĤHH [k] = HHH [k] + ÑNN [k], (2.16)

where ÑNN [k] is the circularly symmetric complex Gaussian (CSCG) noise with
zero mean and variance σ̃ 2. The reconstructed frequency response of the circuit
is ĤHHcir = [ΦΦΦT1 ŴWW, . . . ,ΦΦΦTKŴWW ]T . Then the average power of the residual (ρrd ) is
represented as

ρrd = 1

K
E

{∣∣∣XXX
(
HHH − ĤHH cir

)∣∣∣2
}

= 1

K
E

{
tr

[(
HHH − ĤHH cir

) (
HHH − ĤHH cir

)H
XXXHXXX

]}

= 1

K
tr

{
E

[(
HHH − ĤHH cir

) (
HHH − ĤHH cir

)H]}
,

(2.17)
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Table 2.1 Residual SI power on the time-varying channel for the 3 cases

Cases Description Power of Residual SI
Case 1 • Perfect SI channel CSI and perfect

delay alignment
2 − 2

Kf+1

{
Kf + J0[2πΔTfdKTS ]

}

• Time-varying SI channel with
processing delay td

Case 2 • Imperfect SI channel CSI and
perfect delay alignment

N
K
σ̃ 2 + 2 − 2

Kf+1

{
Kf + J0[2πΔTfdKTS ]

}

• Time-varying SI channel with
processing delay td

Case 3 • Imperfect SI channel CSI and
imperfect delay alignment with
N = K and Δt = 1/B

• Time-varying SI channel with
processing delay td

σ̃ 2 + 2 − 2
Kf+1

{
Kf + J0[2πΔTfdKTS ]

}

• Time-varying SI channel with
processing delay td

where XXX = diag{XXX(0),XXX(1), . . . ,XXX(K)} with E
[|XXX(k)|2] = 1 and

E
[|XXX(k1)XXX(k2)

∗|2] = 0, k1 �= k2, tr(·) denotes the trace of a matrix. With the
notation Ω = [ΦΦΦT1 , . . . ,ΦΦΦTK ]T the authors in [18] derived the following,

ρrd = N

K
σ̃ 2 + N

K
tr
(
HHHHHHH −KΩΩΩRΩRΩRΩHHHHHHHH

)
. (2.18)

The first term results from the imperfect SI CSI, while the second term results from
the imperfect delay alignment.

Over the time-varying SI channel, the processing delay (i.e., time consumed in
calculating the variable and tuning) comes up as an issue. In [18], the authors
assume the processing delay td to be a multiple of the KTS (i.e., td = ΔTKTS ,
ΔT is an integer). In this case, the power of residual SI is analyzed in Table 2.1
[18].

2.4.2 Micro Photonic Canceller

To achieve broadband cancellation, researchers have proposed several micro-
photonic cancellers (MPC). Similar to the RF adaptive circuit, the SI channel is
reconstructed using tunable delays and attenuators. Essentially, the delay comes
from changing the propagating group velocity using carrier dynamics. A set of
optical time delay lines (OTDL) and optical variable attenuators is used in [12] to
reconstruct the SI channel. This system achieves 40 dB cancellation over 50 MHz
bandwidth. However, tuning the OTDL takes a great deal of time. To obtain
a low-latency tunable delay, the authors in [16] used a semiconductor optical
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Fig. 2.15 Broadband cancellation result of the optical system. © [2016] IEEE. Reprinted, with
permission, from ref. [16]

amplifier (SOA), which has 200 ns latency. The proposed system has a single SOA.
Therefore, to tune the SOA involves a simple 2-dimensional optimization problem.
The Nelder–Mead simplex algorithm [1] is used for the optimization. Figure 2.15
depicts a broadband cancellation result. The system achieves 38 dB cancellation
over 60 MHz.

In [17], the delays and attenuations are obtained using tunable lasers with a
dispersive element instead of the set of OTDLs and OVAs. This enhances the
compactness of the system. Also, a dispersion-induced RF power fading can be
easily compensated in this system.

The MPCs above use discrete fiber-optics. The authors in [19] first demonstrated
an integrated microwave photonic circuit (IMPC), which requires no fiber. Optical
components for the cancellation are monolithically integrated onto a substrate. As
the IMPC has no fiber, the cost is significantly reduced. Figure 2.16 illustrates a
block diagram and a microscopic image of the IMPC. The IMPC has RF inputs and
outputs; it is thus appropriate to be implemented in the RF circuit board. The IMPC
achieves 30 dB cancellation over within 400 MHz–6 GHz, which covers all existing
FDD LTE and WiFi bands.

2.4.3 Auxiliary Transmit Chain

Suppose that an auxiliary transmit chain generates a copy of the SI signal. This
copied SI signal goes through a different channel (hhhAUX) from the SI channel (hhhSI).
The frequency response of the k-th subcarrier of these two different channels are
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Fig. 2.16 Block diagram and microscope image of the IMPC. © [2017] IEEE. Reprinted, with
permission, from ref. [19]

denoted as (HHHAUX[k]) and (HHH SI[k]), respectively. The basic concept is similar to the
adaptive circuit-based cancellation, which generates the copy of the SI signal and
subtracts it. First, estimate the two different channels (i.e., ĤHHAUX and ĤHH SI). Using
the estimated CSI, adjust the input of the auxiliary transmit chainXXXAUX as (2.19)

XXXAUX[k] = ĤHH SI[k]
ĤHHAUX[k]

XXXSI[k], (2.19)

where XXXSI is the transmitted signal. Note that this method assumes a linear model.
Therefore, this method cannot suppress the nonlinear SI components such as
transmitter noise.

2.5 Numerical Analysis and Discussions

In this section, we provide a numerical analysis of the SIC methods in an OFDM
system. We build a simulator which can analyze the analog–digital integrated SIC
performance. For the simulation of analog cancellation, we have to generate the
leakages from passive cancellation. Generally, a time-invariant passband channel
hp(t) is represented as

hp(t) =
L∑
i=0

hipδ(t − τi), (2.20)
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where L is the number of taps, hip is the i-th tap gain, τi is the i-th tap delay. Note
that the leakage from a circulator consists of three components—direct leakage,
reflection from antenna, and reflections from the objects near transceiver.

We assume that the direct leakage has 15 dB attenuation and 300 ps delay, and
the reflection from antenna has 17.5 dB attenuation and 3 ns delay. The simulation
period is set to 10 ps. A delay of the reflection from the object near transceiver is
assumed to be a multiple of 10 ps. Table 2.2 depicts the simulated tap delays and
attenuations. A delay line of the adaptive circuit can be modeled as a single tap in
hp(t). In the simulation, we transform hp(t) to a baseband equivalent form.

Figure 2.17 shows a full-duplex system in the simulation. A simple adaptive
circuit is adopted for the active cancellation. The adaptive circuit consist of variable

Table 2.2 Attenuations and
delays of the remaining SI
after passive cancellation

Source Attenuation Delay

Direct leakage −15 dB 300 ps

Reflection from antenna −17.5 dB 3 ns

Reflection from objects −60 dB 20 ns

Reflection from objects −90 dB 60 ns

Reflection from objects −100 dB 90 ns

Reflection from objects −100 dB 120 ns

Antenna

DAC ADC

PA

Σ

Digital
Cancellationx[n]

x(t) y(t)

y[n]

τ1

τM

-

Analog SIC
circuit

Circulator

fixed
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phase shifter

a1

aM

-

control
algorithm
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φ1

Fig. 2.17 Simulated full-duplex system
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Table 2.3 Simulation
parameters

System parameter Notation Values

Simulation sampling period Tsim 10 ps

Center frequency fc 1.5 GHz

Bandwidth B 20 MHz

FFT size 64

Used subcarrier 52

CP length 16

ADC resolution 14 bit

TX power −5 dBm

PA gain 15 dB

P1 dB 23.09 dBm

Receiver noise floor −85 dBm

Adaptive circuit attenuator resolution ∞

attenuators, variable phase shifters, and fixed delays. The fixed delay values are
depicted in Table 2.3. The attenuations and phases are set to the solution of the
following optimization problem (âaa). Resolution of the variable component is not
considered here:

min
aaa
|HHH(f )−HHH cir(f )aaa|2

where i-th column ofHHH cir(f ) = HHH ai=1
i (f ),

(2.21)

where HHH ai=1
i (f ) is the frequency response of the i-th fixed delay response with

attenuation ai = 1. As discussed in Sect. 2.2, during the initial stage, the SI signal
is transmitted with little power so as to avoid the ADC saturation without the active
cancellation.

After the analog cancellation, the residual SI is mitigated by digital cancellation.
The greatest obstacle to the digital cancellation is to cancel out the nonlinear SI
components, which come mainly from the power amplifier nonlinearity. Several
nonlinear digital cancellation methods have been proposed to handle the nonlinear-
ity [8, 9]. A parallel Hammerstein model is widely used to describe the nonlinearity
as,

xPA[n] =
K−1∑
k=0

P−1∑
p=0

ψk,p|x[n− p]|2kx[n− p], (2.22)

where x[n] and xPA[n] are the transmitted and power amplifier output signals on
time n, 2K−1 is the highest order of the model, P is the number of memory taps of
the power amplifier, and ψk,p are the nonlinear coefficients.

Figure 2.18 depicts the power amplifier characteristics which is modeled with
the 5-th order parallel Hammerstein (PH) model. In the digital cancellation, we
use a simple linear digital cancellation method [15]. The simulation parameters are
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Fig. 2.18 Power amplifier
characteristics in the
simulator (blue line)

Table 2.4 Analog and digital SIC performance

10 bit ADC 14 bit ADC

1-tap Analog cancellation: 44.91 dB Analog cancellation: 45.36 dB

(1.5 ns) Digital cancellation: 48.11 dB Digital cancellation: 48.17 dB

2-tap Analog cancellation: 48.24 dB Analog cancellation: 52.76 dB

(0.5 ns, 2.5 ns) Digital cancellation: 45.13 dB Digital cancellation: 40.85 dB

presented in Table 2.3. Transmitter noise is not considered here. Analog–digital
integrated SIC performance results are depicted in Table 2.4.

The 2-tap adaptive circuit shows a better cancellation performance compared to
the 1-tap adaptive circuit. The integrated cancellation amounts are almost the same
for the two circuits since the transmitter noise is ignored.

2.6 Conclusion

In this chapter, we introduce an overview of analog cancellation methods in full-
duplex radios. First, the necessity of the analog cancellation is explained in the
two different aspects: (1) to meet up the ADC dynamic range and (2) to mitigate
the nonlinear SI components which cannot be removed in the digital domain (e.g.,
transmitter noise).

A fact that the power of the transmitter noise in the received SI signal must
be lower than the receiver noise floor gives us the insight to design the analog
cancellation technique. The transmitter noise is random, therefore, we have only
two possible ways to mitigate it: (1) weak the SI signal in a passive manner (passive
analog cancellation) and (2) copy the transmitted SI signal and using it as a reference
signal to recreate the received SI signal (active analog cancellation, except for
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the auxiliary transmit chain method). Various analog cancellation techniques are
developed to provide enough cancellation with low complexity (i.e., size of the SI
canceller, computational, and power cost) and low bandwidth dependency.

Still, there are some challenges in those issues. Size and power consumption of
the adaptive circuit is one of the main bottlenecks to implement the full-duplex in
mobile devices. In full-duplex MIMO systems, these practical issues become more
severe since the adaptive circuit has to be extended to mitigate both self-talk (i.e.,
SI) and crosstalk (i.e., interference from the neighbor transmitters).
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Chapter 3
Digital Self-Interference Cancellation
for Low-Cost Full-Duplex Radio Devices

Dani Korpi, Lauri Anttila, Taneli Riihonen, and Mikko Valkama

Abstract Wireless inband full-duplex communications, where individual radio
devices transmit and receive simultaneously on the same frequency band, has
recently been proposed as another step towards the full utilization of the available
spectral resources. This chapter concentrates on solving the greatest challenge
in wireless inband full-duplex communications, i.e., the self-interference, which
refers to the interference produced by the own transmitter. To this end, this
chapter provides digital-domain solutions for efficient self-interference cancellation
in low-cost full-duplex radios. The proposed digital cancellers are capable of
modeling the most prominent radio circuit impairments, in particular the nonlinear
distortion produced by the transmitter power amplifier. The digital cancellers are
evaluated using an actual inband full-duplex prototype, which contains also other
self-interference suppression mechanisms operating in the analog domain. The
obtained measurement results show that, with the help of these digital cancellers,
the self-interference can be cancelled almost perfectly, proving that true full-duplex
operation is indeed possible. Altogether, the own transmit signal is shown to be
suppressed in some cases by more than 100 dB, which is one of the highest reported
self-interference cancellation performances to date.

3.1 Introduction

In order to achieve the immense requirements for the spectral efficiency of future
wireless systems, several techniques and solutions have been proposed by the
research community, one of which is wireless inband full-duplex (IBFD) commu-
nications [1–5]. What IBFD refers to is simultaneously transmitting and receiving
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radio signals on the same center frequency within the same device. Considering the
fact that practically all the current systems operate in a half-duplex (HD) manner,
dividing transmission and reception within the device either in time with time-
division duplex (TDD) or in frequency with frequency-division duplex (FDD),
IBFD-capable radios can as much as double the spectral efficiency. The reason
for this is simply that neither the temporal nor spectral resources need to be
shared between transmission and reception, meaning that the whole available time-
frequency resource can be used for both. As a result, the effective resources are
doubled.

However, the inherent challenge of wireless IBFD communications is the
problem of self-interference (SI). Namely, any device transmitting and receiving
simultaneously on the same frequency band will produce extremely powerful inter-
ference to its own RX chain. Moreover, unlike in FDD systems where transmission
and reception occur on different frequency bands with a wide separation, in IBFD
radios the own transmission can obviously not be filtered out with a duplexer. If
not properly managed, this SI greatly reduces the signal-to-interference-plus-noise
ratio (SINR) of the received signal in an IBFD transceiver when compared to a
HD transceiver. Therefore, the central research challenge for IBFD systems is to
develop methods and techniques for canceling the SI by some means. Moreover, the
accuracy of the SI cancellation solutions must be extremely high since the signal
emitted from the own TX chain can easily be over 100 dB stronger than the desired
signal of interest [5, 6].

In principle, the SI can be cancelled rather easily: since the transceiver obviously
knows its own transmit signal, it can simply subtract it from the received signal.
Assuming that the possible channel effects up to the point of subtraction are known,
the SI could in fact be perfectly cancelled with this simple principle. What makes
SI cancellation challenging in reality is obtaining sufficiently accurate knowledge
about the overall coupling channel, i.e., knowing exactly how the SI signal is
distorted while propagating from the transmitter to the receiver. In particular, while
the effects of the wireless coupling channel between the transmitter and the receiver
can be compensated for in a relatively straightforward matter, in many cases the SI
signal is distorted also by the transmitter (TX) and receiver (RX) circuitry. Such
distortion, resulting from various analog impairments within the transceiver, cannot
usually be captured by the same models that apply to wireless propagation, thereby
making accurate SI cancellation rather cumbersome.

In this chapter, the emphasis is on the SI cancellation performed in the digital
domain, that is, after the analog-to-digital converter (ADC) of the RX chain. As
will be discussed in more detail below, the purpose of digital SI cancellation is
to fully suppress the residual SI that still remains after the different analog or RF
cancellation schemes. The benefit of digital-domain cancellation is the increased
flexibility in terms of modeling and parameter estimation, which facilitates the use
of advanced SI signal models. This means that the significant analog impairments
can be explicitly included in the modeling within the digital canceller, and conse-
quently they do not pose a limit for the cancellation performance. Considering that
in many cases the error vector magnitude (EVM) of the transmitter is dominated by



3 Digital Self-Interference Cancellation for Low-Cost Full-Duplex Radio Devices 63

the nonlinear behavior of its power amplifier (PA) [6, 7], incorporating a model
of this nonlinearity source into the digital canceller can provide a significant
improvement in the digital cancellation performance [6, 8, 9]. This chapter is mainly
based on the solutions and findings reported in [10] and the references therein.

3.1.1 Basic Full-Duplex Device Architecture

To facilitate wireless IBFD operation and the forthcoming discussion about digital
SI cancellers, Fig. 3.1 illustrates a possible overall SI cancellation architecture for
a direct-conversion transceiver. Firstly, it includes two alternatives for physically
isolating the transmitter and the receiver: separate TX and RX antennas, or a shared
TX/RX antenna. In the former option, the SI isolation simply stems from the
path loss between the antennas. In the latter solution, on the other hand, physical
isolation is obtained with a so-called circulator, which is a three-port device where
each port is connected directly to the next port, while being isolated from the
previous port, or vice versa, depending on the direction of rotation (i.e., clockwise
or counterclockwise) [11, p. 487]. This means that the signal propagating in the
opposite direction is heavily attenuated, resulting in a certain amount of isolation
between the TX and RX chains when using such a circulator in an IBFD transceiver
as shown in Fig. 3.1. The isolation provided by a circulator is typically in the order
of 20–40 dB, depending on its size and cost as well as on the used bandwidth, while
the attenuation in the desired direction is usually less than half a decibel [9]. It
should be noted that the essential modeling of the SI signal is not affected by the
adopted antenna architecture, and hence the signal models and algorithms reported
in this chapter can be readily applied to both types of systems.

After the antenna interface, RF cancellation is performed on the received signal to
reduce the SI power entering the actual RX chain. The IBFD transceiver architecture
depicted in Fig. 3.1 utilizes an RF cancellation solution where the transmitter PA
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Fig. 3.1 The considered direct-conversion IBFD transceiver architecture where RF cancellation is
performed using the PA output signal
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output signal is used to form the cancellation signal, which is then subtracted from
the received signal after proper manipulation. The benefit of this type of a solution
is that all the TX-induced impairments are implicitly included in the cancellation
signal, and are consequently suppressed by the RF canceller. In principle, this type
of an RF canceller aims at modeling and subtracting the strongest SI components,
while the multipath reflections are more easily cancelled in the digital domain [8,
12, 13].

Altogether, with sufficiently high RF cancellation performance, the SI is atten-
uated such that neither the low-noise amplifier (LNA) nor the ADC are saturated
by the SI power, them being typically the critical components with regard to
the highest tolerated power entering the RX chain [9]. Having then amplified,
downconverted, and digitized the total signal consisting of the residual SI and the
signal of interest, digital cancellation is performed. The digital cancellation signal
is typically constructed from the original transmit data, using a predefined signal
model and an estimate of the overall coupling channel. Ideally, the residual SI can
be perfectly cancelled in the digital domain, after which only the received signal
of interest, alongside with the noise, remains. The different digital cancellation
solutions are described in detail in Sect. 3.3.

3.1.2 Related Work

Modeling of the residual SI signal in the digital domain is a crucial aspect for an
IBFD transceiver as the objective of the digital canceller is typically to suppress the
SI signal below the receiver noise floor. Furthermore, as shown in [10], in many
cases this requires the modeling of some of the RF impairments since otherwise
the accuracy of the cancellation signal is not sufficiently high. Nevertheless, in
many of the related works, a linear signal model has been assumed in the digital
cancellation stage [2, 3, 14–18], and consequently none of the RF impairments have
been modeled. This represents a baseline for the signal model used within a digital
canceller, and it is also described in detail in Sect. 3.3.1. However, as opposed to
some works where the SI is cancelled in the frequency domain [15–17], in this
chapter only time-domain cancellation is considered.

To improve the accuracy, many of the reported digital cancellation solutions
incorporate also a model for the nonlinear TX PA [7–9, 13, 19–28]. Considering
that in most systems the PA-induced nonlinearities are indeed the dominant source
of distortion, such a nonlinear digital canceller is typically capable of highly efficient
SI cancellation [8, 9, 13]. Furthermore, the works in [19, 20] utilize the nonlinear
signal model for predistorting the PA output signal, which means that a linear model
can be used at the actual digital cancellation stage. Addressing the PA-induced
nonlinear distortion by intentionally introducing a polarization mismatch between
the TX output and the RX digital domain has also been considered [29]. Moreover,
in [22], also the nonlinear distortion produced by the RX chain is incorporated into
the overall digital cancellation signal model, in addition to the TX nonlinearities,
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Table 3.1 The key specifications and performance figures of the most notable IBFD prototype
implementations

Prototype Year Frequency Bandwidth Structure Total isolation

Rice I [2, 33] 2010 2.4 GHz 0.625 MHz Two antennas 80 dB

Stanford I [3] 2010 2.48 GHz 5 MHz Three antennas 100 dB

Rice II [34, 35] 2012 2.4 GHz 20 MHz 2 × 1 MISO 85 dB

Stanford III [13] 2013 2.45 GHz 80 MHz Shared TX/RX antenna 110 dB

Rice III [36] 2014 2.4 GHz 20 MHz Directional antennas 95 dB

Stanford IV [37] 2014 2.45 GHz 20 MHz 3 × 3 MIMO 104 dB

Yonsei [17] 2015 2.52 GHz 20 MHz Dual-polar. antenna 103 dB

TUT+Intel [9] 2016 2.46 GHz 80 MHz Shared TX/RX antenna 88 dB

TUT+Aalto [8] 2017 2.56 GHz 80 MHz Compact relay antenna 100 dB

Note that all the prototypes are SISO transceivers, unless otherwise mentioned in the structure-
column

albeit only 3rd-order distortion is considered for simplicity. Recently it has also
been shown that machine learning can be used to aid the modeling of the SI signal
in the digital domain [30–32].

In the recent years, various IBFD transceiver prototypes or demonstrator imple-
mentations have also been reported in the literature. While the key specifications and
performance figures of the most notable prototype implementations are collected
and discussed in [10], Table 3.1 provides an overview about the most prominent
prototypes, including also the ones presented in [8, 9] that utilize the digital
cancellers presented in this chapter. Note that, unless otherwise mentioned, the total
amount of SI isolation listed in Table 3.1 for each prototype includes also the passive
suppression, i.e., it is calculated as a difference between the transmit power and the
residual SI power after all the cancellation stages.

The first IBFD prototype implementations utilizing both RF and digital cancel-
lation were developed independently at Rice University [2] (reported in more detail
later in [33]) and at Stanford University [3]. Even though the general architectures of
these prototypes are rather similar, the RF cancellation technique is fundamentally
different in these two implementations. Namely, in [2], the RF canceller utilizes
an additional auxiliary TX chain to upconvert the cancellation signal from the
baseband, while in [3] the TX output signal is used to generate the RF cancellation
signal. Including also the suppression provided by linear digital cancellation, the
total amounts of SI cancellation are 80 dB and 100 dB in [2] and [3], respectively,
while [33] reports 74 dB of overall SI cancellation for the same Rice prototype.

Improved versions of Rice University’s initial prototype are then reported in [34–
36]. The prototype demonstrated in [34, 35] is a MISO IBFD transceiver with two
TX antennas and one RX antenna, which are positioned around a device to provide
a higher amount of passive isolation, measured to be between 60 and 70 dB. When
complemented with active RF and digital cancellation, the overall amount of SI
suppression for this prototype is 85 dB with a total transmit power of 5 dBm. The
prototype reported in [36], on the other hand, utilizes directional antennas with
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cross-polarization and absorptive shielding to provide 70 dB of physical isolation
between the TX and RX chains. After applying also RF and digital cancellation,
the overall amount of SI suppression over 20 MHz is in the order of 95 dB with this
solution, using a transmit power of 7 dBm.

The third prototype implementation of the Stanford group, reported in [13]
already in 2013, represents still in many respects the state of the art. There, a
shared-antenna architecture is adopted, the TX and RX chains being isolated by
a circulator. The RF cancellation is done using the TX output signal, while the
final cancellation stage in the digital domain utilizes a nonlinear signal model to
reconstruct also the nonlinear distortion within the residual SI. The overall amount
of SI cancellation with a 20-dBm transmit power and an instantaneous bandwidth
of 80 MHz is reported to be 110 dB, consisting of 62 dB of analog SI suppression
and 48 dB of digital cancellation.

The authors of [13] have also extended their SI cancellation architecture to
support a 3 × 3 MIMO transceiver [37]. The proposed IBFD MIMO prototype
consists of three TX–RX pairs where each pair shares a common antenna and
the passive isolation is achieved using a circulator. The RX chains are preceded
by a 56-tap 3 × 3 RF canceller, followed by a nonlinear digital canceller after
the analog-to-digital conversion in each receiver. Using a sum transmit power of
20 dBm (divided equally between the three transmitters), the SI is cancelled in total
by roughly 104 dB. This is sufficient to cancel the residual SI practically to the level
of the receiver noise floor in each RX chain.

Considering then finally the prototype in [17], there the passive TX–RX isolation
is improved by utilizing a dual-polarized antenna while also performing active RF
and digital cancellation to further suppress the SI. In particular, a dual-polarized
antenna transmits and receives signals of different polarization, resulting in a greatly
attenuated leakage from the TX port to the RX port [38]. Overall, the proposed
architecture in [17] is capable of canceling the SI by 103 dB over 20 MHz.

The above prototypes represent the current state of the art in the literature, and
thereby constitute the proper context for the SI cancellation performance achieved
using the digital cancellation solutions presented in this chapter and reported in
[8, 9]. Table 3.1 presents also the key performance figures of these prototype
implementations, while further details are provided in Sects. 3.5.1 and 3.5.2.

3.2 Challenges in Digital Cancellation

Due to the stringent cancellation requirements and the high power of the SI signal,
many of the imperfections produced within the transceiver must be considered when
modeling and regenerating the SI waveform for digital cancellation. This stems from
the high-power difference between the received SI signal and the signal of interest:
even a mild distortion component in the former can be extremely powerful compared
to the latter, which is weakened due to the much longer propagation distance. Hence,
if such a distortion component is ignored in the cancellation processing, it will
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remain unaffected and therefore results in a heavily decreased SINR upon detection.
Below, the most relevant analog imperfections are described and discussed.

3.2.1 I/Q Imbalance

IQ imbalance is a prevalent issue in direct-conversion transceivers, stemming from
the inherent phase and amplitude mismatches between the I- and Q-branches
[39, 40]. As a result of these mismatches, a so-called image component is generated
on top of the original signal, Fig. 3.2a illustrating this phenomenon in the frequency
domain. The image component produced within a direct-conversion transceiver
is in fact the original signal, whose spectrum has been inverted with respect to
the frequency axis. In time domain, the image component is correspondingly the
complex conjugate of the original signal. The magnitude of the image component
in relation to the original signal is dictated by the severity of the IQ imbalance,
although typically it is clearly weaker than the original signal [41].

As opposed to the direct-conversion architecture, in the older superheterodyne
transceivers, where an intermediate frequency is used during up- and downconver-
sion, the mirror images are in fact in the adjacent frequency bands, and they can
simply be filtered out either in the intermediate frequency (TX) or in the RF domain
(RX). Consequently, the IQ imbalance of a direct-conversion transceiver can be
considered equivalent to the problem of image frequencies in the superheterodyne
architecture. While the direct-conversion architecture avoids the need for the
possibly bulky analog filters, it must carefully match the phases and amplitudes
of the I- and Q-branches to sufficiently suppress the image component.

Although IQ imbalance affects most low-cost radio devices, it is negligibly weak
in the laboratory equipment upon which the prototypes used in this chapter are
based. Therefore, it is omitted also from the described signal models. For further
information about the modeling of IQ imbalance in IBFD devices, please refer to
[10, 42].

frequency

Original signal

Nonlinear distor on

frequency

Original signal

Image 
component

(a) (b)

Fig. 3.2 Frequency domain illustrations of (a) IQ imbalance and (b) nonlinear distortion
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3.2.2 Nonlinear Distortion

Another fundamental issue, especially in low-cost communications devices, is the
nonlinear distortion. It is primarily produced by the different active components,
in particular the amplifiers, and can heavily distort the signal. In principle, it
stems from some form of clipping, which results in the highest signal peaks being
compressed. In other words, when driven sufficiently close to saturation, the gain
of the amplifier is smaller when the amplitude of the input signal is higher, and
thereby the relationship between the input and output signals is in fact nonlinear. In
the frequency domain, nonlinear distortion can be illustrated as shown in Fig. 3.2b,
where it exhibits itself as spectral regrowth. Note that, in the context of IBFD
transceivers, only the nonlinear distortion falling onto the signal band needs to
be considered since the distortion falling out-of-band can easily be filtered out in
the receiver. The out-of-band nonlinearities are an important consideration only in
terms of the transmitter spectral emission mask, which is typically defined in the
system specifications to limit the interference produced on to the adjacent channels
[41]. Nevertheless, since the focus of this work is only on the inband distortion, the
spectral emission requirements are not explicitly considered.

In a typical case, the main source of nonlinear distortion is the TX PA [6, 7, 20,
43, 44]. The reason for this is the need for high power efficiency, while also having
to amplify the signal to the required transmit power level. These two requirements
mean that the PA must operate close to its saturation point, which results in the
nonlinear distortion of the waveform, especially with signals having high peak-to-
average-power ratio (PAPR) [44, 45]. Furthermore, even if the distortion is mild
enough to fulfill the system specifications, it can still be extremely problematic
for an IBFD device. For example, the strictest EVM requirement in the LTE
specifications is 3.5% for the BS under the 256-QAM modulation scheme, which
translates to a distortion component that is 29 dB weaker than the actual signal [46].
Making the reasonable assumption that the error component of a BS transmit signal
is dominated by the PA nonlinearities [47, 48], this can be considered the highest
allowed power level for the PA-induced nonlinear distortion under this modulation
scheme. Hence, even with such a strict EVM requirement, the power level of
the nonlinear distortion can easily be around 0 dBm at the TX output, meaning
that in the RX chain it is likely orders of magnitude stronger than any signal of
interest. What is more, when considering a lower-order modulation scheme, the
EVM requirements are less strict, meaning that the nonlinearities may be even
stronger [41, 46]. This clearly indicates that nonlinear modeling of the TX PA is
necessary in IBFD transceivers.

There are various methods for modeling the PA-induced nonlinear distortion on a
waveform level, such as the Volterra series or the Wiener model [49–51]. However,
to limit the complexity of the model, and to ensure efficient parameter estimation,
the widely-deployed parallel Hammerstein (PH) model is adopted in this chapter.
In principle, a PH model refers to a system with parallel static nonlinearities, each
having its own filter that models the memory effects [52]. In this chapter, the static
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nonlinearities are chosen to be monomials, while the memory effects are modeled
using finite impulse response (FIR) filters. Denoting the baseband-equivalent PA
input signal by xin

PA(n), its output signal can thereby be expressed with the adopted
discrete-time PH model as follows [6, 7, 51, 53–55]:

xPA(n) =
P∑
p=1
p odd

MPH∑
m=0

hp(m)

∣∣∣xin
PA(n−m)

∣∣∣p−1
xin

PA(n−m), (3.1)

where P is the nonlinearity order of the model, MPH is the memory length of
the model, and hp(m) contains the coefficients of the pth-order nonlinearity. Note
that it is sufficient to include only the odd-order nonlinearities in the model when
analyzing the inband distortion since the even-order terms fall outside the reception
bandwidth [54]. This type of a model has been shown to be accurate for modeling a
wide variety of practical PAs [49, 51, 54, 55], and in Sect. 3.5 it is shown to achieve
high modeling accuracy also in the context of digital SI cancellation.

In addition to the nonlinear distortion produced in the transmitter, under some
circumstances the RX chain can also distort the received signal in a nonlinear
manner [6, 21, 56]. This typically occurs when the amount of SI suppression before
the receiver is too low, resulting in the saturation of the RX LNA. It is possible
to model and attenuate also the RX-induced nonlinearities [21, 56], but the signal
model becomes prohibitively complicated when also the PA is producing significant
levels of distortion. Namely, then the overall coupling channel consists of the
cascade of a nonlinearity, a wireless channel with memory, and another nonlinearity,
resulting in an extremely large amount of nonlinear terms. For this reason, it is
crucial to have sufficient RF cancellation performance since that will ensure that the
power level of the receiver input signal is not high enough to produce significant
nonlinear distortion in the LNA. This is also the underlying assumption in this
chapter, and its validity is proven by the obtained measurement results reported in
Sect. 3.5.

3.2.3 Analog-to-Digital Converter Quantization Noise

As opposed to the traditional HD systems, in IBFD transceivers also the receiver
ADC plays a significant role [5, 57]. Namely, in a HD receiver, the accuracy of
the quantization upon analog-to-digital conversion is rarely a bottleneck, assuming
proper automatic gain control (AGC) that amplifies the overall signal to match the
dynamic range of the ADC [58, p. 139]. There, the SINR is typically limited either
by noise or by interference of some sort, as long as the ADC uses any reasonable
amount of bits. However, the situation changes drastically when an IBFD transceiver
is considered since then the ADC input signal also contains some residual SI. Even
after a high amount of passive isolation and RF cancellation, the power of the
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Fig. 3.3 Effect of ADC quantization (a) without any SI and (b) with a strong SI signal. The
horizontal lines denote the quantization levels

residual SI can still be significantly higher than the power of the received signal
of interest. This essentially means that the AGC is adjusting the gain based on the
residual SI, not the signal of interest, to avoid clipping. Hence, upon the analog-
to-digital conversion, the dynamic range of the signal of interest is well below the
dynamic range of the ADC, meaning that it is quantized with fewer bits than in a
corresponding HD device. Consequently, if the amount of analog SI suppression
is not sufficiently high, the SINR of the signal of interest remains low due to the
quantization effects, regardless of the digital cancellation performance [5, 57].

This phenomenon is illustrated in Fig. 3.3, where two scenarios are shown. In
Fig. 3.3a, there is no residual SI at the ADC input, and consequently the whole
dynamic range of the ADC can be used to quantize the signal of interest. As
can be observed, the quantization effects are only minor and the signal quality
remains good. On the other hand, in Fig. 3.3b the ADC input signal contains also
some residual SI and, as a result, the AGC must use less gain in the receiver to
avoid clipping in the ADC. Therefore, even after eliminating the SI with digital
cancellation, the signal of interest is very noisy due to the quantization effects, as
can be seen in the lower part of Fig. 3.3b. These examples show that, in the context
of IBFD transceivers, the dynamic range of the ADC and the analog SI cancellation
performance must be carefully considered to ensure sufficient SINR for the signal
of interest in the digital domain. For a detailed analysis on the ADC dynamic range
requirements, refer to [6, 10].
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3.2.4 Transmitter Thermal Noise

Due to the extremely high power of the SI signal at the receiver input, even
the transmitter thermal noise can result in an elevated interference floor in IBFD
transceivers if not properly managed. In particular, the thermal noise present in the
transmitter digital-to-analog converter (DAC) output signal will also be amplified,
alongside with the actual signal, and it is further magnified by the noise figure
(NF) of the transmitter. This means that the TX-induced thermal noise can reach
reasonably high-power levels compared to the noise floor at the receiver input,
especially with poor TX–RX isolation. In a HD transceiver, the transmitter noise can
be neglected since the transmitter is either turned off during reception (cf. TDD), or
it operates on a different frequency band and the noise can be filtered out (cf. FDD).
However, in an IBFD transceiver, any noise included in the transmit signal will also
overlap the received signal of interest in the frequency and time domains, meaning
that it can potentially reduce the overall SINR. What is more, the transmitter thermal
noise cannot obviously be modeled, which means that there are few options for
canceling it in the receiver.

To ensure that the transmitter noise can be properly suppressed, the RF cancel-
lation architecture illustrated in Fig. 3.1 is the preferable option. The reason for this
is that in this type of an RF canceller the transmitter output signal is used as the
cancellation signal, and hence it inherently includes also the transmitter noise. This
means that the transmitter noise is attenuated by both the physical TX–RX isolation
and the RF canceller, which together are typically enough to suppress it well below
the receiver noise floor. On the other hand, if an auxiliary transmitter-based RF
cancellation solution, reported, for instance, in [2], is used, the transmitter thermal
noise realization is not included in the cancellation signal. This means that it is
only attenuated by the passive isolation, which might not be sufficient to suppress it
below the receiver noise floor. Hence, this speaks strongly for the transmitter output-
based RF canceller as then also the transmitter noise is automatically taken care of.

3.2.5 Oscillator Phase Noise

The effect of phase noise has also been widely studied in the context of IBFD
transceivers [59–63]. Phase noise is caused by the varying phase of the local oscil-
lator (LO) signal during up- and downconversion, which results in a multiplicative
distortion component. For the transmitter, the complex-valued baseband-equivalent
phase noise model can be written as follows:

xin
PA(t) = xTX

IQ (t)e
jφtx(t), (3.2)

where xTX
IQ (t) is the signal before upconversion, and φtx(t) is the transmitter phase

noise term. The latter is a stochastic process, whose statistics depend on the quality
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of the LO. In the ideal case where no phase noise is produced, φtx(t) is merely a
constant. In the receiver IQ mixer, the signal is downconverted, which results in the
following effective phase noise realization at the ADC input:

yADC(t) = yRX
IQ (t)e

−jφrx(t), (3.3)

where yRX
IQ (t) is the signal before downconversion, and φrx(t) is the random receiver

phase noise term.
Under the assumption that φtx(t) and φrx(t) are independent of each other, phase

noise is indeed a serious issue in IBFD transceivers, and it results in an elevated
interference floor, even after all the cancellation stages [59–61, 63]. However, using
independent LO signals in an IBFD transceiver is a rather pessimistic assumption
since the transmitter and receiver operate on the same center frequency. Hence, in
this case, the most sensible option is to use the same LO signal for both the up- and
downconversion, and consequently φtx(t) = φrx(t) = φ(t).

Noting that the sign of the receiver phase noise term is opposite to that of the
transmitter phase noise, it can be deduced that some of the phase noise is implicitly
cancelled upon downconversion when using a shared TX/RX LO [59, 63]. For the
self-cancellation of the phase noise in general, the deciding factor is the delay
between the TX and RX IQ mixers since that determines how well the phase noise
during upconversion matches with the phase noise affecting the downconversion.
Denoting the direct propagation delay between the TX and the RX IQ mixers by
τPN, the effective phase noise affecting the main SI component is as follows:

ejφeff(t) = ejφ(t)e−jφ(t+τPN) = ej(φ(t)−φ(t+τPN)). (3.4)

In particular, the common phase error (CPE), which refers to the mean value of
φ(t), is perfectly cancelled upon downconversion since it can be expected to be
static during the short propagation time. Also any frequency offset in the LO signal,
commonly referred to as carrier frequency offset (CFO), is cancelled at this point
since it is not affected by the delay. Hence, neither the CPE nor the CFO affect the
overall SI waveform in an IBFD device with a shared LO, meaning that they can be
omitted in this analysis.

Considering then the phase noise remaining after the self-cancellation, it can
be further analyzed by making certain assumptions regarding the nature of the
phase noise process. In particular, let us adopt the widely used free-running
oscillator model where phase noise is modeled as a random-walk process, φ(t) =√

4πβ3dBB(t), where B(t) denotes Brownian motion and β3dB is the 3-dB band-
width of the phase noise [64, p. 16]. Now, the effective phase noise can be expressed
as follows:

φeff(t) =
√

4πβ3dB (B(t)− B(t + τPN)) . (3.5)

Based on the basic properties of the Brownian motion, it can easily be shown that
φeff(t) ∼ N (0, 4πβ3dBτPN) [65, p. 301], where N (μ, σ 2

)
denotes the normal
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distribution with mean μ and variance σ 2. It should also be noted that adopting
this type of a model for the phase noise process can be considered a pessimistic
scenario, as the phase noise performance of any real-world LO, typically utilizing
some type of a phase-locked loop (PLL), is likely to be somewhat better [66–68].

In general, it can already be deduced that, with any reasonable delay, the effective
phase noise of the main SI component is negligibly low [61]. It should be noted,
however, that the self-cancellation of the phase noise is much weaker for the
multipath SI components since their corresponding delays are longer. However,
the multipath components themselves are also weaker due to the higher path loss,
and hence the contribution of the effective phase noise remains negligible also in
this case. These deductions are confirmed in [10], where it is be shown that, for a
realistic propagation delay between the TX and RX IQ mixers, the phase noise will
have practically no effect on the overall residual SI, even when assuming such a
pessimistic model for the phase noise process.

3.3 Advanced Self-Interference Signal Models

In this chapter, two different advanced SI signal models are presented and used
for digital cancellation. Both of the signal models are derived for a multiple-
input multiple-output (MIMO) IBFD transceiver, which means that they can
be readily applied to a multi-antenna system. However, the measurement-based
evaluation, presented in Sect. 3.5, is done with a single-input and single-output
(SISO) transceiver since that is already sufficient to show the accuracy of the
different signal models. Also note that in this section it is assumed that only the
SI is being received, i.e., there is no signal of interest present in the total RX signal.
Nevertheless, the derivations are also valid for a case without a silent calibration
period as then the signal of interest can be considered a part of the overall noise.
For further analysis regarding the effect of the signal of interest on SI parameter
estimation, see [69].

3.3.1 Linear Signal Model

The most basic approach in modeling the residual SI in the digital domain is to
assume a perfectly linear transceiver chain. That is, all the impairments are neglected
and only the different memory effects, produced by the transceiver and the wireless
coupling channel, are considered. Such a linear system can be modeled as illustrated
in Fig. 3.4. In this case, the baseband-equivalent output signal of the j th transmitter
can be written as follows:

xj,PA(t) = fj,TX(t) � xj (t)+ ej,TX(t), (3.6)
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Fig. 3.4 The system model used in deriving the linear signal model for the digital canceller

where fj,TX(t) denotes the general frequency-dependent response of the j th
transmitter, including the linear gain and the possible memory effects, ej,TX(t)

represents all the unmodeled distortion components and the transmitter noise, and �
denotes the convolution.

Then, the signals are transmitted and consequently received as SI, which is
suppressed by the RF canceller. Now, as a MIMO transceiver is considered, the SI
in the receivers consists of the sum of all the transmit signals, each with their own
coupling channel. For the purposes of deriving the signal models in this section,
it is assumed that the RF cancellation is performed using the PA output signals,
even though that might be unfeasible if the number of transmitters and receivers is
large, as is the case in, e.g., massive MIMO devices. However, as shown in [70], the
essential signal model is the same also when using the auxiliary transmitter-based
RF canceller reported in [2], and hence this assumption does not affect the generality
of the derived signal models.

In the linear signal model, the receivers are modeled in the same way as the
transmitters, i.e., only the different memory effects are considered, while all the
other impairments are represented by a generic error signal. Hence, the signal before
the ADC in the ith receiver can be written as:

yi,ADC(t) = fi,RX(t) �

⎛
⎝
Nt∑
j=1

hij,SI(t) � xj,PA(t)−
Nt∑
j=1

hij,RFC(t) � xj,PA(t)

⎞
⎠

+ ei,RX(t)

= fi,RX(t) �

Nt∑
j=1

(
hij,SI(t)− hij,RFC(t)

)
� xj,PA(t)+ ei,RX(t)
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=
Nt∑
j=1

fi,RX(t) � hij,RSI(t) � fj,TX(t) � xj (t)

+
Nt∑
j=1

fi,RX(t) � hij,RSI(t) � ej,TX(t)+ ei,RX(t), (3.7)

where fj,RX(t) is the linear response of the ith receiver, hij,SI(t) is the SI coupling
channel between the j th transmitter and the ith receiver, hij,RFC(t) is the response
of the RF cancellation signal between the j th transmitter and the ith receiver,
hij,RSI(t) = hij,SI(t) − hij,RFC(t) is the effective coupling channel after RF
cancellation, and ei,RX(t) is the total noise-plus-modeling-error signal in the ith
receiver. Thus, for the purposes of a digital canceller, the RF canceller can in fact
be modeled jointly with the propagation channel since it merely adds a certain
amount of delayed copies of the PA output signals to the overall received signals,
as is evident from (3.7) above. Consequently, the propagation channel and the RF
canceller can be modeled by just a single MIMO impulse response hij,RSI(t). The
same is also true for the auxiliary transmitter-based RF canceller, the only difference
being that it utilizes the digital baseband transmit signal instead of the PA output.

Thus, based on (3.7), it can easily be observed that the overall signal model before
digital cancellation in the ith receiver can be expressed as follows:

yi,ADC(n) =
Nt∑
j=1

M2∑
m=−M1

hL
ij (m)xj (n−m)+ ei,tot(n), (3.8)

where hL
ij (m) is the total effective linear response between the j th transmitter and

the ith receiver,M1 andM2 are the numbers of pre-cursor and post-cursor memory
taps, respectively, and ei,tot(n) includes all the unmodeled distortion components,
as well as the total noise signal. The pre-cursor taps are introduced here and in the
continuation to accurately model the different memory effects occurring in a real
IBFD transceiver [8, 70].

3.3.2 Nonlinear Signal Model

Another approach into modeling the residual SI signal in the digital domain is to
assume that the overall distortion is dominated by the nonlinearities produced by
the TX PA, as is done, for instance, in [7–9, 13, 25]. Then, the essential system
model is as shown in Fig. 3.5. In particular, all the other parts of the transceiver chain
are assumed to be ideal, apart from the PAs, meaning that the system is basically
a parallel connection of static nonlinearities, followed by linear filters [8, 9]. This
type of a signal model is referred to as a PH nonlinearity, as already discussed in
some detail in Sect. 3.2.2.
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Fig. 3.5 The system model used in deriving the nonlinear signal model for the digital canceller

Now, the j th baseband-equivalent transmit signal is expressed as

xj,PA(t) =
P∑
p=1
p odd

kj,p,TX(t) �
∣∣xj (t)

∣∣p−1
xj (t)+ ej,TX(t), (3.9)

where P is the nonlinearity order, ej,TX(t) represents again the modeling error and
noise of the transmitter, and kj,p,TX(t) is the response of the pth-order SI term in the
j th transmitter, including also the gain. Similar to the earlier cases, the RF canceller
can again be modeled jointly with the propagation channel, as also illustrated in
Fig. 3.5. In addition, since all the impairments of the RX chains are omitted in this
nonlinear signal model, the receivers can be modeled simply as linear filters. Hence,
the signal before the analog-to-digital conversion in the ith receiver can simply be
expressed as

yi,ADC(t) = fi,RX(t) �

Nt∑
j=1

(
hij,SI(t)− hij,RFC(t)

)
� xj,PA(t)+ ei,RX(t)

=
Nt∑
j=1

P∑
p=1
p odd

fi,RX(t) � hij,RSI(t) � kj,p,TX(t) �
∣∣xj (t)

∣∣p−1
xj (t)

+
Nt∑
j=1

fi,RX(t) � hij,RSI(t) � ej,TX(t)+ ei,RX(t), (3.10)
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where the variables are as defined for the linear signal model. The final digital-
domain signal can then be written as follows:

yi,ADC(n) =
Nt∑
j=1

P∑
p=1
p odd

M2∑
m=−M1

hNL
ij,p(m)ψp

(
xj (n−m)

)+ ei,tot(n), (3.11)

where ψp
(
xj (n)

) = ∣∣xj (n)
∣∣p−1

xj (n) is the static pth-order nonlinear basis
function, and hNL

ij,p(m) is its total effective response between the j th transmitter
and the ith receiver.

3.4 Parameter Estimation and Digital Self-Interference
Cancellation

In order to actually cancel the SI in the digital domain, the above signal models are
used to regenerate the observed residual SI signal. This obviously requires estimat-
ing the parameters of the corresponding signal model, for which reason different
methods for parameter estimation are presented and discussed in this section. To
facilitate more straightforward mathematical derivations, matrix-vector notations
are used. Moreover, without loss of generality, the estimation and cancellation
procedure is only presented for an individual receiver.

As a starting point, it is assumed that the ith receiver has an observation block
of N samples of the residual SI signal yi,ADC(n) at its disposal for performing the
digital cancellation procedure. This signal can be received, for instance, during a
calibration period of limited length when there are no other transmissions in the
network, as discussed earlier. However, it should be noted that the signal transmitted
during this calibration period can also consist of useful data since the transceiver
obviously has full knowledge of its own transmit data [69, 71, 72]. Without loss
of generality, the indexing of the observation block is started from zero for a more
illustrative notation, and consequently it is expressed in vector form as follows:

yi,ADC = [yi,ADC(0) yi,ADC(1) · · · yi,ADC(N − 1)
]T
. (3.12)

The observation block size N is referred to as the parameter estimation sample
size, and it determines how much data can be used for estimating the SI channel
coefficients.

Moreover, the static basis functions of each transmit signal are also collected
into a vector, referred to as an instantaneous basis function vector. The linear signal
model has only one static basis function, i.e., the original transmit signal itself, and
hence its instantaneous basis function vector is simply defined as follows:

ψL(n) =
[
x1(n) x2(n) · · · xNt (n)

]
. (3.13)
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Denoting the number of static basis functions for all transmit signals by K , in this
caseK = Nt . The nonlinear signal model, on the other hand, hasK = Nt P+1

2 static
basis functions in total and the corresponding instantaneous basis function vector is
expressed as

ψNL(n) =
[
ψ1 (x1(n)) ψ3 (x1(n)) · · · ψP (x1(n)) ψ1 (x2(n)) · · · ψP

(
xNt (n)

)]
,

(3.14)

where ψp
(
xj (n)

)
is the static pth-order nonlinear basis function, defined in

Sect. 3.3.2.
The total number of basis functions for both signal models is then simply KM ,

where M = M1 + M2 + 1 is the total amount of memory. That is, the term
basis function is used to refer to all the KM entities that include also the delayed
versions of the static or instantaneous basis functions. This terminology is adopted
throughout the chapter.

It should also be noted here that, when applying the nonlinear basis functions
to generate the nonlinear SI terms for cancellation purposes, a higher sampling
frequency should be used to avoid aliasing [27]. This stems from the fact that the
bandwidth of the pth-order nonlinearity is p times the bandwidth of the original
signal [49]. Consequently, if the input signal of a nonlinear basis function is not
properly oversampled, some of the nonlinear distortion will alias onto the original
signal band, resulting in an inaccurate model of the true nonlinear process. Hence, in
theory, the input signal of a 3rd-order basis function must be oversampled by a factor
of 3 to avoid aliasing at the output, and so forth. In practice, however, the higher
order nonlinearities have typically very little spectral content close to the edge of
their theoretical bandwidth, and thus less oversampling usually suffices [27]. What
is more, since in this case only the inband content of the generated nonlinear terms
actually matters, some aliasing outside the actual signal band can be tolerated.

After generating the basis functions with sufficient oversampling, the resulting
nonlinear signal is then decimated back to the original sampling frequency, with
appropriate filtering to avoid aliasing effects. For notational simplicity, the necessary
interpolation and decimation procedures are assumed to be implicitly included in the
respective basis functions in the derivations of this chapter, and hence they are not
explicitly considered. Equivalently, it can be assumed that the signals have already
been sufficiently oversampled for the considered nonlinearity orders. For further
discussion regarding this aspect, refer to [27].

Having now defined the necessary signal vectors, different methods for cal-
culating the SI channel estimate are presented in the following sections. The
presented estimation and cancellation algorithms are then evaluated in Sect. 3.5 with
measurements.



3 Digital Self-Interference Cancellation for Low-Cost Full-Duplex Radio Devices 79

3.4.1 Block Least Squares-Based Estimation and Cancellation

The least squares (LS) algorithm is a powerful and versatile parameter estimation
tool since it makes no implicit or explicit assumptions regarding the statistics of
the total noise signal [73, p. 219]. This is beneficial in the context of digital SI
cancellation since the noise cannot in general be expected to follow any particular
probability distribution due to the various RF impairments. For this reason, this
section presents an LS-based digital cancellation algorithm, which operates in a
block-wise nature. That is, it estimates the SI channel coefficients for a block of
N received samples, after which these estimated coefficients can be used to cancel
the SI until the SI channel estimation procedure is again repeated after a certain
period of time. The basic operating principle of the LS-based canceller is shown on
a general level in Fig. 3.6.

To lay out the LS estimation procedure in detail, let us first express the residual
SI signal in the ith receiver using the defined vectors as follows:

yi,ADC(n) =
M2∑

m=−M1

ψ(n−m)hi (m)+ ei,tot(n), (3.15)

where n = 0, 1, . . . , N , hi (m) is the (M1 +M2 + 1)× 1 channel coefficient vector
corresponding to the basis functions with lag m, and ψ(n) is an instantaneous basis
function vector without a subscript associating it with any particular signal model to
present the parameter estimation procedure in a generic fashion. That is, it is either
as shown in (3.13) or (3.14), depending on the utilized signal model. The vectors
ψ(n−m) constitute then the complete set of basis functions when considering all the
values of m. Note that (3.15) implicitly assumes that the receiver can use transmit
data also from outside the given block of N samples for cancellation processing.
This assumption is well justified from an estimation theoretic perspective since the
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Transceiver circuitry and 
wireless coupling

ADC

x j (n)

(n)

hLSi

yi ,ADC(n) yi ,DC(n)

Fig. 3.6 A generic illustration of the LS-based digital SI canceller
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own transmit signal is obviously known within the device and hence it does not
bring any new information into the system, unlike the observed residual SI signal.

To express the whole observation block of the residual SI signal, the instanta-
neous basis function vectors can be collected into a single convolution data matrix
[42], which is defined as follows:

� =

⎡
⎢⎢⎢⎣

ψ(M1) ψ(M1 − 1) · · · ψ(−M2)

ψ(M1 + 1) ψ(M1) · · · ψ(−M2 + 1)
...

...
. . .

...

ψ(N +M1 − 1) ψ(N +M1 − 2) · · · ψ(N −M2 − 1)

⎤
⎥⎥⎥⎦ . (3.16)

The corresponding complete channel vector for the ith receiver is then simply

hi =
[
hTi (−M1) hTi (−M1 + 1) · · · hTi (M2)

]T
, (3.17)

which contains the coefficients of all the basis functions. With these, the residual SI
vector in the ith receiver can be written as follows:

yi,ADC = �hi + ei , (3.18)

where ei is the N × 1 noise-plus-modeling-error vector.
Since the overall signal model in (3.18) is in fact linear in parameters with

both the received signal vector yi,ADC and the matrix � being obviously known,
linear LS can be used to estimate the channel coefficients. Assuming that � has
full column rank, the LS solution to the SI channel estimation problem is given by
[7, 42] and [73, p. 223]

ĥLS
i = min

hi

∥∥yi,ADC −�hi
∥∥2

2 =
(
�H�

)−1
�Hyi,ADC, (3.19)

where ‖·‖2 denotes theL2-norm. The accuracy of this estimate is largely determined
by the parameter estimation sample size N , as is well known in estimation
theory [73]. However, the computational complexity of the estimation procedure
is higher for larger values of N , and hence a proper trade-off between accuracy and
complexity must be determined.

The digital cancellation signal is then obtained by applying the estimated channel
coefficients in ĥLS

i into the corresponding SI terms. This is done by first stacking the
instantaneous basis function vectors to form the complete basis function vector as
follows:

�(n) = [ψ(n+M1) ψ(n+M1 − 1) · · · ψ(n−M2)
]
, (3.20)
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which is of the same form as the nth row of the convolution data matrix �. The
corresponding digital cancellation signal in the ith receiver is then simply

ci(n) = �(n)̂hLS
i . (3.21)

Thus, the signal after the LS-based digital canceller is as follows:

yi,DC(n) = yi,ADC(n)− ci(n) = yi,ADC(n)−�(n)̂hLS
i ≈ ei,tot(n), (3.22)

where the final approximation is obviously valid only when the SI channel estimate
is sufficiently accurate.

An important aspect of the LS estimation scheme is its block-wise nature.
Namely, the SI channel estimate is always calculated for a certain piece of the
observed signal, whose length in this case is determined by the parameter estimation
sample size N . Thus, LS is well suited for scenarios where the SI channel is esti-
mated during a dedicated training period when there are no other transmissions in
the network [69, 71]. The same estimate must then be used until the next calibration
period, during which the LS estimate is recalculated. Moreover, it should be noted
that obtaining the LS estimate requires solving the pseudoinverse of the convolution
data matrix �, as can be observed in (3.19). This can be computationally intensive,
especially if the number of basis functions is large. Hence, especially in mobile-
scale devices, simpler and less computationally demanding estimation methods
might be preferable.

3.4.2 Least Mean Squares-Based Adaptive Estimation
and Cancellation

One approach to decreasing the computational requirements of the digital SI
cancellation procedure is to utilize adaptive algorithms for estimating the channel
coefficients. A widely used solution for this type of an estimation problem is the
least means squares (LMS) parameter learning algorithm, which has been described
and evaluated in [8, 9, 25]. The basic operating principle of the LMS-based digital
canceller is illustrated in Fig. 3.7. Essentially, the LMS canceller aims at minimizing
the power of its output signal [74, p. 150], i.e., yi,DC(n), which it does by utilizing
a predetermined signal model for the residual SI.

However, as also shown in Fig. 3.7, before the actual parameter learning, the
different static basis functions must be orthogonalized. The reason for this is the
poor convergence performance of the LMS algorithm if the elements of the input
vector are highly correlated, caused by the large eigenvalue spread of the input
signal covariance matrix [75, p. 417], [23, 25]. Since in this case the static basis
functions can indeed be expected to be correlated as they are all dependent on
the original transmit signal, orthogonalizing them is necessary to ensure efficient
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Fig. 3.7 A generic illustration of the LMS-based digital SI canceller

parameter learning by the LMS algorithm. Although there are various alternative
methods for performing the orthogonalization, in this chapter it is done with an
orthogonalization matrix that can be obtained starting from the covariance matrix of
the instantaneous basis functions, defined as follows [75, p. 100]:

Rψ = E

[
ψH (n)ψ(n)

]
, (3.23)

where the subscript of the instantaneous basis function vector has again been
omitted to present the LMS-based solution in a generic fashion. The next step in
deriving the orthogonalization matrix is calculating the eigen decomposition of the
above covariance matrix:

Rψ = Uψ�ψUHψ , (3.24)

where �ψ is a diagonal matrix containing the eigenvalues of Rψ , and Uψ is a unitary
matrix containing the corresponding eigenvectors [76, p. 21]. The orthogonalization
matrix is then simply given by [25] and [76, p. 140]

Sψ = Uψ�
−1/2

ψ , (3.25)

where �
−1/2

ψ denotes an element-wise square root and inverse of the diagonal
elements. The orthogonalization matrix is written here in a slightly different form
than in [25] since now the instantaneous basis functions are expressed as a row
vector, whereas in [25] they are collected into a column vector. Nevertheless, the
orthogonalization principle is still identical, apart from these notational differences.
The static basis functions can then be orthogonalized simply by

ψ̃(n) = ψ(n)Sψ , (3.26)
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which can easily be shown to be orthogonal as follows:

E

[
ψ̃
H
(n)ψ̃(n)

]
= SHψ E

[
ψH (n)ψ(n)

]
Sψ = �

−1/2

ψ UHψ Uψ�ψUHψ Uψ�
−1/2

ψ = IK,

(3.27)

where IK is a K × K identity matrix. Note that the orthogonalization matrix Sψ

only depends on the statistical properties of the original transmit signal (via the
covariance matrix Rψ ) and hence it does not change with respect to time, as long
as the transmit waveforms remains the same. This means that the orthogonalization
matrix can be precomputed offline, and only the actual orthogonalization in (3.26)
must be performed in real time. However, it is also possible to calculate the
orthogonalization matrix adaptively during the actual digital cancellation procedure,
as shown in [8].

Having orthogonalized the basis functions, they can then be used for learning the
SI channel coefficients with the LMS algorithm. Now, the input vector of the LMS
filter, containing all the orthogonalized basis functions, is defined as follows:

�̃(n) = [ψ̃(n+M1) ψ̃(n+M1 − 1) · · · ψ̃(n−M2)
]
. (3.28)

Then, denoting the LMS SI channel estimate in the ith receiver after n iterations by
ĥLMS
i (n) (where n = 0, 1, . . . , N ), the cancelled signal is given by

yi,DC(n) = yi,ADC(n)− �̃(n)̂hLMS
i (n), (3.29)

after which the LMS algorithm updates the SI channel estimate using the following
rule [25]:

ĥLMS
i (n+ 1) = ĥLMS

i (n)+ Myi,DC(n)�̃
H
(n), (3.30)

where M is a diagonal matrix containing the step sizes for the different orthogonal-
ized basis functions on its diagonal. If no further side information is available, the
channel estimate is initialized as ĥLMS

i (0) = 0.
Comparing the LS-based and LMS-based channel estimation procedures, it can

be observed that the LMS rule in (3.30) requires only additions and multiplica-
tions, whereas the LS estimation involves a costly matrix inversion, among other
matrix operations. Hence, as shown in more detail below, the LMS-based digital
cancellation algorithm is computationally more efficient than performing the SI
parameter estimation with LS. Moreover, the LMS-based digital canceller is also
capable of tracking the SI channel under time-varying conditions, unlike the LS
estimator which assumes the SI channel to be static during the whole observation
period of N samples. However, as is well known in estimation theory, with a
sufficient amount of learning data and Gaussian-distributed noise, the variance of
the channel estimate given by the LMS algorithm is higher than that given by the
LS estimator [75, p. 397]. This is an inherent cost for the many upsides of the LMS
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canceller. Consequently, in some cases a suitable compromise might be to utilize
a parameter estimation solution that falls somewhere in between LS and LMS in
terms of accuracy and complexity, such as the RLS algorithm [75, p. 562].

3.4.3 Computational Complexity of Digital Cancellation

Let us then briefly analyze the computational complexities of the two alternative
parameter estimation algorithms for an individual receiver. Here, the so-called Big O
notation, denoted by O (·), is used to characterize their asymptotic complexities for
large data sets, written with respect to complex arithmetic operations [77, p. 107].
Such analysis describes how the number of arithmetic operations required for large
data sets is related to the dimensions of the input matrices and/or vectors, which
is a common approach for comparing the computational complexities of different
algorithms [78–80].

3.4.3.1 Least Squares

Starting from the LS-based solution, it consists of first estimating the SI channel
coefficients with (3.19), after which the SI signal is regenerated and cancelled. The
former consists of the following parts:

• calculating the matrix product �H�;
• calculating the matrix-vector product �Hyi,ADC;
• inverting the matrix �H�;
• calculating the matrix-vector product between the inverse of �H� and

�Hyi,ADC.

The consecutive SI regeneration and cancellation simply consists of first calculating
the matrix-vector product �(n)̂hLS

i and then subtracting it from the corresponding
input sample yi,ADC(n). In order to quantify then the overall arithmetic complexity,
recall that yi,ADC is a N × 1 vector, ĥLS

i is a KM × 1 vector, and � is a N ×KM
matrix, where N is the parameter estimation sample size, K is the number of
static basis functions, and M is the total number of memory taps. To facilitate
a straightforward comparison with the LMS-based solution, the cancellation is
assumed to be performed over N samples, meaning that the regeneration and
cancellation must be repeated N times.

It is easy to show that the arithmetic complexity of calculating the matrix product
�H� between the KM × N matrix and the N × KM matrix is O (K2M2N

)
,

while the corresponding complexity of inverting the resulting KM ×KM matrix is
O (K3M3

)
. The latter assumes that a LUP decomposition-based approach is used to

find the inverse [81, p. 828]. Determining then the arithmetic complexities of the rest
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of the operations in a similar manner, the total complexity of the LS-based digital
cancellation procedure is

O
(
K2M2N

)
+ O (KMN)+ O

(
K3M3

)
+ O

(
K2M2

)
+ O (KMN)

= O
(
K3M3

)
+ O

(
K2M2N

)
. (3.31)

Furthermore, in any practical system N 
 KM , which means that the term
O (K2M2N

)
typically dominates the arithmetic complexity asymptotically.

3.4.3.2 Least Mean Squares

Analyzing then the adaptive LMS-based digital cancellation procedure, now each
iteration involves the following computations:

• calculating the vector-matrix product ψ(n)Sψ ;
• calculating the dot product �̃(n)̂hLMS

i (n), and subtracting it from yi,ADC(n);

• calculating the matrix-vector product Myi,DC(n)�̃
H
(n) and adding it to

ĥLMS
i (n).

Since the complete signal model hasK static basis functions andM memory taps, it
is easy to show that the overall asymptotic arithmetic complexity over N iterations
is now

O
(
K2N

)
+ O (KMN)+ O (KMN) = O

(
K2N

)
+ O (KMN) . (3.32)

Noting then that typically the number of memory taps is higher than the number of
static basis functions, i.e., M > K , it can be concluded that the term O (KMN)
usually dominates asymptotically.

Comparing then the arithmetic complexities of the LS-based and LMS-based
digital cancellers, it can be observed that the complexity of the former is asymptot-
ically relative to the square of the number of parameters KM , while the complexity
of the latter is only linearly related to it. Hence, especially when a large number of
taps and/or static basis functions are used, the LMS-based solution can be expected
to be a more computationally efficient method for obtaining the SI channel estimate
than the LS algorithm. However, as mentioned earlier, the cost of this is the lower
accuracy of the LMS estimate.
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3.5 Measurement-Based Self-Interference Cancellation
Performance Evaluation

Let us then finally study measurement results where the proposed digital SI
cancellation solutions are evaluated under different circumstances. Especially, in the
measurements, the digital canceller complements an IBFD transceiver prototype,
which suppresses the SI also in the analog/RF domain. This allows for evaluating
the total SI cancellation performance, illustrating that true wireless IBFD operation
is indeed possible.

3.5.1 Measured Self-Interference Cancellation Performance
of a Generic Inband Full-Duplex Device

Let us first consider a prototype implementation designed to be a generic SISO radio
device. The hereby obtained results are reported also in [9, 10, 25], wherein further
details regarding the prototype and the measurements can be found. The actual
measurement setup is as shown in Fig. 3.8a, while Fig. 3.8b illustrates the basic
structure of the prototype. Moreover, the relevant parameters of the measurement
setup and the used digital cancellers are listed in Table 3.2. Similar to the assumption
in Sect. 3.3, no received signal of interest is present in the forthcoming measurement
results to concentrate on evaluating the actual SI cancellation performance. In
this implementation, the National Instruments (NI) PXIe-5645R vector signal

(a)

Digital 
canceller

Original 
transmit 

data

Cancelled 
signal

National Instruments 
PXIe-5645R VST

TX RX

RF canceller
PA

(b)

Fig. 3.8 (a) The measurement setup used in evaluating the digital cancellation performance of the
generic IBFD transceiver prototype, and (b) the basic structure of the evaluated prototype
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Table 3.2 The essential
parameters of the measured
generic IBFD transceiver
prototype

Parameter Value

Center frequency 2.46 GHz

Transmit waveform OFDM

Bandwidth 20/40/80 MHz

Transmit power 6–8 dBm

TX/RX sampling rate 120 MHz

PA gain 24 dB

Parameter estimation sample size (N ) 500,000

Number of pre-cursor taps (M1) 10

Number of post-cursor taps (M2) 20

Order of the nonlinear canceller (P ) 11

transceiver (VST) is used both as the transmitter and the receiver, the TX output
signal being further amplified by a low-cost PA (Texas Instruments CC2595 [82]).
The transmit power is in the order of 6–8 dBm due to the limited output power of the
VST, as well as due to the losses introduced by the RF canceller [83]. The PA output
is then connected to the antenna via a circulator, which allows the usage of a single
antenna while still isolating the TX and RX chains to some extent, as discussed
earlier.

After the circulator, the received signal is fed to the first active SI cancellation
stage, a multi-tap RF canceller, which is discussed in detail in [83], and also
illustrated on a general level in Fig. 3.1. Having performed RF cancellation, the
signal is fed to the RX input of the VST and digitized for further offline post-
processing. Digital cancellation is then performed on the digitized and recorded
signal, using Matlab.

Figure 3.9 shows the PSDs of the SI signal at different interfaces of the IBFD
transceiver for the three considered bandwidths, the signal powers being referred
to the RX input. Investigating first the 20-MHz case in Fig. 3.9a, here the residual
SI power after RF cancellation is −61 dBm, which is clearly above the receiver
noise floor and hence calls for further cancellation in the digital domain. It can
firstly be observed that, due to the highly nonlinear low-cost PA, the linear digital
canceller is not capable of fully suppressing the residual SI, achieving roughly 18 dB
of cancellation. On the other hand, the nonlinear canceller manages to suppress the
SI to the level of the receiver noise floor, canceling it by over 25 dB with both
the LMS-based and LS-based parameter learning solutions. Hence, in total, the
amount of obtained SI cancellation is 94 dB, of which 20 dB is physical isolation
provided by the antenna and the circulator, while 47 dB of the overall suppression is
contributed by the RF canceller. The small difference in the residual SI powers after
the LMS-based and LS-based cancellers can likely be attributed to some very slight
temporal changes in the SI coupling channel, which the LS algorithm is incapable
of tracking.

The nonlinear digital canceller copes well also with the wider bandwidths, since
the residual SI is still cancelled close to the receiver noise floor in the 40-MHz
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Fig. 3.9 The PSDs after the different SI cancellation stages in the generic IBFD device for (a)
20-MHz bandwidth, (b) 40-MHz bandwidth, and (c) 80-MHz bandwidth. The absolute powers are
measured over the useful signal bandwidth



3 Digital Self-Interference Cancellation for Low-Cost Full-Duplex Radio Devices 89

and 80-MHz cases, as can be observed from Fig. 3.9b, c. Moreover, similar to the
20-MHz scenario, the residual SI after linear digital cancellation is roughly 10 dB
above the noise floor also with these wider bandwidths, indicating that nonlinear
modeling is indeed necessary. With a bandwidth of 40 MHz, the total amount of
SI cancellation is therefore 92 dB, of which 44 dB is provided by the RF canceller,
while the nonlinear digital canceller suppresses the SI by 26 dB. Correspondingly,
in the 80-MHz scenario, the SI is suppressed by 88 dB in total, consisting of 41 dB
of RF cancellation and 25 dB of nonlinear digital cancellation. Thus, the overall
SI cancellation performance remains on a high level even when using such wide
instantaneous bandwidths. Moreover, the chosen parameter estimation scheme does
not seem to affect the cancellation accuracy, indicating that the LMS-based solution
is capable of obtaining sufficiently accurate coefficient estimates, regardless of its
lower computational complexity in comparison to LS estimation.

In conclusion, with the considered transmit powers of 6–8 dBm and instanta-
neous bandwidths of 20–80 MHz, the implemented IBFD prototype is capable of
canceling the residual SI to the level of the receiver noise floor when using the
developed nonlinear digital canceller with LMS-based parameter learning. Even
though the utilized RF canceller is introducing rather significant levels of noise into
the digital canceller input signal [10], the performance of the digital canceller is
still sufficient to efficiently suppress the residual SI. Hence, by further improving
the RF canceller design, a fully functional IBFD transceiver can be implemented by
utilizing the proposed nonlinear digital canceller in conjunction with the analog SI
suppression techniques.

3.5.2 Measured Self-Interference Cancellation Performance
of an Inband Full-Duplex Relay

Another IBFD prototype implementation utilizing the digital cancellers described
in this chapter is reported in [8], where a relay-type scenario is considered. Namely,
in this prototype, a compact high-isolation back-to-back relay antenna, designed
for a center frequency of 2.56 GHz, is used as the radiating element. The antenna
element is designed such that the transmit and receive directions are on the opposite
sides of the structure, which provides a high level of inherent physical isolation,
especially when complemented with the so-called wavetraps that further decrease
the SI coupling between the TX and RX sides [84].

The high physical isolation of the antenna structure also means that no active
RF canceller is actually needed in the prototype. In particular, the power of
the SI signal coupling to the receiver is suppressed sufficiently low already by
the antenna structure, meaning that it is within the dynamic range of the RX
chain without any additional analog cancellation. Hence, the residual SI can be
suppressed by performing active cancellation only in the digital domain. This
obviously decreases the complexity of the overall SI cancellation architecture as no
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Fig. 3.10 (a) The measurement setup used in evaluating the digital cancellation performance of
the IBFD relay prototype, and (b) the basic structure of the relay prototype

Table 3.3 The essential
parameters of the measured
IBFD relay prototype

Parameter Value

Center frequency 2.56 GHz

Transmit waveform OFDM

Bandwidth 20/40/80 MHz

Transmit power 24 dBm

TX/RX sampling rate 120 MHz

PA gain 36 dB

RX losses 4 dB

Parameter estimation sample size (N ) 1,000,000

Number of pre-cursor taps (M1) 25

Number of post-cursor taps (M2) 50

Order of the nonlinear canceller (P ) 11

additional RF hardware is required. However, the burden on the digital canceller is
correspondingly greater, as it must reduce the SI level by a somewhat larger amount.

The measurement setup is now as shown in Fig. 3.10a, while the general structure
of the prototype is illustrated in Fig. 3.10b. Moreover, all the relevant parameters
of the measurement setup and the digital cancellers are listed in Table 3.3. The
used measurement location is in the Kampusareena library, at Tampere University,
meaning that it represents a realistic indoor deployment scenario with various
reflecting surfaces. Again, the NI PXIe-5645R VST is used both as the transmitter
and the receiver, the TX output signal being also amplified by an external PA (Mini-
Circuits ZVE-8G+ [85]). The final transmit power of this prototype is approximately
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24 dBm, owing to the high-gain PA. For further technical details regarding the
prototype, please refer to [10].

Now, the PA output signal is directly fed to the TX port of the high-isolation
antenna, the SI coupling to the RX port via the surrounding reflections and the direct
leakage through or around the structure (although the latter is greatly weakened
by the wavetraps). As there is no RF canceller in this prototype, the RX port of
the antenna structure is then directly connected to the receiver (PXIe-5645R VST)
where the received signal is digitized for offline post-processing. Similar to the
results in Sect. 3.5.1, the cancellation performance of both the linear and nonlinear
digital cancellers is evaluated when receiving only the SI from the own transmitter,
i.e., no signal of interest is present.

The PSDs of the signal after the different SI cancellation stages are shown
in Fig. 3.11 for all the considered bandwidths, using again the RX input as the
reference point for the different power levels. Investigating first the isolation
provided by the antenna, it can be observed that it is in the order of 60 dB for each
bandwidth when considering also the cable losses in the RX path (4 dB). Hence, the
power of the residual SI signal entering the digital domain is roughly −40 dBm in
all the cases, which is already sufficiently low for the RX chain to operate without
saturation or excessive distortion. Such a power level is also within the dynamic
range of the ADC, meaning that the quantization noise remains well below the
receiver noise floor. Consequently, no active cancellation is required before the
ADC.

Investigating then the digital cancellation performance, it is clear that also
now the linear digital canceller is incapable of fully suppressing the residual SI.
Namely, the residual SI power after linear cancellation is still 10–15 dB above the
receiver noise floor, rendering the IBFD operation infeasible. On the other hand, the
nonlinear canceller with LMS-based parameter learning is capable of very efficient
SI cancellation with all the considered bandwidths, reducing the overall noise-plus-
interference power practically to the level of the receiver noise floor. Hence, the
amount of digital SI cancellation is beyond 40 dB for each considered bandwidth
and, taking into account the RX cable losses, the overall amounts of SI suppression
are 106 dB, 103 dB, and 100 dB over 20 MHz, 40 MHz, and 80 MHz, respectively.

However, as opposed to the results in Sect. 3.5.1, now the accuracy of the
LS parameter estimates is observably lower than those obtained with the LMS
algorithm. This likely stems from the more time-variant nature of the measurement
environment, resulting in the SI channel changing even during the rather short
recorded signal sequence. Consequently, tracking of the SI channel coefficients is
required, and for this reason the LMS is better suited for the parameter estimation
in this case, thanks to its adaptive nature.

In general, these measurement results obtained with an IBFD relay prototype
demonstrate the flexibility of the developed LMS-based nonlinear digital cancel-
lation algorithm, as it is shown to be capable of efficient SI cancellation even
without an RF cancellation stage. This greatly reduces the overall complexity of
the IBFD device as only one active cancellation stage is required, albeit the digital
canceller requires now more memory taps due to the higher cancellation demands.
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Fig. 3.11 The PSDs after the different SI cancellation stages in the IBFD relay for (a) 20-MHz
bandwidth, (b) 40-MHz bandwidth, and (c) 80-MHz bandwidth. The absolute powers are measured
over the useful signal bandwidth.
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Nevertheless, no additional RF hardware is required, which likely results in a lower
overall cost for the transceiver.

3.6 Conclusions

In this chapter, state-of-the-art digital cancellation solutions were presented and
also experimentally verified. It was shown that accurate digital cancellation requires
the modeling of the power amplifier-induced nonlinear distortion. To this end, a
nonlinear signal model was proposed, which can be used to reconstruct an accurate
replica of the observed self-interference signal even under a very nonlinear power
amplifier. Moreover, two alternative parameter estimation solutions were presented,
one based on least squares and another based on least mean squares. The former
is a block-wise procedure while the latter is an iterative algorithm for adaptively
estimating the SI channel coefficients.

The proposed digital cancellation solution was then evaluated with real-life RF
measurements, using two alternative full-duplex prototype architectures. In the first
prototype, which utilized a shared TX/RX antenna and an active RF canceller, the
nonlinear digital canceller could suppress the SI to the level of the receiver noise
floor with bandwidths ranging from 20 to 80 MHz. With the used transmit power
levels, this translates to roughly 90 dB of SI suppression. The performance of the
nonlinear digital canceller was also successfully evaluated in an IBFD relay with a
high-isolation back-to-back antenna. There, even when using only a digital canceller
without any active cancellation in the analog domain, the SI was cancelled to the
level of the receiver noise floor, again for bandwidths between 20 and 80 MHz. This
means that the total amount of SI suppression, obtained with only physical antenna
isolation and active digital cancellation, was in the order of 100–110 dB. These are
some of the highest reported overall SI cancellation performances to date.

Considering then potential future work items, efficient SI cancellation with
transmit powers beyond 30 dBm is an area that still requires further research.
Especially, the results reported this chapter have been achieved using transmit
powers of 24 dBm or lower, which is insufficient for applications that require a wide
area of coverage, such as macro cells with IBFD-capable base stations. Employing
such high transmit powers is likely to require even more advanced signal models for
sufficiently accurate SI regeneration, which also emphasizes the role of the different
complexity reduction schemes to maintain the computational requirements of the
digital cancellation procedure on a reasonable level.
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Chapter 4
Filter Design for Self-Interference
Cancellation

Risto Wichman

Abstract Mitigation of self-interference is the prime challenge in making full-
duplex technology feasible in wireless communications. In this chapter, we first
present system model of a wireless communication link including a source, full-
duplex transceiver, and destination, and discuss different approaches and assump-
tions when building the signal model. Then we will present frequency, time, and
spatial signal processing techniques to mitigate self-interference in digital baseband.
We concentrate on time-domain filtering instead of frequency-domain filtering on a
subcarrier basis, because time-domain filtering need not assume OFDM waveforms
or synchronization between transmitted and received signals. We complement the
time-domain filtering with spatial filters that together are able to mitigate the effects
of non-linear transmitter distortions using only linear operations.

4.1 Motivation

In ideal case, full-duplex link doubles the spectral efficiency of half-duplex link
being able to transmit and receive simultaneously within the same radio resource.
To compensate the loss half-duplex transmitter should approximately double the
transmit power (assuming high signal-to-noise (SNR)) regime when compared to
the full-duplex transmitter. Conversely, assuming that the transmitted signal powers
are fixed, full-duplex link outperforms half-duplex link if the power of noise and
self-interference in the full-duplex receiver is less than double of the noise power
in the half-duplex receiver. Therefore, to make full-duplex technology useful, self-
interference cancellation and suppression should push the residual self-interference
below noise level.
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Self-interference cancellation techniques can be classified as passive and active.
The former refers to spatial separation of transmit and receive antennas, and antenna
design techniques to minimize over-the-air leakage of the transmitted signal to the
receiver chain. Active cancellation techniques can be further divided into radio
frequency (RF), or analog cancellation, and in digital baseband cancellation.

Isolation and analog interference cancellation must be applied before digital
cancellation, because the dynamic range of any front-end circuitry is finite and
large difference in power levels may saturate the receiver. By partitioning transmit
and receive antennas into separate arrays, physical isolation arises from the path-
loss between the transmit and receive antenna arrays. Furthermore, polarization,
directivity, antenna design, and geometry of transmit and receive antenna arrays can
be used to improve the attenuation between the transmitter and the receiver chains.
In case of sharing the antenna between the transmitter and the receiver, circulators
or electrical balance duplexers are used to provide the isolation between receiver
and transmitter chains.

Next, self-interference should be mitigated further in radio frequency (RF)
domain to avoid saturation of analog-to-digital converter (ADC) by the self-
interference signal. The principle of the self-interference cancellation in analog and
digital domains is the same: a replica of the interfering signal is created and then
subtracted from the received signal. In RF domain the replica is generated by an
auxiliary transmitter chain, or by splitting the transmitted RF signal.

As long as the self-interference signals fit to the dynamic range of the ADC,
cancellation of self-interference in digital baseband is agnostic to physical isolation
and RF cancellation techniques. In practice, the effect of the cancellation techniques
is not strictly additive, though. If the interfering signal is already weak when
converted into digital baseband, the estimation of the self-interference channel
becomes more difficult and the estimate of the replica signal becomes less accurate,
due to the noisy channel estimate.

The received signal of a full-duplex transceiver may be more than 100 dB weaker
than the transmitted signal in cellular systems. For example, in LTE, the maximum
transmit power of the user equipment is 23 dBm while the receiver’s noise floor
is −97 dBm assuming 10 MHz received signal bandwidth and 7 dB noise figure.
Thus, there is a 120 dB difference between the transmitted signal level and the
noise floor. Empirical results suggest that physical isolation between transmitter
and receiver chains may be insufficient for high-rate full-duplex transmission with
high power and long range. A straightforward way to reduce the self-interference
is to decrease the power of the transmitted signal or bring the end points of the
communications links closer to each other. This would compromise transmission
range and throughput and push full-duplex transceivers into margin in cellular
systems. This gives a good motivation to develop analog and digital interference
cancellation schemes for full-duplex transceivers.



4 Filter Design for Self-Interference Cancellation 101

4.2 System Model

Figure 4.1 depicts a generic communication link in digital baseband involving a full-
duplex multiantenna transceiver. The source S and destination D have NS transmit
and ND receive antennas, respectively, and the full-duplex transceiver T is equipped
with Nrx receive and Ntx transmit antennas. In practice, full-duplex transceivers are
likely to be implemented with spatially separated receive and transmit arrays which
yields physical isolation. This is not viable for handsets due to their small form
factor, but is more amenable when transceiver is a part of a wireless infrastructure,
i.e., it is a relay or an access point. However, the following signal model is also
applicable for full-duplex transmission with a shared antenna array by settingNrx =
Ntx and assuming high gain for the self-interference channel Hi[n].

Matrices Hrx[n] ∈ C
Nrx×NS and Htx[n] ∈ C

ND×Ntx may represent combined
MIMO channels in digital baseband from all sources to the transceiver, and from
the transceiver to all destinations. In what follows, we assume a single link where
the destination and the source are equipped with multiple antennas, but the model
can be interpreted to comprise multiple source and destination nodes as well. All
channels may vary between the transmitted symbols.

At time instant (subcarrier index) n, the source transmits signal vector xS[n] ∈
C
NS , and the transceiver transmits signal vector xT[n] ∈ C

Ntx while simultaneously
receiving signal vector yT[n] ∈ C

Nrx . This creates an unavoidable feedback loop
from the transceiver output to the transceiver input through channel Hi[n] ∈
C
Nrx×Ntx . For example, if the full-duplex transceiver is assumed to be an access

point in a wireless network, Hrx[n] and Htx[n] correspond to uplink and downlink
channel, respectively. Finally, the respective received signals in the full-duplex
transceiver and in a destination node in digital baseband can be expressed as

yT[n] = Hrx[n] xS[n] + Hi[n] xT[n] + nT[n],
yD[n] = Htx[n] xT[n] + nD[n] (4.1)

where nT[n] ∈ C
Nrx and nD[n] ∈ C

ND are additive noise vectors in the transceiver
and in the destination, respectively. They can be further decomposed to different
noise components due to hardware imperfections.

yT xTxS

nDnT
Hrx Full-duplex transceiver 

T
Des na on

D

Hi

HtxSource
S

Fig. 4.1 System model of a full-duplex communication link. Subcarrier (or time) index n has been
excluded for simplicity of the notation
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This model is viable in frequency-selective channels when subcarriers remain
approximately orthogonal in the receiver. In OFDM, this requires that phase noise is
small enough, and carrier frequency offset has been estimated and compensated. As
a rule of thumb, bandwidth of the phase noise and carrier frequency offset should
be less than 10% of the subcarrier width for the assumption to hold. In addition,
channel coherence time should exceed the length of the OFDM symbol such that
channel does not change within an OFDM symbol. If the channel must be equalized,
the benefits of the OFDM design and simple equalization are lost. In the same vein,
the length of cyclic prefix (CP) should exceed the length of the multipath channel.

The assumptions are plenty, but they are commonly accepted in engineering
literature. Several channel measurement and simulation campaigns in projected
usage scenarios ensure that system parameters are selected in a way that the
assumptions hold in commercial wireless systems. Deviations from the ideal case
can be included into implementation margin among other imperfections in receiver
implementation. In system level studies the implementation margin may be, say,
3 dB which gives the penalty factor for the received SINR when compared to the
ideal case.

The model applies also in time domain in case of flat fading, single path,
channels. In this case, the channel matrices and transmitted symbols are simply
interpreted as time-domain variables. A signal model for multipath channels in time
domain is presented in Sect. 4.2.6.

4.2.1 Dynamic Range

Basic building blocks of a full-duplex transceiver without detailing self-interference
cancellation are depicted in Fig. 4.2. For simplicity of presentation, the transceiver
employs separate transmit and receive antennas, one for each direction.

First of all, the signal of interest xS[n] (part of the received baseband signal)
together with the self-interference should fit to the dynamic range of the receiver
chain. If the analog cancellation signal is injected into the receiver chain after low-

VGA
LPFDAC

LO

PA

BPF
LNA

IQ mixer

IQ mixer LPF
VGA

ADC

Transmi ed
baseband

signal

Received
baseband

signal

Fig. 4.2 Full-duplex transceiver without self-interference cancellation
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noise amplifier (LNA), the self-interference signal should fit to the dynamic range
of the LNA. Alternatively, cancellation signal can be injected before LNA, which
relaxes the requirements of the dynamic range of the LNA, but increases the noise
figure of the receiver. Noise figure is caused by receiver electronics and it describes
the degradation of the signal-to-noise ratio in a real receiver when compared to ideal
receiver.

If self-interference saturates the ADC, the signal of interest is lost and self-
interference cancellation in digital baseband is not able to recover the signal of
interest. The dynamic range of ADC is typically smaller than that of LNA and
therefore it presents the limiting factor in the receiver chain. The task of the variable
gain amplifier (VGA) is to control the received signal such that it stays within limits.
The dynamic range of ADC is given by Rice [1]

γ = 6.02b + 4.76 − 10 log10
xmax

E{x[n]} [dB]

where b is the number of bits in ADC, and the last term refers to the estimated
peak-to-average power ratio (PAPR) of the input signal x[n], be it due to the self-
interference or due to the signal of interest. This assumes that the input signal is not
clipped, and additional headroom has been reserved to accommodate signal peaks.
Typically one bit is reserved for this, although PAPR depends on the modulation and
waveform used. In case of OFDM signal that can be assumed Gaussian when the
number of subcarriers is large, optimized dynamic range in terms of quantization
range and clipping noise can be approximated as [2]

γ = 5.54b − 3.26 [dB]

In addition to reserving headroom to avoid excessive clipping, another quantiza-
tion bit is typically reserved to avoid the system from being quantization limited but
noise limited. For example, if ADC has 14 bits, effective number of bits being 11,
the dynamic range of ADC becomes 54 dB. Therefore, passive isolation together
with RF cancellation should attenuate the transmitted signal at least by 66 dB when
assuming 120 dB difference between receiver noise floor and the transmit power.

When designing the algorithms in digital baseband it is usually assumed that the
signal of interest and the self-interference fit to the digital baseband such that the
clipping noise can be ignored in the design. However, quantization noise δyT[n] can
be included in the signal model in addition to receiver noise term as nT[n] in (4.1).

4.2.1.1 Quantization Noise

Uniform distribution is generally considered a good model for quantization
noise [3]. Assuming that the signal is not saturated and its dynamic range equals
2xmax, a uniform quantizer with b bits partitions the signal in 2b levels, and the width
of each level becomes Δ = 2xmax/2b. Uniformly distributed quantization error is
bounded in [−Δ/2,Δ/2) and the variance of the error is given by σ 2 = Δ/12.
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For analysis purposes it is often more convenient to model the quantization noise
as Gaussian distributed [4, 5]. This has been justified by assuming that in addition
to quantization, the transceiver is subject to several other impairments making
their joint contribution Gaussian. When the effect of quantization noise is studied
separately from the thermal noise its contribution can be included in δyT[n] such
that the system model (4.1) becomes

yT[n] = Hrx[n]xS[n] + +Hi[n]xT[n] + δyT[n] + nT[n],
yD[n] = Htx[n] xT[n] + nD[n] (4.2)

The covariance of the quantization noise is defined by

RδyT � E{δyT[n]δyT[n]†} = εy E
{||yT(t)||2

}

Nrx
I (4.3)

where yT(t) is the received signal before analog-to-digital conversion.

4.2.2 Transmit Signal Noise

The transceiver is obviously able to know the digital baseband signal, denoted
by x̃T[n], it has generated, but the corresponding transmitted analog passband
signal xT(t) is not perfectly known any more, because signal conversion between
baseband and radio frequencies is prone to various distortion effects. In (4.1) signal
xT[n] represents this analog signal in digital baseband after down-conversion and
sampling in the receiver. Therefore, in addition to x̃T[n], it contains the unknown
noise term due to RF imperfections as well. As for the analog signal xT(t), it is
digital-to-analog converted, up-converted and amplified version of the transmitted
digital baseband signal x̃T[n]. As shown in Fig. 4.2 the received signal is first
bandpass filtered, amplified with LNA, and down-converted directly to the baseband
and sampled. The in-phase (I) and quadrature (Q) components of the complex
signal are then separately low-pass filtered, amplified, and sampled. This kind of
direct-conversion architecture is simple, but it suffers from some characteristic
impairments like direct-current (DC) offset, I/Q imbalance, and second order
intermodulation. In addition, DAC adds quantization noise to the signal at digital
baseband. However, power amplifier nonlinearity is typically the main source of
the distortion in the transmitted signal. Together these components make up the
unknown part of self-interference, denoted by δxT[n], that makes cancellation of
the self-interference challenging.

In addition to in-band distortion causing self-interference in full-duplex
transceivers, non-linear distortion of the transmitted signal causes spectral regrowth
and therefore adjacent channel interference. However, this out-of-band distortion
is the same for half-duplex and full-duplex transceivers. The only exception to this
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is full-duplex amplify-and-forward relay, which amplifies the residual non-linear
distortion after self-interference cancellation. Therefore, the transmitted signal is
different when compared to half-duplex amplify-and-forward relay.

There are two approaches to cope with the RF distortion in the design and
analysis of self-interference cancellation algorithms in digital baseband: One option
is to model transmit imperfections in detail using behavioral models [6] in digital
baseband. After the imperfections have been modeled their effect is included in the
replica of the self-interference signal and subtracted from the received signal. This
reduces the power of the remaining δxT[n] but increases the complexity of signal
processing. Moreover, one can argue that if the PA nonlinearity can be reliably
identified in digital domain, it would be more useful to predistort the transmitted
signal based on the identified nonlinearity [7]. In addition, to improving the SINR
in the full-duplex receiver, predistortion will reduce the out-of-band interference
and improve SNR in the destination as well. Using the behavioral models for self-
interference cancellation only improves the performance of the receiver but not the
transmitter. In any case, there is a large body of literature on behavioral modeling
for self-interference cancellation [8–10] and several prototypes implementing non-
linear cancellation have been built and demonstrated as well [11–14].

Another option is to model the joint effect of RF impairments in digital baseband
δxT[n] as an additional noise source. The transmitted signal is simply expressed as

xT[n] = x̃T[n] + δxT[n] (4.4)

and the elements of δxT[n] are modeled as independent identically distributed
(i.i.d.) circularly symmetric complex Gaussian random variables. Consequently, the
covariance matrix of transmit signal noise can be expressed as

RδxT � E{δxT[n]δxT[n]†} = εx tr{Rx̃T}
Ntx

I (4.5)

in which Rx̃T � E{x̃T[n]x̃T[n]†} and the variance of δxT[n] is defined with relative
distortion level εx and normalized by the number of transmit antennas Ntx. In
addition, x̃T[n] and δxT[n] are assumed to be uncorrelated which implies that
RxT = Rx̃T + RδxT . The level of transmit distortion is typically well below the
actual data signal in typical wireless communication systems, i.e., εx � 1.

4.2.2.1 Error Vector Magnitude

In conformance tests of wireless transceivers, distortion in the transmitted signal
δxT[n] is typically quantified as error-vector magnitude (EVM) that sums up the
effects of different impairments. The EVM is experimentally measured by

EVM =
∑N−1
n=0

√|x[n] − y[n]|2∑N−1
n=0 |y[n]|2 (4.6)
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where x[n] refers to transmitted symbol sequence in digital baseband, y[n] denotes
the symbol sequence after transmission and demodulation, and N is the number of
samples used in the test. Specifications define maximum EVM limits for certified
devices depending on modulation, because higher order modulation requires smaller
EVM levels. For example, in LTE, maximum allowed EVM levels for base
station transmitter are 17.5%, 12.5%, and 8% for QPSK, 16 QAM, and 64 QAM,
respectively [15]. These figures correspond to −22 to −15 dB power levels for
the distortion w.r.t. the transmitted baseband symbols, i.e., x[n]. LTE small cell
enhancement targeting home, local area, and medium range base stations specifies
even 256 QAM requiring better than 3.5% EVM level, i.e., better than −30 dB. As
a reference high-end spectral analyzers achieve EVM levels of the order of −45 dB.
Therefore, even if thermal noise in the receiver is assumed to be zero, EVM level in
the transmitter defines the maximum SNR that receiver can ever achieve. In addition,
EVM in the receiver degrades the received SNR even more.

When transmitter and interferers are located within comparable distance from
the receiver, EVM levels as specified in, e.g., LTE are tolerable, and EVM value
is inversely proportional to the maximum SINR value the receiver can experience.
However, when the interfering signal is much stronger than the signal of interest as
may happen within full-duplex transceivers, these kind of EVM levels may seriously
degrade the performance of a full-duplex transceiver.

4.2.3 Channel Estimation Error

A full-duplex transceiver may use any regular channel estimation technique or
techniques developed specifically for full-duplex transceivers to obtain respective
channel estimates Ĥi[n] and Ĥrx[n] of the channels Hi[n] and Hrx[n]. However,
strong self-interference component Hi[n]xT[n] may create additional problems
when estimating the signal of interest Hrx[n]xS[n]. Treating self-interference as
additional noise would result in a large estimator variance. The same happens when
estimating self-interference channel Hi[n] in the presence of the signal of interest.
The worse the estimate of the self-interference channel is, the more residual self-
interference remains after cancellation and suppression.

Channel estimation can be modeled with additive error coefficients δHi[n] and
δHrx[n] so that the estimates Ĥi[n] and Ĥrx[n] differ from physical channels as

Ĥi[n] = Hi[n] + δHi[n]
Ĥrx[n] = Hrx[n] + δHrx[n] (4.7)

All elements of δHi[n] and δHrx[n] are assumed to be mutually independent cir-
cularly symmetric complex Gaussian random variables. In case of MMSE channel
estimation, the channel estimates and the errors are uncorrelated conditioned on
received signals and pilot sequences.
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Joint estimation of the two channels is a reasonable choice if timing between the
two signals is unknown, or if the signal of interest does not have any control signal
structure resulting in blind channel estimation [16]. It is reasonable to assume that
the transmitted and the received signals are synchronized at least in symbol level,
because the transmitter and the receiver should employ the same local oscillator to
reduce distortion and residual self-interference to mitigate the detrimental effect of
phase noise [17, 18]. Even this assumption may not always hold, though, e.g., when
baseband processing is done in software running on a general purpose computer.
In this case operating system can cause unexpected delays driving input and output
streams out of synch. This causes problems to self-interference cancellation and
may lead to a sudden increase in self-interference levels.

When baseband is implemented in hardware, synchronization in symbol level
can be enforced. Typically, wireless communication systems adopt a frame and slot
structure such that the received and the transmitted frames can be synchronized
within full-duplex transceiver. Frame and symbol synchronization make it possible
to employ orthogonal pilot sequences between the received signal of interest and
the transmitted signal for channel estimation. This kind of arrangement is known
to be optimal in MIMO systems [19]. Most wireless systems employ a pilot signal
structure for channel estimation, so orthogonal pilot sequences should be applied
in full-duplex communications as well whenever possible. Large self-interference
levels still deteriorate the channel estimation, because even when the orthogonality
of the pilot signals is easily achieved, transmitter distortion is not orthogonal to
received pilot sequence.

Given the noise due to transmitter imperfections it is better to employ orthogonal
pilot sequences in time and/or frequency domain instead of in code domain. In the
latter case, transmitter distortions deteriorate channel estimation of the signal of
interest even when the pilot sequences themselves are orthogonal. In the former
case, self-interference signal is not present when estimating the channel of the
signal of interest so residual self-interference does not pose a problem for channel
estimation. However, as elaborated in the next subsection, in case of different
modulation parameters or non-ideal hardware, self-interference leaks from neighbor
subcarriers into the pilot subcarrier. Therefore, in practice LTE-like pilot structure,
where pilot symbols are time-frequency multiplexed among subcarriers, is more
prone to self-interference than time-multiplex pilot structure.

Radio resources reserved for orthogonal pilot signals decrease the throughput in
uplink and downlink, but this overhead is the same in all domains, time, frequency,
and code, when pilot sequences are orthogonal. The throughput of the link can
be further improved when taking into account the self-interference in the power
allocation between pilot and data symbols [20].
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4.2.4 Self-Interference Channel

Relative channel estimation errors depend on channel statistics. In a realistic
environment, transmitted signals from a full-duplex transceiver are reflected back
to the receiver chain through different paths which are each characterized by an
attenuation and a delay giving rise to a frequency-selective channel. Early channel
measurement results on full-duplex MIMO transmission have been presented, e.g.,
in [21–23]. The study reported in [22] builds one of the first prototypes of antenna
arrays for full-duplex MIMO transceiver and measures self-interference channels
and physical isolation achieved with the prototypes. Measurement results presented
[23] showed that physical isolation has a larger spread than exponential random
variable. Since there was no interference cancellation besides antenna isolation, the
physical isolation is the same as the power of self-interference. Recently, the same
antenna geometry was used to measure and characterize self-interference channels
in outdoor scenarios at street level [24]. The first two channel taps experience Rician
characteristics while the rest of the channels are Rayleigh distributed. Even when the
transceiver is static, the self-interference channel is changing due to movement in
the vicinity, i.e., due to pedestrians and vehicles.

It was shown in [12] that analog cancellation changes the Rician K-factor (mea-
suring the relative strength of the line-of-sight component) of the self-interference
channel. The measurement campaign assumed a line-of-sight (LOS) path between
transmitter and receiver antennas, and when the strongest LOS path of the self-
interference was cancelled, the multipath channel profile was changed accordingly.
Since the strongest path is largely suppressed, the K-factor becomes smaller.

Antenna design and analog cancellation change the statistics of the self-
interference channels, but when developing algorithms in digital baseband, the
effect of isolation and analog cancellation is merely visible in the power of the
self-interference channel. The number of channel taps can vary, and each tap is
modeled as a random variable characterized, e.g., a Rayleigh, Nakagami-m AWGN,
or Rician distribution. This far there is no standardized model of self-interference
that could be used to benchmark different algorithms in wireless communication
systems.

4.2.5 Self-Interference Signal

Coming back to OFDM signaling, the signal model (4.1) when interpreted in fre-
quency domain assumes that the transmitted and received signals are synchronized
in time and frequency so that inter-carrier interference (ICI) can be ignored. Since
the full-duplex transceiver can control the signal it is transmitting this may be look
a reasonable assumption. However, ICI cannot be always avoided in a wireless
communication system the full-duplex transceiver is a part of. The transmitter and
receiver links may well have different parameters such as: time offset (TO), carrier
frequency offset (CFO), number or subcarriers, cyclic prefix (CP) length, etc.
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A full-duplex transceiver can be attached to two different cells having different
synchronization parameters. Even within one cell the transmitted (uplink) signal
can be subject to timing advantage correction giving rise to time offset between
the transmitted and the received signal. Uplink and downlink signals can also use
different waveforms like in LTE where uplink uses single carrier and downlink
OFDM. In self-backbone networks, the backbone network may operate with
different modulation parameters than the access network, like in the high-speed
train (HST) relay link [25]. To make the relay—train link more robust against the
low channel coherence time, the inter-carrier spacing is increased. When channel
changes within an OFDM symbol, the subcarriers do not remain orthogonal, but
when the subcarriers are more widely spaced, ICI is better localized. On the other
hand, in the backhaul link between the base station and the relay, the inter-carrier
spacing remains the same, resulting in different modulation parameters in the
transmitter and the receiver.

In these cases, the signal model (4.1) is not sufficient in frequency domain, and
a more general model is required:

yT[n] = Hrx[n]xS[n] + Hi[n] xT[n] +
∑
k �=n

Hi[k] xT[k] + nT[n] (4.8)

Here the term
∑
k �=nHi[k] xT[k] represents additional self-interference leaking from

other OFDM subcarriers due to different modulation parameters. Thus, even if
the subcarrier n is switched off in the transmitter, self-interference falling on the
received subcarrier n still remains [26].

Figure 4.3 shows an example of the leakage γ (in dB) of the self-interference
power to adjacent subcarriers due to time offset between transmitted and received
OFDM waveforms in a full-duplex relay. Both transmit and receive symbols lengths
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Fig. 4.3 Coupling interference γ (dB) in the full-duplex receiver in case of time offset between
the transmitted and the received OFDM waveforms
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are the same, but the number of subcarriers is 64 and 128 in the transmitter and the
receiver, respectively. Thus, the subcarrier spacing in the transmitter is double from
that in the receiver. Time offset in the figure is defined such that the offset ±128
corresponds to the length of one OFDM symbol in time.

Only the subcarrier no. 50 is active while the other subcarriers are unmodulated.
Therefore, there is no additional leakage to subcarrier 50 in any time offset
according to the definition. There is no leakage either around time offset zero
when the offset falls within the cyclic prefix. However, for other time offsets, self-
interference leaks to neighboring subcarriers. Similar study can be presented for
frequency offset as well, and it can be shown that it has a significant effect to
performance in case of full-duplex relays serving high-speed trains [26].

4.2.6 Time-Domain Signal Model

In case of OFDM, mitigation in the frequency domain may process each subcarrier
signal individually, when the assumptions of the signal model (4.1) are satis-
fied. Non-orthogonal multicarrier modulation schemes like filterbank multicarrier
(FBMC) and generalized frequency division multiplexing (GFDM) inherently
cause inter-carrier interference that must be taken into account when subtracting
interference in frequency domain as outlined in Sect. 4.3.1.1. Thus, single carrier
model does not apply to non-orthogonal multicarrier modulation even when the
effect of time offset and frequency offset can be ignored.

Time-domain self-interference cancellation is agnostic to modulation technique
used and it can be applied to OFDM, FBMC, and GFDM alike. Thus, it applies
also to the case when the transmitted signal and the signal of interest use different
modulation. Frequency flat channel model is not valid in general, and multipath
channel should be included in the system model instead. In the received signal model
multiplications in (4.1) are substituted for convolutions and the received signal in the
full-duplex transceiver becomes

yT[n] = Hrx[n] � xS[n] + Hi[n] � xT[n] + nT[n]

=
Lrx∑
k=0

Hrx[k−n]xS[n] +
Li∑
k=0

Hi[k−n]xT[n] + nT[n]

yD[n] = Htx[n] � xT[n] + nD[n]

=
Ltx∑
k=0

Htx[k−n]xT[n] + nD[n] (4.9)

where � refers to convolution. As before, the dimensions of the channel matrices
are Hrx[n] ∈ C

Nrx×NS , Hi[n] ∈ C
Ntx×Ntx , and Htx[n] ∈ C

ND×Ntx , and Lrx, Li, and
Ltx refer to the order of the channels. Thus, the number of multipath components is
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Lrx + 1, Li + 1, and Ltx + 1, respectively. The signal model can be further cast in
the form

yT[n] = Hrx[n]xS[n] +Hi[n]xT[n] + nT[n]
yD[n] = Htx[n]xT[n] + nD[n]

(4.10)

where xS[n] = [xT
S[n], . . . , xT

S[n−Lrx]]T is Lrxth-order column expansion of
xS[n], or in other words, xS[n] = vec(xS[n], . . . , xS[n−Lrx]) is the vector-
ization of xS[n], . . . , xS[n−Lrx]. In the same vein, xT[n], nT[n], yD[n], and
nD[n] are vectorizations of xT[n], nT[n] yD[n], and nD[n], respectively. Moreover,
Hrx[n] = [Hrx[n], . . . ,Hrx[n−Lrx]], Hi[n] = [Hi[n], . . . ,Hi[n−Li]], and Htx[n] =
[Htx[n], . . . ,Htx[n−Ltx]] refer to row-expansion matrices of Hrx[n], Hi[n], and
Htx[n]. The formulation (4.10) of the time-domain signal model makes it possible
to apply standard linear algebra tools when developing adaptive interference
cancellation techniques as shown in Sect. 4.4.1. For simplicity we assumed in (4.10)
that Lrx = Li = Ltx to keep the dimensions compatible. This assumption can be
easily relaxed by padding signals with zeros appropriately.

4.3 Mitigation of Self-Interference

The basic approaches to mitigate self-interference are cancellation and suppression
and their combinations. In case of subtracting the replica signal, its fidelity
will determine the level of residual self-interference after cancellation. In order
to achieve a nearly interference-free system, choosing the proper cancellation
method for each application is important. In this chapter, we first discuss on
self-interference cancellation in frequency domain in case of orthogonal and non-
orthogonal multicarrier modulation. Linear filtering in frequency or time domain is
not able to suppress non-linear transmitter distortions, and therefore, we will add
spatial transmit and receive filters to the transceiver model.

4.3.1 Frequency-Domain Cancellation

In signal model at digital baseband (4.1) self-interference is modeled as the sum of
transmitted information signal and RF distortion. The latter is assumed to comprise
a single noise term in the transceiver input. Assuming that the transmitted signal in
digital baseband is known and channel estimation is ideal, the known information
signal can be subtracted from the received signal.
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Under the assumptions that inter-carrier interference and inter-symbol interfer-
ence can be ignored, the frequency-domain self-interference cancellation is simply
done on a subcarrier basis as

yT[n] = Hrx[n] xS[n] + Hi[n] xT[n] − Ĥi[n]x̄T[n] + nT[n] (4.11)

where Ĥi[n] and x̄T[n] refer to the estimate of the self-interference channel and
the known part of the transmitted signal, respectively. Thus, self-interference
cancellation involves estimating the self-interference channel to generate the replica
of the transmitted signal in the receiver chain. The residual self-interference term
becomes H[n]δxT[n]+Ĥi[n]δxT[n]. This term cannot be cancelled with linear filter
in time or frequency domain, but assuming a sufficient number of antennas, it can
be suppressed in spatial domain as discussed in Sect. 4.3.2.

In case of orthogonal multicarrier modulation like OFDM and frequency-domain
cancellation, the argument n refers to the subcarrier n. Assuming that interference
between subcarriers can be ignored, the argument can be dropped to simplify the
notation. The same model can be used in time domain when assuming single
path, frequency flat MIMO channels and interpreting the variables as time-domain
variables instead of frequency-domain ones.

4.3.1.1 Non-Orthogonal Multicarrier Modulation

The promise of non-orthogonal multicarrier waveforms in place of OFDM is to
relax the overhead due to cyclic prefix and facilitate better localization in frequency
domain than the OFDM waveform. This is achieved by sophisticated filter design
that controls the distribution of energy in time and frequency, and good localization
in frequency is achieved by extending and overlapping the multicarrier symbols
in time. Thus, multicarrier modulation schemes trade off time and frequency
localization, and this trade-off is controlled by prototype filter design. Eventually,
the trade-off in time and frequency cannot be avoided because of well-known
Heisenberg’s uncertainty principle from quantum mechanics [27]. Exploiting the
trade-off requires more complicated signal processing than OFDM waveforms,
and mitigation of the interference from neighboring subcarriers in the receiver
becomes necessary. Several different non-orthogonal multicarrier techniques have
been promoted as alternatives to OFDM for 5G systems, e.g., FBMC [28] and
GFDM [29]. Properties of waveforms have been compared and their suitability to
5G have been evaluated, e.g., in [30, 31].

Let us use GFDM as an example, how a non-orthogonal modulation scheme
effects self-interference cancellation in frequency domain. Self-interference cancel-
lation should be applied before channel equalization of the desired signal to avoid
amplifying the self-interference. The cancellation process is executed in frequency
domain after GFDM demodulator by subtracting a replica of the transmitted signal
as usual. However, since the modulation is non-orthogonal it is necessary to extend
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the interference cancellation over the whole GFDM symbol block in frequency
domain instead of an individual subcarrier n.

The generated GFDM symbol block at the full-duplex transmitter before adding
cyclic prefix is given by

xT =
M−1∑
m=0

GmPWsm = UmsT ,m (4.12)

whereM is the number of subsymbols sT ,m each containing N subcarriers, W is the
N×N Fourier transform matrix, and P is anM-fold row expansion ofN×N identity
matrices given by P = [I, . . . , I]T. Diagonal matrix Gm is of size MN × MN
window function having real coefficients, and its diagonal elements are cyclic shifts
of the elements of G0 by Nm elements. Thus, xT is a vector of size MN × 1,
and OFDM can be considered as a special case of GFDM when M = 1. Since
cyclic prefix is only added after the M subsymbols, the subsymbols do not remain
orthogonal when transmitted over multipath channel.

After removing the cyclic prefix the subsymbol yT ,m in the full-duplex receiver
is obtained from the received signal yT by

yT ,m = U†
myT = PTW†GmyT (4.13)

When taking into account ISI and ICI components, self-interference cancellation
becomes

zT ,m = yT,m −
M−1∑
k=0

Cm,ksT,k (4.14)

where Cm,k is the coefficient matrix for replica generation.
The main task of the replica generation process is to build the coefficient matrices

Cm,k based on the GFDM signaling and the estimated self-interference channel. To
reproduce the subsymbol interference of GFDM signaling, the replica generation
sums up all data symbols with its own coefficient matrix. The coefficient matrix
is constructed by convolving the estimated self-interference channel with the ICI
pattern. The coefficient matrix for replica generation is given by

Cm,k = ḠmHiḠk (4.15)

where Ḡm = (PW)†GmPW is the frequency-domain filter matrix, and Hi refers
now to frequency-domain self-interference channel matrix interpolated by M . The
channel matrix is interpolated, because the self-interference is passed through the
channel being upsampled in frequency domain. By using the interpolated channel,
the canceller is able to duplicate the upsampled self-interference signal. After
cancellation, the receiver performs channel equalization.
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Due to non-orthogonal signaling, self-interference cancellation in GFDM system
has larger computational complexity than that of orthogonal signaling like OFDM.
Even when the filter response Ḡm is deterministic, calculating full coefficient matrix
requires high computational complexity. This is because the coefficient matrix Cm,k
should be updated whenever the self-interference channel is changing.

Significant self-interference terms can be determined by examining cross corre-
lation terms of transmission pulse responses U†

mUk . When m = k, the diagonal part
indicates the self-interference due to transmitted symbol vector xT,m. When m �= k
the diagonal part indicates the ISI of self-interference pattern. The non-diagonal
parts of U†

mUk indicate the ICI from its own subsymbol or different subsymbols.
The diagonal part of matrices cannot be ignored but off-diagonal elements are small
compared to the diagonal elements, and interference power becomes smaller the
further away from the diagonal of the matrix. This observation is valid for GFDM
signaling in general regardless of the channel. Thus, the computational complexity
of the replica generation can be reduced by using only the coefficients of Cm,k near
the diagonal and ignoring the rest of the off-diagonal part [32]. The same kind
of approximation has been used to simplify the equalization of OFDM signal over
doubly dispersive channels [33, 34] when the channel is changing within one OFDM
symbol destroying the orthogonality of the subcarriers.

4.3.2 Spatial Suppression

Only the subtraction of the estimated self-interference is possible in SISO
transceivers, but a new dimension opens up for mitigation when considering MIMO
transceivers. In addition to subtracting the replica signal the full-duplex MIMO
transceiver may also apply spatial suppression in case transmitter and receiver
antennas are spatially separated. Precoder at the transmitter side and beamformer at
the receiver can be designed to simultaneously attenuate the self-interference signal
and receive the signal of interest. The beamformer is able to attenuate the effect of
RF imperfections as well, because the imperfections pass through the same channel
together with the known part of the self-interference.

The price of spatial suppression is the loss of degrees of freedom for information
transfer. Spatial suppression techniques transform the physicalNrx×Ntx transceiver
to an equivalent “interference-free” N̄rx × N̄tx transceiver. Here N̄rx and N̄tx
represent the number of spatial streams reserved for spatial multiplexing. Without
loss of generality, we assume that N̄rx ≤ Nrx and N̄tx ≤ Ntx.
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Fig. 4.4 Full-duplex communication link with spatial suppression. The function g(·) refers to
other baseband signal processing tasks besides spatial filtering

Again, the target is to push residual self-interference to receiver noise level or
below. The transceiver applies MIMO receive filter Wrx[n] ∈ C

N̄rx×Nrx and MIMO
transmit filter Wtx[n] ∈ C

Ntx×N̄tx for spatial suppression as illustrated in Fig. 4.4.
The signal model (4.1) becomes

ȳT[n] = Wrx[n](Htx[n]xS[n] + Hi[n](Wtx[n]x̄T[n] + δxT[n])+ nT[n])
yD[n] = Htx(Wtx[n]x̃T[n] + δxT[n])+ nD[n]

(4.16)

where ȳT ∈ C
N̄rx and x̄T ∈ C

N̄tx are the respective receive and transmit signal
vectors of the equivalent interference-free transceiver. The residual self-interference
power becomes as

PI = E
{
‖Wrx[n]Hi[n]Wtx[n]x̄T[n] + Wrx[n]Hi[n]δxT[n]‖2

2

}
(4.17)

Residual self-interference can be now mitigated by appropriately designing
spatial filters Wrx[n] and Wtx[n] to minimize the first term of PI and/or by designing
only Wrx[n] to minimize the second term that is due to transmit signal noise.
The cross term vanishes, because the transmitted signal and transmitter noise
are uncorrelated. The spatial filters can be designed, independently, separately, or
jointly, where the last option is supposed to provide the best performance. Different
approaches to precoder design are, e.g., antenna selection, general eigenbeam
selection, null-space projection, and minimum mean squared error filtering [35].
In practice, only the estimate Ĥi[n] of the self-interference channel is available,
and spatial suppression requires a sufficiently accurate channel estimation to be
feasible. Spatial suppression techniques may also embrace the forward channel [36]
when it can be assumed known by channel reciprocity or channel state feedback.
Here we do not make any assumptions on antenna geometry and the structure of
Ĥi[n]. Experiments on spatial suppression have been conducted in [37] using two-
dimensional planar antenna array and in [38] using one-dimensional linear antenna
array.
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Null-space projection is particularly attractive, because it may suppress the self-
interference completely (assuming Hi[n] is known) with the price of reducing the
degrees of freedom for data transmission. In null-space projection, the spatial filters
Wrx[n] and Wtx[n] are selected such that the transceiver receives and transmits
in different subspaces, i.e., transmit beams are projected to the null-space of the
self-interference channel combined with the receive filter and vice versa. Such a
condition can be formalized for joint or separate filter design as

Wrx[n]Hi[n]Wtx[n] = 0 (4.18)

to eliminate the first term in (4.17), i.e., the known part of the transmitter
signal. Similarly, for suppressing the transmit signal noise, the condition becomes
Wrx[n]Hi[n] = 0 to eliminate the second term in (4.17).

In particular, the number of data streams is constrained by

N̄rx + N̄tx + rank(Hi[n]) ≤ Nrx +Ntx (4.19)

This condition defines also the general existence of joint null-space projection, if
Wrx[n] and Wtx[n] are additionally constrained to have full rank. Even if Hi[n]
may be rank-deficient, Ĥi[n] is of full rank in practice due to channel estimation
errors which also cause residual self-interference.

In the case of N̄rx = N̄tx, the total number of antennas (Nrx +Ntx) is minimized
for null-space projection by choosing Nrx = 2N̄rx = 2Ntx = 2N̄tx or Ntx = 2N̄tx =
2Nrx = 2N̄rx when rank(Hi[n]) = min{Nrx, Ntx} meaning that Hi[n] has a full
rank. Thus, self-interference can be completely suppressed if the number of transmit
antennas is two times larger than the number of receive antennas, or vice versa.
Selecting Nrx > Ntx may be preferable due to transmit signal noise as discussed
later.

When Wrx[n] is designed separately given Wtx[n], null-space projection can be
implemented by applying projection matrix

Wrx[n] =
√

Nrx

Nrx − rank(Hi[n]Wtx[n])
(

I − Hi[n]Wtx[n] (Hi[n]Wtx[n])#
)

(4.20)

where # denotes Moore–Penrose pseudoinverse [39], and it is assumed that
rank(Hi[n]Wtx[n]) < Nrx. Separate design for Wtx[n] is given by a similar
projection matrix which is obtained by replacing Hi[n]Wtx[n] above with
Wrx[n]Hi[n]. In case of having full rank for Hi[n]Wtx[n] or Wrx[n]Hi[n] in above
leads to Wrx[n] = 0 or Wtx[n] = 0, respectively.
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4.3.3 Spatial Suppression and Frequency-Domain
Cancellation

Frequency-domain and time-domain cancellation suffer from residual interference
that is mainly due to the transmit signal noise. On the other hand, spatial-domain
suppression requires more antennas than data streams for effective mitigation of
self-interference. These two approaches are not mutually exclusive, and a question
arises, how cancellation and suppression should be combined together.

Four options to combine frequency or time-domain cancellation and spatial
domain suppression are shown in Fig. 4.5. With independent or separate filter
design, the design (and performance) of these options differs according to the
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Fig. 4.5 Different options for combining self-interference cancellation with spatial suppression
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residual self-interference channels:

Ĥi[n] =

⎧⎪⎪⎨
⎪⎪⎩

Wrx[n]Hi[n]Wtx[n] + F[n], option 1)
(Wrx[n]Hi[n] + F[n])Wtx[n], option 2)
Wrx[n](Hi[n]Wtx[n] + F[n]), option 3)
Wrx[n](Hi[n] + F[n])Wtx[n], option 4)

(4.21)

However, these become equivalent if all three filters are designed jointly.
Options (1) and (4) allow the most straightforward implementation, because the

two layers of mitigation can be decoupled and joint design is still feasible for Wrx[n]
and Wtx[n]: in option (1), spatial suppression is first applied, and the residual
interference is mitigated with cancellation while option (4) is the converse case.
In options (2) and (3), all three filters must be implemented sequentially leading
to suboptimal separate design. Moreover, these two options cannot exploit the full
potential of the spatial transmit filter, because cancellation has already eliminated
the known part of interference. Thus, option (1) turns out to be the best choice from
spatial suppression point of view: As cancellation is blind to the spatial domain, it
is better to first design jointly Wrx[n] and Wtx[n] for exploiting all possible degrees
of freedom.

The combination of cancellation and spatial suppression can offer better per-
formance than either alone. However, when the rank-deficient self-interference
channel enables the usage of null-space projection, adding cancellation on top of
suppression may reduce the overall performance due to transmit signal noise. This
is because null-space projection can completely eliminate transmit signal noise
together with the actual interference signal, while cancellation effectively acts as
an extra interference signal due to channel estimation error. In general, link-level
simulation [40] results show that spatial-domain suppression is better than time-
domain (or frequency domain) cancellation whenever there is a sufficient number of
antennas compared to the number of spatial streams.

4.4 Algorithms for Self-Interference Cancellation

Mitigating self-interference in frequency domain on subcarrier basis requires
several assumptions on the system: Transmit and receive signals are synchronized,
multicarrier modulation is orthogonal, modulation parameters are the same, and
inter-carrier interference and inter-symbol interference are small enough. Moreover,
complexity is related to the number of subcarriers instead of the channel order.

In this chapter, we first present time-domain self-interference cancellation algo-
rithms that do not require synchronization or pilot symbols for channel estimation.
Furthermore, the algorithms do not make any assumptions on waveforms used.
The time-domain algorithms apply a linear filter that is unable to mitigate the
effect of transmitter distortion. Therefore, we complement the time-domain filtering
with spatial filtering. Together these linear filters are able to mitigate transmitter
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distortion as well at the expense of the degrees of freedom available for spatial
multiplexing.

We assume that transmit and receive signals xS[n] and xT[n] are independent.
This is trivially satisfied when full-duplex transceiver is an access point serving
simultaneously uplink and downlink users, or when the transceiver works as a
decode-and-forward relay. We exclude amplify-and-forward relays from the study,
although they are very popular in scientific literature. In practical networks, amplify-
and-forward relays or repeaters complicate network planning, because they amplify
noise and interference as well, and their usage is not recommended by vendors.
Furthermore, we ignore the effect of traffic models to system performance, and
assume that the source and the full-duplex transceiver are continuously transmitting.
In any case, full-duplex operation is most useful when both transmit and receive
directions are active.

4.4.1 Adaptive Algorithms

Let us first review two well-known adaptive filters: least mean squares (LMS) and
recursive least squares (RLS) filters. A linear adaptive filter consists of a linear filter
whose coefficients are controlled by an adaptive algorithm aiming to minimize a
suitable cost function. In case of single-input single-output system, the problem can
be formulated as

w = arg min
w[n] E

{
|e[n]|2

}
(4.22)

where w[n] is a vector containing the coefficients of the adaptive filter, and e[n] =
d[n] − w†[n]x[n] is the scalar error signal between the desired signal d[n] and the
filter’s output signal.

LMS algorithm [41, 42] approximates the mean square error E{|e[n]|2} as
the instantaneous error |e[n]|2. The adaptation step is based on the stochastic
approximation of the gradient as

w[n] = w[n−1] + μe[n] (4.23)

where μ is the adaptation step size. Thus, the LMS algorithm is one example of
stochastic gradient descent SGD algorithms. A proper step size μ and thereby the
convergence speed depends on the autocorrelation of the input signal.

The RLS criterion approximates the minimum mean square solution by minimiz-
ing the sum of weighted squared errors as

w = arg min
w[n]

n∑
k=0

λn−k|e[k]|2 (4.24)
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where 0 < λ < 1 denotes the forgetting factor. The filter coefficients at time instant
n become

w[n] = R−1[n]p[n] (4.25)

where R[n] and p[n] are referred to as deterministic correlation matrix of the input
signal and cross correlation between the desired signal and the output, respectively,
given by

R[n] =
n∑
k=0

λn−kx[k]x†[k]

p[n] =
n∑
k=0

λn−kx[k]d∗[k]
(4.26)

Matrix inverse of R[n] is a computationally intensive operation of the complexity
O(L3), where L refers to the length of the filter w. Instead of calculating the inverse
for every time step, it can be updated according to the matrix inverse lemma as

S[n] = R−1[n] = 1

λ

(
S[n−1] − S[n−1]x[n]x†[n]]S[n−1]

λ+ x[n]†S[n−1]x[n]
)

(4.27)

while p[n] = λp[n−1] + x[n]d∗[n]. RLS algorithm has larger computation
complexity than the LMS algorithm. On the other hand, RLS converges faster
and the speed of convergence is independent of the spectral characteristics of the
input signal. Several other adaptive algorithms and modifications to LMS and RLS
algorithms have been proposed in the literature [41, 42]. In the following we will
extend LMS and RLS algorithms for the self-interference cancellation in case of
multiple transmit and receive antennas.

4.4.2 Stochastic Gradient Descent Algorithm

The building blocks for adaptive digital baseband cancellation in a MIMO full-
duplex transceiver according to option (1) in Fig. 4.5 are depicted in Fig. 4.6.
Cancellation is done in timedomain following the signal model (4.9). Linear time-
domain cancellation aims at estimating the self-interference channel Hi[n], n =
0, . . . , Li, where Li refers to the order of the channel. Then the canceller subtracts
F[n] � x̃T[n] = Ĥi[n] � x̃T[n] from the received signal, where Ĥi[n] refers to the
estimate of the self-interference channel.

Let us arrange the LF +1 MIMO matrices F[n] of the interference canceller into
the Nrx × Nrx(LF + 1) row-expansion matrix as F [n] = [F[n], . . . ,F[n−LF ]] in
the similar manner as in (4.10). In order to obtain a sufficient estimate of Hi[n], the
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Fig. 4.6 Adaptive baseband interference cancellation. The notation is simplified by excluding the
time index n

order of F[n] should be larger than that of Hi[n]; LF ≥ Li. We may write the signal
after interference cancellation as

yT[n] = Hrx[n]xS[n] +Hi[n]xT[n] +F [n− 1]xT[n− 1] + nT[n] (4.28)

where xT[n], yT[n], nT[n], Hrx[n], and Hrx[n] are defined as in (4.10).
If the source and full-duplex transceiver employ orthogonal pilot sequences

for channel estimation, and the transmit and receive signals are synchronized
to maintain orthogonality, then the estimation process for F [n] is similar to
conventional multiuser channel estimation. However, here we assume that the
transmitted and received signals are not necessarily synchronized and therefore we
oversample the received signal. Due to the uncorrelated transmit and receive signals,
we may use a power minimization algorithm without resorting to pilot signals for
the estimation of the self-interference channel. This kind of architecture makes it
possible to add the digital cancellation block to an existing transceiver when, e.g.,
more attenuation is needed after antenna isolation and RF cancellation.

The power of the error signal ||e[n]||2 = ||Hi[n] � xT[n] + F[n] � xT[n]||2 is
obviously minimized when F[n] = −Hi[n]. To this end, we minimize the cost
function E {||yT[n]||2

}
with respect to F [n] and approximate the gradient descent

by using the SGD algorithm. The adaptation rule becomes

F [n] = F [n−1] − μ∇F∗
{
||yT[n]||2

}

= F [n−1] − μ∇F∗

×
{
||(Hrx[n]xS[n] +Hi[n]xT[n] +F [n− 1]xT[n− 1] + nT[n])†yT[n]||2

}

= F [n− 1] − μyT[n]xT[n− 1]† (4.29)

where μ > 0 is the adaptation step size controlling stability, convergence speed,
and misadjustment. When computing the gradient, we treat F [n] and F†[n] as
independent entities and apply the rule ∇X∗{u†X†v} = vu†.
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It is important to ensure that xT[n] and yT[n] are uncorrelated so that the signal-
of-interest is not accidentally suppressed in the process. This condition is satisfied
when the full-duplex transceiver is an access point, because the uplink and downlink
data are different. The condition is also true when the full-duplex transceiver is a
decode-and-forward relay, because decoding and re-encoding the received signal
necessarily imposes a delay at least the length of the code block. This is typically
longer than the delay due to the self-interference channel. In case of full-duplex
amplify-and-forward relay, the transmitted signal can be deliberately delayed to
ensure the condition is met.

The algorithm operates in time domain and is independent of data modulation
and pilot symbols. In contrast, the operation domain of interference cancellation
using channel estimation and pilot symbols is determined by the structure of the
pilot symbols. For example, scattered pilot symbols in a time-frequency grid as
in LTE would imply frequency-domain processing. In time-domain, data symbols
would appear as noise in the channel estimation while in frequency-domain data and
pilot symbols do not interfere.

It can be shown [43] that the stationary points of the algorithm provide perfect
cancellation of the self-interference signal (in the sense that F[n] converges to Hi[n])
if the order of F [n] is sufficient and xT[n] is persistently exciting. A stationary
process xT[n] is persistently exciting iff its autocorrelation matrix is of full rank.
The SGD algorithm can be combined with spatial suppression such that after
the convergence of the algorithm, the spatial filters are alternatively optimized as
discussed in Sect. 4.4.4.

4.4.3 RLS Stochastic Gradient Descent Algorithm

The recursive least squares (RLS) version of the adaptive self-interference cancel-
lation algorithm minimizes the weighted cost function as

F [n] = arg min
F [n]

n∑
k=0

λn−k|yT[k]||2 (4.30)

Differentiating the cost function w.r.t. F [n] yields

F [n]R[n] = −P[n] (4.31)

where

R[n] =
n∑
k=0

λn−kxT[k]xT[k]†

P[n] =
n∑
k=0

λn−ky ′T[k]xT[k−1]† (4.32)
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and y ′T[k] presents the received signal before the self-interference cancellation.
Continuing,

F [n]R[n] = −λP[n−1] − y ′T[n]xT[n−1]†

= λF [n−1]R[n−1] − y ′T[n]xT[n−1]†

= F [n−1]R[n] − yT[n]xT[n−1]† (4.33)

This leads to the update rule

F [n] = F [n−1] + yT[n]xT[n−1]†R−1[n] (4.34)

Matrix R[n] is updated by applying matrix inversion lemma similar to the RLS
algorithm. Comparing (4.34) and (4.29) shows that R−1[n] in (4.34) has the same
role as the step size μ in (4.29).

Figure 4.7 shows an example of the performance of the SGD and RLS-SGD
algorithms in a MIMO-OFDM transceiver. The figure depicts mean estimation
error of the self-interference channel per iteration for SGD and RLS-SGD adap-
tation algorithms. Parameter κ defines the power ratio between information signal
transmitted by the source node and self-interference, i.e., when κ = 0, the power
of the self-interference and information signal are the same, and when κ = ∞
there is no self-interference. The antenna configuration of the relay is of size 2 × 2
for transmitting two data streams simultaneously. The self-interference channel has
three taps and SNR is 15 dB. The number of subcarriers is 8192 and the length of
the cyclic prefix is 8192/4 samples so the algorithms converge within few symbols
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Fig. 4.7 Convergence of SGD and RLS-SGD adaptive self-interference cancellation algorithms
toward the steady-state residual self-interference
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Fig. 4.8 Convergence speed vs. adaptation step sizeμ in SGD and forgetting factor λ in RLS-SGD
algorithms

depending on κ . The step size of SGD μ = 0.0005 and the forgetting factor of
RLS-SGD λ = 0.9999 and ε = 0.0001 is used to initialize the autocorrelation
matrix in RLS-SGD algorithm; R[0] = εI. The algorithms are able to suppress the
self-interference below noise level. The residual interference depends also on the
up-sampling factor, i.e., the proportion of the signal w.r.t. the bandwidth [43]. Here
the up-sampling factor is 1.15.

Adaptive algorithms typically trade off the convergence speed and the resid-
ual error. Figure 4.8 shows the trade-off between convergence speed and self-
interference channel estimation error for SGD and RLS-SGD algorithms for
different fixed adaptation step sizes μ and forgetting factors λ, and for different
number of antennas in the full-duplex transceiver: 2 × 2, 3 × 3, and 4 × 4. The
OFDM symbol has 8192 subcarriers (like in 8K mode of DVB-T, for example) so
that the algorithms converge fast w.r.t symbol length. When the number of antennas
in the relay increases, there are more parameters to estimate resulting in longer
convergence time and larger residual self-interference. Here the received power
ratio between the signal transmitted from the source and self-interference signal
is −25 dB and SNR is 15 dB.

4.4.4 Adaptive Cancellation and Spatial Suppression

In practice only the transmitted signal x̃T[n] is known in digital baseband, so xT[n]
in (4.29) and (4.34) should be substituted for x̃T[n] when xT[n] = x̃T[n] + δxT[n].
The linear filter F[n] is not able to mitigate the effects of transmitter impairments
δxT[n], because δxT[n] is not included in the adaptation.
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Fig. 4.9 Adaptive spatio-temporal self-interference cancellation in digital baseband

Let us add spatial transmit and receive filters in the system model as in Fig. 4.9 to
be able to mitigate non-linear transmitter distortion as well using linear filters. The
total receiver noise is modeled as nT[n] = nI[n] + δyT[n] + Hi[n] � δxT[n], where
δxT[n] models the RF imperfections as Gaussian noise, whose power depends on
EVM value, δyT[n] models the quantization noise, and nI[n] denotes thermal noise
in the receiver. By modifying δyT[n] it is possible to model the effects of limited
dynamic range of analog-to-digital converter. The aim is to maximize received SINR
given by

γ = E {||Wrx[n] �Hrx[n] � xS[n]||2
}

E {||Wrx[n] � (Hi[n] + F[n]) �Wtx[n] � x̃T[n] + Wrx[n] �+z[n] + nI[n]||2
}

(4.35)

where z[n] = Hi[n] � δxT[n] + δyT[n]. This may not be the performance optimal
criterion, because that depends on the MIMO transmission scheme used. Without
specifying a MIMO transmission scheme, this is a reasonable criterion to use,
though. The optimization problem becomes

max
Wtx[n],Wrx[n],F[n]

γ

subject to E
{
||Wtx[n] � x̃T[n]||2

}
≤ Pmax

with the necessary condition to keep transmit power in reasonable limits. Assuming
that the time-domain SGD algorithm has converged, the term containing x̃T[n]
in (4.35) vanishes. The optimization problem becomes

max
Wtx[n],Wrx[n]

E {||Wrx[n] �Hrx[n] � xS[n]||2
}

E {||Wrx[n] � (Hi[n] � δxT[n] + δyT[n])||2
}

subject to E
{
||Wtx[n] � x̃T[n]||2

}
≤ Pmax (4.36)

where the thermal noise term nI[n] has been dropped as well, because it is indepen-
dent of the spatial and temporal filters. The remaining noise term in the denominator
depends both on the transmit and receive spatial filters, and therefore the filters



126 R. Wichman

should be designed jointly. Moreover, this coupling makes the optimization problem
non-convex as well.

Assuming i.i.d. transmit noise as in (4.5) the power due to transmit noise becomes
||ε2

x/NTWtx[n]W†
tx[n]||2F. Setting Wtx[n] = 0 would trivially minimize the noise

term in the denominator. At the same time the transmitted information signal would
be completely suppressed, so the problem requires additional constraints. Possible
linear constraints are, e.g., shortening the convolution of the spatial transmit filter
and the forward channel Wtx[n]�Htx[n] [5] or setting the convolution to a predefined
value [44]. This requires channel state information of the forward channel Htx in the
full-duplex transmitter. Alternatively the SINR of the received signal could be added
to the objective, but this would make the optimization problem even more difficult
to solve.

Once appropriate linear constraints are set, the problem (4.36) can be solved by
alternative optimization as follows [5]: Let us first fix Wtx[n] and solve for Wrx[n].
Then we fix Wrx[n] we just solved and solve for Wtx[n]. This procedure is repeated
until the filters converge. This does not guarantee a global optimum of the non-
convex problem, but the algorithm can be shown to converge [45].

4.4.4.1 Non-Iterative Design of Spatial Filters

Alternative optimization converges, but the iterations may take too long time if radio
propagation environments is changing and the filters must be updated frequently. To
get around this and to simplify the optimization problem we choose to minimize the
self-interference to the receiver chain as

min
Wtx[n]

||Hi[n] � (Wtx[n] � x̃T[n] + δxT[n])||2

subject to E
{
||Wtx[n] � xT[n]||2

}
≤ Pmax

Htx[n] �Wtx[n] = Heq
tx [n] (4.37)

The motivation behind this formulation is to decouple the design of Wrx[n] and
Wtx[n] and to minimize the total amount of self-interference leaking to the receiver
chain. This is useful when the signal of interest and the self-interference must fit to
the dynamic range of ADC. Now the linear constraint prevents the trivial solution
Wtx[n] = 0 and guarantees a reasonable communication quality between the full-
duplex transceiver and the destination. This constraint can be set as, for example,

Heq
tx [n] =

{
I, n = 0

0, otherwise
(4.38)



4 Filter Design for Self-Interference Cancellation 127

so that the equalization in spatial or in time domain is not needed in the destination.
Other option for the linear constraint is to enforce channel shortening by requiring

Heq
tx [n] = 0, n = L, · · ·Li + Ltx

This is useful when an OFDM waveform employs cyclic prefix of L samples, since
equalization can be efficiently performed by discrete Fourier transform as long as
the delay spread does not exceed the length of the cyclic prefix.

To solve (4.37), let us first stack the columns of Wtx[n], · · ·Wtx[n−Li] to
N̄txNtx(Li + 1) × 1 vector wtx as wtx = vec(Wtx[n], · · ·Wtx[n−Li]) where we
dropped the time index n from wtx to simplify the notation. From now on, the vectors
and matrices without time index n refer to variables that are obtained by shuffling
the elements of matrices and vectors according to wtx. At the same time matrix-
vector multiplications substitute convolutions. The optimization problem (4.37) can
be cast to the form

min
wtx

w†
tx(R̃ + Rδ)wtx

subject to w†
txRwtx ≤ Pmax

Htxwtx = heq
tx (4.39)

where R̃ is obtained from E {||Hi[n] �Wtx[n] � x̃T[n]
}||2 and Rδ is obtained from

E {||Hi[n] � δxT[n]}||2 by shuffling the elements of the matrices to match wtx. In the
same vein, R is obtained from E {||Wtx[n] � x̃T[n]||2

}
. Transmit noise is assumed

to be uncorrelated with the information signal such that the cross terms containing
x̃T and δxT in the objective (4.37) vanish. The dimension of wtx should be large
enough to satisfy the linear constraint, i.e., N̄txNtx(Li + 1) > rank(Htx). In general,
this implies that Ntx > ND and the required order of Wtx[n] grows linearly with the
order of Htx[n].

All candidate vectors wtx satisfying the second constraint are given by

wtx = H#
txheq

tx + Nv (4.40)

where # refers to Moore–Penrose pseudoinverse, v is a vector of size, and N forms
the basis of the null-space of Htx. Now the problem is to find v that consequently
gives wtx as a solution to (4.36). This can be expressed as a standard least squares
problem with quadratic constraints as follows:

min
v

||QNv + QH#
txheq

tx ||2

subject to ||LNv + LH#
txheq

tx ||2 ≤ Pmax (4.41)

where we applied square-root factorizations Q†Q = R̃ + Rδ and L†L = R.
This can be solved by decomposing QN and LN using generalized singular value
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decomposition [46]. Given v, the corresponding wtx is obtained from (4.40), and
Wtx[n] is reconstructed from wtx. Then we fix Wtx[n] and solve Wrx[n] from (4.36).
This is done by first defining wrx = vec(Wrx[n], . . . ,Wrx[n−Lrx]) and modifying
(4.36) in the similar manner as solving for wrx. The problem becomes a general
eigenvalue problem [46] and solved accordingly.

The original problem of maximizing the received SINR in the full-duplex
transceiver was modified to be able to find the transmit and receive spatial filters
using generalized singular value and eigenvalue decompositions. The solution is
sub-optimum but it is faster than the alternative optimization, because multiple
iterations are not needed. Naturally, the transmit and receive spatial filters must be
solved again, or tracked, whenever the underlying channels change.

Instead of maximizing SINR as in (4.35) it is possible to minimize post-
processing MSE given by

E
{
||Wrx[n] � (Hrx[n] � xS[n]+Hi[n] � δxT[n]+δyT[n])+nI[n] − xS[n− τ ]||2

}

(4.42)

assuming again that the time-domain filter has converged and the known part of
the self-interference has been suppressed. The delay τ is a design parameter that
can be adjusted based on filter lengths. This approach together with alternating
optimization has been pursued in [47]. Transmitter distortions and imperfect channel
estimation can be also used to formulate a robust filter design problem [48].

The following two figures illustrate the performance of the spatial filter design.
The source and the destination have two antennas, and the source sends two
independent data streams from two antennas. Transmitted OFDM waveform from
each antenna has 8192 subcarriers and 64-QAM modulation. The oversampling
factor in the full-duplex receiver is two. The number of taps is two in all channels
and filters, and the channels are drawn from complex Gaussian distribution. The
self-interference channel is 30 dB stronger than the other two channels, and the
maximum transmit power is 20 dB. The linear constraint is set according to (4.38).
The destination has two receive antennas, and the number of transmit and receive
antennas in the full-duplex transceiver and the transmit and receive noise levels is
varying.

Figure 4.10 shows the additional isolation by the spatial self-interference sup-
pression w.r.t. reference system with time-domain cancellation only (the ratio
between the respective residual interference powers) as a function of transmitter
distortion (4.5). The capability of suppressing self-interference strongly depends on
the degrees of freedom available, i.e., on the number of transmit antennas w.r.t. the
number of receive antennas. When the number of antennas is the same, the gain
from spatial suppression is close to 0 dB. The isolation can be improved also by
increasing the order of Wtx [44].
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Fig. 4.10 Suppression of self-interference for different number of transmit and receive antennas
as a function of transmit noise level
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Fig. 4.11 SINR improvement as a function of dynamic range in the receiver (quantization noise
level)

Figure 4.11 shows the SINR improvement as a function of receiver dynamic
range w.r.t. to the reference system using εy = −30 dB in (4.3). When the receiver
has large dynamic range (εy < −30) the noise due to self-interference is rather slow,
and the best performance is obtained when the number of receive antennas is large,
and when there are more transmit than receive antennas. With narrow dynamic range
εy > −30, a larger number of transmit antennas is preferable.
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4.5 Summary

Passive isolation and active RF cancellation are usually not enough, and full-
duplex transceivers need to cancel the self-interference also in digital baseband
to push the residual interference below noise level. Cancellation and filtering in
frequency domain on subcarrier basis works well as long as the subcarriers in the
received multicarrier waveform remain sufficiently orthogonal. Here we presented
adaptive filtering and cancellation in time domain that is agnostic to transmitted
waveform and does not require neither pilot symbols for channel estimation
nor synchronization between transmitted and received waveforms. The adaptive
algorithms aim to minimize the power of the received signal and they are able to
suppress the self-interference below noise level.

Linear finite-impulse response filters for self-interference cancellation are inher-
ently stable and they can get rid of the known interfering signal, but they are not able
to cancel unknown transmitter distortions. Unfortunately, transmitter distortions are
often so large that suppressing only the known transmitted signal in digital baseband
is not enough. A well-known solution is to model the analog distortion terms by
behavioral models in digital baseband and include the effect of RF imperfections in
the cancellation process. The drawback of these non-linear cancellation techniques
is that their performance is more difficult to analyze than that of the linear ones.

Instead of applying non-linear filters, we complemented the time-domain inter-
ference cancellation with spatial linear filters in the transmitter and receiver chains.
Together these linear filters are able to suppress transmitter and receiver distortion
effects as long as there are enough degrees of freedom in terms of filter order, and
transmitter and receiver antennas.
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Chapter 5
Interference Management in Full-Duplex
Cellular Networks

Ali Cagatay Cirik and Yingbo Hua

Abstract Despite its promising potential to double the throughput of a point-to-
point radio link, a full-duplex (FD) radio has not been comprehensively analyzed
in current cellular systems due to the high levels of interference it generates, which
significantly degrades its performance. If not carefully planned and managed, an
FD operation might lead to much higher interference in both uplink and downlink
than existing half-duplex (HD) operation, limiting its potential gains greatly. This
chapter provides an overview of the challenges caused by FD radio links in cellular
systems as well as the techniques to overcome those challenges to unlock the full
potential of FD wireless communications.

5.1 Introduction

The current cellular networks are no longer voice-centric but data-centric, especially
with smart-phones leading to a proliferation of data-hungry applications. For
example, data traffic in mobile communication systems is expected to increase
by around 1000 times by 2020 and by more than 40, 000 times by 2030 [1]
from 2010. Mobile broadband has been identified as essential to creating jobs,
growing economy and benefiting the society because advances in mobile networks
will create new opportunities for innovative applications, including devices and
services for health, transportation, manufacturing. To support the exponentially
growing demand of mobile services to provide high data rates and low latencies,
key emerging technologies are being developed in mobile communication systems,
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such as full-duplex (FD) radio, massive multiple-input multiple-output (MIMO),
non-orthogonal multiple access (NOMA), etc.

Although great progress has been achieved in designing and implementing
FD wireless nodes with the capability of suppressing the self-interference to a
sufficiently low level [2–6], the impact of FD transmissions in a wireless network
has not been extensively analyzed, especially in a cellular environment, which has a
more complicated interference environment. In particular, how to best utilize an FD
radio in a wireless cellular network needs sufficient attention. Given the complexity
of radio link configurations in a typical cellular network, how to minimize the
mutual interferences between FD radio links and/or the performance improvement
obtained by the FD communication over the half-duplex (HD) communication are
not straightforward for cellular networks.

At the network level, employing FD nodes, such as FD base stations (BSs) creates
additional challenges to the existing challenges associated with the HD systems. As
seen in Fig. 5.1, compared to HD networks, a single-cell FD cellular network with a
BS operating in FD mode and user equipments (UEs) operating in HD mode newly
experiences intra-cell UE-to-UE interference (or called as co-channel interference
(CCI)) from the uplink users to the downlink users, as well as the self-interference
at the BS. Moreover, a multi-cell FD network suffers from even worse interference
situation (e.g., inter-cell interference from the BSs and the uplink users in the
neighboring cells), which might lead to a severe performance deterioration, even
eating up the potential gain of FD networks. Therefore, unless proper interference
mitigation techniques are applied, the gain of having FD radios in cellular networks
can be severely limited, and thus the use of FD BS in each cell could have a negative
impact on the network throughput.

Intra-cell 
UE-to-UE

interference

Base sta on-1

Self-interference

Intra-cell 
UE-to-UE

interference

Base sta on-2

Self-interference

BS-to-BS 
interference

Downlink user-1 Uplink user-1 Downlink user-2 Uplink user-2

Fig. 5.1 Interference environment in multi-cell full-duplex cellular systems
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As cellular networks evolve to become more heterogeneous and to operate
independently with less cooperation and less synchronized with each other, intra-
cell and/or inter-cell interference become more severe, which are major limiting
factors to the spectral efficiency gain from the FD operation. The existence of
additional interference terms in FD cellular networks raises the question of whether
there is any actual spectral efficiency gain achieved from the FD operation. The
authors in [7] have investigated this issue of whether to deploy FD nodes in
macro-cells or micro-cells under the additional interference sources generated by
FD communication. It has been shown that unless proper countermeasures for
interference management are taken, the FD communication is infeasible to operate
on the macro-cell networks. On the other hand, when the micro BSs are mounted
by a certain distance, the FD communication enhances the spectral efficiency of
micro-cell networks. In particular, the actual net gain enabled by the FD operation
in cellular networks will strongly depend on interference mitigation/management,
network deployments, the density of UEs, and propagation effects in mobile chan-
nels. To that end, in this chapter, we will discuss efficient interference management
and mitigation methods for FD cellular systems to help realizing the full potential
of FD systems.

There have been a significant amount of studies on interference cancella-
tion/coordination in traditional HD systems. For example, various solutions to
suppress or coordinate the interference between the interfering neighboring cells
have been proposed [8]. However, with the new additional FD interference sources
generated in FD mode as shown in Fig. 5.1, uplink and downlink channel resources
can no longer be allocated separately, and thus a joint allocation is required in
order to support a higher number of simultaneous transmission/reception links
with different channel characteristics. Therefore, the existing interference cancel-
lation/coordination techniques proposed for the conventional HD systems cannot be
applied readily to the FD systems. The main contributions of this chapter are:

• We discuss interference management and mitigation methods for the base station
to base station interference (BS-to-BS interference) in FD cellular networks in
Sect. 5.3, which comprises:

– Elevation beam nulling,
– Power control based.

• We discuss interference management and mitigation methods for the user-
equipment to user-equipment interference (UE-to-UE interference) in FD cellular
networks in Sect. 5.4, which comprise:

– Scheduling-based,
– Medium access control (MAC) techniques,
– Interference alignment,
– Beamforming,
– Partitioning.

• We discuss interference management and mitigation methods in 3rd Generation
Partnership Project (3GPP) from a standardization perspective in Sect. 5.5
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• We discuss key interference mitigation technologies, which can be used to
suppress the huge surge of interference in FD communications in Sect. 5.6, which
comprise:

– Massive MIMO,
– Millimeter-Wave (mmWave).

5.2 Interference Management

In FD systems, the uplink and downlink transmissions/receptions may occur
simultaneously at the same time and frequency resources in all cells, resulting
in a far more complicated interference environment than that of HD systems.
The main challenge in a single-cell FD network, besides the self-interference,
is the intra-cell UE-to-UE interference (also called as CCI), which is created
from the uplink transmission to the downlink reception as shown in Fig. 5.1.
Moving from a single-cell to a realistic multi-cell scenario introduces a huge
surge of interferences including both intra-cell UE-to-UE interference and inter-
cell interference (both inter-cell UE-to-UE interference and BS-to-BS interference
between all BS nodes and UE nodes as shown in Fig. 5.1). In particular, the overall
interferences experienced by a downlink user and an uplink user of a cell operating
in an FD mode are given, respectively, as:

IDL = Iintra-cell-UE-to-UE + Iinter-cell-UE-to-UE + Iinter-cell-BS-to-UE, (5.1)

IUL = Iinter-cell-UE-to-BS + Iinter-cell-BS-to-BS, (5.2)

where the first term in (5.1) denotes the intra-cell UE-to-UE interference from
the uplink users of the same cell, the second term denotes the inter-cell UE-
to-UE interference from the uplink users of the neighboring cells, and the third
term denotes the conventional downlink interference (e.g., BS-to-UE) from the
neighboring BSs. Moreover, in (5.2), the first term denotes the conventional uplink
interference (e.g., UE-to-BS) from the neighboring uplink users and the second term
denotes the BS-to-BS interference from the BSs of the neighboring cells.

As mentioned above and shown in Fig. 5.1, besides the inter-cell BS-to-UE
interference and UE-to-BS interference that already exists in HD networks, an FD
network experiences an additional inter-cell BS-to-BS interference, and intra- and
inter-cell UE-to-UE interference, which we will review below1:

1Designing and implementing an FD terminal requires a significant change in the hardware
resulting in a higher cost and power consumption. Therefore, it is more practical and less costly
to upgrade the infrastructure elements such as BSs to operate in FD mode, while the mobile users
(e.g., downlink and uplink users) can still operate in HD mode [3], which we have assumed in
Fig. 5.1.
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• Base station to base station interference (BS-to-BS interference): In FD
cellular systems, a downlink transmission of a BS may greatly interfere with
an uplink reception of a neighboring cell. As the BSs are deployed at higher
elevations with few obstacles/obstructions in between, the channel between the
BSs is close to line-of-sight (LoS) resulting in much smaller path-loss between
the BSs compared to the path-loss between the BSs and the UEs. Moreover, the
transmission power of a BS is much larger than that of a UE which increases the
interference further when combined with the small path-loss between the BSs.
Therefore, if the BS-to-BS interference is not managed/mitigated properly, it can
lead to a poor performance by dominating the weak intended uplink transmission
from the uplink UEs. On the other hand, as the BSs are not mobile, the BS-
to-BS interference channel is static, which allows static interference mitigation
techniques (e.g., elevation beam nulling [9], semi-static uplink/downlink power
control [10]) to be applied for the BS-to-BS interference mitigation.

• User-equipment to user-equipment interference (UE-to-UE interference): In
FD cellular systems, an uplink transmission from an uplink user may generate
an interference on a nearby downlink user, called as UE-to-UE interference.
The UE-to-UE interference can exist between two UEs in the same cell (e.g.,
intra-cell UE-to-UE interference) and/or in different cells (e.g., inter-cell UE-to-
UE interference). In contrast to static BS-to-BS interference channel, UE-to-UE
interference channel is more dynamic as the downlink/uplink users are mobile.
Therefore, the UE-to-UE interference mitigation can be realized through smart
scheduling which avoids scheduling nearby uplink and downlink users (e.g.,
creating high UE-to-UE interference) to transmit and receive on the same
time/frequency resources so that the potential capacity gain from the FD
operation can be achieved. For example, the authors in [11, 12] have proposed
uplink user and downlink user pairing based on a distance metric, while the
authors in [9, 13] have incorporated power control mechanism in their proposed
scheduling mechanism.

Interference management techniques are necessary to tackle various types of
interference sources and to make sure that FD networks achieve better performance
than the HD networks, e.g., in terms of throughput. Therefore, it is critical
to carefully design protocols and algorithms to deal with the newly introduced
interference in FD networks. In the next two sections, we will discuss practical
and efficient interference mitigation methods for the BS-to-BS interference and the
UE-to-UE interference in FD cellular systems which limit the exploitation of FD
gains in cellular systems.
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5.3 BS-to-BS Interference Mitigation

The BS-to-BS interference can be much stronger (e.g., 40 dB [10]) than the
conventional uplink interference in HD systems, which requires practical and
efficient BS-to-BS interference mitigation techniques to make sure that the uplink
reception is not degraded by the BS-to-BS interference, and thus the benefits of FD
operation can be realized in FD cellular networks.

In this section, we will discuss two methods to suppress the BS-to-BS interfer-
ence: (1) Elevation beam nulling and (2) Power control based.

5.3.1 Elevation Beam Nulling

The BSs deployed today can employ elevation antenna down-tilting to optimize the
signal strength within their coverage area and create different beam patterns via
multiple antennas. The authors in [9] have revisited the same concept of elevation
antenna down-tilting to mitigate the BS-to-BS interference (especially the LoS
component of the interference channel) in FD cellular networks. Particularly, as the
altitudes of BSs are fixed and the incoming direction of the BS-to-BS interference
is relatively stable, the authors have proposed to use elevation beam nulling to
suppress the BS-to-BS interference, where the BS applies 3D beamforming/beam
nulling techniques to null at an arbitrary azimuth angle and elevation angle. It is
shown that when every BS has a similar altitude, the BS-to-BS interference can
be greatly suppressed by forming nulls at the vicinity of 90◦ in elevation. For BSs
with different altitudes, a wider null width is required to suppress the BS-to-BS
interference.

By using the elevation nulling approach, around 70 dB to 80 dB BS-to-BS
interference suppression can be achieved for small cell and large cell deployments,
respectively [10], which is weaker than the conventional uplink interference level,
and thus the benefits of FD operation can be realized.

One drawback of the elevation nulling approach is that it may cause degradation
on received power levels of the UEs on the cell edge. Therefore, a cell size reduction
may be required while applying elevation nulling to guarantee a fair performance for
a UE on the cell edge. Moreover, in a multi-path environment, there may be beams
reflected from the main lobe causing strong BS-to-BS interference, which may
prevent from achieving the full nulling gain [10]. Therefore, additional interference
mitigation methods may be needed to combat the residual BS-to-BS interference.

5.3.2 Power Control Based

The BS-to-BS interference can be further suppressed by power control (e.g., uplink
and/or downlink) mechanisms. For example, when an uplink user increases its
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transmission power, it can dominate the BS-to-BS interference (e.g., increased
uplink signal-to-interference plus noise ratio (SINR)), but at the same time it
can also create additional increased interference on a nearby downlink user (e.g.,
decreased downlink SINR) in addition to increasing its power consumption. In
another example, when a BS decreases its downlink transmission power to create
less BS-to-BS interference, this may result in a reduced coverage and deteriorated
performance for the downlink users.

Although the authors in [14] have proposed a power control algorithm to
suppress the BS-to-BS interference, they have not considered the impact of their
power control mechanism on the downlink users as they have not taken the
UE-to-UE interference into account in their proposed power control algorithm.
In [10], an open-loop uplink power control mechanism has been proposed for FD
cellular systems which considers both the BS-to-BS interference and the UE-to-UE
interference in the power control design to minimize the uplink SINR degradation.
In particular, the authors propose to boost the target received power level used
in Long-Term Evolution (LTE) systems (e.g., P0) based on the distribution of
the BS-to-BS interference over conventional uplink UE-to-BS interference, and
conventional downlink BS-to-UE interference over UE-to-UE interference. For
example, as each BS may experience different levels of BS-to-BS interference,
as the BS-to-BS interference increases (decreases), a higher (lower) target uplink
received power (i.e., P0) may be selected by each cell independently, which is
dynamic.

5.4 UE-to-UE Interference Mitigation

In this subsection, we discuss the efficient and practical methods to mitigate the UE-
to-UE interference in FD cellular networks.2 Handling the UE-to-UE interference
is much more challenging than handling the BS-to-BS interference as it is between
distributed users, who cannot share data information without sacrificing bandwidth
resources. As the level of UE-to-UE interference depends on the UE locations and
their transmission powers, coordination mechanisms are needed to mitigate the
negative effect of the interference on the spectral efficiency of the system [13].

Below, we will discuss various methods, such as scheduling, interference
alignment, beamforming, partitioning, etc., to mitigate/suppress the UE-to-UE
interference.

2Note that some of the techniques discussed in this section can also be applied to mitigate the
BS-to-BS interference.
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5.4.1 Scheduling-Based

Scheduling has been a commonly used approach in multi-user communication
systems to optimize system performance such as link data rate, network capac-
ity, and coverage. In conventional orthogonal frequency division multiple access
(OFDMA)-based cellular systems operating in HD mode, the scheduling decision
at a BS is made independently for uplink and downlink transmissions. Moreover,
users served by the same cell are allocated orthogonal resource blocks (RBs) and/or
time slots so that there exists no interference between them.

As mentioned in Sect. 5.2, as the uplink and downlink transmissions are coupled
and simultaneous in FD systems, a scheduling-based interference management
is required. In particular, a scheduling problem in an FD system boils down to
pair one uplink UE and one downlink UE properly from all active UEs and to
select a frequency channel (e.g., RB, subcarrier, sub-band) to determine which
UEs should be scheduled for simultaneous uplink and downlink transmissions
over the same frequency channels. The existing scheduling methods used in HD
cellular networks, such as proportional fairness (PF) and round-robin, can also be
used in the FD cellular networks directly. For example, the scheduler in the FD
network can employ the well-known PF procedure for an independent selection
of the downlink and uplink UEs and pair them for simultaneous transmission and
reception. However, the ignorance of the UE-to-UE interference in such a method
could degrade the performance. For example, when an uplink user creating strong
UE-to-UE interference on a downlink user is selected to be served on the same RB
for a simultaneous transmission, the downlink SINR of the downlink user is highly
degraded. Therefore, interference awareness in scheduling should be an important
feature for the UE pairing process.

Within each selected pair, the transmission of the uplink user will cause CCI
to the downlink user, and this interference varies largely with the mutual distance
between the uplink and downlink users of each pair and transmission powers, etc.
The uplink and downlink user pairing, subcarrier, and power allocation among
different pairs of users need to be properly managed to achieve the optimal
performance in the network. In particular, frequency channel (e.g., RB, subcarrier)
allocation involves allocating the different subsets of subcarriers (or RBs or bands)
to different users by taking into account the self-interference at the BS and the CCI
between the uplink and downlink users within each user pair. This is significantly
different from the traditional subcarrier allocation problem and presents further
research challenges in resource allocation. For example, a scheduler selecting the
best pair of uplink and downlink users based on a joint scheduling metric optimizing
both uplink and downlink transmissions is required. When the joint scheduling
metric which takes the UE-to-UE interference into account is optimized, the UE-
to-UE interference is directly managed by selecting the best pair of users creating
the least UE-to-UE interference on the frequency channel (e.g., subcarrier, RB).
However, due to the combinatorial nature of pairing multiple uplink users, downlink
users, and subcarriers, and also the complexity of optimal power allocation to each
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subcarrier-transceiver pair, resource allocation in such an FD OFDMA network can
be very challenging [15].

The joint scheduling metric can be PF scheduler, which is generally used in
current cellular systems, or a maximum-sum-throughput scheduler, or a maximum-
minimum-throughput scheduler. Since an FD BS schedules both uplink and down-
link transmissions, the objective function (e.g., a function of achievable downlink
and uplink data rates) should consider the performance of both uplink and downlink.
When the scheduler selects a pair of uplink and downlink users on an RB, the
scheduler searches across all candidate uplink and downlink user pairs on the RB
and selects the pair achieving the highest joint scheduling metric (or with the lowest
interference level for transmission and reception on the same scheduling RB). The
selection procedure can be an exhaustive search or an optimization algorithm (e.g.,
greedy search, dynamic programming, Hungarian algorithm, etc.).

The authors in [10] show that when the inter-cell interference dominates the intra-
cell interference, a scheduler that independently schedules the uplink and downlink
transmission directions can provide the FD gain. On the other hand, when the
intra-cell interference dominates the inter-cell interference, a scheduler that jointly
schedules the uplink and downlink transmission directions by avoiding a pair of
downlink and uplink users with a high UE-to-UE interference being paired together
can improve the downlink SINR.

The management of the UE-to-UE interference caused by the intra-cell and inter-
cell users may require extra signaling, feedback, and coordination between BSs. For
example, to deal with both intra- and inter-cell interference, each cell first selects or
pairs the appropriate users to maximize its spectral efficiency, then the scheduler
coordinates with other cells to allocate the power levels of selected users such that
the aggregate network spectral efficiency is maximized. This may result in a high
computational complexity and signaling overhead diminishing the gains obtained
by the FD operation. Therefore, distributed scheduling algorithms are required to
mitigate the UE-to-UE interference [10].

5.4.1.1 Related Work

In [16], the authors study the joint subcarrier and power allocations to maximize the
sum rate in FD OFDMA networks. In [17], a suboptimal user pairing and resource
allocation algorithm that maximizes the sum achievable rate while guaranteeing a
quality-of-service (QoS) of each user have been proposed. An application of an
opportunistic interference suppression technique at the user side to both mitigate
the UE-to-UE interference and maximize the system spectral efficiency has been
proposed in [18]. A simple opportunistic joint uplink and downlink scheduling
algorithm has been proposed in [19], which suppresses, asymptotically, the UE-to-
UE interference in a single-cell MIMO FD network as if there were no UE-to-UE
interference. In [20], the problem of pairing uplink and downlink users with the
joint power allocation along with the consideration of user fairness has been studied.
Moreover, a resource allocation method using matching theory to optimally allocate
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the subcarriers among uplink/downlink user pairs for a single-cell FD OFDMA
network was proposed in [21].

In these works, the authors have only considered FD communication in a single-
cell scenario and ignored the inter-cell interference in their analysis. However, in
the multi-cell scenario, it is not clear how much throughput gain can be achieved by
the FD communication as the number of interference links increases.

Recently, several works have investigated the usage of FD communication
in a multi-cell scenario. For example, to mitigate the UE-to-UE interference, a
scheduling approach maximizing the achievable sum-rate in FD multi-cellular
networks has been proposed in [13, 22]. A suboptimal joint user selection and
power allocation strategy has been proposed in [13, 22], which can yield around
65% throughput gain over the traditional HD system. A radio resource allocation
algorithm assigning uplink and downlink transmissions jointly has been proposed
in [23], by taking both intra-cell and inter-cell interference into consideration.
In [24], the authors have obtained closed-form throughput expressions for the FD
multi-cell networks with the help of stochastic geometry tools.

Finally, in [25], a UE-to-UE interference coordination approach based on
geographical context information (e.g., provided by radio maps and user positions)
has been provided, which exploits the signal attenuation from obstacles between
UEs so that UE-to-UE interference is minimized by assigning simultaneous uplink
and downlink transmissions to UEs in areas that are separated by large obstacles.

5.4.1.2 Space-Time Power Scheduling

Another promising idea for interference management is space-time-frequency
power scheduling, also known as space-time (or space-temporal) power scheduling
[26–28]. Despite its previous applications in ad hoc networks, the space-time
power scheduling idea is particularly useful for small cells, where the channel
state information (CSI) of various channels can be jointly exploited. The key idea
behind space-time power scheduling is to best distribute the interferences within the
(complete) space-time physical world that we have. In other words, channels with
weak interferences should be exploited, channels with strong interferences should
be avoided, and all interferences should be optimally distributed via a well-designed
algorithm for optimal space-time power scheduling. The idea of space-time power
scheduling has also recently been applied to FD systems [29–31]. Further research
of space-time power scheduling for FD cellular networks should be of a promising
direction.

5.4.2 Medium Access Control (MAC) Techniques

Apart from the aforementioned physical-layer solutions, FD research opportunities
have also been explored in the context of efficient MAC protocols for addressing the
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challenges of long end-to-end delays of network congestion and the hidden terminal
problems. As the FD networks generate new additional inter-node collisions,
conventional MAC protocols such as the carrier-sense multiple access with collision
avoidance (CSMA/CA)-based HD MAC protocols cannot be readily applied to
reduce these additional inter-node collisions.

To that end, the authors in [32] propose an optimal location-aware node selec-
tion algorithm minimizing the intra-node interference while still maintaining the
signal strength of the intended link. Moreover, transmitting RTS/CTS (Request to
Send/Clear to Send) signaling or busy tones before establishing the FD connection
has been proposed to reduce the inter-node collisions due to the hidden nodes.

The authors in [33] propose a simple method that avoids the UE-to-UE interfer-
ence by selecting nodes that are completely hidden from each other. Another method
in [34] optimizes user pairing by considering the UE-to-UE interference based on
the information about the UE-to-UE interference and traffic demands reported from
all pairs of users. Goyal et al. in [35] develop a centralized MAC protocol by taking
the UE-to-UE interference between two users into account. In [36], the UE-to-UE
interference is managed by a random access MAC protocol using distributed power
control.

It is more practical to develop an adaptable MAC protocol based on the
channel/network conditions (e.g., inter-cell, intra-cell interference) to switch to
the desired (FD or HD) transmission mode opportunistically. To that end, Chen
et al. [37] have proposed a distributed FD MAC protocol for a BS that can
adaptively switch between FD and HD modes based on the channel conditions so
that the negative impact of the (intra- and inter-cell) interference can be removed. In
particular, when intra-cell interference is low (high), the BS selects FD (HD) mode
for transmission [11, 22].

Another MAC technique that can be applied for interference mitigation is
clustering in small cell networks. An FD operation is more suitable for small
cells due to low transmission power at the BSs resulting in a relatively easy self-
interference cancellation. However, as the small cells are densely deployed, the
uplink to downlink and downlink to uplink inter-cell interference become even more
critical. Therefore, efficient clustering methods/techniques that allow nearby small
cells to coordinate their FD transmissions need be designed. In an example, a cluster
of small cells may coordinate such that each small cell within the cluster operates
in the FD mode in a sequential manner, while the other small cells operate in the
HD mode until their turns come up. This would alleviate the additional interference
sources generated in FD mode [32].

Another MAC technique that can be applied for interference mitigation can
be cooperative FD device-to-device (D2D) transmission. While D2D links, which
enable direct communication between nearby users, are utilized for HD data
transmissions, they may also be utilized for interference suppression in an FD
mode. In an example, a D2D transmitter can overhear interference signals on an
FD receiver and can feed back/forward the interference information to its intended
receiver along with the data packets for an interference suppression [32].
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5.4.3 Interference Alignment

Another technique that is used for mitigating the intra- and inter-cell interference
is interference alignment (IA) [38, 39]. Initially proposed by the seminal works
in [40, 41], IA is a coding technique that efficiently deals with interference and
is known to achieve the optimal degrees-of-freedom (DoF) for various interference
networks [42]. Especially, it is shown that IA can be successfully applied to mitigate
interference in various cellular networks [42].

The authors in [38, 39] employ signal space IA schemes optimized for FD
networks to manage inter-user interference and fully utilize the wireless spectrum
with FD operation. In particular, in [38, 39], transmit beamformers, on the uplink
channel, are designed for aligning the UE-to-BS interference, and intra- and inter-
cell UE-to-UE interference. On the other hand, on the downlink channel, each BS
designs the transmit beamformers to align the downlink multi-user interference,
BS-to-UE interference, and BS-to-BS interference. It is shown that the achievable
sum-DoF obtained with the IA technique in an FD multi-cell system increases
with the number of cells, users, and BS antennas. In particular, the key idea of
the proposed schemes is to carefully allocate the uplink and downlink information
streams using IA and beamforming techniques. The uplink data is sent to the BS
using IA such that the inter-user interference is confined within a tolerated number
of signal dimensions, while the BS transmits in the remaining signal dimensions
via IA beamforming or zero-forcing beamforming for the downlink transmission.
This would result in nulling out the downlink and uplink intra-cell and inter-cell
interferences.

To suppress the UE-to-UE interference in FD communication systems, the
authors in [43] propose an interference management strategy enabling the network
to suppress the UE-to-UE interference while obtaining achievable rate gains. In
their following work, the authors propose an IA scheme to suppress the UE-to-UE
interference for MIMO FD communication systems in order to achieve rate gains
over conventional cellular systems in terms of DoF [44]. As the downlink mobile
user observes a MAC of two users (e.g., BS and the uplink user) in FD systems,
the authors in [45] propose to apply successive interference suppression (SIC) so
that the downlink user has an opportunity to remove the UE-to-UE interference
according to the transmission rates and its received powers. In their following
work, the authors in [46] reuse the interference suppression method applied for the
X-interference channels for a superposition coding based UE-to-UE interference
suppression.

Although IA does not reduce the spectral efficiency, it requires accurate CSI
between communicating and interfering users. Such CSI comes at the cost of high
signaling overhead. Since interference alignment operates on a number of time slots
that depends on the CSI, it also adds a non-deterministic transmission delay.
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5.4.4 Beamforming

One of the techniques used for mitigating the intra- and inter-cell UE-to-UE
interference and/or BS-to-BS interference is beamforming design. In FD systems,
the uplink and downlink transmission optimization problems can no longer be
separated due to the joint dependency of throughput functions on the uplink and
downlink transmissions. Therefore, the uplink and downlink transmissions in FD
networks have adverse effects on each other’s performance. For example, if the
downlink transmit power increases to combat the UE-to-UE interference at the
downlink users, the self-interference also increases at the BS, and thus the uplink
sum rate decreases. On the other hand, if the uplink users increase their transmit
powers to dominate the self-interference at the BS, the UE-to-UE interference
increases at the downlink users. Thus, in an FD multi-user network, transmission
strategies at the BS and the uplink users are coupled, and thus have to be designed
to address both UE-to-UE interference and self-interference simultaneously, which
poses a jointly coupled optimization problem.

As mentioned above, it is attractive and useful to analyze the mutual effect
of uplink and downlink transmissions in FD networks by designing precoding
matrices for both uplink and downlink transmissions to manage the newly generated
interference sources. In a beamforming design, an interference management can
be performed without explicitly avoiding the UE-to-UE interference in the sense
that the BSs and the users use their multiple antennas for interference mitigation.
The scheduler collects all the required CSI and then maximizes the various
optimization metrics (e.g., sum power, harmonic sum, sum rate, etc.) of the network
by employing optimal transmit and receiver beamformers [47–57] for mitigating the
self-interference and the UE-to-UE interference in the FD multi-user systems.

Finding a feasible point for the various optimization metrics is already challeng-
ing due to the nonconvexity and disconnectivity of the feasible set. The authors
in [58] exploit the well-known duality between broadcast channel (BC) and MAC
and reformulate the sum-rate maximization problem in the BC as an equivalent
optimization problem for MAC, resulting in a concave function.

Channel Estimation The mitigation of the BS-to-BS interference and the UE-to-
UE interference requires accurate knowledge of the channel(s) between the BSs
and the UEs (between uplink and downlink users), respectively, so that a joint
power-rate optimization [9, 13] or a joint transmit/receive beamforming [12] can
be performed by the scheduler. Estimation of an interference channel requires
pilot (e.g., preamble) transmissions and/or feedback of the estimated interference
measurement.

The levels of interference awareness for scheduling and/or beamforming may
vary. For example, tracking the UE-to-UE interference channel which is dynamic
and fast varying results in a knowledge of a short-term interference giving the best
performance, but at the same time resulting in the highest overhead and signaling,
especially as the number of users increases. On the other hand, tracking long-term
statistics of the UE-to-UE interference channel (e.g., the path-loss, large-scale fad-
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ing terms) can be obtained easily from the relative positions of the UEs, converting
the scheduling problem into a distance-aware scheduling problem [59, 60]. Tracking
long-term statistics of the BS-to-BS interference channel with low overhead and less
signaling is also realistic due to the static channel between the BSs.

For the joint scheduling and/or beamforming, the scheduler has to obtain an
accurate downlink data rate estimate which can be acquired via feedback of rank
indicator (RI), precoding matrix indicator (PMI), and channel quality indicator
(CQI). As the UE-to-UE interference has less impact on the transmit direction and
rank for beamforming at the BS, the same RI and PMI feedback mechanisms in
legacy systems (e.g., LTE) can be reused for FD networks. However, the CQI report
reflects the received downlink SINR, which is highly based on and sensitive to
the UE-to-UE interference. Therefore, for every downlink and uplink user pair, the
scheduler must acquire an accurate CQI reflecting the UE-to-UE interference [10].

In LTE, the BSs require sounding reference signals (SRS) regularly to estimate
the uplink channel quality at different frequency bands for uplink scheduling. The
authors in [22] propose to reuse the uplink SRS at the downlink UEs for the UE-
to-UE interference channel estimation between themselves and nearby UEs [61].
All UEs within a cell are informed about the subframes that will be used for SRS.
The biggest challenge in reusing the SRS in FD systems as a neighbor discovery
is to distinguish between different (both in the same and in the different cell)
UEs during SRS transmission. One way to help the UEs distinguish different UEs
is to assign different SRS combination sets to neighboring cells while assigning
orthogonal combinations to UEs within the same cell which are scheduled to
transmit simultaneously [22]. In addition, this allocation of SRS combinations can
be passed to UEs through the downlink shared channel [61].

There are other ways to design neighbor discovery, such as the ones used in D2D
communications [62, 63]. In an example, each UE can estimate the (interference)
channels from strong UE interferer, and in response to completing the estimation,
the UE can forward this estimation to its serving BS at the beginning of each
scheduling slot. When the serving BS receives this information from many UEs,
it can make its scheduling decision at each scheduling time slot.

5.4.5 Partitioning

To reduce the effect of the UE-to-UE interference and maximize the spectral
efficiency, an intelligent scheduler is required to pair the uplink and downlink users
as well as to compute the optimal transmit powers of the BS and users. A natural
and efficient UE-to-UE interference mitigation approach is to separate the uplink
and downlink users as far as possible. To that end, the authors in [64] propose the
use of cell sectorization for the separation. As shown in Fig. 5.2, the uplink and
downlink users are scheduled in two opposite (e.g., 120◦) sectors of time-frequency
resources to avoid scheduling an uplink user and a downlink user on a same
time-frequency resource, reducing, if not eliminating, the UE-to-UE interference.
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Fig. 5.3 Cell partitioning to reduce the UE-to-UE interference

Once user scheduling in opposite sectors is performed, the optimal powers can be
computed for the BS and uplink users.

Similarly, Shao et al. [60] propose partitioning method that the whole
cell is divided into several partitions where the same frequency resource is
assigned/allocated properly to the two users who are far enough from each other.
For example, as shown in Fig. 5.3, by dividing the frequency resources into nine
groups, group 1 can be assigned to use frequency-1 on the uplink and frequency-2
on the downlink, while frequency-2 can be reused in the uplink for the group 9 while
frequency-1 can be reused in the downlink in the group 4. This would alleviate the
intra-cell UE-to-UE interference between users in the FD cellular system as the
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co-channel reverse links are apart enough from each other. However, this method
may not work when the cell gets smaller.

The existing inter-cell interference coordination (ICIC) methods are used to
suppress the inter-cell interference in HD systems to improve the performance of
cell-edge users in LTE systems [65] via static, semi-static, or dynamic resource
coordination, and cannot be directly used in FD cellular systems to suppress
the additional interference sources. Therefore, in [65], the authors have proposed
new ICIC designs to mitigate the inter-cell UE-to-UE interference in FD cellular
systems. In particular, for the inter-cell UE-to-UE interference suppression, the
total available bandwidth is divided into multiple (e.g., three) orthogonal sub-
bands (zones) under different interference levels in each zone. For example, the
first zone can be an uplink-only zone, in which only uplink transmission can
be performed, which is beneficial for weak uplink UEs; the second zone can be
downlink-only zone, in which only downlink transmission can be performed, which
is beneficial for downlink users exposed to high interference levels from uplink
users; and the third zone is downlink-centric and uplink-centric zones where major
downlink-victims are restricted to transmit only in downlink-centric sub-bands and
the uplink-aggressors can only transmit in orthogonal uplink-centric sub-bands. In
addition, the proposed ICIC algorithm allows adjustable BS transmission power
in different zones. In an example, the BS can set its power to a higher level in
downlink-centric zone, and to a lower level in uplink-centric zone to further improve
the throughput of downlink-victims and uplink-aggressors.

5.5 Interference Mitigation in the 3GPP

In this section, we discuss technical solutions for an LTE-compatible FD cellular
network, featuring intra- and inter-cell interference mitigation techniques.

5.5.1 Frame Structure

Frame structure is the basic uplink/downlink operation framework in wireless
communication systems specifying the timing and location of the transmission of
the control signaling and uplink/downlink data. Due to the additional interference
sources in an FD cellular system, the existing frame structure needs to be tailored
for interference mitigation capabilities in an FD communication.

In the LTE/LTE-Advanced (LTE-A) systems, reference signals (RSs) such
as cell-specific reference signals (CRSs), SRS, and downlink channel-state-
information RS (CSI-RS) are designed for channel estimation [66]. However,
since the current frame structures for LTE and LTE-A were originally designed
for the HD modes such as frequency division duplexing (FDD) and time division
duplexing (TDD), the resource elements (REs) carrying the downlink RSs (e.g.,
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CRSs, CSI-RSs) are interfered by the REs in the uplink channel co-located with
the downlink RSs, and thus self-interference channel estimation and/or BS-to-BS
interference based on the downlink RSs is degraded.

To deal with this problem, the authors in [67] propose an uplink nulling technique
that prevents a certain portion of REs allocated to, for example, the downlink RSs
(e.g., CRSs), the physical broadcast channel (PBCH), the primary synchronization
signal (PSS), and/or the secondary synchronization signal (SSS), being used by
the REs in the uplink in order not to degrade the self-interference and BS-to-BS
interference channel estimation. Since some of the uplink resources are not used,
this will result in a throughput loss and resource waste. However, the loss will not be
significant due to the traffic asymmetry between the downlink and uplink [67]. After
the self-interference channel and/or BS-to-BS interference channel is estimated, the
BS can perform the self-interference cancellation. Moreover, the BS-to-BS inter-
ference channel information can be feedback to the adjacent BSs, which pre-nulls
the BS-to-BS interference via transmit beamforming. The uplink nulling technique
requires minimal frame structure changes to the existing LTE and LTE-A standards.
Moreover, accurate self-interference channel and/or BS-to-BS interference channel
estimations require frame synchronization between the downlink and uplink, which
can be achieved by using the existing uplink timing alignment mechanism in
LTE/LTE-A systems which limits the uplink–downlink misalignment within the
cyclic prefix [67].

A more general downlink and uplink frame structure utilizing both an uplink
nulling and downlink nulling techniques is illustrated in Fig. 5.4, where the regions
are defined as [60]:

• Downlink common control region (uplink blank region): The downlink cell
common control information, e.g., for initial access, such as PSS, SSS, and
PBCH, physical downlink control channel (PDCCH), and RSs are transmitted
in this region. Therefore, the uplink transmission needs to be nulled to avoid any
interference that can be caused by an uplink UE.

• Downlink UE specific control region (uplink opportunistic data region): The
UE specific control information such as downlink/uplink data scheduling is
transmitted in this region. The wireless device may perform an opportunistic
uplink transmission if the level of interference can be tolerated or is below a
threshold.

• Uplink control region (downlink opportunistic data region): In this region, the
UE may transmit a physical uplink control channel (PUCCH) or a physical
uplink shared channel (PUSCH). The BS may schedule a downlink transmission
opportunistically as long as the UE-to-UE interference can be managed by an
intelligent scheduler.

• Uplink special control region (downlink blank region): The UE transmits impor-
tant signals/channels such as physical random access channel (PRACH), SRS,
demodulation RS (DM-RS) in this region. Therefore, the downlink transmission
needs to be nulled to avoid any interference that can be caused by a BS. This
nulling can also be used to estimate the UE-to-BS interference channel.
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Fig. 5.4 Frame structure in full-duplex systems. ©2014 IEEE. Reprinted, with permission, from
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• Downlink data region (uplink data region): In this region, the BS can serve both
uplink and downlink users at the same time and frequency resources.

With the new frame structure, the UE-to-UE interference channel can be
mitigated via (1) an interference channel measurement, and (2) large-scale fading
(or relative locations) [60]. The steps of the first technique, which is based on the
interference channel measurement, are described below:

1. The BS broadcasts the number of uplink UEs (e.g., N1) transmitting orthogonal
RS sequences to distinguish between different UEs.

2. Uplink UEs transmit the uplink RSs and the BS transmits the downlink RSs in
the same time slot, but on orthogonal frequency resources such that downlink
users can measure uplink RSs and downlink RSs simultaneously to calculate
their corresponding SINRs.

3. Based on the measurements in Step 2, a downlink UE feeds back the lowest
N2 (N2 < N1) interference power measurement and the corresponding uplink RS
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index broadcasted in the Step 1. In some cases, uplink RSs may not be received
at a downlink UE due to high path-loss, which will have an interference power
of zero (e.g., 0).

4. The BS performs a joint uplink/downlink scheduling and power allocation based
on the downlink UEs’ feedback in Step 3.

The second technique (e.g., based on large-scale fading) has a lower overhead.
The steps of the second technique can be described as below:

1. The BS first estimates the distance from an uplink UE to itself (Distance-UL)
and from itself to a downlink UE (Distance-DL) based on existing techniques.

2. Based on the estimations in Step 1, the BS computes the minimum distance
between an uplink UE and a downlink UE by computing an absolute value of
(Distance-UL minus Distance-DL), which is associated with the highest UE-to-
UE interference level.

3. Based on the computations in Step 2, the BS schedules the UE pairs that can
transmit simultaneously on the same time/frequency resources, where the UEs
with the minimum distance are not paired.

The drawback of the second technique is that slow-fading channel characteristics
are not taken into account in the scheduling decision at the BS, which lessens the
scheduling flexibility.

5.5.2 Flexible Duplexing

The fifth-generation (5G) is expected to support various services, such as voice
over IP (VoIP), online video, virtual reality, social networking, real-time video
sharing, etc. As each of these services requires different uplink and downlink traffic
demand, which cannot be supported with the existing semi-static uplink/downlink
configuration in LTE, during Release-14 new radio (NR) study item, flexible
duplexing (e.g., dynamic TDD) has been studied, and a flexible frame structure is
agreed to be supported in Release-15, which enables both semi-static and dynamic
TDD operation (e.g., dynamic uplink and downlink assignments), latter of which
allows dynamic change of uplink/downlink transmission direction per slot [68–
70]. With the flexible duplexing, the ratio between uplink and downlink traffic can
change over time (e.g., over each slot, subframe) dynamically which allows support
of different services. For example, a symmetric downlink/uplink partitioning in a
TDD mode of LTE may not be effective to address an ultra-reliable and low latency
communication (uRLLC) service when the partitioning is either downlink heavy or
uplink heavy.

As each cell may have a different instantaneous traffic condition, the transmission
direction of a cell can be dynamically changed in flexible duplexing, resulting
in cross-link interference (CLI) when the transmission directions of neighboring
cells in the network are misaligned (e.g., transmitting in opposite links/directions),
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which may severely degrade uplink and/or downlink performance. For example, in
Fig. 5.5, from fourth slot to seventh slot of cell-1 and cell-2 may be downlink and
uplink, respectively, which are not aligned. While base station of cell-1 is scheduling
downlink, the base station of cell-2 is scheduling uplink resulting in UE-to-UE
interference from cell-2 to cell-1 and BS-to-BS interference from cell-1 to cell-2,
which is similar to interference terms in FD cellular networks discussed for Fig. 5.1.

Interference management is crucial for flexible duplexing to provide perfor-
mance improvement over semi-static TDD operation, and thus various CLI mit-
igation schemes, such as interference sensing, scheduling and link adaptation,
the advanced receiver (e.g., minimum mean square error interference rejection
combining (MMSE-IRC), maximum likelihood (ML), and iterative ML, etc.),
coordinated beamforming, and power control have been discussed in [68, 70].
In the next subsections, we will discuss interference sensing/measurement and
link adaptation as the other interference mitigation techniques have been already
discussed in the previous sections.

5.5.2.1 Interference Sensing

As sensing/listen-before-talk (LBT)-like based mechanisms have proven to be
effective distributed protocols for minimizing channel access collision for spectrum
sharing scenarios, e.g., Wi-Fi, licensed assisted access (LAA), etc., CLI can be
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mitigated by channel sensing (such as energy detection and/or signal detection)
performed by the transmitting nodes (e.g., by the base station for the BS-to-BS inter-
ference and/or by the UE for the UE-to-UE interference) before transmission [70].

The channel sensing may be performed based on instantaneous measurement,
which is more accurate for a dynamic environment and efficient than statistical
measurement, which can recognize the temporal channel state. In an instantaneous
measurement performed based on the energy detection, the transmitting node can
perform the sensing of the CLI in a pre-defined time slot dynamically. The length
of the pre-defined slot may depend on the QoS and/or the priority of the service,
where the service with a higher priority has a shorter time slot. In an instantaneous
measurement performed based on the signal detection, the transmitting node can
perform the sensing of the CLI based on pre-defined RSs (e.g., SRS, CSI-RS, DM-
RS, etc.) carrying some information (e.g., cell index, transmission direction (uplink
or downlink), etc.) transmitted by the other BSs and/or UEs. Based on the sensing
results, power control, scheduling coordination, and beamforming may be adjusted
to reduce the CLI.

5.5.2.2 Link Adaptation

Link adaptation is another method to mitigate CLI, which can be based on the
sensing results discussed in Sect. 5.5.2.1. For example, if the transmitting node
detects a strong CLI, the transmitting node can drop the transmission of the data
on the scheduled slot. In another example, if the transmitting node detects a strong
CLI, the scheduling of the data can be adjusted to mitigate CLI by reducing
the transmit power, changing the carrier or the transmitting beam, adjusting the
modulation and coding scheme (MCS) or the transport block size (TBS), etc. [70].
For example, based on the sensing result, the BS can transmit another downlink
control information (DCI) to the UE adjusting the initial scheduling parameters
(e.g., MCS, TBS, beam, etc.) to mitigate the CLI.

5.6 Key Technologies for Interference Mitigation

5.6.1 Massive MIMO

The huge surge of interference in FD communications can be further suppressed by
using the massive MIMO technology as the increased number of antennas help to
form highly directional beams [71] and help to exploit the very large DoF [72].

When the number of simultaneous (e.g., at the same time/frequency resource)
active uplink and downlink users increases, the level of the UE-to-UE interference
from uplink users to downlink users increases accordingly. The authors in [56]
have shown that multi-user precoding is an efficient approach for the UE-to-UE
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interference control. However, as the number of users is envisioned to be much
larger in the massive MIMO systems, the acquisition and the estimation of the
UE-to-UE interference channels via the cooperation among the users becomes
challenging. Moreover, as the numbers of BS antennas and users increase, the
high computational complexity in the computation of multi-user precoding hinders
the application of FD technology in massive MIMO systems. Therefore, new
interference mitigation methods taking the high number of BS antennas and users
into account must be developed for FD massive MIMO systems [64].

For example, the authors in [64] have studied a joint user scheduling and
power control algorithm to suppress the UE-to-UE interference that maximizes
the achievable spectral efficiency. The key point of the proposed algorithm is that
it requires only the knowledge of the slow time-varying channel which makes
it practical in the massive MIMO systems as it reduces the overhead and com-
putational complexity. In particular, the proposed algorithm exploits the fact that
the instantaneous uplink/downlink SINR converges to its deterministic equivalent
approximation, which is a function of slow time-varying parameters, e.g., the large-
scale fading of channels [73].

In [74], the authors study the region of DoF under the assumption that BSs have
full coordination, which transforms the multi-cell problem into a tractable single-
cell problem. This transformation would enable the utilization of the IA method to
obtain the highest possible DoF. Although the proposed algorithm provides insights
and theoretical maximum limits of DoF, as it assumes full coordination among the
BSs, it is impractical and challenging to develop in practice due to high overhead and
high signaling. To that end, the authors in [72] consider the scenario when there is no
BS coordination among the BSs, which does not allow the transformation from the
multi-cell problem to a single-cell problem and study the use of a large number of
antennas for intra- and inter-cell interference management in FD cellular networks.
It has been shown that as the number of BS antennas increases, the transmit power of
BSs and UEs can be reduced proportionally to maintain a fixed asymptotic rate (e.g.,
QoS). Moreover, the additional interference terms (e.g., residual self-interference,
intra-cell and inter-cell interference) in the multi-cell multi-user MIMO FD cellular
systems disappear as the number of BS antennas becomes infinitely large. Finally,
the authors show that the FD system asymptotically achieves two times spectral
efficiency gain over the HD system when the CSI knowledge is perfect or when the
users also operate in FD mode under the imperfect CSI knowledge assumption.

The centralized scheme may be useful for sparse scenario with few users.
However, it incurs a significant amount of overhead as the number of users
grows, with the inter-node interference being the dominant bottleneck. Therefore, a
distributed power control method for the UE-to-UE interference management in a
single FD massive MIMO cell has been proposed in [75].
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5.6.2 Millimeter Wave

MmWave is an emerging technology that improves the spectral efficiency of wire-
less networks by exploiting an enormous amount of spectrum. In mmWave bands,
the signals suffer from huge propagation loss and are sensitive to blockage, which
requires highly directional beams in achieving high SINR (or high antenna gain) at
the user. In the omni-directional case, the signal is transmitted in all directions and,
as a result, interferes with all other terminals in the network. Therefore, focusing
the signal to a certain direction reduces the number of terminals that are affected
by the interfering signal, i.e., the terminals that lie in the transmitted direction.
Furthermore, compared to the omni-directional case, the directed transmitted signal
can achieve a longer distance with the same power and can also reach the receiver
with a higher power. As the beamwidth decreases, the gain of the signal increases
and the possibility of interfering with other terminals decreases.

Hence, combining the mmWave technology with FD technology reduces the
self-interference significantly because a highly directional beam from a transmitter
antenna has a weak LOS component suffering from higher attenuation towards its
own receiver antennas. This would result in the uplink users transmitting with a
reduced power leading to a reduction of the intra-cell UE-to-UE interference [76],
which is dominant when compared with inter-cell UE-to-UE interference [22].
Furthermore, FD small cell-based networks can benefit from the employment of
mmWave communications, since the distances that signals have to travel as well as
the transmissions powers reduce, resulting in a reduced interference compared to
legacy systems in microwave bands [77].

5.7 Conclusion

This chapter discusses several key design issues in FD cellular networks (e.g., both
in single-cell and multi-cell scenarios) and provides a brief overview of the state-of-
the-art developments in FD cellular communications. Firstly, the newly introduced
interference terms (e.g., intra- and inter-cell interference) were analyzed, including
BS-to-BS interference and UE-to-UE interference. Secondly, various promising
interference mitigation schemes for the intra- and inter-cell UE-to-UE interference
and BS-to-BS interference have been discussed, with particular attention given
to elevation beam nulling and joint uplink/downlink power control for the BS-
to-BS interference; and scheduling, MAC protocols, interference alignment and
beamforming for the UE-to-UE interference. With the growing research interests
and efforts in the upcoming years in FD technology, FD technology is very likely
to become one of the key technologies studied/specified in 5G standardization.
Therefore, we have discussed technical solutions for an LTE-compatible FD cellular
network from a 3GPP standardization perspective. Although FD cellular networks
have a complicated interference environment compared to existing HD cellular net-
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works, the techniques discussed in this chapter can help to resolve the complicated
interference environment to fully unlock the potential of FD communication, which
can increase the achievable rates, reduce latency, and enable flexible scheduling.
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Chapter 6
Robust Interference Management
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Full-Duplex Communication Networks
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and Marta Gatnau Sarret

Abstract The challenging and diverse design requirements of 5G New Radio open
the door for investigating novel solutions targeting enhanced mobile broadband and
ultra-reliable low latency communication service classes. This chapter discusses
challenges and opportunities of in-band full-duplex communication as a promising
solution for next generation radio technologies. Realistic network assumptions are
considered. The main challenges relate to self-interference cancellation and the
increase of inter/intra-cell interference resulting from simultaneous transmission
and reception, as well as the asymmetric nature of network traffic, thus limiting
the potential gains in terms of throughput and latency reduction. Particular focus
is given to system aspects including the effects on TCP/UDP protocols and
symmetric/asymmetric traffic types. We discuss efficient techniques to overcome
the challenges of full-duplex communication and propose interference management
alternatives such as the virtual full-duplex concept. Up to 70% success probability
gains over conventional full-duplex communication can be observed with the
proposed virtual full-duplex technique. In addition, we foresee significant benefits
and relevance of full-duplex technology in applications other than throughput
enhancement and latency reduction, such as relaying, self-backhauling, autonomous
device-to-device discovery, and physical layer security.
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6.1 Introduction

The fifth generation (5G) wireless system, also known as 5G New Radio (NR),
introduced New Radio Release-15 introduces a new service class, namely ultra-
reliable low latency communication (URLLC), alongside enhanced mobile broad-
band (eMBB) services. A wide range of design requirements in terms of the data
rate, latency, reliability, and energy efficiency are targeted by 5G new radio (NR).
Novel technology components are needed to meet such challenging requirements.
For example, full-duplex (FD) communication, i.e., simultaneous transmission and
reception over the same frequency band, opens the door to significant improvements
in terms of throughput, reliability, and latency as well as secrecy rate [1, 2],
provided the challenges associated with FD transmissions are well managed. It has
been demonstrated that FD capabilities result in significant aggregate throughput
gains [3] and latency reductions [4] over baseline half-duplex (HD) scenario in ideal
conditions.

There are two major challenges in realizing the potential of FD communication
in practice. The first relates to FD node design itself, while the other involves
interference and traffic management. FD communication generates strong loopback
interference from the transmitter to the receiver-end of the same radio device, which
can be in the order of 100–120 dB higher than the noise floor. Though recent
advances in self-interference cancellation (SIC) techniques, featuring a combination
of active (analog and digital) and passive cancellation allow suppressing the
loopback interference to tolerable limits, self-interference cannot be completely
eradicated [1]. From the network perspective, FD communication doubles the
number of concurrent transmissions, resulting in an increase in the overall network
interference. Furthermore, the opportunities arising from simultaneous uplink and
downlink transmission can only be exploited when packets are readily available for
transmission in both directions. Hence, the envisioned performance gains cannot be
fully realized without addressing such practical aspects of FD communication.

This chapter focuses on the network aspects of FD communication. We first
evaluate the potential performance gains of FD communication through system level
simulations under a practical network scenario. The dense small cell scenario is
specifically assumed since densification is identified as one of the main tools in
meeting the ambitious 5G design targets [5]. Instead of the generic full buffer traffic
model, realistic traffic protocols like the transmission control protocol (TCP) and the
user datagram protocol (UDP) with variable traffic profiles, and physical/medium
access control (PHY/MAC) layer techniques like hybrid automatic repeat request
(HARQ) retransmissions and link adaptation are considered. The considered degree
of realism in our assumptions allows us to get insights into the potential performance
gains of FD communication in dense small cell networks under realistic network
conditions.

We then present techniques to improve the performance of FD communication
through efficient intra- and inter-cell interference management and FD-aware
network design. In particular, we propose the virtual FD technique, which is
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a way to mimic FD transmission using HD transceivers, thereby avoiding the
need for SIC and the detrimental impact of residual self-interference power. Our
results demonstrate that simultaneous scheduling of uplink and downlink users in
two neighboring cells through cooperation between the access points (APs) can
outperform FD transmission and results in improved reception. More specifically,
up to 70% success probability gains over conventional FD communication can be
observed with the proposed interference management technique.

In addition to its role in throughput enhancement and latency reduction, FD
communication—by its nature—lends itself to applications in other domains, such
as spectrum sensing, physical layer security, and device-to-device (D2D) commu-
nication. As a final contribution, we discuss how FD communication can provide
gains in relaying, self-backhauling, autonomous D2D discovery, and physical layer
security.

6.2 Full-Duplex Network Design: Challenges
and Performance Trends

A major appeal of FD technology is the possibility of boosting the network
throughput. This is particularly attractive when operating in the centimeter-wave
spectrum region, given the scarcity of available frequency resources. A further
less intuitive benefit is latency reduction for services running over unpaired bands,
where time division duplexing (TDD) is the traditional operational mode. The
possibility of simultaneously transmitting and receiving removes delays associated
with uplink/downlink ratios of the TDD frames. This has significant potential in
scenarios where a transmitter needs to sense the channel, for example, in carrier
sense multiple access (CSMA), D2D discovery applications, and cognitive radios.

6.2.1 Challenges in Full-Duplex Network Design

The second major challenge of FD communication is in the networking aspect.
Simultaneous transmission and reception enabled by FD leads to an increase in
the interference footprint with respect to traditional duplexing. While traditional
network deployments are affected by interference from a single direction at a given
time/frequency slot, base stations (BS) and devices can experience interference from
both uplink and downlink transmissions in neighbor cells with FD communication,
as illustrated in Fig. 6.1. This is particularly significant in dense deployments
(e.g., dense small cells), given the short intersite distance and the similar power
level in uplink and downlink directions. In the case of large cells with significant
uplink/downlink power asymmetry, the downlink interference is predominant and
performance is deemed to be similar to that of half-duplex (HD) with uncoordinated
uplink/downlink switching point between neighbor cells [6].
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Fig. 6.1 Full-duplex communication results in increased inter-cell interference, incurs residual
self-interference, and is fully exploited with symmetric full buffer traffic in both directions

Two different FD modes are usually considered in the literature, namely base
station full-duplex (BS FD) and in-band bidirectional full-duplex (IB-FD). In the
former case, only the BS is FD capable, while the terminals operate in traditional
HD mode. In such a case, FD communication benefits from the ability to schedule
uplink and downlink users simultaneously, at the expense of additional intra-cell
interference at the downlink receiver. On the other hand, IB-FD assumes that both
BS and user terminals are FD capable. The number of concurrent transmissions for
both modes is doubled in comparison with HD operation, resulting in a substantial
increase in the overall inter-cell interference (ICI). In particular, mutual coupling
between cells specific to the network deployment obviously has a major impact on
the FD potential due to such increased ICI.

The traffic flow density in the uplink and the downlink directions also impacts
the expected performance enhancement of FD communication. More precisely,
in order to benefit from the opportunity to schedule uplink and downlink traffic
simultaneously, there should be available traffic in both directions, i.e., uplink
and downlink traffic profile should be symmetric. However, network traffic is
generally skewed in favor of either transmit directions (e.g., content uploading,
video streaming). Even when the residual self-interference power and the increased
intra- and inter-cell interference with FD communication are efficiently managed,
the full potential of FD communication can only be availed in scenarios with
symmetric traffic profiles. Figure 6.1 pictorially depicts that asymmetric traffic
lowers the probability of exploiting FD potential by sending UL and DL data
simultaneously.
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6.2.2 Performance Evaluation of Full-Duplex Communication
Under Realistic Network Assumptions

We have highlighted how increased ICI may present a significant challenge for
harvesting the potential gain of FD. In this section we evaluate the performance of
FD transmission in a dense network of small cells characterized by tight interference
coupling. The objective is to observe FD performance under realistic dense small
cell scenario. The presented results are extracted from an event-driven system level
simulator. We consider a single floor scenario with 20 small cells of 10 m×10 m
dimension arranged in a 10 × 2 formulation, as specified by 3GPP [7]. Each cell
contains a number of user terminals and a single access point placed randomly, both
transmitting at a 10 dBm power. The same frame structure is assumed for both link
directions. Rayleigh fading model is assumed, while the path loss is given by the
Winner II indoor office model.

As a further tier of robustness to the interference, we also consider an HARQ
mechanism to be in place. It has been identified in [4] that FD has an attractive
interaction with high layer protocols such as TCP, given the nature of its congestion
control mechanism. In the initial stage of a service, the TCP congestion window
which defines the amount of data to be sent through the channel grows exponentially
with the reception of TCP acknowledgements (ACK). When a certain threshold
is reached, a contention avoidance phase starts, where the congestion window
grows linearly. The congestion window might grow faster and reach the congestion
avoidance phase sooner with FD transmission, allowing a larger amount of data
transmission within a single transmission slot. The TCP implementation is New
Reno, and includes the recovery and congestion control mechanisms. However,
handshake procedures are not considered since they are not relevant for our studies.

In order to support FD communication, a radio resource management (RRM)
module design that dynamically schedules the transmission between FD and HD
mode at each TTI is considered. The scheduling decision at the AP and the UE is
taken independently based on the information received from the PHY, MAC, and
radio link control (RLC) layers. Thereafter, links with scheduled traffic in both
directions are allocated to FD mode. We refer to [4] for further details on the
simulation setup.

6.2.2.1 Analysis of the Traffic Constraint Limitation in Isolated Cell

In order to first characterize the benefits of FD communication in interference free
scenarios, let us consider for the moment an isolated cell in the aforementioned
setup. Figure 6.2 presents the system performance (in terms of average cell session
throughput and average packet delay) with UDP and TCP protocols, assuming a
IB-FD setup with symmetric and asymmetric traffic profiles, respectively. Low,
medium, and high loads correspondingly refer to resource usage of 25%, 50%, and
75%.



170 N. H. Mahmood et al.

Fig. 6.2 Throughput gain and delay reduction of IB-FD over HD with TCP and UDP traffic in a
single cell scenario. (a) Symmetric traffic profile. (b) Asymmetric traffic profile (6:1). Source: Ref.
[4]

For the symmetric scenario, a larger gain with FD communication is observed
with TCP traffic. The reasons are twofold: firstly, the TCP congestion window grows
faster with FD traffic, allowing larger amount of data transfer compared to HD
communication. Secondly, the accumulation of traffic in the buffer in the slow start
phase of the TCP congestion window build-up allows for better exploitation of the
FD capability compared to UDP traffic, in low traffic load scenarios where the FD
gain is 25% when TCP is used with respect to the 6% gain of UDP. FD further allows
faster transmission of ACKs, which also contributes to the performance gains.

A traffic ratio of 6:1 in favor of downlink traffic is assumed for the asymmetric
scenario. The gains are expectedly different for the different transmission directions.
In general FD communication benefits the lightly loaded direction more. It is
important to note that even though we consider an isolated cell (hence no ICI) and
ideal SIC, the performance gains with FD communication are below the theoretical
levels reported in [3] as a result of considering practical TCP/UDP traffic protocols.
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6.2.2.2 FD Performance Under the Impact of Increased Interference
and Traffic Constraints

We next investigate the impact of increased ICI. The results are presented in
Table 6.1. A 5 dB wall loss is assumed. Only the medium load scenario and
symmetric traffic is considered for the sake of brevity. The throughput performance
(in Mbps) of HD, IB-FD, and BS FD with symmetric TCP and UDP traffic in a
multi-cell scenario are shown.

The average uplink and downlink performances are similar under the IB-FD case.
In the case of UDP traffic, around 40% and 20% outage and median throughput
gains are, respectively, observed; whereas TCP traffic demonstrates a huge outage
throughput loss of over 70% and median throughput loss of over 60%. Due to
the TCP slow start, FD is exploited much more often compared to UDP (in this
case 81% TCP transmission were FD compared to 15% with UDP), resulting in
increased ICI, which is further exacerbated in the dense small cell scenario. In
addition, HARQ retransmissions are triggered more often with FD in TCP, further
congesting the network.

In the BS FD mode, similar trends are observed with both TCP and UDP traffic.
The downlink direction is affected by the additional interference resulting from the
concurrent uplink transmission, while the uplink direction slightly benefits from
the increased transmission opportunity accorded by FD communication. Similar
performance trends are observed for latency as well. IB-FD results in lower latency
with UDP protocol, whereas the delay increases dramatically with TCP. On the other
hand, BS FD shows nearly the same results for UDP and TCP. This is because,
exploitation in FD mode is limited due to the traffic constraints, which means that
the gain that FD can bring on speeding up the congestion window in TCP is barely
shown and therefore both schemes perform nearly the same.

It is thus observed that the potential throughput and latency gains with FD
communication are rather limited when practical considerations such as the impact
of increased ICI and asymmetric traffic profile are accounted for.

Table 6.1 Throughput performance (in Mbps) of HD, IB-FD, and BS FD with symmetric TCP
and UDP traffic in a multi-cell scenario with 5 dB wall loss

Downlink TP Uplink TP

HD IB-FD Gain BS FD Gain HD IB-FD Gain BS FD Gain

UDP traffic protocol

Outage 1.1 1.6 45% 0.7 −36% 1.1 1.5 36% 0.7 −36%

Median 2.5 2.9 16% 2.4 −4% 2.5 3.0 20% 2.6 4%

Peak 4.6 5.1 11% 4.3 −6% 4.5 5.1 13% 4.8 7%

TCP traffic protocol

Outage 0.4 0.1 −75% 0.3 −25% 0.4 0.1 −75% 0.4 0%

Median 1.3 0.5 −62% 1.2 −8% 1.2 0.4 −66% 1.3 8%

Peak 2.3 1.8 −22% 2.2 −4% 2.2 1.8 −18% 2.2 0%
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6.3 Interference Management and Network Design for FD
Communication

The previous section highlighted the role of increased intra- and inter-cell inter-
ference and traffic asymmetry in limiting the potential of FD communication.
Techniques to overcome these challenges and improve the performance of FD
communication through efficient intra- and inter-cell interference management and
designing the network to have more symmetric traffic conditions are discussed in
this section.

6.3.1 Interference Management Techniques in Full-Duplex
Communication

The obvious benefit of FD communication are gains in terms of the throughput
and latency. In the context of a cellular network where users are served by macro
base stations with higher transmit powers, the throughput gains are higher in
downlink [8]. However, the inter-mode interference limits the throughput gains that
can be obtained in uplink, which can in fact be negative. In order to achieve its full
potential, the FD node should be RRM-aware, and therefore, intelligently pair and
schedule downlink and uplink users with proper transmission powers so as to reduce
the intra- and inter-cell interference [9].

In [6], a smart scheduling between FD and HD mode termed as α-duplex is
proposed to limit the adverse effect on the uplink interference. The authors propose
to partially overlap between the uplink and the downlink frequency bands, so as
to have FD operation in only the overlapped bands. The amount of the overlap is
controlled via the design parameter α to balance the trade-off between the uplink
and downlink performances.

For small cell networks with similar uplink and downlink transmit powers, the
increased ICI equally impacts the performance gains in both directions. Limiting
the interference coupling among cells is the best way to deal with the increased
interference in this case. This can be done through physical isolation among cells,
for example, installing different cells in different rooms/apartments for indoor
networks, or by using directional antennas. With BS FD operation, where the
different uplink and downlink users transmit simultaneously, taking the resulting
uplink to downlink interference into account during scheduling decision can address
the interference management problem to a large extent [10].

6.3.2 Inducing Traffic Symmetry Through Network Design

It has been shown in [11] that asymmetry in traffic profile between the uplink and
downlink transmission directions impacts the achieved performance gains with FD.
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While this is not an impediment resulting from FD transmission itself, this fact has
to be carefully considered in order to fully utilize FD networks. In this respect, FD
communication has the highest potential in scenarios with symmetric traffic, such
as relaying and backhaul networks and D2D communication.

FD relaying is perhaps the most successful application of FD communication,
and one reason is due to the inherent availability of symmetric traffic. In a cellular
deployment, for instance, a FD small cell can act as a relay for macro-cell edge
users. In cellular networks, the backhaul link connects the small cell and macro BS
to the core network. A practical low complexity backhaul solution is to leverage
the radio access network spectrum simultaneously for the access link as well as
the backhaul link, with advantages in terms of easy installation, reduced costs, and
flexibility. Due to the limited spectrum availability, FD transmission is recently
being considered as a viable option for self-backhauling since it accommodates
efficient reuse of the scarce spectrum, with limited additional hardware cost [12].
Furthermore, the backhaul link can be designed such that the interference generated
to the users operating in the network is limited, which can be achieved by allowing
RRM coordination between the small cell and the macro BS [9]. With coordinated
RRM between BS and relay, employing low cost FD relays for in-band backhauling
is found to provide large gains over an equivalent HD baseline [9].

D2D communication is known to provide benefits such as network offloading,
potential coverage extension, and reduction of control overhead and latency. In
order to establish direct communication with potential neighbors, a discovery phase
is required at each device. A typical autonomous discovery procedure consists of
broadcasting of discovery messages (often referred as beacons) by each node. Upon
awareness of the neighbors’ presence, an eventually dedicated communication phase
can start. The discovery procedure needs to be repeated with a certain occurrence
in order to track new appearing nodes in the network. FD communication has
significant potential in terms of latency reduction in the device discovery phase
since every device can receive the beacons from its neighbors while simultaneously
transmitting its own beacons [13]. On the other hand, since D2D communication is
between two (usually) physically proximate and isolated users, the increase in intra-
and inter-cell interference due to simultaneous transmissions, as discussed earlier,
is rather limited.

6.4 Virtual Full-Duplex

The main challenge to the realization of FD wireless transceivers is the high imple-
mentation complexity that is required to cope with the induced self-interference.
This is particularly one of the main motivations behind the BS FD setup described
earlier, where only the BS has to cope with the complexity of SIC while the user
terminals operate in HD mode.
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To resolve the self-interference issue in FD implementation, the use of inter-
connected HD macro-cell base stations is recently proposed [14, 15]. A distributed
implementation of the FD functionality is realized by simultaneously serving users
that have opposite uplink and downlink connections each. The interconnection
between coordinating BSs is assumed to have sufficient capacity. The connected BSs
form a virtual FD BS. Thus, the complexity of SIC and the impact of residual self-
interference power [1] are readily avoided. The main benefit of virtual FD comes
from shorter transmission distance between UEs and their serving APs.

The virtual FD concept can be extended to the small cell scenario as well. Virtual
FD using small cell APs can be realized by several interconnection architectures.
As in previous works, two APs can be connected directly. Alternately, two or more
APs can be connected by a central unit similar to the cloud-radio access network
(C-RAN) architecture. Due to the low mobility of users in small cell scenario, we
can assume that the channel state information (CSI) can be perfectly shared among
the connected APs.

In Fig. 6.3, signals are depicted as blue arrows, interference as red arrows, and
the interconnection between nodes as a bold line. HD-AP2 sends the signal to UE2,
while HD-AP1 receives signal from UE1 HD-AP1 receives interference from HD-
AP2, while UE2 receives interference from UE1. However, HD-AP2 can use the
high-bandwidth interconnection to HD-AP1 to send the same data contained in the
packet to UE2, such that HD-AP1 can regenerate the interference signal exploiting
the received data and the available CSI, and cancel the interference from HD-AP2
perfectly. On the other hand, the signal from UE1 remains as interference to UE2. It
can therefore be concluded that the setup on Fig. 6.3 operates equivalently with the
setup containing a single FD AP. By utilizing TDD, the traffic directions of UE1 and
UE2 are reversed in the next time slot, rendering it possible two-way communication
for both UEs.

In Fig. 6.4, the transmission success probabilities of virtual FD and FD are
depicted. The curves are drawn by Monte Carlo simulation to model a 150× 150 m
two-dimensional area. All small cell APs are randomly deployed and each UE is
associated with its nearest AP. It is assumed that the transmission is successful

Fig. 6.3 Virtual full-duplex
topology with two
interconnected half-duplex
access points
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Fig. 6.4 Transmission success probability as a function of target SINR threshold

when the received signal-to-interference-and-noise ratio (SINR) is above the target
threshold. The transmission power of UEs and APs are the same (10 dBm). The
distance between virtual FD pair is less than or equal to 10 m, a restriction added
to model a dense small cell environment. In the FD scenario, the APs are deployed
according to a Poisson point process with half the density of virtual FD. This is
because two HD-APs in virtual FD form a single virtual AP. In each cell, two UEs
(one in UL, the other in DL) are served simultaneously resulting in the same number
of UEs for the FD and the virtual FD scenarios.

We observe that the success probability of virtual FD is superior to FD over
the entire target SINR range, with gains of up to 70%. This is because UEs are
located closer to the serving APs than FD. The above simulation assumes an ideal
connection between cooperating APs. Since the two distant APs must exchange
information in real time, the performance of the link connecting the two APs is
important. In the case of a high density network, wired connection between these
base stations may be more challenging. In this case, a wireless connection using
millimeter wave (mmW) technology can be considered.

6.5 Other Applications of Full-Duplex

The role of FD communication in enhancing the throughput and/or latency has
so far been highlighted in this contribution. In this remaining section, we present
other application areas where FD communication has demonstrated the potential to
provide significant performance gains.
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6.5.1 Physical Layer Security

In the last few years wireless networks have become ubiquitous and an indispensable
part of our daily life due to a broad range of applications. As a result, devices
are even more vulnerable to security attacks, such as eavesdropping. Due to the
broadcast nature of the wireless medium, devices expose their transmission attempts
to passive as well as to malicious nodes raising several security concerns.

One alternative to prevent eavesdropping is the use of information-theoretic
security, also known as physical layer security, which allows the transmitter to
send unbreakable secure messages [2]. FD communication has so far appeared
as a way to boost throughput, but in this context the FD transceiver has an
additional capability since it can act simultaneously as receiver and as a jammer
for unintended eavesdroppers, thus improving the security and reliability of the
legitimate communication link, as illustrated in Fig. 6.5. For example, the ergodic
secrecy rate with FD communication is found to grow linearly with the logarithm
of the direct channel signal power, as opposed to the flattened out secrecy rate with
conventional HD communication [2].

Those gains become even more evident as the number of antennas grows or more
FD nodes are available to cooperate, thus allowing for the use of relay selection,
beamforming, and artificial noise techniques which increases interference at the
unintended eavesdroppers while simultaneously improving the performance of the
legitimate link. Such gains come at a cost of self-interference and increased inter-
ference in multiple cell deployments. Nonetheless recent advances in transceiver
design and self-interference mitigation have provided solutions that mitigate the
interference to the noise floor, while network coordination potentially reduces the
overall interference profile of the network, as discussed in Sect. 6.3.

Fig. 6.5 Different placement of Alice, Bob, and Eve under consideration in evaluating the physical
layer security potential of full-duplex communication



6 Interference Management and Network Design for Full-Duplex 177

6.5.2 Cooperative Communication

As discussed above, relaying is one of the most successful applications of FD
communication, and one more reason is that relaying allows not only to increase
throughput but also solves the issue of multiplexing loss existent in HD cooperative
networks. Besides, it also increases link reliability, and it is a potential solution
for enhancing cell coverage. One often overlooked point is that FD relaying also
reduces the latency since communication is resolved within one time slot compared
to its HD counterpart. Therefore, FD relaying is an attractive solution for latency-
constrained applications.

However, on that case the FD relay node only acts as a helper forwarding
messages from source to destination. Nonetheless, whenever the FD relay has
backlog information from one or more users it can forward it together with the
message being received, thus exploiting one more capability and providing in-band
backhaul.

6.5.3 Wireless Backhaul

Backhaul has become a major concern for future wireless networks, especially
for dense networks where conventional solutions, such as fiber or xDSL, are not
fully available or their deployment comes with an exacerbate price tag. In this
context, FD appears as an alternative potential solution that alleviates such costs of
capital expenses and operating expenses for the network operator while providing
enhanced throughput and coverage. Besides, another advantage is that the FD node
can potentially allocate even traffic over both link directions, thus making better
use of the transmission opportunities, improving spectral usage, and reducing the
latency. Therefore, FD relaying/backhaul can be an attractive solution for latency-
constrained applications. Even though some efforts have been made, there are
several research challenges ahead, as in smart resource scheduling and prioritization
of traffic contained on distinct network functions, as well as in efficient RRM,
especially for dense urban scenarios.

6.5.4 Cognitive Radio

In conventional cognitive radio networks the secondary users should not harm the
communication of the primary network. Thus, an often used protocol first listens for
primary transmissions, then if not occupied the secondary network talks, at cost of
reduced transmission time due to sensing of primary network activities.

However, a transceiver operating in FD fashion can potentially increase the
transmission time, while providing accurate sensing for transmission opportunities,
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due to its capability of simultaneous transmission and reception [16]. Moreover,
collisions with primary network are potentially reduced, thus improving throughput
of the primary network as well.

All in all, FD communication goes beyond increasing throughput as evinced by
applications discussed in this chapter, thus rendering increased spectral efficiency,
reducing collisions and enabling efficient jamming according to each application,
and reducing latency as well. Several research challenges still remain though, in
particular with respect to network coordination so to reduce additional interference
from increased FD transmissions. Traffic balancing and smart scheduling are also
an open problem since traffic is preferred over one direction in current deployments.
Prioritization of the traffic flows are as well an open problem, especially when
information flow is latency constrained. Even though research on FD communi-
cation has significantly advanced lately, there are still many potential applications
and challenges ahead.

6.6 Conclusions and Outlook

Simultaneous transmission and reception enabled by full-duplex communication
promises significant throughput gains and latency reduction and is considered as
a potential solution for next generation radios. Under ideal assumptions, the gains
of FD communication are close to 100%. However, such impressive achievements
are significantly degraded in realistic network settings, primarily due to strong self-
interference, resultant increase in inter-cell interference, and asymmetric nature
of network traffic. For example, our extensive system level simulation analysis
in close-to-real-life dense network scenario shows best median gains of 15–20%
considering the UDP traffic protocol.

Nonetheless, with efficient techniques to overcome such limitations, and applica-
tion in appropriate scenarios, FD technology can be exploited to harness significant
performance benefits. This chapter has presented a number of interference manage-
ment techniques for FD communication, the virtual FD concept—which mimics FD
communication with HD nodes—being a particular example. We showed that the
reliability of virtual FD can be superior to FD over the entire target SINR range
with success probability gains of up to 70%. Furthermore, we showed that the
potential of FD technology is not limited to harnessing throughput gain and latency
reduction. Rather, owing to its nature of simultaneous transmission and reception,
it has valuable applications in other areas such as physical layer security, D2D
communication, and use cases requiring channel sensing, e.g., cognitive radios.
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Chapter 7
Full-Duplex Non-Orthogonal Multiple
Access Systems

Mohammadali Mohammadi, Batu K. Chalise, Himal A. Suraweera,
and Zhiguo Ding

Abstract Full-duplex communications and non-orthogonal multiple access
(NOMA) each can deliver high spectral efficiency for modern wireless systems.
In this chapter, we investigate the joint performance of full-duplex and NOMA
when applied in multiple antenna systems, systems based on the antenna selection
and relaying systems based on the cognitive radio principle. First, we explore
the current research progress reported in the recent literature. Next, we consider
downlink NOMA operation in which a central transmitter communicates with a pair
of near and far located users with the help of a multi-antenna equipped full-duplex
relay. In particular, optimum and suboptimal beamforming schemes are proposed
to counter the self-interference effect and inter-user interference at the strong user.
Next, we study the problem of selecting best transmit/receive antennas in full-
duplex NOMA systems. To this end, a multi-antenna equipped access point and a
full-duplex relay setup is considered in which a base station serves a user located
nearby while at the same time, a relay is used to assist communication between the
access point and a far user. Finally, we investigate the integration of full-duplex and
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NOMA in cognitive relay systems and pose an optimization problem to maximize
the near/far user information rate region. The presented results clearly demonstrate
that full-duplex operation at terminals with NOMA is capable of ushering in
performance gains for the systems studied. We also identify several future research
directions that are useful in designing future full-duplex enabled NOMA systems.

7.1 Introduction

The proliferation of wireless technologies, the ever-increasing growth of devices
such as smartphones, tablets, and internet-of-things (IoT), and the emergence of
audio/video intensive multimedia applications have made a case to improve the
spectral efficiency beyond what is used in current wireless systems. Two effective
solutions embraced by the industry to satisfy the growing demand for spectral
efficiency in wireless communication applications are full-duplex communica-
tions [1, 2] and non-orthogonal multiple access (NOMA) [3–5]. NOMA principle
uses power-domain multiplexing in general to perform non-orthogonal resource
allocation among multiple users at the expense of increased signal processing
and receiver complexity [3]. Using full-duplex mode concurrent transmission and
reception of radio waves over the same frequency band can be achieved at a price of
performance loss due to self-interference (SI) [1, 2, 6].

A full-duplex device is difficult to realize in practice due to the signal leakage
phenomenon at the transceiver [1]. Since the early days of full-duplex hardware
design and development, passive isolation methods such as addition of radio
frequency (RF) absorber material between the transceiver antennas and directional
antennas with high gain and narrow beam width properties are used to suppress
the effect of SI [6]. However, passive isolation alone cannot lower the SI up
to the noise level. On the other hand, recent success in analog/digital signal
processing and spatial domain suppression/cancellation solutions through the use
of beamforming techniques have championed an increasing attention on deploying
full-duplex transceivers in modern wireless systems [6–10]. To this end in the
literature, single and multiple antenna full-duplex implementations based on new
SI cancellation techniques have been proposed. Single antenna implementations
are based on combinations of analog suppression and digital cancellation methods
capable of providing high amount of isolation to suppress the SI [11] while
multiple antenna implementations rely on spatial suppression via the application
of beamforming methods, zero-forcing (ZF), null-space projection, and antenna
selection [10, 12, 13].

Non-orthogonal Multiple Access A multiple access scheme allows several mobile
users to communicate, for example, a stream of data with a cellular base station
(BS) using a shared radio resource. Since the introduction of wireless systems in the
twentieth century, several multiple access schemes that operate over shared time,
frequency, or space resources have been used [14]. Specifically, orthogonal multiple
access (OMA) schemes, such as frequency division multiple access (FDMA), time
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division multiple access (TDMA), and code division multiple access (CDMA) were
exploited in the first generation (1G), second generation (2G), and third generation
(3G) cellular standards, respectively. More recently, orthogonal frequency division
multiple access (OFDMA) was adopted for fourth generation (4G) cellular systems,
namely, Long Term Evolution-Advanced. Among multiple access techniques,
TDMA and FDMA are special cases of orthogonal multiple access, where only
a single user is serviced within a certain time/frequency resource block. On the
other hand, CDMA can serve multiple users over the same time/frequency resource
by allocating orthogonal spreading codes for different users so that the multiuser
interference can be effectively suppressed for better performance. However, CDMA
demands the chip rate to be larger than the data rate which can burden hardware
implementation, especially, if the information data rate is in the order of gigabytes.
Therefore, OMA techniques alone are not adequate to meet the increasing demands
for higher throughput and strict quality-of-service (QoS) requirements of modern
wireless systems. In this regard, NOMA techniques capable of allowing multiple
users to occupy the same spectrum have been proposed for 5G to improve the access
efficiency [4].

NOMA techniques can be grouped into two broader classes as power-domain
NOMA and code-domain NOMA [3, 4]. Power-domain NOMA which is applied
in this chapter multiplexes multiple users within a given time/frequency resource
block with different power levels at the transmitter and applies multiuser detection
algorithms such as successive interference cancellation (SIC) at the receivers to
detect incoming signals as shown in Fig. 7.1. Accordingly, spectral efficiency can be
improved, although a simple receiver cannot be used as compared to conventional
OMA. As a diversion to the well-known “water-filling” principle, power-domain
NOMA scheme allocates less power to users with good channel conditions (termed
as NOMA strong users) and higher power to users that have poor channel conditions

Fig. 7.1 A downlink NOMA communication model with one central base station and User A and
User B



184 M. Mohammadi et al.

(termed weak users), thereby incurring an extra fairness constraint. Since NOMA
strong users decode their own signals by removing the signals intended to NOMA
weak users using SIC, the high power interference caused by transmissions to the
NOMA weak users does not affect the reception quality of the NOMA strong users.
On the contrary, NOMA weak users experience poor channel conditions, and thus
the interference caused by NOMA strong users’ superimposed signals at NOMA
weak users is significantly suppressed. As such, the reception ability of the weak
users is not affected. Some beneficial characteristics of NOMA can be listed as
follows [4]:

• Improved spectral efficiency and throughput at the cell fringe.
• Promotion of massive connectivity.
• Low-latency communication and signaling cost.
• Guaranteeing user fairness in terms of their throughput.
• Relaxed channel feedback.

Besides the aforementioned advantages, NOMA can be integrated into the
existing wireless systems with minimal modifications. Moreover, due to its flexi-
bility and compatibility with advances such as the multiple-input multiple-output
(MIMO) technology, NOMA has attracted plenty of interest from both academic
and industrial communities. In the literature, different aspects of the application of
NOMA in uplink/downlink (UL/DL) cellular networks [15], cooperative one-way
and two-way relaying networks [16], cognitive and spectrum sharing networks [17],
machine-to-machine communications [18], and cloud radio access networks [19]
have been investigated.

We have organized the chapter as follows: In Sect. 7.2 we discuss recent results
on full-duplex NOMA systems. In Sect. 7.3 the performance of a full-duplex NOMA
relay system is analyzed. Antenna selection performance of full-duplex cooperative
NOMA systems is investigated in Sect. 7.4. In Sect. 7.5 beamforming design and
power allocation for a full-duplex NOMA cognitive radio system is explored.
Several interesting research problems and future directions for the design and
deployment of full-duplex NOMA systems are presented in Sect. 7.6, while the
conclusions are drawn in Sect. 7.7.

7.2 Recent Results

The combination of full-duplex and NOMA shows significant promise to improve
the spectrum efficiency compared to contemporary wireless communications that
rely on half-duplex operation and OMA schemes. Therefore, a sizable body of
research work has already focused on the modeling, analysis, and optimization of
full-duplex enabled NOMA communication systems.
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7.2.1 Full-Duplex NOMA Topologies

In the present literature, there are two basic full-duplex transmission topologies
benefiting from the NOMA concept [5]. The first topology is the full-duplex network
setup where a full-duplex BS simultaneously serves multiple UL and DL users in
the same spectrum via NOMA. The performance analysis of a full-duplex single-
cell NOMA network where UL and DL transmissions occur at the same time has
been provided in [20], which demonstrated that the marriage between full-duplex
and NOMA can deliver appreciable performance gains over half-duplex and NOMA
operation or half-duplex and OMA operation, if the co-channel interference between
UL and DL transmissions can be sufficiently suppressed.

The second topology is the cooperative topology in which a full-duplex infras-
tructure relay [21–23] or a full-duplex NOMA near user [24] is employed to
enhance transmissions between a source and NOMA users. In the relay-assisted
cooperative NOMA setup, as shown in Fig. 7.2a, an infrastructure relay is used
to assist the NOMA far user located away from the source. In the user-assisted
cooperative NOMA setup, as shown in Fig. 7.2b, NOMA strong user is available to
help the NOMA weak user, since NOMA strong user is in a position to decode the
information intended for both users. The analysis in [21] shows that the full-duplex
cooperative NOMA system can improve the ergodic sum capacity in comparison to
half-duplex cooperative NOMA operation at low-to-moderate signal-to-noise ratio
(SNR) values. In [23], for a full-duplex relay system, antenna selection schemes
that jointly take QoS priorities of the NOMA near/far users into account have been
proposed and analyzed. In addition, diversity analysis reported in [24] for user-
assisted cooperative full-duplex NOMA systems reveals that a direct link if available
can compensate for the lack of diversity of the NOMA far user.

In [25], a NOMA-based two-way relay network with secrecy considerations has
been investigated. In the considered system model, a trusted full-duplex relay is
used to facilitate the NOMA signal exchange between two users in the presence
of an eavesdropper. Different decoding schemes based on SIC were proposed for
the two users, relay, and eavesdroppers and the achievable ergodic secrecy rates
under both single/multiple eavesdropper cases were presented in [25]. A full-duplex
protocol for a cooperative relay sharing network has been studied in [26], wherein

(a) (b)

Fig. 7.2 Full-duplex cooperative NOMA topologies. (a) Relay-assisted. (b) User-assisted
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two sources can communicate concurrently with their respective destination nodes
via a full-duplex relay and utilizing NOMA. Performance of virtual full-duplex
relaying in cooperative NOMA systems, where two half-duplex relays mimic the
virtual operation of full-duplex relaying, has been investigated in [27, 28]. The
authors in [29] proposed an adaptive solution which switches between NOMA,
cooperative NOMA, and OMA schemes, respectively, depending on the SI level
at the full-duplex user and the link quality in the investigated network. The outage
probability and sum rate of a NOMA system with cooperative full-duplex relaying
have been derived in [30], where the NOMA near user operates as a full-duplex relay
and thereby retransmits to the weak user. In [31], a two-user cooperative NOMA
downlink system has been studied, where either full-duplex or half-duplex relaying
is employed at the NOMA near user to augment direct communication between a
BS in the cell center and a far user in the cell boundary. The proposed scheme when
applied in two-user NOMA systems can improve the outage performance at the cell
boundary as well as can deliver a significantly high sum throughput.

7.2.2 Resource Allocation and Optimization in Full-Duplex
NOMA

In general, due to the scarce nature of radio resources such as bandwidth and power,
efficient resource allocation and optimization should be performed in wireless
networks. Therefore, resource allocation in full-duplex enabled NOMA systems
has been studied in the existing literature [30, 32–37]. Specifically, in [38], optimal
power allocation at the BS and relay has been derived for a cooperative NOMA
system, to maximize the minimum achievable user rates. Full-duplex operation can
be used at a BS to simultaneously service multiple half-duplex UL and DL users.
In [32], a resource allocation scheme for such a full-duplex multicarrier NOMA
(MC-NOMA) system has been proposed. In [33], the problem of duplex mode
selection, user association, and power allocation in a multi-cell NOMA system
has been investigated. Specifically, a time-averaged UL and DL rate maximization
problem has been formulated, and the advantages of operating in half-duplex or full-
duplex, as well as in OMA or NOMA modes, depending on network parameters and
conditions, and SI cancellation capabilities have been quantified. In [34], a power
minimization problem for a multi-cell NOMA setup was studied. A robust and
secure resource allocation algorithm for full-duplex multi-antenna equipped MC-
NOMA systems has been designed in [35]. The considered optimization problem
in [35] maximizes the weighted system throughput, while imperfectness of the
channel state information (CSI) of the eavesdropper channels and user QoS is
accounted for the problem. Power allocation and channel assignment for a single-
cell full-duplex NOMA system was studied in [36], where NOMA is used in the DL
and OMA is utilized in the UL.
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In [37], resource allocation schemes for a full-duplex NOMA network have been
presented, where a full-duplex access point (AP) transmits information and power
wirelessly to multiple full-duplex users in the DL, while at the same time, users
transmit information to the AP through relays in the UL.

7.2.3 Applications of Full-Duplex NOMA

Full-duplex enabled NOMA systems have found applications in energy-constrained
systems and networks as reported in the literature [38–42], cognitive radio net-
works [43], HetNets [44], etc. An energy-constrained cooperative NOMA system
has been considered in [38], where near user is powered using radio frequency
signals to relay the far user’s information in full-duplex fashion. A full-duplex
cooperative NOMA system where a NOMA near user is exploited as a relay capable
of self-energy recycling (the relay is equipped with related hardware to harvest
energy from SI) to help a far user is explored in [39]. Specifically, the performance
several popular relaying protocols have been studied. A wireless-powered NOMA
system has been studied in [40], where a full-duplex transmitter harvests energy
from a power beacon and its loop channel, while transmitting information to the
NOMA users concurrently. Given the QoS requirements of the NOMA users and
the constraint of the full-duplex transmitter’s power, the minimal transmit power of
the dedicated energy source and the corresponding optimal beamforming vectors
have been obtained in [40].

In [41], the outage probability and ergodic rate applicable to an energy harvesting
full-duplex relaying system is derived in closed form. The energy efficiency
maximization problem considered in [42] jointly optimizes beamforming design
and the power splitting ratio subject to a minimum required target rate at the far
user.

In [43] assuming a full-duplex relay-assisted NOMA cognitive radio network, an
optimization problem to maximize the near user rate has been posed. Moreover,
authors have provided a solution by performing joint beamforming and power
allocation design at the relay under a far user rate threshold.

Table 7.1 summarizes the above recent results as pertained to different full-
duplex NOMA systems.

7.3 Full-Duplex Cooperative NOMA Systems

In NOMA systems, due to the co-existence of near and far users, loss of performance
at the far users should be expected [16, 45]. The performance loss to a certain level
can be removed through the deployment of solutions such as user cooperation [16]
or dedicated relays [46]. In user-assisted NOMA systems, a user with a better
channel condition is selected to assist the far user with a poor link as reported in
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Table 7.1 Summary of recent results on full-duplex NOMA systems

Literature Topology Contribution

[20] Cellular Performance analysis

[21] Cooperative (relay-assisted) Performance analysis

[22] Cooperative (relay-assisted) Performance analysis and beamforming design

[23] Cooperative (relay-assisted) Antenna selection schemes and performance
analysis

[24] Cooperative (user-assisted) Performance analysis

[25] Cooperative (relay-assisted) Ergodic secrecy rates analysis under single
eavesdropper, multiple non-colluding, and
colluding eavesdroppers

[26] Cooperative (relay-assisted) Performance analysis

[27, 28] Cooperative Virtual full-duplex relaying

[29] Cooperative (user-assisted) Performance analysis

[30] Cooperative (user-assisted) Performance analysis; Optimal power allocation
to minimize outage probability

[31] Cooperative (user-assisted) Performance analysis

[32] Cellular Optimal joint power and subcarrier allocation to
maximize the weighted sum system throughput

[33] Cellular Resource allocation

[34] Cellular Developing a power efficient two-tier NOMA
scheme

[35] Cellular Secure resource allocation algorithm design for
weighted system throughput maximization

[36] Cellular Distributed power control and channel
assignment

[37] Cooperative (relay-assisted) SWIPT, Maximizing the minimum sum of DL
and UL transmit rates, with jointly allocating
subcarriers and powers, and relay selection

[38] Cooperative (user-assisted) Beamforming design and energy harvesting

[39] Cooperative (relay-assisted) Self-energy recycling and outage probability
analysis

[40] Cellular Beamforming design, energy harvesting, and
self-energy recycling

[41] Cooperative(user-assisted) Performance analysis, energy harvesting

[42] Cooperative(user-assisted) Beamforming design, energy harvesting

[43] Cooperative (relay-assisted) Beamforming design and power allocation

Sect. 7.2. In relay-assisted NOMA systems, a fixed infrastructure relay is installed
to assist the far user away from the BS and as such, the system designer has the
choice of deploying full-duplex operation at the fixed infrastructure relay [21] or at
a relaying user [29].

We now describe such a system in which a full-duplex multi-antenna relay assists
transmission from an AP to NOMA far users located at the cell rim. We employ
stochastic geometry, a popular tool used in the literature to statistically model the
locations of the nodes/users and study user selection problem. Further, performance
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gains of the system are presented to demonstrate the superior performance of the
full-duplex mode.

7.3.1 System Model

Figure 7.3 shows a cooperative NOMA system with an AP and two user sets
distributed in the cell: near and far users. The AP is located at the middle of the
cell, near users {U1,i}, i = 1, . . . , NU1 are located within a disc of radius R1, and
the far users {U2,i}, i = 1, . . . , NU2 are randomly distributed inside a closed region
of inner and outer radii R2 and R3. The positions of near and far users form two
independent homogeneous Poisson point processes (PPPs)Φn andΦf , respectively,
with the densities λn and λf . The AP uses the NOMA principle to serve two NOMA
users simultaneously in downlink. Specifically, users are selected according to:
(1) random near user and random far user (RNRF) selection strategy; (2) nearest
near user and nearest far user (NNNF) selection strategy. In the model, a direct
communication link between the AP and far user does not exist. Therefore, K full-

Fig. 7.3 Cooperative NOMA system model
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duplex DF relays, denoted as {Rk}, k = 1, . . . , K , are used to assist transmission
between AP and selected far user. Specifically, relays are symmetrically located
at a distance R1 from middle of the cell in a circular arrangement. Infrastructure-
based relays are assumed and each of them has NT transmit antennas and NR
receive antennas to carry out full-duplex communications. Moreover, in order to
mimic realistic propagation conditions encountered in wireless cellular systems, the
bounded path loss model �(X, Y ) = 1

1+dαXY between node X and Y is used where

α ≥ 2 denotes the path loss exponent [45].
Let xk,i , k ∈ {1, 2} be the symbol forUk,i and PS presents the AP transmit power.

Following the NOMA principle [3], the AP transmits superposition coded signal
s[n] = √

PSa1,ix1,i[n] +
√
PSa2,ix2,i[n] to U1,i and the selected relay R, where

ak,i denotes the NOMA power allocation coefficient, such that a1,i + a2,i = 1 and
a1,i < a2,i . After receiving the signal at R, it uses the vector wr to combine the
received signal prior to the estimation of s[n]. Then, modeling x2,i as interference,
R decodes the symbol of U2,i [21]. Finally, relay forwards wt,ix2,i[n − δ] to U2,i ,
where wt,i is the relay transmit beamformer and δ denotes the delay caused by full-
duplex processing [10]. The received SINR at R can be characterized as

γR = PSa2,i�(R)|w†
rhR|2

PSa1,i�(R)|w†
rhR|2 + PR|w†

rHSIwt,i |2 + σ 2
n

, (7.1)

where PR is the transmit power at R and hR ∈ CNR×1 denotes the channel
between the AP and R whose elements are identically independent distributed
(i.i.d.) RV CN(0, 1). The entries of NR × NT SI channel HSI are modeled as i.i.d.,
CN(0, σ 2

SI) RVs [10]. σ 2
n is the variance of the zero-mean additive white Gaussian

noise (AWGN) at R. The superscripts (·)† stands for the conjugate transpose and
CN(0, σ 2) denotes a circularly symmetric complex Gaussian RV with variance σ 2.

At the same time, U1,i receives s[n] and x2,i[n − δ] due to the full-duplex
transmission at R. U1,i performs SIC to detect its own signal x1,i as follows. U1,i
first decodes the message intended for U2,i , and subsequently remove it from the
received signal to detect x1,i . Hence, the SINR at U1,i to detect the far user signal
x2,i is given by

γ
x2,i
1,i = PSa2,i�(U1,i )|h1,i |2

PSa1,i�(U1,i )|h1,i |2 + PR�(R, U1,i )|fT1,iwt,i |2 + σ 2
n

, (7.2)

where the superscript (·)T stands for the transpose.
Consider that the transmission rate of U2,i is R2, where R2 = log2(1 + γt ) and

γt is the set threshold for the received SINR of U2,i to decode x2,i correctly. Hence,
U1,i could decode his own symbol x1,i if γ

x2,i
1,i > γt , i.e., the SIC has been carried
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out correctly. In this case, the received SINR at U1,i to detect x1,i can be written as

γ
x1,i
1,i = PSa1,i�(U1,i )|h1,i |2

PR�(R, U1,i )|fT1,iwt,i |2 + σ 2
n

, (7.3)

where h1,i is the channel coefficient between the AP and U1,i and f1,i ∈ CNT×1

denotes the channel vector between R and U1,i . Moreover, �(R, U1,i ) = 1/(1 +
dα
RU1,i

) with dRU1,i =
√
R2

1 + d2
U1,i

− 2R1dU1,i cos(θr − θi), where θr is the angle

between the x-axis and line from cell center to R and θi is the angle of the U1,i from
the reference x-axis, −π ≤ θr − θi ≤ π .

The received SNR at U2,i can be characterized as

γ
x2,i
2,i = PR�(R, U2,i )|fT2,iwt,i |2

σ 2
n

, (7.4)

with �(R, U2,i ) = 1/(1+dα
RU2,i

), where dRU2,i =
√
R2

1+ d2
U2,i

−2R1dU2,i cos(θr−θ́i ),
θ́i denoting the angle of U2,i from reference x-axis, f2,i ∈ CNT×1 denoting the
channel between R and U2,i .

In the NOMA systems, users are ordered according of their channel conditions
or their QoS priorities [4]. To this end, we assume that users do not have stringent
QoS constraints and thus are served opportunistically via the proposed RNRF and
NNNF strategies. More specifically, the RNRF strategy selects the near user U1,i
and far user U2,i from the two sets of user randomly. On the other hand, with the
NNNF strategy, the user located nearest to the AP from those located inside the disc
of radii R1, denoted as U�1,i , and the nearest user to AP from those located inside
the ring, denoted as U�2,i , are paired. It is worth to stress that the RNRF and NNNF
strategies exhibit different system performance-complexity tradeoffs in terms of the
reliability, user fairness, and implementation complexity. For example, RNRF does
not require the users’ CSI, which in turn reduces the system overhead. As a result,
users experience low path loss and hence NNNF can deliver the best performance
at the expense of potential issues in user fairness.

The relay with the shortest Euclidean distance from the tagged far user is selected
to assist transmission from the AP to the far user. Relay selection criterion can be
mathematically defined as

min{‖Rk, U2,i‖, k ∈ {1, . . . , K}}. (7.5)

The relay selection criterion in (7.5) can improve the performance of the far
users, especially, in scenarios where the far users are near to the cell boundary of
the cellular network. Further, selected relay should not cause significant out-of-cell
interference to the users in neighboring cells in practice.
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7.3.2 Beamforming Design

MIMO technology has gained momentum now for a considerable period to boost
the performance and reliability of contemporary wireless systems. Use of multiple
antennas at relay also enables beamforming design, which, for example, allows the
power to be directed towards a user and accordingly enhances the received SINR.
In the case of full-duplex NOMA communication, beamforming design is compli-
cated [22]. Challenges for system design arise in particular, since beamforming
affects spatial SI cancellation while it also influences the signal quality towards
the users. According to the SINR expressions in (7.1)–(7.4), it becomes clear that
different choices for the transmit and receive beamformer at R allow to mimic
different performance gains.

We now present optimum and sub-optimum beamforming designs. In the
optimum beamforming scheme, receive/transmit beamformers at R are jointly
optimized, while the application of several linear receiver/transmitter combiners is
investigated at R.

7.3.2.1 Optimum Beamforming Design

In what follows we focus on optimum beamforming design at R and consider the
problem of maximizing the near user SINR, while satisfying the SINR constraint γt
for CU2, with the following mathematical formulation:

max
wt,i ,wr

min
(
γ
x2,i
1,i , γ

x1,i
1,i

)
(7.6a)

s.t. min
(
γR, γ

x2,i
2,i

) ≥ γt , (7.6b)

||wt,i || = ||wr || = 1. (7.6c)

By inspecting the constraint (7.6b), we observe that, for a given wt,i , the optimum
wr should be designed such that the γR is maximized, i.e.,

max||wr ||=1

w†
rhRh†

Rwr

w†
rCwr

, (7.7)

where C � PSa1,i�(R)hRh†
R + PRHSIwt,iw

†
t,iH

†
SI + σ 2

n I. The solution of the
generalized Rayleigh ratio problem (7.7) can be obtained as

wr = C−1hR
||C−1hR|| . (7.8)
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Accordingly, by substituting wr into (7.6), after some manipulation, the problem
can be transferred into the standard semi-definite relaxation (SDR) problem which
can be efficiently solved. The procedure to obtain the optimum wt was given in [22].

7.3.2.2 Sub-optimum Beamforming Design

The optimum beamforming design requires semi-definite programming (SDP) that
has a high computational complexity. Therefore, in this subsection, three low-
complexity sub-optimum beamforming designs, namely transmit ZF (TZF), receive
ZF (RZF), and maximum ratio combining (MRC)/maximal ratio transmission
(MRT) [12, 13, 47] are studied and outage performance analysis of the correspond-
ing systems is presented.

TZF Scheme The intention behind the TZF scheme is to use the relay’s transmit
antenna to cancel the SI, while the far user’s SNR is maximized [12]. To make it
feasible, the relay should be equipped with NT > 1 transmit antennas. Furthermore,
at the relay receiver MRC is deployed, i.e., wMRC

r = hR‖hR‖ . As such, the optimal
transmit beamformer wt,i can be found by solving the following problem:

max‖wt,i‖=1
|fT2,iwt,i |2,

s.t. h†
RHSIwt,i = 0. (7.9)

According to [12], the optimal transmit vector wt,i in (7.9) can be obtained in closed

form as wZF
t,i =

Af∗2,i
‖Af∗2,i‖ , where A = INT −

H†
SIhRh†

RHSI

‖h†
RHSI‖2

.

RZF Scheme In contrast to the former design, the SI cancellation can be performed
at the relay receiver. To make it feasible, relay should have NR > 1 receive antennas.

Moreover, relay applies MRT at the transmitter side as wMRT
t,i = f∗2,i

‖f2,i‖ . The optimal
receive beamformer wr can be found by solving [12]

max‖wr‖=1
|w†
rhR|2,

s.t. w†
rHSIf

∗
2,i = 0. (7.10)

The solution of (7.10), wZF
r , can be expressed as wZF

r = BhR‖BhR‖ , where B = INR −
HSIf

∗
2,i f

T
2,iH

†
SI

‖HSIf
∗
2,i‖2 , and the superscript (·)∗ stands for the conjugate.

MRC/MRT Scheme With MRC/MRT scheme, wr is set to match the hR channel,

i.e., wMRC
r = hR‖hR‖ and wt,i is set to match the f2,i channel, i.e., wMRT

t,i = f∗2,i
‖f2,i‖ .

Since utilizing the MRC/MRT scheme in half-duplex relaying systems has drawn a
wide attention due to achieving an optimal performance, it serves as an interesting
benchmark scheme for the full-duplex relay-assisted NOMA systems.
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Fig. 7.4 The received SINR at CU1 versus P for optimum and sub-optimum beamforming designs
(NT = 4 and NR = 2)

Figure 7.4 shows the average received SINR at the U1,i for the optimum and TZF
beamforming designs and for a1 = 0.1, a2 = 0.9, α = 3, and R1 = R2 = 1 bps/Hz,
where R1 and R2 are the transmission rates at CU1 and CU2, respectively. Moreover
the total power P is allocated between the AP and relay as PS = PR = P/2. As
expected, the optimum scheme yields a comparable performance gain compared to
the TZF design. Especially, as P increases, the performance gain with respect to
the TZF scheme becomes larger. Further, it can be observed that in case of TZF,
there exists a difference in the corresponding SINR values of RNRF and NNNF
strategies, whereas with the optimum scheme, the achieved SINR by the RNRF
strategy converges to that of the NNNF strategy, when the transmit power is high.
Therefore, in the high SNR region, RNRF strategy with optimum scheme yields a
good performance/implementation complexity trade-off in high SNR regime. The
above result is encouraging for practical implementation.

7.3.3 Performance Analysis

We now characterize the outage probability of the RNRF and NNNF strategies. The
RNRF strategy pairs a near user U1,i and a far user U2,i from two sets of users
in a random fashion. On the other hand, the users’ CSI is exploited in NNNF user
selection scheme to pair the near and far users from the two sets of users, which
have shortest distance to the AP.
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7.3.3.1 Outage Probability of the Near Users

The near user is in outage when it fails to decode x2,i or when it decodes x2,i
correctly, but fails to decode x1,i . Let τ1 = 2R1 − 1 and τ2 = 2R2 − 1. The outage
probability of U1,i for the RNRF strategy and with sub-optimum beamforming
designs is given by [22]

Pi
out,1=1− 1

πR2
1

∫ R1

0

∫ π

−π
e−μ(1+rα)

1+ qrρrμ

1+(R2
1+r2−2rR1 cos(θr−θi )

) α
2
(1 + rα) rdθidr,

(7.11)

if τ2 ≤ a2,i
a1,i

, otherwise PTZF
out,1 = 1, where i ∈ {TZF,RZF,MRC}, μ =

max
(

1
ζ
, τ1
ρsa1,i

)
with ζ = ρsa2,i−ρsa1,i τ2

τ2
, ρs = PS

σ 2
n

, and ρr = PR
σ 2
n

.

With the sub-optimum beamforming designs, the outage probability of U�1,i for
the NNNF strategy is [22]

Pi
out,1� = 1 − υn

2π

∫ R1

0

∫ π

−π
e−μ(1+rα)

1+ qrρrμ

1+(R2
1+r2−2rR1cos(θr−θi )

) α
2
(1 + rα) re

−πλnr2
dθidr,

(7.12)

where i ∈ {TZF,RZF,MRC} and υn = 2πλn

1−e−πλnR2
1

.

As a special case for α = 2, the outage probability of U�1,i with the NNFF user
selection can be derived as

Pi,P
out,1� =

⎧⎨
⎩

1 − υne
−μ

2(μ+πλn)
(

1 − e−R2
1(μ+πλn)

)
τ2 ≤ a2,i

a1,i
,

1 τ2 >
a2,i
a1,i
.

(7.13)

From (7.13), as λn →∞, we have Pi,P
out,1� ∼ 1− e−μ which indicates that in dense

networks, the near user outage decreases exponentially with PS .
Figure 7.5 compares the outage performance of CU1 with RNRF and NNNF

strategies and for different user densities. We observed that for different near user
densities and over the whole transmit power region, the NNNF strategy yields a
better outage probability than the RNRF strategy. As shown in Fig. 7.5 the outage
probability of the near users with the NNNF strategy improves as λn increases, while
the outage probability of the near user with RNRF strategy does not depend on λn.
The number of available near users increases and thus the number of choices for the
NNNF strategy increases, which explains the previous observation.
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7.3.3.2 Outage Probability of the Far Users

The far user experiences outage events if: (1) R is unable to successfully decode
x2,i , or (2) R can decode x2,i but U2,i cannot decode x2,i correctly. Therefore, the
far user outage probability is [21]

Pout,2=Pr (γR <τ2)+Pr (γR >τ2)Pr
(
γ
x2,i
2,i < τ2

)
, (7.14)

where Pr(·) denotes the probability. Accordingly, outage probability of U2,i with the
TZF and RZF schemes and for the RNRF strategy can be expressed as [22]

PTZF
out,2 = 1 − π

M(R3 + R2)Γ (NR)
Γ

(
NR,

(
1 + Rα1

)
ζ

)NT−2∑
k=0

1

k!
(
τ2

ρr

)k

×
M∑
m=1

zm

√
1 − φ2

m

(
1 + zαm

)k
e
−
(
τ2
ρr

)
(1+zαm), (7.15)

and

PRZF
out,2 = 1 − π

M(R3 + R2)Γ (NR − 1)
Γ

(
NR − 1,

(1 + Rα1 )
ζ

)

×
NT−1∑
k=0

1

k!
(
τ2

ρr

)k M∑
m=1

zm

√
1 − φ2

m

(
1 + zαm

)k
e
−
(
τ2
ρr

)
(1+zαm). (7.16)
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respectively, where zm = R3−R2
2 (φm + 1) + R2, φm = cos

( 2m−1
2M π

)
, M is the

parameter of the Gaussian–Chebyshev quadrature method used to derive (7.16), and
Γ (a, x) = ∫∞

x
e−t tα−1dt [48, Eq. (8.350)].

Based on (7.15) and (7.16), it can be inferred that in some antenna configurations,
TZF and RZF schemes yield an identical outage performance for U2,i . For example,
if we pair NT and NR as (NT,NR), TZF (NT,NR) has an identical outage
performance with RZF (NT − 1,NR + 1). In addition, outage probability analysis
reveals that the performance of the far users with TZF and RZF scheme improves
for large values of transmit power PS and PR . This is because both TZF and RZF
schemes totally cancel the SI, which in turn increases the second-hop SNR of the
far users for large values of the relay transmit power, PR .

The outage probability of U�2,i with the TZF and RZF schemes and with the
NNNF strategy is given by [22]

PTZF
out,2� ≈ 1 − υf π(R3 − R2)e

πλf R
2
2

2MΓ (NR)
Γ

(
NR,

(
1 + Rα1

)
ζ

) NT−2∑
k=0

1

k!
(
τ2

ρr

)k

×
M∑
m=1

zm

√
1−φ2

m(1 + zαm)ke−
(
τ2
ρr
+ τ2
ρr
zαm+πλf z2

m

)
, (7.17)

and

PRZF
out,2� ≈ 1 − υf π(R3 − R2)e

πλf R
2
2

2MΓ (NR − 1)
Γ

(
NR − 1,

(
1 + Rα1

)
ζ

) NT−1∑
k=0

1

k!
(
τ2

ρr

)k

×
M∑
m=1

zm

√
1−φ2

m(1 + zαm)ke−
(
τ2
ρr
+ τ2
ρr
zαm+πλf z2

m

)
. (7.18)

where υf = 2πλf

1−e−πλf (R2
3−R2

2 )
.

Figure 7.6, shows the outage performance of full-duplex and half-duplex relaying
versus σ 2

SI for RNRF user selection. The outage probability gain, defined as

Gj(MT ,MR) = PHD
out,2/P

j
out,2, j ∈ {TZF,RZF,MRC}, versus the SI strength, σ 2

SI,
is plotted. As expected when the strength of SI is low the full-duplex significantly
outperforms the half-duplex approach. The relative gain is observed to be mildly
decreasing when the SI strength is decreased to the extent that in the low SI
strength regime (σ 2

SI < −60 dBm), the MRC/MRT scheme outperforms the ZF-
based schemes, e.g., GTZF(3, 2) = 3.6 as compared to GMRC(3, 3) = 28 at
σ 2

SI = −70 dBm. In this regime, MRC/MRT(3, 2) has the largest gain.
We will next explore the problem of antenna selection in full-duplex cooperative

NOMA systems. Antenna selection in full-duplex systems is a complicated and a
hard problem as compared to half-duplex systems widely studied in the current
literature. This is because the backward and forward channels at the full-duplex
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Fig. 7.6 Outage probability gain of the far users for the RNRF (a1 = 0.1, a2 = 0.9)

nodes are coupled through the SI link [10]. Therefore, antenna selection at the
transmit or receive side cannot be performed independently of each other as is the
case of half-duplex systems. The coupling introduces new mathematical challenges
for performance analysis since the involved random variables of various links now
become correlated.

7.4 Full-Duplex Cooperative NOMA Systems with Antenna
Selection

MIMO systems need multiple RF chains, consisting of mixers, amplifiers, and ana-
log to digital convertors, which typically incur significant system implementation
costs. Moreover, MIMO systems suffer from high signal processing complexity. As
an alternative, antenna selection techniques have been proposed as a low-complexity
viable solution in the existing literature to maintain system performance at a certain
required level. The application of the antenna selection in NOMA system has
attracted increasing attention in recent years [23, 49–51]. In the following, antenna
selection performance of a full-duplex cooperative NOMA system is studied, where
antenna selection should look at the impact of the SI channel when selecting
favorable channels toward the NOMA users.
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Fig. 7.7 Antenna selection in full-duplex cooperative NOMA system

7.4.1 System Model

Consider a cooperative dual-user NOMA system where an AP communicates
directly with near user, CU1, while a relay, denoted as R, assists the AP in order
to deliver its message to far user CU2, as shown in Fig. 7.7. The AP has MT
antennas, while CU1 and CU2 each has a single antenna. R operates in full-duplex
mode and has NR receive antennas and NT transmit antennas. Assume that the AP
and R perform single antenna selection in order to further alleviate the cost and
implementation complexity [49]. More specifically, the AP selects one (i-th) out of
its total set of transmit antennas. Moreover, R selects one receive antenna and one
transmit antennas.

All links are assumed to undergo Rayleigh fading. The channel between i-th
transmit and the j -th receive antenna from terminal A to terminal B is denoted by
h
i,j
AB ∼ CN(0, σ 2

AB) where A ∈ {S,R} and B ∈ {R,U1,U2}. The SI channel
between the j -th receive and the i-th transmit antenna of the full-duplex relay is
denoted as hk,jSI .

AP transmits a superimposed signal containing symbols of CU1 and CU2 via R.
The SINR at R is

γR = a2γ
i,j

SR

a1γ
i,j

SR + γ k,jSI + 1
, (7.19)

where γ i,jSR = ρS |hi,jSR|2 and γ k,jSI = ρR|hk,jSI |2 with ρS = PS
σ 2
n

and ρR = PR
σ 2
n

, PS and

PR are the AP and relay transmit power, respectively, and ai denotes NOMA power
allocation coefficient.

R decodes the received signal and forwards the symbol intended for CU2. Since
the transmit symbol at R is prior known to CU1, it is rational to assume that
it can be removed at CU1 [21]. CU1 cannot perfectly remove R’s signal due to
imperfect cancellation and as such the interference channel between R and CU1 is
modeled as hkRU1 ∼ CN(0, k1σ

2
RU1) where k1 captures the strength of inter-user
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interference [21]. Hence, the SINR of CU2 seen at CU1 becomes

γ12 =
a2γ

i
SU1

a1γ
i
SU1 + γ kRU1 + 1

, (7.20)

where γ iSU1 = ρS |hiSU1|2 and γ kRU1 = ρR|hkRU1|2.

If γ12 > γt , where γt = 2R2 − 1, the SIC at CU1 is successful and CU1 can
completely cancel CU2’s signal. The SINR at CU1 can be written as

γ1 =
a1γ

i
SU1

γ kRU1 + 1
. (7.21)

The relay transmits decoded signal towards CU2, and hence the SNR at CU2 can
be expressed as

γ kRU2 =
PR

σ 2
n

|hkRU2|2. (7.22)

The end-to-end SINR at CU2 can be expressed as

γ2 = min

(
a2γ

i
SU1

a1γ
i
SU1 + γ kRU1 + 1

,
a2γ

i,j

SR

a1γ
i,j

SR + γ k,jSI + 1
, γ kRU2

)
. (7.23)

7.4.2 Antenna Selection Schemes

Two antenna selection schemes are now studied where joint selection of a single
antenna at the AP and a single antenna at R is performed according to the end-to-
end SINRs at the near user, CU1, and the far user, CU2.

Max-CU1 AS Scheme The max-CU1 AS scheme selects antennas first to maximize
the end-to-end SINR at CU1 (7.21) and then tries to maximize the end-to-end SINR
at CU2 (7.23) with the remaining antenna selection choices. Therefore, we select
antennas according to

{i∗, k∗} = arg max
1≤i≤MT,1≤k≤NT

a1γ
i
SU1

γ kRU1 + 1

j∗ = arg max
1≤j≤NR

a2γ
i∗,j
SR

a1γ
i∗,j
SR + γ k∗,jSI + 1

. (7.24)
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Max-CU2 AS Scheme In contrast to the max-CU1 AS scheme, the priority of the
max-CU2 AS scheme is to maximize the end-to-end SINR at CU2 according to

{i∗, j∗, k∗}

= arg max
1≤i≤MT,1≤j≤NR,

1≤k≤NT

min

(
a2γ

i
SU1

a1γ
i
SU1 + γ kRU1 + 1

,
a2γ

i,j

SR

a1γ
i,j

SR + γ k,jSI + 1
, γ kRU2

)
.

(7.25)

By invoking (7.25), it is evident that all degrees-of-freedom (in terms of antenna
selection) are used to maximize the end-to-end SINR at CU2 and the end-to-end
SINR at CU1 cannot be maximized through antenna selection. Therefore, max-CU2
AS scheme cannot improve the performance of the near user and acts as a random
antenna selection for near user.

7.4.3 Performance Analysis

The comparative performance of the antenna selection schemes is now investigated.

7.4.3.1 Ergodic Sum Rate

Let RAS
CU1

= E
{
log2(1 + γ1,AS)

}
and RAS

CU2
= E

{
log2(1 + γ2,AS)

}
. Here γ1,AS

and γ2,AS denote the respective end-to-end SINRs at the CU1 and CU2, corre-
sponding to the antenna selection scheme, AS ∈ {S1,S2}, where S1 refers to the
max-CU1 AS scheme and S2 refers to the max-CU2 AS scheme. The ergodic sum
rate with antenna selection is given by

RAS
sum = RAS

CU1
+RAS

CU2
. (7.26)

The ergodic achievable rates of CU1 and CU2 with the max-CU1 AS scheme,
can be derived as [23]

RS1
CU1

= MT

ln2

MT−1∑
p=0

(−1)p
(
MT−1
p

)

(p+1)
(
(p+1)γ̄RU1
NTa1γ̄SU1

−1
)

×
(
e

1
γ̄RU1 Ei

( −1

γ̄RU1

)
−e

(p+1)
a1 γ̄SU1 Ei

(−(p+ 1)

a1γ̄SU1

))
, (7.27)
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and

RS1
CU2

= NRMT

ln2

∫ ∞

0

e
− x
γ̄RU2

1 + x
MT−1∑
p=0

(−1)p
(
MT−1
p

)
e
− (p+1)x
γ̄SU1(a2−a1x)

(p + 1)
(

1 + γ̄RU1
NTγ̄SU1

(p+1)x
(a2−a1x)

)

×
NR−1∑
q=0

(−1)q
(NR−1
q

)
e
− (q+1)x
γ̄SR(a2−a1x)

(q + 1)
(

1 + γ̄SI
γ̄SR

(q+1)x
(a2−a1x)

)dx, (7.28)

respectively, where γ̄SR = ρSσ 2
SR, γ̄SU1 = ρSσ 2

SU1, γ̄RU1 = ρRk1σ
2
RU1, γ̄RU2 =

ρRσ
2
RU2, γ̄SI = ρRσ 2

SI, and Ei(x) =
∫ x
−∞

et

t
dt [48, Eq. (8.211.1)].

Furthermore, the ergodic achievable rates of CU1 and CU2 with the max-CU2
AS scheme, are [23]

RS2
CU1

= 1

ln2

a1γ̄SU1

(γ̄RU1 − a1γ̄SU1)

(
e

1
γ̄RU1 Ei

( −1

γ̄RU1

)
− e 1

a1 γ̄SU1 Ei

( −1

a1γ̄SU1

))
,

(7.29)

and

RS2
CU2

= NTMT

ln2

∫ ∞

0

e
− x
γ̄SU1(a2−a1x)(

1 + γ̄RU1
γ̄SU1

x
(a2−a1x)

)
(1 + x)

×
MT−1∑
p=0

(−1)p
(
MT−1
p

)
e
− (p+1)x
γ̄SR(a2−a1x)

(p + 1)
(

1 + γ̄SI
NRγ̄SR

(p+1)x
(a2−a1x)

)

×
NT−1∑
q=0

(−1)q
(NT−1
q

)
e
− (q+1)x
γ̄RU2

(q + 1)
dx. (7.30)

Figure 7.8 illustrates the ergodic sum rates with different antenna selection
schemes. The curves for three baseline cases are also plotted: (1) Optimum AS
scheme: that requires an exhaustive search to determine the antenna subset that
maximizes the ergodic sum rate, (2) Optimum AS (CU2) scheme: that aims to
optimally maximize the end-to-end SINR at CU2 which performs an exhaustive
search of all possible antenna combinations to find the optimum subset, and (3)
Random AS scheme: that randomly selects a single antenna from AP and relay
input/output. As expected the antenna selection schemes outperform that of the
OMA full-duplex relay system. It is observed that max-CU2 AS scheme generally
has poor performance in all SNR region, whereas max-CU1 AS scheme has a
performance close to the optimum AS scheme in this region. Moreover, the optimum
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AS (CU2) scheme outperforms the max-CU1 AS scheme in low-to-medium SNR
region, however, in the high SNR region, the performance is reversed.

7.4.3.2 Outage Probability

The CU1 is in outage when it fails to decode the CU2’s signal, or when it
decodes the CU2’s signal, but is unable to successfully decode its own signal. The
outage probability of CU1 with the max-CU1 and max-CU2 AS schemes can be
respectively expressed as [23]

PS1
out,1=1−MT

MT−1∑
p=0

(−1)p
(
MT−1
p

)
e
− (p+1)ζ
γ̄SU1

(p + 1)
(

1+ γ̄RU1
γ̄SU1

(p+1)ζ
NT

) , (7.31)

and

PS2
out,1 = 1 − e

− ζ
γ̄SU1

1 + γ̄RU1
γ̄SU1

ζ
, (7.32)

where ζ = max
(

θ2
a2−a1θ2

, θ1
a1

)
, θ1 = 2R1 − 1 and θ2 = 2R2 − 1 with R1 and R2

being the transmission rates at CU1 and CU2, respectively.
Moreover, the CU2 is in outage if R fails to decode CU2’ signal, or R can decode

CU2’s signal, but CU2 is unable to decode its signal. The outage probability of CU2
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with the max-CU1 and max-CU2 AS schemes is [23]

PS1
out,2=1−NRe

− θ2
γ̄RU2

NR−1∑
q=0

(−1)q
(NR−1
q

)
e
− (q+1)θ2
γ̄SR(a2−a1θ2)

(q+1)
(

1+ γ̄SI
γ̄SR

(q+1)θ2
a2−a1θ2

) , (7.33)

and

PS2
out,2 = 1 − NTMT

NT−1∑
q=0

(−1)q
(NT−1
q

)
e
− (q+1)θ2

γ̄RU2

(q + 1)

MT−1∑
p=0

(−1)p
(
MT−1
p

)
e
− (p+1)θ2
γ̄SR(a2−a1θ2)

(p+1)
(

1+ γ̄SI
NRγ̄SR

(p+1)θ2
(a2−a1θ2)

) . (7.34)

Figure 7.9 shows the impact of SI strength on the performance of the antenna
selection schemes. For comparison, we have also plotted the outage performance
of the random antenna selection. Clearly the outage probability of both users with
max-CU1 AS and max-CU2 AS scheme degrades when the SI strength increases.
Moreover, the max-CU1 AS scheme exhibits the best outage performance for CU1,
while the max-CU2 AS scheme cannot improve the outage performance of the CU1.
This is intuitive since max-CU2 AS uses all degrees-of-freedom to maximize the
CU2 SINR. Finally, all antenna selection schemes attain a zero diversity gain order
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and exhibit an asymptotic error floor due to SI at R and inter-user interference
at CU1. However, the error floor can be reduced through the antenna selection
schemes.

Alternative antenna selection schemes, such as one which maximizes the far/near
user performance while ensuring a pre-defined QoS level at near/far user, are also
possible to design. In this case the set of transmit or/and receive antennas which
guarantee the pre-defined performance must be first selected, among which the best
transmit/receive antenna is selected.

In what follows next we will consider another kind of full-duplex cooperative
NOMA system, namely, a full-duplex NOMA cognitive relaying system. Cognitive
radio paradigm has attracted wide research attention now for a considerable period
as an effective solution to the so-called spectrum scarcity problem in wireless
communications. To this end, some studies such as [52] have shown that the
introduction of full-duplex operation into cognitive radio systems can improve
the spectral efficiency. Furthermore, by integrating NOMA with cognitive radio,
additional gains in terms of the spectral efficiency can be reaped. Hence full-duplex,
NOMA, and cognitive radio in combination are worthwhile to study in detail so that
their suitability to implement future wireless systems can be established.

7.5 Cognitive NOMA Systems with Full-Duplex Relaying

NOMA can be viewed as a form of the spectrum sharing concept, where a user with
a better channel operates in the spectrum resided by a user with a weak channel [53].
The NOMA strong user and NOMA weak user can be conceptualized as a cognitive
user (CU) and primary user (PU) in a cognitive radio network. Therefore, the
transmit power of the NOMA strong user is limited by the NOMA weak user’s
SINR. Following this point of view, a variation of NOMA coined as cognitive radio
inspired NOMA (CR-NOMA) has been studied in [53], where both the PU and CU
can be served simultaneously in the same spectrum. Therefore, compared to the
conventional cognitive radio systems, a higher spectral efficiency can be realized.

7.5.1 System Model

Deploying NOMA and full-duplex communication in spectrum sharing networks is
a promising alternative to further improve the spectral efficiency [43]. Figure 7.10
shows a full-duplex cognitive relay network, where the PUs and CUs operate on the
same frequency band. The secondary network consists of a cognitive AP, a DF full-
duplex relay, R, and two users, CU1 and CU2. A direct communication link between
the AP and the near user, CU1, can be established. However, the AP communicates
with the far user, CU2, through a full-duplex relay. The AP, CU1, and CU2 are single
antenna terminals, while the relay is equipped with NT transmit antennas and with
NR receive antennas.
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R

Fig. 7.10 Cognitive NOMA system with full-duplex relaying. The AP of the secondary network
serves CU1 (near user) and CU2 (far user) through a multi-antenna full-duplex relay while a
primary radio transmitter-receiver pair operates in close proximity

AP transmits superposition coded signal s[n] = √
PSa1x1[n] + √

PSa2x2[n], to
the near user CU1 and the relay R, where PS is the AP transmit power, ak is the
NOMA power allocation coefficient, and xk, k ∈ {1, 2} is the symbol intended to
NOMA users. CU1 uses SIC to cancel the interference from CU2 and decode its
own signal at rate R1 = log(1 + γt ), where γt is the set threshold of the received
SINR of CU2. However, due to the full-duplex operation of R, a copy of the CU2’s
signal is received at CU1. Therefore, the effective SINR of CU2 observed at CU1 is

γ1,2 = PSa2|h1|2
PSa1|h1|2 + PR|fT1 wt |2 + σ 2

n

, (7.35)

where PR is the relay transmission power, h1 is the channel between the AP and
CU1, f1 ∈ CNT×1 is the channel between the full-duplex relay and CU1, wt ∈ CNT×1

denotes the transmit beamformer at the full-duplex relay, and σ 2
n is the variance of

AWGN at CU1. If CU1 cancels the CU2’s signal, i.e., γ1,2 ≥ γt , the SINR at CU1
can be written as

γ1 = PSa1|h1|2
PR|fT1 wt |2 + σ 2

n

. (7.36)
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Since the full-duplex relay assists transmissions from AP to CU2, it treats the
symbol of CU1 as interference. Therefore, the SINR at the full-duplex relay can be
expressed as

γR = PSa2|w†
rh2|2

PSa1|w†
rh2|2+PR|w†

rHSIwt |2+ PU |w†
rhPR|2+σ 2

n

, (7.37)

where wr ∈ CNR×1 is the relay receive beamformer, h2 ∈ CNR×1 is the channel
vector between the AP and relay, PU is the primary transmitter power, and hPR ∈
CNR×1 is the channel vector between the primary transmitter and relay. Moreover,
the elements of the NR × NT SI channel HSI are modeled as i.i.d. CN(0, σ 2

SI) [10].
The SNR at CU2 is given by

γR,2 = PR
σ 2
n

|fT2 wt |2, (7.38)

where f2 ∈ CNT×1 is the channel between the relay and CU2.
Since the AP and full-duplex relay simultaneously operates on the same spectrum

band as the primary network, the generated interference on the primary receiver
must remain below the interference threshold Ith in order to maintain the primary
receiver’s QoS. Therefore, AP and relay transmit power should be capped as in [54]

PS |hBP |2 + PR|hTRPwt |2 ≤ Ith, (7.39)

where hBP is the channel between the AP and primary receiver and hRP ∈ CNT×1

is the channel between the R and primary receiver.
The channel coefficients hBP and h1 corresponding to the AP-primary receiver

link and AP-CU1 link are modeled as i.i.d. complex Gaussian RVs with zero mean
and variance λBP and λh1 , respectively. The elements of hRP , h2, f1, f2, and hRP
are i.i.d. zero-mean complex Gaussian RVs with variance λRP , λh2 , λf1 , λf2 , and
λPR , respectively.

7.5.2 Beamforming Design and Power Allocation

In this subsection, joint receive and transmit beamforming design at the full-duplex
relay and AP/relay transmit power allocation is pursued to improve the system
performance.
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7.5.2.1 Joint Beamforming Design and Power Allocation

Consider the problem of joint transmit and receive beamformer design and power
allocation such that the achievable rate of CU1 is maximized, while guaranteeing a
required minimum rate, r̄ , at CU2. The optimization problem can be posed as

max
wt ,wr ,PS,PR

C1(wt , PS, PR), (7.40a)

s.t. C2(wt ,wr , PS, PR) ≥ r̄ , (7.40b)

PS |hBP |2 + PR|hTRPwt |2 ≤ Ith, (7.40c)

‖wr‖ = ‖wt‖ = 1, (7.40d)

PS, PR ≥ 0, (7.40e)

where

C1(wt , PS, PR) = log2 (1 + γ1(wt , PS, PR)) ,

C2(wt ,wr , PS, PR) = log2
(
1 + min

(
γ1,2(wt , PS, PR),

γR(wt ,wr , PS, PR), γR,2(wt , PR)
))
. (7.41)

and constraint (7.40c) ensures the interference to the primary receiver does not
exceed the Ith. The joint optimization problem in (7.40) is non-convex. However,
it can be recast as a rank-constrained semi-definite relaxation (SDR) problem [43].
A detailed algorithm to compute transmit/receive beamformers and power allocation
coefficients is given in [43].

7.5.2.2 Power Allocation for Fixed Beamforming Design

Optimal power allocation with fixed wt and wr is an interesting research problem
in the considered network. The rationale of deploying a fixed design for wt and
wr is that these beamformers reduce the implementation complexity. For instance,
MRT/MRC beamforming is suitable for full-duplex systems as it does not need the
CSI of SI link. Furthermore, MRC/MRT scheme is widely utilized in half-duplex
relaying systems to achieve an optimal performance, and thus it is also worthwhile
to present the performance in the full-duplex case as a benchmark.
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For a given wt and wr , the optimization problem (7.40) can be re-expressed as

max
PS,PR

C1(wt , PS, PR),

s.t. C2(wt ,wr , PS, PR) ≥ r̄ ,
PS |hBP |2 + PR|hTRPwt |2 ≤ Ith,
PS, PR ≥ 0. (7.42)

The optimum solutions of (7.42) are given by [43]

PR,OPT = σ 2
n r̃

|fT2 wt |2
, (7.43a)

PS,OPT =
Ith − σ 2

n r̃

|fT2 wt |2 |h
T
RPwt |2

|hBP |2 . (7.43b)

7.5.2.3 ZF-Based Fixed Beamforming Schemes

The joint optimization design has high computational complexity due to the SDR.
To lower the computational complexity, ZF-based beamforming designs can be
deployed at the R, where the multiple receive/transmit antennas at the R are utilized
to completely cancel the SI [12].

TZF Scheme Transmit antennas of the relay are exploited to cancel the SI. To
guarantee feasibility of the TZF scheme, we need to deploy at least two relay
transmit antennas, i.e., the condition NT > 1 should be satisfied. In addition, at the
relay input MRC is applied , i.e., wMRC

r = h2‖h2‖ . Accordingly, the optimal transmit
beamformer wt can be obtained by solving

max‖wt‖=1
|fT2 wt |2, s.t. h†

2HSIwt = 0. (7.44)

The optimal transmit vector wt is obtained in [47] as

wZF
t = Bf∗2

‖Bf∗2‖
, (7.45)

where B = INT −
H†

SIh2h†
2HSI

‖h†
2HSI‖2

.
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RZF Scheme With this scheme, wt can be fixed following MRT as wMRT
t = f∗2‖f2‖

and wr is designed to satisfy w†
rHSIwt = 0. To guarantee feasibility of the RZF

scheme, we should have the condition that NR > 1. The optimal receive beamformer
wr is the solution of

max‖wr‖=1
|w†
rh2|2, s.t. w†

rHSIf
∗
2 = 0. (7.46)

Let us denote C = INR −
HSIf

∗
2fT2 H†

SI
‖HSIf

∗
2‖2 . The solution of (7.46) can be obtained as

wZF
r = Ch2

‖Ch2‖ . (7.47)

Both TZF and RZF schemes neglect the near user performance which is degraded
due to the interference caused by the full-duplex relay. This motivates designing an
alternative beamforming scheme, namely the RTZF scheme [43].

RTZF Scheme The RTZF scheme aims to design wt and wr such that the inter-
ference at CU1 and SI at the R are totally cancelled. The optimal wt is found by
solving

max‖wt‖=1
|fT2 wt |2, s.t. fT1 wt = 0. (7.48)

The weight vector wRTZF
t can be attained as wRTZF

t = Ξ⊥f∗2
‖Ξ⊥f∗2‖

, where Ξ⊥ =(
INT − f1(fT1 f1)

−1fT1
)

is the projection idempotent matrix.
Furthermore, the optimal receive beamformer wr is found by solving the problem

max‖wr‖=1
|w†
rh2|2, s.t. w†

rHSIw
RTZF
t = 0, (7.49)

and wRTZF
r is given by wRTZF

r = Π⊥h2
‖Π⊥h2‖ , where Π⊥ = INR −

HSIw
RTZF
t (wRTZF

t )†H†
SI

‖HSIw
RTZF
t ‖2

is the projection idempotent matrix.

Figure 7.11 shows the far user rate versus the near user rate with the optimum
scheme and for different values of NR and NT at R. For comparison, the rate region
of the RZF scheme is also included. The optimum design substantially outperforms
the sub-optimum TZF scheme. Moreover, it is evident that by increasing the number
of receive and transmit antennas at the full-duplex relay, the achievable rates of CU1
and CU2 are significantly improved. The main reason is that by increasing NT, new
choices of fading paths become available toward the far user. Consequently, the
received SNR at the CU2 is increased.
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Fig. 7.11 Rate-region of the optimum and RZF schemes (ρth = 15 dB, σ 2
SI = 0.03)

7.5.3 Performance Analysis

Under uniform power assignment between the AP and relay, the outage performance
of the fixed beamforming design, TZF, RZF, and RTZF schemes is investigated.
Transmit power of the AP and relay in this case are given by [54]

PEPA
S = Ith

2|hBP |2 , PEPA
R = Ith

2|hTRPwt |2
, (7.50)

which satisfies the interference constraint (7.39).

7.5.3.1 Outage Probability at the Near User

The CU1 experiences outage events if CU1 fails to detect signal intended to far user,
i.e., x2, and hence cannot cancel it, or when CU1 can detect x2 but fails to decode
signal intended to near user, i.e., x1. The outage probability of CU1 can be written
as [43]

Pout,1 = 1 − Pr
(
Ō

1
CU1

⋂
Ō

2
CU1

)

= 1 − Pr
(
γ i1,2 � θ2, γ i1 � θ1

)
, (7.51)

where i ∈ {TZF,RZF,RTZF}, θ2 = 2R2 − 1, and θ1 = 2R1 − 1.
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It can be readily checked that the statistics of γRZF
1,2 (γRZF

1 ) and γ TZF
1,2 (γ TZF

1 ) are
identical. Thus, RZF and RZF provide the same outage performance at CU1. Let

μ = max
(

θ2
b0−b1θ2

, θ1
b1

)
with b0 = a2

λh1
λBP
, b1 = a1

λh1
λBP

. The outage probability of

the near user with the TZF and RZF schemes can be derived as [43]

PTZF
out,1=PRZF

out,1 = 1− 1

(1− μb2)+ 2μ/ρth

×
(

1+ μb2

(1−μb2)+ 2μ/ρth
ln

(
μb2

1+ 2μ/ρth

))
, (7.52)

if 0 < θ2 ≤ a2
a1

, otherwise PTZF
out,1 = PRZF

out,1 = 1 , where b2 = λf1
λRP

, and ρth = Ith
σ 2
n

.

Moreover, with the RTZF scheme, outage probability can be derived as

PRTZF
out,1 = 1 − ρth

ρth + 2ζ
. (7.53)

7.5.3.2 Outage Probability at the Far User

The CU2 is in outage when R fails to decode x2 or when R can decode x2 but CU2
is unable to successfully decode x2 correctly. Hence, the outage probability at CU2
is given by

Pout,2 = Pr
(

min
{
γ iR, γ

i
R,2

}
< θ2

)
, (7.54)

where i ∈ {TZF,RZF,RTZF}.
The exact outage probability of CU2 for the TZF, RZF, and RTZF schemes can

be expressed as [43]

Pi
out,2

=
⎧⎨
⎩

(
c3
θ2
+ 1
)−Ni+

(
1−
(
c3
θ2
+1
)−Ni)∫∞

0

(
ρth(c0−θ2c1)
θ2(c2ρthx+2)+ 1

)−Mi
e−xdx, θ2 < a2

a1
,

1, θ2 >
a2
a1
,

(7.55)

where i ∈ {RZF,TZF,RTZF}, c0 = a2
λh2
λBP

, c1 = a1
λh2
λBP

, c2 = 2λPR
ρU
ρth

with

ρU = PU
σ 2
n

, and c3 = ρth
2
λf2
λRP

. Moreover, Ni and Mi for different beamforming

schemes are summarized in Table 7.2.
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Table 7.2 Parameters of the asymptotic outage probability expressions of different ZF-based
schemes

Scheme Ni Mi Ψi(NR) Φi(NR) Diversity order

TZF NT − 1 NR NR(NR+1) NR(NR+1)2(NR+2)
2 min(NR,NT − 1)

RZF NT NR − 1 NR(NR−1) (NR−1)NR
2(NR+1)

2 min(NR − 1,NT)

RTZF NT − 1 NR − 1 NR(NR−1) (NR−1)NR
2(NR+1)

2 min(NR−1,NT−1)

We now look into the high SNR region, i.e., ρth →∞, to provide some insights
on the diversity order of the ZF-based schemes. The asymptotic outage probability
expression for the TZF, RZF, and RTZF schemes can be derived as [43]

P̃i
out,2 ≈

(2λRP θ2
λf2

)Ni( 1

ρth

)Ni+ e 1
ρU λPR Γ (NR+1)

(
2ρUλPRθ2
c0−θ2c1

)Mi( 1

ρth

)Mi

×
(

1−Ψi(NR)

(
2ρUλPRθ2
c0−θ2c1

)(
1

ρth

)
+Φi(NR)

(
2ρUλPRθ2
c0−θ2c1

)2( 1

ρth

)2)
,

(7.56)

where i ∈ {RZF,TZF,RTZF}, Γ (a) is the Gamma function [48, Eq. (8.310.1)],
and Ψi(NR), and Φi(NR) for different scheme are given in Table 7.2. We report the
diversity order of the ZF-based schemes in Table 7.2.

Figure 7.12 illustrates the outage performance of the far with ZF-based beam-
forming schemes and for different antenna setups. It can be observed that the TZF,
RZF, and RTZF schemes achieve the intended diversity orders, reported in Table 7.2.
Moreover, it is noted that with different antenna setups, diversity order of RTZF
and TZF/RZF is identical, however, in some cases due to the higher array gain, the
TZF/RZF scheme provides a superior performance in the low SNR region.

7.6 Future Research Directions

As of now, research community and industry face several important issues for the
design of full-duplex NOMA systems. These issues can be grouped into key areas
as:

• Interference management in full-duplex NOMA systems: In general, due to
the full-duplex operation, several interference links are created. For example, in a
multi-cellular setting, uplink-downlink operation creates SI at the BS, inter-user
interference at the downlink user as well as inter-cell interference. Such increased
levels of interference can lower the ability of a NOMA user to decode message
using SIC. Hence, in order to understand the NOMA performance degradation,
interference due to full-duplex operation should be carefully studied. Moreover,
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in order to establish a specific level of QoS, effective interference mitigation
techniques should be adopted network wise.

• Multiple-antenna processing and user pairing: Spatial SI cancellation is
an attractive solution to control the input-output coupling at a full-duplex
transceiver. However, such schemes cannot be applied directly in NOMA
systems. This is because, MIMO processing would also affect the effective link
conditions at the NOMA users. Hence, new beamforming techniques, antenna
selection, and user pairing schemes should be developed such that a balance
between SI suppression and link conditions could be achieved. Moreover, mas-
sive MIMO technology is attractive to implement full-duplex NOMA systems as
it can suppress the effect of SI using simple linear processing. To this end, how
issues of massive MIMO such as pilot contamination, channel aging, imperfect
RF chain calibration affect full-duplex NOMA performance forms a body of
interesting future research work.

• Massive access with machine-type communications: NOMA stands out as
an attractive solution to implement massive access in machine-type devices.
However, it is well known that such devices are subject to energy constraints.
Therefore, how available limited energy can be efficiently managed for oper-
ations such as SIC and SI cancellation seems a challenging problem to solve.
Moreover, in order to implement massive access, full-duplex medium access
control protocols that allow monitoring of the channel and backoff when a
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collision is detected in combination with NOMA and power control should be
developed.

• Wireless security for full-duplex NOMA systems: NOMA systems are vul-
nerable to various security threats, yet at the same time physical layer security
techniques can be implemented with NOMA. Use of NOMA ensures mixing of
signals, hence common messages along with the ability of full-duplex to transmit
while receiving can be exploited create jamming signals that can overwhelm an
eavesdropper’s receiver. As such, it is important to research on schemes that show
promise to augment the security of full-duplex NOMA systems.

There has been an upsurge of interest recently to use machine learning and
artificial intelligence techniques in wireless systems. Use of such algorithms also
holds promise in full-duplex NOMA systems, for example, to learn interference
characteristics, user mobility, and time varying channel conditions so that effi-
cient power control techniques, user pairing methods, massive access protocols,
and secure transmission schemes of dynamic nature can be developed.

7.7 Conclusions

In this chapter, applications of NOMA in full-duplex wireless communication
systems were investigated. We first considered downlink NOMA transmission
helped by a full-duplex multi-antenna relay. We derived optimum and suboptimal
beamforming schemes at the relay and provided the outage probability of the RNRF
and NNNF user selection. Then, we studied the antenna selection problem for
a full-duplex multi-antenna equipped cooperative NOMA system. Two specific
antenna selection schemes to improve the near/far user end-to-end SINR values
were presented. The performance of both antenna selection schemes was derived
in terms of the ergodic sum rate and outage probability. We next explored a
beamformer design and power allocation problem for a full-duplex relay-assisted
NOMA cognitive radio system. In particular, our optimization goal was to maximize
the NOMA near user rate under a NOMA far user rate threshold.

In all systems studied, use of full-duplex communications can deliver improved
performance in comparison to half-duplex communications. These gains depend on
the number of antennas of the system as well as on channel parameters. In order
to translate the performance benefits highlighted in the chapter for future practical
implementation, careful selection of their values is therefore recommended.
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Chapter 8
Full Duplex and Wireless-Powered
Communications

Onel L. Alcaraz López and Hirley Alves

Abstract Wireless energy transfer (WET) is an attractive energy-efficient technol-
ogy that has been identified as a potential enabler for the Internet of Things (IoT)
era. Recently, there is an increasing interest in combining full duplex (FD) and
WET to achieve greater system performance, and in this chapter we overview the
main characteristics of the wireless-powered communication networks (WPCNs),
the approaches for modeling the energy-harvesting (EH) conversion process, and
the main FD architectures, namely (1) FD bidirectional communications, (2) FD
relay communications, and (3) FD hybrid access point (AP), along with their
particularities. We also discuss two example setups related with architectures (1)
and (3), while demonstrating the suitable regions for FD operation in each case. For
the former we demonstrate the gains in energy efficiency (EE) when the base station
(BS) operates with FD for self-energy (SEg) recycling, while for the latter we show
that the linear EH model is optimistic and that the FD design is not only simpler
than half duplex’s (HD) but it also can offer significant performance gains in terms
of system reliability when the successive interference cancellation (SIC) hardware
performs not too bad. Finally, some possible research directions for the design and
deployment of FD wireless-powered systems are identified.

8.1 Introduction

With the advent of the Internet of Things (IoT) era, where communication systems
should support a huge number of connected devices, there is an increasing interest
in energy-efficient technologies. This is because (1) IoT devices are mostly low
power and (2) powering and uninterrupted operation of such potential massive
number of IoT nodes is a major challenge. Energy-harvesting (EH) techniques have
recently drawn significant attention as a potential solution, and a variety of energy
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sources such as heat, light, and wind have been considered for EH in wireless
networks [1]. These natural energy sources are usually location, weather, or climate
dependent and may not always be available in enclosed/indoor environments or
suitable for mobile devices. In that sense, wireless energy transfer (WET) [2], as
a particular EH technique that allows the devices to harvest energy from radio-
frequency (RF) signals, is very attractive because of the coverage advantages of RF
signals, especially for IoT scenarios where replacing or recharging batteries requires
high cost and/or can be inconvenient or hazardous (e.g., in toxic environments), or
highly undesirable (e.g., for sensors embedded in building structures or inside the
human body) [3].1

Recently, there is an increasing interest in combining full duplex (FD) and WET
to achieve greater system performance [4–31]. The reasoning behind is based on
the fact that FD radios should not operate with very high transmit power due to
the negative effect of the self-interference (SI), while path loss significantly limits
the EH performance. Additionally, the idea of self-energy (SEg) recycling from the
SI [14, 25, 26] has been shown to be beneficial by providing a secondary energy
source, and consequently SI from the data transmission is no longer a nuisance to
be strongly suppressed by an expensive hardware. Also, multiple-antenna setups
are appropriate for both FD and WET operation since they help the receivers to
accumulate more energy, while at the same time spatial SI cancellation techniques
can be deployed [11, 16]. Therefore, incorporating FD operation in many WET
systems will bring benefits in terms of increased spectral and energy efficiency (EE);
of course, as long as the systems are properly designed.

8.1.1 Wireless-Powered Networks: An Overview

The idea of WET was first conceived and experimented by Nicola Tesla in 1899.
However, the area did not pick up until the 1960s when microwave technologies
rapidly advanced [2]. Nowadays, systems incorporating WET are becoming feasible
due to the further advances in technology, the miniaturization of form factors, and
availability of hardware with extremely low-power requirements, e.g., low-power
sensors nodes. Actually, commercialization already began and one can find, for
instance, PowerCast [32] and Cota system [33] products in the market.

Three main WET approaches have been identified in the literature:

1. Wireless EH, which refers to harvesting energy from the ambient RF signals,
e.g., TV broadcasting, Wi-Fi, and GSM signals, and imposes some challenges
due to the variable nature of the ambient RF signals, the path loss and shadowing
vulnerability, and the choice of the rectifier since usually a range of frequencies
must be scanned in order to harvest sufficient amounts of energy;

1Note that we are referring to far-field RF energy transmission, which is different from (close
contact) inductive RF energy transmission or nonradiative RF energy transmission.
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Fig. 8.1 Receiver architecture designs for SWIPT. (a) Separated receiver architecture; (b) time-
switching architecture; (c) power splitting architecture; (d) integrated receiver architecture

2. Dedicated WET, which refers to harvesting energy using dedicated external
sources such as a power beacon (PB). The gains depend on the placement of
PBs, number of users to be served, the ability of the antenna array to focus the
radiated power in the desired direction(s), and others; and

3. Simultaneous wireless information and power transfer (SWIPT), where both,
information and RF energy, are conveyed from the source to the destination [34]
using the same waveform, thus, saving spectrum.

With respect to SWIPT, four receiver architecture designs have been proposed
and analyzed last years [35] (see Fig. 8.1):

• Separated receiver or antenna switching (AS) architecture is shown in Fig. 8.1a.
The antenna array is divided into two sets with each connected to the EH circuitry
or the information receiver. Consequently, this architecture allows to perform EH
and information decoding independently and concurrently, and can be used to
optimize the performance of separated receiver architecture as in [3].

• Co-located receiver architecture permits the EH and information receiver to share
the same antenna(s). This architecture can be categorized into two models, e.g.,
time switching (TS) and power-splitting (PS) architectures, which are shown in
Fig. 8.1b and c, respectively. When operating with TS, the network node switches
and uses either the information receiver or the RF EH for the received RF signals
at a time, while when operating with PS, the received RF signals are split into
two streams for the information receiver and RF energy harvester with different
power levels.
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• Integrated receiver architecture [36] is shown in Fig. 8.1d. The implementation
of RF-to-baseband conversion for information decoding is integrated with the
energy harvester via the rectifier. The RF flow controller can also adopt a switcher
or power splitter, like in the co-located receiver architecture, but the difference
is that the switcher and power splitter are adopted in the integrated receiver
architecture.

In general, the incident RF power at the EH receiver can be written as

PRF =
∣∣∣∣∣
T∑
i=1

Pi[wi]1×Ni [Hi]Ni×M1M×1

∣∣∣∣∣
2

, (8.1)

or

PRF =
T∑
i=1

∣∣∣Pi[wi]1×Ni [Hi]Ni×M1M×1

∣∣∣2 , (8.2)

where T is the number of energy transmitters, Pi ,Ni , and wi are the overall transmit
power, the number of transmit antennas, and the normalized complex precoding
vector, e.g., ||wi ||22 = 1, at the i-th energy transmitter, respectively,M is the number
of EH antennas at the receiver, while Hi is the complex channel matrix between
the i-th energy transmitter and the EH receiver. Notice that (8.1) holds when the
energy transmitters are fully synchronized and transmitting the same energy signals,
while (8.2) holds when signals are fully independent. In both cases it is assumed a
common EH circuitry for all receive antennas.

In case that the PS architecture is used, only a portion ρ ∈ [0, 1] of this power
goes to the RF-to-DC converter, while the remaining portion, 1 − ρ, goes to the
information decoding circuitry. Similarly, if TS scheme is utilized, the energy is
harvested during a portion τ ∈ [0, 1] of the time, and the remaining portion, 1 − τ ,
is used for information decoding. Therefore, at the input of the RF-to-DC converter
the RF power is P ∗

RF
= ρPRF under PS, and P ∗

RF
= PRF during a portion τ of the

time and P ∗
RF
= 0 the remaining portion under TS. Now, the harvested energy,2 PDC ,

can be written as a function of P ∗
RF

, as

PDC = f
(
P ∗

RF

)
, (8.3)

where f : R → R is a non-decreasing function of its argument. One important
factor that limits the performance of a WET receiver is the RF-to-DC energy
conversion efficiency. In fact, in most of the works f is assumed to be linear for

2We use the terms energy and power indistinctly, which can be interpreted as if harvesting time is
normalized.
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Table 8.1 Nonlinear EH models

f (x) Reference f (x) Reference

ce−ab
(
eab − e−a(x−b))(1 + e−a(x−b))−1 [38] ax3+bx2+cx

p3x
3+p2x

2+p1x+p0
[37]

ax+b
x+c − b

c
[16] ax2 + bx + c [39]

analytical tractability, which implies that

f (x) = ηx, (8.4)

where η is a RF-to-DC energy conversion efficiency constant, thus, independent
of the input power. However, many measurement data have revealed that the
conversion efficiency actually depends on the input power [37] and consequently,
the relationship between the input power and the output power is nonlinear.
Table 8.1 summarizes the main nonlinear EH models in the literature where
a, b, c, p3, p2, p1, p0 are constants determined by standard curve-fitting and are
related to the detailed circuit specifications such as the resistance, capacitance, and
diode turn-on voltage. The accuracy of the models depends on the fitting regions
and on the specific characteristics of the EH circuits.

Finally, by just considering three factors such as (1) the sensitivity, which is the
minimum RF input power required for energy harvesting, (2) the saturation level,
which is the RF input power for which the diode starts working in the breakdown
region and from that point onwards the output DC power keeps practically constant,
and (3) a constant energy efficiency η between the sensitivity and saturation points;
one can come up with a simple but accurate piece-wise model as illustrated in [40].

8.1.2 State of the Art on FD Wireless-Powered Networks

In the following we overview the recent results in FD wireless-powered communica-
tions separately according to three main topologies: FD bidirectional, FD relay, and
FD hybrid access point (AP) communications, while other works are also discussed.
Usually, the authors consider the harvest-use (HU) protocol, where the harvested
energy cannot be stored and immediately must be consumed in order to maintain
operability. A summary of the discussed results is shown in Table 8.2.

8.1.2.1 FD Bidirectional Communications

This kind of topology involves two-way information flow and one or two-way
energy flow between the devices [4–7]. Specifically, the authors in [4] consider the
PS architecture at EH receiver (one-way energy flow) and minimize the weighted
sum transmit power by jointly designing the transmit beamforming vector of the
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Table 8.2 Summary of the results on FD wireless-powered communications

WET approach
and receiver Tuning parameter

Literature Topology architecture for optimization Optimization goal

[4] Bidirectional SWIPT-PS Transmit
beamforming
vector, ρ and the
transmit power

Minimizing the weighted
sum transmit power

[5] Bidirectional SWIPT-PS Transmit power and
ρ

Maximizing the sum-rate

[6] Bidirectional SWIPT-TS Transmit
beamforming
vector, τ

Maximizing the UL
throughput

[7] Bidirectional SWIPT-TS τ , beamforming
and transmit power

Maximizing the EE

[8] Relay
(AF/DF)

SWIPT-TS τ Maximizing the
throughput

[9] Relay (AF) SWIPT-TS τ Minimizing outage
probability

[10] Relay (DF) SWIPT-PS ρ Maximizing the
end-to-end signal-to-
interference-plus-noise
ratio (SINR)

[11] Relay (DF) SWIPT-TS Transmit and
receive
beamforming

Maximizing the
end-to-end SINR

[12] Relay (AF) SWIPT-TS
(τ = 1/2)

Power allocation
and transmit
beamforming

Maximizing the
throughput

[13] Relay (DF) SWIPT-TS Receive and
transmit
beamformers, and τ

Maximizing the
instantaneous throughput

[14] Relay (AF) SWIPT-TS
(τ = 1/2)

Beamforming Maximizing
signal-to-noise ratio
(SNR)

[15] Relay
(AF/DF)

SWIPT-TS Transmit
beamforming
(AF,DF) and τ (DF)

Maximizing the
physical-layer security

[16] Relay (AF) SWIPT-TS/PS Relay node Minimizing outage
probability

[17] Hybrid AP Dedicated
WET

Antenna role Ergodic capacity

(continued)
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Table 8.2 (continued)

WET approach
and receiver Tuning parameter

Literature Topology architecture for optimization Optimization goal

[18] Hybrid AP Dedicated
WET

DL and UL
transmit powers and
time slots duration

Maximizing the
long-term weighted
throughput

[19] Hybrid AP Dedicated
WET

Time slots duration Maximizing the
throughput, and
minimizing the total time

[20] Hybrid AP Dedicated
WET

Transmit powers Minimizing the aggregate
power and maximizing
the throughput

[21] Hybrid AP Dedicated
WET

Subcarrier
scheduling and
transmit powers

Maximizing the sum-rate

[22] Hybrid AP Dedicated
WET

Time slots duration
and transmit power

Maximizing the
throughput

[23] Hybrid AP Dedicated
WET

Time slots duration Maximizing the
sum-throughput

[24] Hybrid AP Dedicated
WET

DL beamforming
and UL transmit
power

Minimizing DL/UL
transmit power and
maximizing the total
harvested energy

[25] Hybrid AP Dedicated
WET

Duration of each
phase, DL
beamformers, and
the UL transmit
power

Maximizing the sum-rate,
and EE

[26] Hybrid
FD/HD
4-node setup

SWIPT-PS − −

[27] Relay (AF)
with EH
destination

SWIPT-PS Beamforming Minimizing MSE

[28] Co-channel
energy and
information
transfer

Dedicated
WET

Energy and
information
beamformings

Maximizing the
achievable data rate

[29] FD friendly
jammer

Dedicated
WET

− −
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energy transmitter, the receive PS ratio, ρ, and the transmit power value of the
EH device. The main limitation is that perfect successive interference cancellation
(SIC) is assumed, which is not a practical assumption. Meanwhile, a point-to-
point system where each two-antenna node houses identical transmitter–receiver
pair is investigated in [5]. Each receiver intends to simultaneously transmit &
decode information and harvests energy from the received signal. Therein, the
authors propose transmit power and received PS ratio optimization algorithms that
maximize the sum-rate subject to the transmit power and EH constraints. According
to simulation results the residual SI may inhibit the system performance when it is
not properly handled. On the other hand, some techniques for optimizing transmit
beamforming in a FD multiple-input multiple-output (MIMO) setup, where the TS
architecture is implemented at the EH receiver, are proposed in [6]. The problem
is addressed when either complete instantaneous channel state information (CSI)
or only its second-order statistics are available at the transmitter, while the authors
demonstrate the advantages of the proposed methods over the sub-optimum and HD
ones.

Finally, the potential of harvesting energy from the SI of a FD base station
(BS) is further investigated in [7]. The BS is equipped with a SIC switch, which
is turned off for a fraction of the transmission period for harvesting the energy
from the SI that arises due to the downlink (DL) transmission. For the remaining
transmission period, the switch is on such that the uplink (UL) transmission takes
place simultaneously with the DL transmission. The authors explore the optimal
time-splitting factor, τ , that maximizes the EE of the system along with the optimal
beamforming and power allocation design for the DL and UL, respectively.

8.1.2.2 FD Relay Communications

A low-power FD relay node that assists the communications between the source
and destination is powered by a WET process. The three-node FD relay wireless-
powered communication network has been investigated in [8–15].

Both amplify and forward (AF) and decode and forward (DF) relaying protocols
are studied in [8] using the TS architecture. An analytical characterization of
the achievable throughput of three different communication modes, instantaneous
transmission, delay-constrained transmission, and delay-tolerant transmission, is
provided, while the optimal τ is investigated. It is shown that the FD relaying could
substantially boost the system throughput compared to the conventional half duplex
(HD) relaying architecture for the three transmission modes. An analysis of the
outage probability in a TS AF FD setup is presented in [9] under imperfect channel
state information (CSI). Numerical results provide some insights into the effect of
various system parameters, such as τ , η, the noise power, and the channel estimation
error on the performance of this network. Different from previous works, [10]
explores both, the HU and harvest-use-store models, where the latter is implemented
by switching between two batteries for charging and discharging with the aid of a PS
architecture. A greedy switching policy is implemented with energy accumulation
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across transmission blocks in the harvest-use-store model. Also, the optimal ρ is
presented and the corresponding outage probability is derived by modeling the
relay’s energy levels as a Markov chain with a two-stage state transition.

The above works consider single-antenna source and destination nodes, while the
relay is equipped with two antennas, one receive antenna for EH and information
reception and one transmit antenna, which enables the FD operation. The case
of multiple-input single-output (MISO) or multiple-input multiple-output (MIMO)
relaying is considered in [11–15]. Three different interference mitigation schemes
are studied in [11], namely (1) optimal, (2) zero-forcing (ZF), and (3) maximum
ratio combining (MRC)/maximum ratio transmission (MRT), for a FD DF MIMO
relaying system, and the authors attain outage probability expressions to investigate
delay-constrained transmission throughput. In [12], the source is equipped with
multiple antennas, while the FD MISO relay node operates with the AF protocol,
and the authors find the optimal power allocation and beamforming design. The
instantaneous throughput is maximized in [13], while results reveal how the relay
beamforming, using MRC, ZF, and MRT, increases both the EH and SI suppression
capabilities at the MIMO FD DF relay. The possibilities and limitations of SEg recy-
cling for RF powered MIMO relay channels is studied in [14]. Therein, a geometric
geodesic approach rendered a simple beamformer optimization for both DL only
and joint up-down link protocols, providing efficient strategies for power allocation
between data transmission and WET. The authors show that the hardware design
for a high recycling ratio is the prerequisite for the proposed system to operate with
EE. Different from previous literatures, in [15] an eavesdropper is threatening the
information confidentiality in the last hop and the goal is to maximize the physical-
layer security under harvested energy constraints. The authors show the trade-off
between AF and DF protocols according to the occurrence probability of non-zero
secrecy rate.

On a different note, [16] investigates a FD wireless-powered two-way commu-
nication networks, where two hybrid APs and multiple AF relays operate all in
FD mode. Both, TS and PS, architectures are considered, the new time division
duplexing static power splitting (TDD SPS) and the full duplex static power splitting
(FDSPS) schemes as well as a simple relay selection strategy are proposed to
improve the system performance.

8.1.2.3 FD Hybrid AP

Herein, data/energy from/to users in the UL/DL channel are transmitted and
received simultaneously. The single user case is investigated in [17], where the
serving user is also FD. The AP and user are both equipped with two antennas,
one for WET from the AP to user and the other for UL WIT from the user to AP,
where WET and WIT are performed simultaneously through the same frequency
band. The role of each antenna (i.e., transmission or reception) is not predefined
and the authors propose an antenna pair selection scheme to improve the system
performance. The two-HD user scenario is studied in [18] where the focus is on
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the long-term weighted throughput maximization problem. To that end, the analysis
takes into account CSI variations over future slots and the evolution of the batteries
when deciding the optimal resource allocation.

Different from above, the works in [19–25] analyze scenarios with an arbitrary
number of serving users. In [19], the authors investigate the sum-throughput
maximization problem and the total time minimization problem under perfect SIC
for a setup where each user can continuously harvest wireless power from the AP
until it transmits. Two distributed power control schemes for controlling the UL
transmit power by the FD user equipments (UEs) and the DL energy-harvesting
signal power by the FD AP are proposed in [20]. The objectives are minimizing
the aggregate power subject to the quality of service requirement constraint and
maximizing the aggregate throughput. Meanwhile, maximizing the sum-rate is the
goal of the work in [21] where a joint subcarrier scheduling and power allocation
algorithms for OFDM systems are investigated to that end. In [22], the authors
design a protocol to support simultaneous WET in the DL and WIT in the UL by
jointly optimizing the time allocations for WET and different users for UL WIT, and
the transmit power allocations over time at the AP, such that the users’ weighted
sum-rate is maximized. With a similar setup, but now considering FD operation
also at the UEs and with perfect SIC, the authors in [23] derive the optimal UL time
allocation to users to maximize the network sum-throughput.

A new kind of systems comprising a FD AP, multiple single-antenna HD users
and multiple energy harvesters equipped with multiple antennas, is considered in
[24]. Therein, a multi-objective optimization taking into account heterogeneous
quality of service requirements for UL and DL communication and WET is
proposed, and the authors study the trade-off between UL and DL transmit power
minimization and total harvested energy maximization. Finally, a system consider-
ing a FD multiple-antenna AP, multiple single-antenna DL users, and single-antenna
UL users, where the latter need to harvest energy for transmitting information to the
AP, is investigated in [25]. The communication is divided into two phases such
that in the first one, the AP uses all available antennas for conveying information to
DL users and wireless energy to UL users via information and energy beamforming,
respectively, while in the second phase, UL users send their independent information
to the AP using their harvested energy while the AP transmits the information to the
DL users. The aim of the work is to maximize the sum rate and EE under UL user’s
achievable information throughput constraints by jointly optimizing beamforming
and time allocation. In all the above works, the authors utilize the HD setup
as benchmark while showing the benefits and limitations of the investigated FD
operation.

8.1.2.4 Others

Herein we briefly discuss some works that do not fit, or at least not well, into
the previous topologies. In [26], an energy-recycling single-antenna FD radio
is designed by including a power divider and an energy harvester between the
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circulator and the receiver chain. This brings advantages in terms of both spectral
efficiency and energy consumption since it allows performing both, an arbitrary
attenuation of the incoming signal and the recycling of a non-negligible portion
of the energy leaked through the nonideal circulator. The authors analyze the
performance gains of this architecture in a four-node scenario in which two nodes
operate in FD and two nodes in HD, while they also provide valuable numerical
results obtained under practical parameter assumptions. In [27], the authors consider
a FD MIMO AF relay network but different from the works in Sect. 8.1.2.2 herein
the destination node is the energy-limited node and performs SWIPT with the PS
architecture. A joint optimization problem of source and relay beamformers under
their transmit powers’ constraints and the user’s EH constraint is formulated and
solved such that the mean-square-error (MSE) in the detection is minimized. In
[28], the authors refer to a setup where the EH node harvests energy from a PB
and at the same time and frequency it transmits its information to the destination,
thus, a FD operation different than in all the previous works. The achievable data
rate is maximized by jointly optimizing the energy beamforming at the PB and
the information beamforming at the EH node subject to their individual transmit
power constraints. Finally, a cooperative jamming protocol, termed as accumulate-
and-jam (AnJ) is proposed in [29] to improve physical-layer security. This is done
by deploying a FD EH friendly jammer to secure the direct communication between
source and destination in the presence of a passive eavesdropper and under imperfect
CSI.

In the next two sections we present and analyze two example setups related with
the FD bidirectional (Sect. 8.2) and FD hybrid AP (Sect. 8.3) architectures discussed
previously. The suitable regions for FD operation are investigated in each case.

8.2 SEg Recycling for EE

Herein we consider a FD small cell BS (SBS) equipped with one transmit (Tx) and
one receive (Rx) antenna, which serves one DL and one UL single-antenna UE,
denoted as D and U , respectively. The SBS is powered by a regular grid source
that can supply at most a power Pmax, and is also equipped with an RF EH device
and a rechargeable battery for energy storage. The setup is represented in Fig. 8.2
where UD, TD, TR, UR denote the links U → D, Tx → D, Tx → Rx , and U →
Rx , respectively. Notice that the system model corresponds to a FD bidirectional
topology as described in Sect. 8.1.2.1. We assume quasi-static Rayleigh fading such
that hUD, hUR, hTD ∼ Exp(1) are the normalized power channel coefficients of the
far-field links, which remain unchanged for a time block of duration T . Meanwhile,
g = hTR is treated as a constant since this channel exhibits the near-field property
different from the far-field fading [14, 41].

The transmission time is divided into phases of duration τT and (1 − τ)T , and
without loss of generality we set T = 1. In the first phase, the SBS transmits the
information-bearing toD, whileU is silent and the SIC switch in this phase is turned
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Fig. 8.2 System model. FD
SBS serving one DL and UL
devices

off for SEg harvesting.3 Then, the received signal at D is given by

yd,1 =
√
hTDϕTD(pF + pEH)sd + wd, (8.5)

where sd , E[|sd |2] = 1, is the data signal from SBS and pF and pEH are the power
that the SBS draws from the power grid and the power coming from the EH process.
Thus, pF+pEH constitutes the transmit power of the SBS. Additionally, ϕj denotes
the path loss in the link j ∈ {UD,UR,TD}, and wi is the complex additive white
Gaussian noise (AWGN) at node i ∈ {D,U,SBS} and we assume them with the
same variance σ 2. Since the EH process is also carried out in this phase when the
SBS harvests the energy from the SI, the signal at Rx in the SBS is given by

ysbs,1 =
√
g(pF + pEH)ssbs + wsbs, (8.6)

where E[|ssbs|2] = 1. Consequently, using the linear EH model in (8.4) the SEg
harvested at the SBS in the first phase is given by

E = ητE[|ysbs,1|2] = ητg(pF + pEH), (8.7)

where the noise term is ignored in the last step as its contribution is negligible. Since
the energy E in (8.7) is going to be used during the entire block (of unit duration)
for transmission by assisting the power-grid consumption, we have that E = pEH
and there is an energy loop described by

pEH = ητg(pF + pEH) = ητgpF

1 − ητg , (8.8)

where the last step comes from isolating pEH in the first line. Notice that since
η, τ, g < 1 we have that 1 − ητg > 0.

3U keeps silent in this phase since channel UR is not sufficiently strong for WET, thus, the SBS
only relies on the SEg for EH purpose.



8 Full Duplex and Wireless-Powered Communications 231

In the second phase, the SBS turns the SIC switch on, which causes an
attenuation ζ � 1 of the SI signal, thus, the signal received at Rx in the SBS is
given as

ysbs,2 =
√
hURϕURpUsu +

√
ζg(pF + pEH)ssbs + wsbs, (8.9)

with E[|su|2] = 1, and the instantaneous SINR is

γsbs = hURϕURpU

ζg(pF + pEH)+ σ 2
= hURϕURpU

ζgpF
1−ητg + σ 2

, (8.10)

where the last step comes from using (8.8). Meanwhile, the signal received at D in
this phase is given by

yd,2 =
√
hTDϕTD(pF + pEH)sd +

√
hUDϕUDpUsu + wd. (8.11)

Notice that different from (8.5), in (8.11) it is reflected the impact of the interference
coming from U . The impact of this interference is for 1−τ portion of the time, thus,
we can write the instantaneous SINR at D for the whole block duration as

γd = hTDϕTD(pF + pEH)

(1 − τ)hUDϕUDpU + σ 2

= hTDϕTDpF

(1 − ητg)((1 − τ)hUDϕUDpU + σ 2
) , (8.12)

where the last step comes from using (8.8).

8.2.1 Problem Formulation

We assume delay-limited transmission for both DL and UL links such that each
destination node has to decode the received signal block by block, and the transmit
rates (rd and rsbs, respectively) are assumed fixed for many consecutive blocks and
established according to transmitter and/or receiver requirements. Therefore, the

outage event in the link TD, UR is defined as Od
�= {log2(1+γd) < rd} and Osbs

�=
{(1− τ) log2(1+ γsbs) < rsbs}, respectively. Meanwhile, the power consumed from
the grid at the SBS and from the battery or grid source at U and D is given by

Pcon = pF + pU(1 − τ)
ε

+ Pcir,1 + Pcir,2, (8.13)

where ε is the amplifier efficiency at the SBS and U ; and Pcir,1, Pcir,2 is the circuit
consumption at the SBS, and the total circuit consumption atD and U , respectively.
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In compliance with 5G networks, we maximize the system’s EE by jointly
designing pF and τ . Notice that τ ∗ (optimum τ ) might be equal to zero, and in
such case SEg is not beneficial for the system performance. We measure the EE as
the ratio between the throughput and the aggregated energies drawn from any source
but from the SEg recycling process. Therefore,

EE = rd
(
1 − P[Od ]

)+ rsbs
(
1 − P[Osbs]

)

Pcon
, (8.14)

and the optimization problem is stated as follows:

P1 : arg max
pF,τ

EE (8.15a)

s.t. 0 ≤ τ ≤ 1, (8.15b)

pF

ε
+ Pcir,1 ≤ Pmax. (8.15c)

In the next subsection we characterize the outage performance in TD, UR links as
it is required for evaluating (8.14).

8.2.2 Outage Analysis

We proceed as follows:

P[Od ] = P[log2(1 + γd) < rd] (a)= P[γd < 2rd − 1]
(b)= P

[
hTDϕTDpF

(1 − ητg)((1 − τ)hUDϕUDpU + σ 2
) < 2rd − 1

]

(c)= P

[
hTD <

(2rd − 1)(1 − ητg)((1 − τ)hUDϕUDpU + σ 2
)

ϕTDpF

]

(d)= 1 − E

[
e−(b1+b2hUD)

]
(e)= 1 − e−b1

1 + b2
, (8.16)

where (a) comes from isolating γd, (b) comes from using (8.12), (c) is attained by
isolating hTD, while (d) follows by using its cumulative distribution function (CDF)
along with

b1 = (2rd − 1)(1 − ητg) σ 2

ϕTDpF
, (8.17)

b2 = (2rd − 1)(1 − ητg)(1 − τ)ϕUDpU

ϕTDpF
, (8.18)
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and finally, (e) is the result of computing the expectation with respect to the
exponential random variable (RV) hUD.

In the case of P[Osbs] we proceed as follows:

P[Osbs] = P[(1 − τ) log2(1 + γsbs) < rsbs] (a)= P

[
γsbs < 2

rsbs
1−τ − 1

]

(b)= P

[
hURϕURpU
ζgpF

1−ητg + σ 2
< 2

rsbs
1−τ − 1

]
(c)= P

⎡
⎣hUR <

(
2
rsbs
1−τ − 1

) (
ζgpF

1−ητg + σ 2
)

ϕURpU

⎤
⎦

(d)= 1 − e−
(

2
rsbs
1−τ −1

)(
ζgpF

1−ητg +σ2
)

ϕURpU , (8.19)

where (a) comes from isolating γsbs, (b) comes from using (8.10) along with (8.8),
(c) is attained by isolating hUR, while (d) follows by using its CDF.

8.2.3 Numerical Solution

Based on the results in the previous subsection, P1 in (8.15) can be stated as

P2 : arg max
pF,τ

rd
e−b1
1+b2

+ rsbse
−
(

2
rsbs
1−τ −1

)(
ζgpF

1−ητg +σ2
)

ϕURpU

pF+pU(1−τ)
ε

+ Pcir,1 + Pcir,2
(8.20a)

s.t. 0 ≤ τ ≤ 1, (8.20b)

pF ≤ ε(Pmax − Pcir,1). (8.20c)

Notice that P2 would be cumbersome to solve in closed-form because of the tangled
dependence of the objective function on pF and τ . Since convexity analysis seems
also a cumbersome task (in fact, numerical results show that the objective function
is not concave), herein we resort to numerical methods to solve P2 while drawing
some insights from the numerical results. We assume ϕTD = ϕUR = ϕUD = ϕ and
unless stated otherwise the parameter values are those presented in Table 8.3.

Figure 8.3 shows a contour plot of EE vs τ, pF. As clearly shown in the
figure, the objective function in P2 is not concave because of the presence of two
local peaks: one maximum and one minimum, and any algorithm for solving the
optimization problem has to deal with that issue. Notice that p∗F = 25 dBm and most
interesting τ ∗ ≈ 0.42 which is much larger than 0; thus, SEg harvesting results are
advantageous for improving the EE of the system. The success probabilities at that
operation point are 0.63 and 0.99 for TD and UR links, respectively.

In Fig. 8.4, we show the optimization results as functions of rsbs for different
transmit power levels at U and transmit rates in the DL. As shown in Fig. 8.4a,
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Table 8.3 System
parameters for setup in
Fig. 8.2

Parameter Value

pU 25 dBm

Pmax 40 dBm

η 0.5 [4, 7, 16]

ε 0.69 [7]

rd, rsbs 1, 5 bps/Hz

ϕ 10−5

σ 2 −70 dBm [4]

g, ζ −15, −110 dB [7, 12]

Pcir,1, Pcir,2 30, 40 dBm [7]
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Fig. 8.3 EE as a function of pF and τ

only for relatively large data rates in the UL, the SEg harvesting is not beneficial
since τ → 0. A smaller pU and/or DL transmit rate makes SEg less beneficial. In
the first case because the success probability in the UL becomes more dependent
on the transmission time since the U ’s transmit power decreases; while in the
second case, when the DL transmit rate is small, less power resources at the SBS
are necessary, which is also shown in Fig. 8.4b, thus, the need of SEg decreases.
Interesting, Fig. 8.4b shows that as pU increases, p∗F increases as well in almost
all the region. The region for which this holds is particularly dependent on to the
specific values of rsbs and rd, and notice that for rsbs ≥ 7 bps/Hz and rd = 1
bps/Hz, such relation no longer holds. The abrupt changes in the red lines in that
region reflect the interplay of both, UL and DL throughputs, where the rsbs values at
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Fig. 8.4 (a) τ ∗ (top), (b) p∗F (middle), and (c) EE∗ (bottom), as a function of rsbs for pU ∈
{10, 20, 30} dBm and rd ∈ {0.01, 1} bps/Hz
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Fig. 8.5 EE∗ as a function of ζ for ϕ ∈ {10−4, 10−5, 10−6} with/without SEg recycling

the changing points determine when UL or DL throughputs become more relevant
between each other. The EE values attained with the optimum allocation are shown
in Fig. 8.4c and notice that the system is more energy efficient when pU is around
20 dBm. Also, from rsbs = 7.5 bps/Hz onwards the EE is no longer increasing on
rsbs for pU = 10 dBm because the UL success probability affects heavily the UL
throughput.

Finally, in Fig. 8.5 we show the optimum EE as a function of the SIC performance
parameter for the case with and without SEg harvesting and for different path-loss
attenuations. As expected, as the path loss becomes more critical, the EE decreases,
but also the SEg harvesting becomes less beneficial. Additionally, the better the
SIC performance (smaller ζ ) is, more gain from SEg harvesting can be obtained.
This is because, SIC performance affects directly the UL success probabilities, and
when SIC is relatively high, the impact of the UL transmission time becomes more
important and τ ∗ decreases.

8.3 FD for Sporadic IoT Transmissions

In this subsection we consider a FD SBS serving k single-antennas IoT devices,
referred as UEs. The SBS is assumed to be equipped with two antennas. One is for
the DL WET, while the other one is used to receive the UL information transmission
from the users (WIT). Thus, the normalized channel power gains for the DL channel,
hi , and UL channel, gi , are different, and the topology matches the FD Hybrid AP
model described in Sect. 8.1.2.3. The system setup is illustrated in Fig. 8.6, and we



8 Full Duplex and Wireless-Powered Communications 237

Fig. 8.6 System model. FD SBS serving k UEs with Poisson traffic

FD Operation

1. The entire time block is divided in slots.
Thus, each time slot has duration of 1/


.

2. UEs are continuously harvesting energy
until a message arrives to its output buffer.

3. After a data message arrives, the UE keeps
harvesting energy until the current time
slot ends, and then it transmits the message
in the following time slot using all the har-
vested energy.

HD Operation

1. The entire time block is divided in two
parts. The first part, of duration  < 1, is
used only for WET from the SBS to the
UEs, while the second part, of duration
1− , is divided in time slots. Thus, each
time slot has duration of (1− )/ .

2. When a message arrives to the UE’s out-
put buffer, it selects randomly one transmit
time slot from those that are still to come
and transmits over it.

Fig. 8.7 Operation scheme

assume quasi-static fading, e.g., such that channel remains unchanged during the
duration T of a block, and varies independently from one block to another one. We
assume that all the links are subject to the same path-loss attenuation ϕ, and without
loss of generality we set T = 1.

We assume sporadic and short transmissions, which are typical characteristics of
future IoT networks [42]. Hence, we model the arrivals of data messages of fixed
length d (in bits/Hz) to the first-in first-out (FIFO) queue buffer before transmission,
as a Poisson RV with rate λ � 1 (in mssg/block—messages per block). Thus, the
inter-arrivals time, β (in blocks), is exponentially distributed with mean 1/λ.

8.3.1 Slotted Operation

The operation procedure is illustrated in Fig. 8.7 for the FD scheme and the HD
operation counterpart which is used as benchmark. Notice that, for the HD scheme
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there is only one antenna available at the SBS. Additionally, since λ � 1, the
chances of two (or more) consecutive messages arriving to be transmitted in the
same time slot is small, and because it is a rare event and for simplicity, we assume
that the second message cannot be delivered.

8.3.2 FD Performance

By denoting pT as the SBS transmit power, the energy available for harvesting at
the i-th UE in the j -th time slot, is approximately given by

E
(j)
i = pT ϕg

(j)
i

δ
, (8.21)

where the contribution of the noise energy and UL signals from other UEs in the
same slot was ignored. Notice that the transmit power of the low-power UEs that are
concurrently transmitting in the j -th slot is much smaller than the powering signal
coming from the SBS, therefore its contribution would be negligible unless they are
very close from the harvesting device. Herein, we assume its energy contribution
is negligible. On the other hand, because of the quasi-static property we have that
g
(nδ+1)
i = g(nδ+2)

i = · · · = g((n+1)δ)
i , where i = 1, . . . , k and n = 0, 1, . . ., which

also holds for the UL channels, hi .
We consider the two EH models discussed at the end of Sect. 8.1.1. Therefore,

after the WET phase, which lasts for �δβi� consecutive time slots for UEi , the
transmit power is a RV that can be expressed as

pi =
�δβi�∑
j=1

f (δE
(j)
i ) =

�δβi�∑
j=1

f (pT ϕg
(j)
i ), (8.22)

which for the case of the linear model in (8.4) reduces to pi = ηpT ϕ∑�δβi�
j=1 g

(j)
i .

At the SBS side, the received signal in a given time slot j is given by

yj =
k∑
i=1

√
h
(j)
i ϕpiχ

(j)
i si +

√
ψpT sue + ωsbs, (8.23)

where si , E[|si |2] = 1, is the data signal from UEi and χ(j)i denotes the activity of

that UE in the time slot j , this is, χ(j)i = 1 or χ(j)i = 0 if UEi is active or inactive,
respectively. More formally,

χ
(j)
i = I

(
mod(�δβi�, δ)+ 1 = j), (8.24)
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where mod(·, ·) is the modulo operation and I(·) is the indicator function, which
is equal to the unity if the argument is true; otherwise, its output is zero. Finally,
ψ accounts for the combined effect of the SI channel attenuation and the SIC
performance, which similarly to the scenario in the previous subsection is assumed
as a constant; and ωsbs is the complex AWGN at the SBS with variance σ 2. In
case of several UEs transmitting in the same time slot, successive interference
cancellation (also referred as SIC) is carried out when decoding. Therefore, herein
we are interested in SINR after SIC in order to evaluate the system performance.
For ease of exposition let us sort the UEs in descending order according to the value
of h(j)i ϕpiχ

(j)
i , thus, UEi is the i-th UE in the list, and assuming it is active and the

first l = 1, . . . , i − 1 UEs were correctly decoded, its SINR is given by

SINR(j)i = h
(j)
i ϕpi

ϕ
∑k
l=i+1 h

(j)
l plχ

(j)
l + ψpT + σ 2

. (8.25)

Notice that
∑k
l=i+1 h

(j)
l plχ

(j)
l = 0 when i = k.

There is success in decoding the information from the i-th UE in the j -th time
slot when SINR(j)i > 2dδ−1 and the data from the l-th UEs (l = 1, . . . , i−1) were
also decoded correctly. Thus, the overall system reliability is defined as

P fd
succ = E

[∑k
i=1 I(SINR(j)1 > 2dδ − 1)× · · · × I(SINR(j)i > 2dδ − 1)

∑k
i=1 χ

(j)
i

]
,

(8.26)

where the expectation is taken with respect to the fading realizations and user
activity, which depends on the traffic characteristics. Notice that outage events for
the concurrent transmitting UEs are correlated, thus, numerator in (8.26) cannot be
further efficiently simplified.

8.3.3 HD Performance

In the HD scenario, the UEs are harvesting energy during a portion τ of the block
time. Therefore, the energy harvested in the j -th block by UEi is given by

E
(j)
i = τpT ϕg(j)i , (8.27)

whereas in the previous case, the noise energy is ignored. Notice that for FD j

identifies a time slot, while here it identifies a whole block. Now, after the WET
procedure, which lasts for �βi� consecutive blocks but without including the last
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(1 − τ) portion of each block, the transmit power of UEi in its transmit slot is

pi = τδ

1 − τ
�βi�∑
j=1

f

(
E
(j)
i

τ

)
, (8.28)

which for the case of the linear model in (8.4) reduces to pi = τδηpT ϕ
1−τ

∑�βi�
j=1 g

(j)
i .

At the SBS side, the received signal in a given time slot j is given by

yj =
k∑
i=1

√
h
(j)
i ϕpiχ

(j)
i si + ωsbs, (8.29)

and again χ(j)i denotes the activity of UEi in the time slot j , which according to the
procedure described in Fig. 8.7 for HD is now given by

χ
(j)
i =

{
I(ν = j), if βi − �βi� ≤ τ or βi − �βi� > τ + (δ−1)(1−τ)

δ

I(υ = j), otherwise
, (8.30)

where ν, υ are discrete RVs with PMFs given by P(ν = j) = 1/δ for j = 1, . . . , δ
and P(υ = j) = 1/(δ − ρ) for j = ρ + 1, ρ + 2, . . . , δ, respectively. In the latter
expression ρ is the smallest non-negative integer that satisfies βi − �βi� − τ <
ρ(1 − τ)/δ for ρ < δ, thus, ρ = �δ(βi − �βi� − τ)/(1 − τ)�. In a simplified form

we can state P(υ = j) = 1/
(
δ − mod

(�δ(βi − �βi� − τ)/(1 − τ)�, δ
))

.

Once again, as in the FD case, in case of several UEs transmitting in the same
time slot, SIC is carried out when decoding. By sorting the UEs in descending order
according to the value of h(j)i ϕpiχ

(j)
i , and assuming UEi is active and the first l =

1, . . . , i − 1 UEs were correctly decoded, its SINR is given by

SINR(j)i = h
(j)
i ϕpi

ϕ
∑k
l=i+1 h

(j)
l plχ

(j)
l + σ 2

. (8.31)

and again
∑k
l=i+1 h

(j)
l plχ

(j)
l = 0 when i = k.

There is success in decoding the information from the i-th UE in the j -th time

slot when SINR(j)i > 2
dδ

1−τ − 1 and the data from the l-th UEs (l = 1, . . . , i − 1)
were also decoded correctly. Thus, the overall system reliability is defined as

P hd
succ = E

⎡
⎣
∑k
i=1 I

(
SINR(j)1 > 2

dδ
1−τ − 1

)
× · · · × I

(
SINR(j)i > 2

dδ
1−τ − 1

)

∑k
i=1 χ

(j)
i

⎤
⎦ ,

(8.32)
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where the expectation is taken with respect to the fading realizations and user
activity, which depends on the traffic characteristics. Notice that outage events for
the concurrent transmitting UEs are correlated, thus, numerator in (8.26) cannot be
further efficiently simplified.

8.3.4 Performance Analysis

In this subsection we use Monte Carlo simulations to analyze the system perfor-
mance under different settings. We obtain the results for the ideal linear EH model
presented in (8.4) and a suitable nonlinear EH model.

To that end we assume that the UEs are equipped with the EH hardware proposed
in [43]. The input–output power relation for the measurement data offered in [43] is
shown in Fig. 8.8, and we compare the different EH models discussed in Sect. 8.1.1
for that specific hardware. Notice that the linear model is suitable for the range
of small input power but it fails mimicking the saturation region. As shown in the
figure, the nonlinear model in [38] performs the best, and the saturation is ensured
for values greater than 1000 μW since it is based on a logistic function, different
from the other nonlinear models. Therefore, we adopt the nonlinear model in [38] as
well as the linear alternative with η = 0.07. Finally, channels are assumed i.i.d with
Nakagami-m fading, such that hi, gi ∼ Γ (m, 1/m), and unless stated otherwise the
parameter values are those presented in Table 8.4.
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Fig. 8.8 Comparison of measurement [43] and the existing linear and nonlinear EH models
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Table 8.4 System
parameters for setup in
Fig. 8.6

Parameter Value

k 20

m 3

δ 1

d 0.5 bps/Hz

λ 0.1 mssg/block

σ 2 −70 dBm [4]

ϕ 10−5

pT 45 dBm

ψ −110 dB [7]

As shown in (8.26) and (8.32), a small δ is convenient in the sense that it increases
the chances of successful individual transmissions but at the same time is prejudicial
by increasing the chances of concurrent transmissions. Therefore, selecting an
appropriate δ is crucial for optimizing the system reliability performance. Figure 8.9
shows how the selection of δ impacts on the system reliability for different number
of UEs, k ∈ {10, 100}, and using both, linear and nonlinear, EH models. First to
notice is that there is a significant gap in the performance when using the linear
vs the nonlinear EH model, thus, reinforcing the idea that the linear EH model,
although suitable for analytical tractability most of the time, is idealistic and should
be used with caution. For the chosen system parameter values, the FD scheme
overcomes its HD counterparts using τ ∈ {1/7, 1/4, 1/2}, and in all the cases as
k increases, more slots are required for an efficient communication. The results
shown in this figure raise an important disadvantage of the HD scheme, and it is
that besides optimizing δ, the optimization over τ is also required, therefore, the
HD design is even more complicated and its performance may not even reach the
one achieves by the FD scheme.

Figure 8.10 shows the performance of FD and HD operating with the optimum
τ as a function of the SIC parameter for δ ∈ {1, 4} and d ∈ {0.5, 1} bps/Hz. Since
the HD configuration does not depend on this parameter, its performance appears
as a straight line. Notice that the gap in performance of HD and FD setups can be
substantial when SI is efficiently eliminated, while FD is no longer suitable when
SIC performance is poor, e.g., ψ ≥ −106 dB for δ = 4 and d = 1 bps/Hz. Even
more interesting are the results shown in Fig. 8.11 where the performance appears
as a function of the message arrival rate for different Line-of-Sight conditions, m ∈
{1, 4, 10}. As λ increases, the FD scheme becomes more suitable than HD with
optimum τ as shown in Fig. 8.11a. For very small λ, HD becomes more suitable
for the chosen parameter values, but notice that (1) there is still the problem of
finding the optimum τ and (2) when operating with relatively large m, e.g., m ≥
4, the gain from using HD with optimum τ is no longer significant. Figure 8.11b
shows that as λ increases, the optimum time required for WET in the HD setup
decreases, and more time for information transmission is required in order to resolve
the concurrent transmissions. Notice that the number of Monte Carlo samples used
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Fig. 8.9 Overall system reliability as a function of the number of transmit slots for k ∈ {10, 100}
and using both, linear and nonlinear, EH models. For the HD scheme we evaluated setups with
τ = {1/7, 1/4, 1/2}
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Fig. 8.10 Overall system reliability as a function of SIC parameter for δ ∈ {1, 4}, d ∈ {0.5, 1}
bps/Hz and using nonlinear EH model. The HD performance is evaluated with the optimum τ
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Fig. 8.11 Performance as a function of the message arrival rate for m ∈ {1, 4, 10} and using
nonlinear EH model. (a) Overall system reliability for FD and HD with the optimum τ (top) and
(b) Optimum τ for HD scheme (bottom)

was insufficient for reaching smooth curves, but increasing such number crashes
with the software and hardware limitations. Even so, the tendency can be easily
appreciated, and the irregularities do not impact on the Psucc performance as its
curves are already smooth as shown in Fig. 8.11a.
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8.4 Conclusions and Outlook

In this chapter, we presented an overview of the main characteristics of the wireless-
powered communication networks and the main approaches for modeling the EH
conversion process. We have discussed the main FD architectures investigated in
the literature, namely (1) FD bidirectional communications, (2) FD relay commu-
nications, and (3) FD hybrid AP, along with their particularities. Additionally, we
have provided and analyzed two example setups related with architectures (1) and
(3), while demonstrating the suitable regions for FD operation in each case. We first
considered a small cell BS serving one DL and one UL users, and we demonstrated
the gains in EE when the BS operates with FD for SEg recycling, especially for
relatively small data rates and large transmit power in the UL and/or large transmit
rate in the DL. In the second example we have considered a BS serving multiple
IoT devises with a Poisson sporadic traffic pattern. For this case, we have shown
that the linear EH model is optimistic and a more realistic model should be used for
getting practical results. Additionally, we have compared the FD and HD schemes,
and shown that the FD design is not only simpler but it also can offer significant
performance gains in terms of system reliability when the SIC hardware performs
not too bad.

Many possible research directions for the design and deployment of FD wireless-
powered systems can be still identified. For instance: (1) Efficient MIMO imple-
mentations. MIMO techniques can be used for both, spatial-domain SIC and to
harvest more energy. However, optimal solutions in FD wireless-powered systems
are complex and require significant power consumption for computation purpose,
even more if nonlinear EH models are used; hence, it is necessary looking at low-
complexity MIMO schemes suitable for efficient FD MIMO designs. Additionally,
exploiting the benefits of both, massive MIMO and FD operation in the context of
wireless-powered systems, seems as an interesting direction to pursue. (2) Practical
and energy-efficient FD transceiver design. Research on SI mitigation techniques
with low-power consumption is essential since circuitry required in the cancellation
step could drain harvested energy significantly. The nonlinear behavior of the EH
circuit components needs to be taken into account for an efficient design. (3)
Medium access control (MAC) layer performance. Research work on MAC layer
issues is on infancy since majority of research has focused on physical-layer aspects,
thus, energy-efficient FD MAC algorithms are still required. (4) Interference
exploitation. In wireless-powered networks, interference may not be a completely
detrimental factor, since it can be also exploited as an extra source of energy.
Investigating how much interference can be exploited to improve the performance of
FD wireless-powered systems is of paramount importance. Therefore, transmission
schemes, scheduling, and interference cancellation algorithms that optimize the
system performance taking into account these trade-offs are required.
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Chapter 9
Full-Duplex Transceivers for Defense
and Security Applications

Karel Pärlin and Taneli Riihonen

Abstract The full-duplex (FD) radio technology that promises to improve the
spectral efficiency of wireless communications was, however, initially used in
continuous-wave (CW) radars by means of same-frequency simultaneous transmis-
sion and reception (SF-STAR). In this chapter, we explore how the recent advances
in the FD technology, which have been mainly motivated by higher throughput in
commercial networks, could in turn be used in defense and security applications,
including CW radars and also electronic warfare (EW) systems. We suggest that, by
integrating tactical communications with EW operations such as signals intelligence
and jamming, multifunction military full-duplex radios (MFDRs) could provide a
significant technical advantage to armed forces over an adversary that does not
possess comparable technology. Similarly in the civilian domain, we examine the
prospective benefits of SF-STAR concepts in security critical applications in the
form of a radio shield.

9.1 Introduction

In contrast to classical half-duplex (HD) wireless communication models that
divide transmission and reception in either time or frequency domain, full-duplex
(FD), or otherwise referred to as same-frequency simultaneous transmit and receive
(SF-STAR), has the potential to double the spectral efficiency of wireless commu-
nications by not requiring such division. In addition to the significant benefits that
SF-STAR is capable of delivering in terms of increased throughput in commercial
wireless networks, it also has potential uses in defense and security applications [1,
2]. Indeed, the first use of SF-STAR actually emerged from the defense domain in
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the form of continuous-wave (CW) radars, which have been studied since at least
the 1940s [3].

In order to receive echoes from targets simultaneously to transmitting, CW
radars require the near-end local leakage, i.e., self-interference (SI), to be reduced
similarly to FD wireless communication systems. This had initially been achieved
by using separate antennas or circulators in single-antenna systems [3]. Such passive
methods, however, provide only moderate isolation which consequently restricts
the usable transmission power. In order to increase the radar’s working range by
amplifying the output power while also limiting the SI, active SI cancellation
methods using analog circuitry were developed based on feed-through nulling which
attenuated the SI by as much as 60 dB [4]. To potentially double the spectral
efficiency in wireless networks, FD radio technology has from thereon evolved to
yield wideband SI suppression of up to 100 dB through combination of passive and
active methods.

These advances have been recognized by NATO’s Science and Technology
Organization as its exploratory team has recently completed its report that focuses
on how the FD technology can alleviate spectral congestion issues in tactical
communications [5, 6]. The report also identifies possible applications in electronic
warfare (EW). Most notably, SF-STAR could deliver a paradigm shift in military
communications by merging tactical communications with simultaneous electronic
attack and defense capabilities, therefore enabling the spectrum resources to be used
based on operational circumstances rather than technological limitations. However,
a different set of requirements, such as operating frequencies and transmission
powers, needs to be considered when designing military radios as opposed to
commercial applications, for which the FD radio prototypes have been mostly
developed.

Similarly to the potential paradigm shift in military communications, the FD
technology can also become central to the security of civilian wireless communi-
cations. For example, in the form of a radio shield, simultaneous wireless reception
and jamming could be used to prevent eavesdropping on wireless corporate or body
area networks. Moreover, the radio shield could be used to prevent unauthorized
usage of the radio spectrum to, e.g., restrict remotely controlled unmanned aerial
vehicles (UAVs) from entering the airspace covered by the shield. In the security
domain, an outstanding challenge is to introduce new capabilities while not
requiring any changes to the legacy communication standards. Transferring the FD
radio technology from its current state to the military and security domains therefore
requires careful planning on how to benefit from SF-STAR operation but also on
what are the technical prerequisites for applying FD technology in these domains.

The remainder of this chapter is organized as follows. In Sect. 9.2, we discuss the
challenges in transferring the FD technology from its current civilian/commercial
state to the military domain and the prospective applications of multifunction mili-
tary full-duplex radios (MFDRs) in both communication and non-communication
systems. In Sect. 9.3, we identify possible security applications of the FD radio
technology in commercial systems in the form of a radio shield and briefly reflect
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on the relation to the information-theoretic physical layer security aspects. Finally,
Sect. 9.4 concludes the chapter.

9.2 Applications for Full-Duplex Radios in Military
Communications

Most of the ongoing FD research focuses on improving SI cancellation methods,
studying the physical layer security aspects from an information-theoretic view-
point, or developing scheduling and routing algorithms that can leverage the SI
cancellation for commercial applications by improving spectral efficiency. Unlike
commercial systems, however, their military counterparts are required to perform
in adverse propagation environments and hostile conditions. Such circumstances
place generally more rigorous requirements on the radios but also present new
applications for the FD technology in the form of MFDRs, including those
illustrated and categorized in Figs. 9.1 and 9.2, respectively.

In the following, we first discuss the requirements for military radios in general
and also from the viewpoint of the FD radio technology in particular. We then
consider the advantages of MFDR radios over conventional HD military radios in
combinations of tactical communications with EW and also in tactical communica-
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tion networks. We also present an overview of CW radars and multifunction radios
together with potential uses of the FD radio technology in those applications.

9.2.1 Requirements for Military Radios

Typically military radios share the physical and electromagnetic (EM) environment
with radars, EW applications, and navigation systems. Not to mention the inter-
ference from adversarial radio systems that further congest the EM spectrum. The
environment, in which military radios are required to operate, therefore imposes
considerable limitations to providing host forces the use of EM spectrum and at
the same time preventing the adversary from doing likewise [7]. Military radios
need to use the spectrum efficiently to fulfill the communication needs without
compromising the reliability requirements [8]. By taking advantage of the recent
advances in FD radio technology and SI cancellation in particular, spectral efficiency
in military radios can possibly be improved.

However, so far most of the FD prototypes have been designed with commercial
applications in mind. Main differences between military and civilian radios, in
addition to the operating conditions, arise from the used frequency bands. Typically
military radios operate in the very high frequency (VHF) or high frequency (HF)
bands whereas nearly all academic FD prototypes demonstrate SI cancellation in
the upper ultra high frequency (UHF) bands only. Additional studies are needed
to confirm the feasibility of FD radios at military frequencies, but also at higher
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transmission powers. Military radios can require much higher output powers than
what has been proven usable in laboratory environments so far. Moreover, the
inherent mobility of tactical units requires the radio’s size, power consumption, and
weight to be kept at minimum while other requirements include the need for higher
bandwidth, lower latency, and security [8].

The security considerations in military radios are of paramount importance
not only to their operation, but also to the integrity and survival of the physical
systems that they support [9]. Hence it is desirable for military radios to have low
probability of detection (LPD), low probability of interception (LPI), good jamming
resistance, and means to obfuscate the communicated information from potential
eavesdroppers. Classically, LPD, LPI, and jamming resistance have been achieved
by the use of spread spectrum techniques and adaptive power control [10] while
intelligence is typically obfuscated through the use of encryption, which relies on
secure key exchange protocols and the adversary’s limited computing power [11].
In addition to protecting one’s own communications, hindering the enemy’s radio
correspondence is an important aspect to consider in the electronic battlefield.

Hostile operating conditions not only affect the point-to-point links between
military radios but also impose stringent requirements on the networks in which
those radios operate. Tactical networks have highly time-variant topologies and are
expected to work in a self-forming, self-healing, infrastructure-less manner without
sacrificing data rate, latency, nor node mobility. Such requirements have motivated
the design of decentralized routing and scheduling protocols, which can in turn
be enhanced by the FD radio technology. Still, developing cognitive algorithms
that comprise of power control, spectrum management, electronic combat tasks,
and network topology adjustment for tactical networks is one the most challenging
aspects of designing radios for future military communications [12].

9.2.2 Tactical Communications with Electronic Warfare

In the military domain, EW provides means to oppose and resist hostile actions
that involve the EM spectrum in all battle stages. It is an important avenue in
advancing desired military objectives or, on the contrary, hindering undesired
ones and improving the survivability of the host force [7]. Effective use of EW
countermeasures relies on signals intelligence and reconnaissance while EW as a
whole consists of the following interrelated operational functions:

• electronic attack (EA), which involves the offensive use of EM energy to reduce
the enemy’s battle capabilities;

• electronic protection (EP), which protects the host forces from the opponent’s
EAs through EM countermeasures;

• electronic support (ES), which combines surveillance and reconnaissance of the
EM environment in order to provide information for EA and EP.
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Classically, EW functions have been separated from tactical communications
in time or frequency domain, so that the host forces’ use of the EM spectrum for
tactical communication is not obstructed. However, use of the SF-STAR capability
in military radios would not only enable spectrally efficient two-way information
exchange but also allow armed forces to merge tactical communications with EW
and so introduce novel combat tactics. Through such combinations, the radios could
either receive or transmit communication signals while at the same time conducting
EW tasks in the opposite direction. As the pioneering works dedicated to exploring
the potential benefits of MFDRs, [1, 2] provide insight into such combinations and
how they could present armed forces with a significant technical advantage over
an adversary that does not possess comparable technology. In the following, we
consider those combinations in detail.

9.2.2.1 Simultaneous Communication and Jamming

Deploying EW systems, such as jammers, against radio-controlled (RC) improvised
explosive devices (IEDs) or UAVs, can significantly help in protecting the personnel
and platforms from those threats. However, jammers can inadvertently interfere
with the host’s communication systems that operate in the close vicinity [13].
Suppressing the EM interference in the communication systems caused by jamming
is therefore a crucial challenge with high technical complexity and operational sig-
nificance. Ordinarily, frequency-based separation with fixed filters or time division
is used to alleviate the EM interference. Such methods, however, limit the spectral
efficiency and, in case of frequency-division duplexing, require duplex filters to be
changed in accordance to the environment and threats. Whenever jamming is carried
out alternately in time with tactical communications, it presents the opponent with
similar possibilities to use the EM spectrum. This results in inefficient use of the
EM spectrum and can severely limit the efficiency of the EA.

It is therefore desirable to enable simultaneous same-frequency communication
and jamming [13], which is exactly what recent advances in SI cancellation facili-
tate. The cancellation techniques allow a FD transceiver to simultaneously transmit
a jamming signal and receive tactical communication signals on the exact same
frequency, therefore preventing opponents in the FD transceiver’s proximity from
using the frequency band. Numerical results in [1] illustrate the gain margins which
tactical forces could therefore achieve. Mitigation of in-band interference from co-
located jammers through SI cancellation techniques at the communication system’s
receiver has been demonstrated to enhance the reception of signals of interest [14].
Such jamming could be used to block the enemy from detonating radio-controlled
IEDs or operating UAVs while the host could still receive communications from
allied forces. Another conceivable use case in the battlefield would be to jam
or spoof the adversaries’ reception of navigation satellite system signals while
itself retaining the ability to receive such signals and consequently the positioning
capabilities.
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9.2.2.2 Simultaneous Interception and Communication

Similar to the above case, FD radio technology makes it also possible to combine
signals intelligence with tactical communications. Compared to the combination of
communication with jamming, this is a somewhat different task because communi-
cation systems’ transmitters usually do not use as high output power as jammers.
Therefore, the integration of current SI cancellation techniques to MFDRs could
already suffice to achieve simultaneous interception and communication, given that
those techniques can be transferred from the UHF to HF and VHF bands. Such
combination would facilitate devices which perform spectrum monitoring and signal
surveillance to, e.g., transmit the gathered intelligence to other tactical units without
compromising the surveillance capabilities during transmission. Otherwise, when
considering conventional HD radios that carry out surveillance and communications
at the same frequency in an alternating pattern in time, the opponent would
have a chance of hiding its communications by transmitting at the same time
as the signal intelligence unit. It has been highlighted in [1] that performing
simultaneous interception with information transmission does not degrade the host’s
communication link and therefore the interception comes almost at no cost if the
transceiver has effective SF-STAR capability.

9.2.2.3 Simultaneous Interception and Jamming

Although not strictly a combination of tactical communications and EW, simul-
taneous interception and jamming can, e.g., be used to degrade the quality of
a communication link between adversaries which is at the same time being
intercepted. Reduction in communication link quality can lead the opponents to
inadvertently increasing their transmission power in order to sustain the commu-
nication link. By carefully choosing the jamming power, it is therefore probable
that the interception quality becomes better with simultaneous jamming despite the
residual SI as a result of the opponent’s countermove [1]. The feasibility of such
strategy has already been demonstrated in a laboratory environment by successfully
degrading the opponent’s reception quality while retaining the ability to intercept
it [15].

On the other hand, being able to receive and analyze the targeted communication
link under jamming allows one to adapt the jamming waveform to the targeted
signals. For example, a priori knowledge about UAV remote control systems has
been shown to aid in designing effective jamming signals against those systems [16].
Instead of requiring the jammer to have the knowledge beforehand, similar effect
could be achieved by gathering such knowledge while jamming through the use
of SF-STAR. This would be especially beneficial against systems for which the
reaction to jamming cannot be anticipated or known in advance. Thus, replacing
conventional jammers which either transmit a wideband jamming signal or alternate
between monitoring and jamming stages. Furthermore, by using such target aware
jamming, it can become much more difficult for the opponent to detect that it is
being jammed [17].
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9.2.3 Tactical Communication Networks

Tactical communications in the battlefield result in highly time-varying topologies
and typically ad hoc networks, such as the packet radio network (PRN) and mobile
ad hoc network (MANET), are considered suitable for connecting tactical units. Ad
hoc networking aims to provide a flexible method for establishing communications
in scenarios that require rapid deployment of survivable and efficient dynamic
networking [18]. Furthermore, ad hoc networks are attractive because they do
not require infrastructure and tactical operations often take place in locations
where infrastructure is lacking [19], or rendered inaccessible. Tactical MANETs
are expected to provide completely self-forming, self-healing, and decentralized
platforms for tactical units to join and leave swiftly.

Aside from the dynamic topologies, tactical networks typically also require LPD
and LPI. To achieve that, impulse PRNs have been considered because impulse
radios’ ultra-wideband spectrum usage offers potentially covert operation [20]. Even
before the recent advances in SI cancellation techniques, the idea of FD impulse
PRNs was studied to combine the covertness of impulse radios with the increased
network throughput of FD radios [21]. In order to allow bidirectional information
transfer, the FD impulse PRN technology proposes to blank the receiving front-end
during transmissions at the expense of some degradation in the received signals.
However, due to the nature of impulse radios, as long as the transmitted and received
pulses do not completely overlap, information can be exchanged.

Although the concept of FD impulse PRNs does not rely on the true FD radio
technology as considered herein, the idea already emphasized the benefit that the
true FD radio technology can bring in tactical networks in terms of improved
throughput [22]. However, due to the typically asymmetrical data flow, imperfect SI
cancellation, and increased inter-node interference, the improvement in throughput
may not always be remarkable. Nevertheless, as discussed next, the FD radio
technology also has the potential to improve several other aspects of tactical
networks which in turn can enhance situational awareness and network security.

9.2.3.1 Hidden Node

One of the most prominent challenges in tactical and also commercial ad hoc
networks is the hidden node issue since it is a major source of collisions. The hidden
node, or sometimes referred to as the hidden terminal, issue arises when a node is not
aware that the recipient, to whom it is about to start transmitting, is already receiving
signals because those signals are not reaching the node which intends to transmit.
In this case, the two nodes that have information to transmit to a common node are
hidden from each other. If the second node were to also start transmitting then the
recipient would receive mixed signals and not be able to make sense of either of
those transmissions, which in turn would result in decreased network throughput
and increased latency as information has to be retransmitted.
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Fig. 9.3 Application of military full-duplex radios to prevent the hidden node problem from
occurring in tactical ad hoc networks. Self-interference is abbreviated as SI

To solve this problem, a busy-tone scheme which uses a separate wireless
channel to acknowledge the ongoing transmission was initially proposed [23, 24].
This scheme is able to eliminate collisions, but the requirement of allocating a
separate wireless channel for collision avoidance only makes it impractical in
real ad hoc networks. A pragmatic and widely accepted solution is the use of
request to send/clear to send (RTS/CTS) mechanism before data transmission [25].
This way, both parties, the transmitter and the receiver, acknowledge to all nodes
in their transmission range that they are about to start communicating. This
results in performance increase by reducing the number of collisions and required
retransmissions, while on the other hand, this method also introduces considerable
overhead in the form of the RTS/CTS exchange. In case the network does not have
any hidden nodes, such prior exchange is redundant and prevents the network from
achieving the otherwise highest possible throughput.

Similarly to the busy-tone scheme which uses a second frequency to acknowl-
edge the reception with a feedback signal, the FD radio technology enables the
recipient to acknowledge the reception with simultaneous transmission but on the
exact same frequency. As illustrated in Fig. 9.3, the recipient can consequently
inform any nodes in its range about ongoing communications and therefore prevent
the hidden node issue from occurring [26, 27]. Furthermore, since simultaneous
listening and sensing is being performed on a frequency band while the signals
are being transmitted, each node can decide whether or not the other nodes have
simultaneously started transmitting and thus prevent multiple access collisions [28].

9.2.3.2 Adaptive Power Control

By facilitating simultaneous two-way information exchange, the FD radio technol-
ogy significantly reduces latency and end-to-end delays in wireless networks [27].
Lower latency enables tactical networks to employ faster adaptive power control
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Fig. 9.4 Application of low latency military full-duplex radios with adaptive power control
towards low probability of detection and interception. Self-interference is abbreviated as SI

so that the radio links do not use excessive output powers for extended periods of
time. This could possibly improve battery life and reduce inter-node interference
in multi-hop networks [29, 30]. More importantly in the context of military
wireless communications, however, fast adaptive power control can help keep the
transmission range as small as possible and therefore lower the probabilities of
detection and interception as illustrated in Fig. 9.4. Adapting the transmit power
can also reduce the SI in FD radios and therefore improve the reception quality in
some cases [31].

9.2.3.3 Secure Key Exchange

As was stressed when discussing requirements for military radios, a prerequisite for
securely encrypted communications in wireless networks is secure key exchange.
However, due to the broadcast nature of the wireless medium it is not trivial
to achieve wirelessly. If an adversary intercepts a wireless key exchange, then
it can decrypt the following communications encrypted with that key. Works on
secret key extraction from radio channel measurements have demonstrated that
two devices can generate shared keys based on the channel variations between the
devices [32, 33]. The key generation rate with such methods, however, depends on
the rate of channel variations and can be low in static environments. Furthermore,
methods which rely on channel variations are susceptible to disagreements about the
generated keys between the two devices. An alternative method relies on sending the
key twice, each time jamming different parts of the key by the receiver and assuming
that the eavesdropper cannot discern which parts have been jammed during either
transmission [34].
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Fig. 9.5 Cryptographic and physical layer security approaches to securing wireless communica-
tions. (a) Encryption based security. (b) Physical layer security

Simultaneous reception and jamming that is facilitated by the FD technology
simplifies such key exchange methods to require the key to be transmitted only
once [35]. Adversary then receives superposed signals that are difficult to separate
and consequently is prevented from intercepting the key. Incorporation of such
key exchange schemes in military networks could enable secure wireless key
exchange with reduced risk of enemy’s signals intelligence decrypting the host’s
communications should they successfully intercept any. Figure 9.5 illustrates how
the FD radio technology enables exchanging secure messages by shifting the
security focus from the upper communication layers to the physical layer. A
significant benefit of physical layer security compared to cryptographic methods
is that physical layer security does not rely on the opponent’s limited computational
capabilities and therefore the applications for such methods go beyond secure key
exchange [36].

9.2.3.4 Directional Medium Access Control

To increase jamming resistance and lower the detection and interception probability
in tactical networks, directional medium access control (MAC) protocols have
been proposed [37]. This approach aims to concentrate the transmission power
towards the intended recipient through beamforming [38]. A significant challenge
in applying directional protocols in dynamic topologies is to keep a good estimate
of the direction of the intended receiver. To that end, several solutions have been
proposed, mostly using a variation of the RTS/CTS exchange to let both the source
and destination nodes determine each other’s directions [39–41]. However, the
performance of such schemes can be expected to degrade as the node mobility
increases [41].

It is reasonable to envision that SF-STAR is used so that the transmitter processes
the feedback signal from the intended receiver to update the estimated direction
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Fig. 9.6 Applying the military full-duplex radio technology to improve direction estimation
in directional medium access control protocols for improved throughput and security. Self-
interference is abbreviated as SI

of the recipient simultaneously to transmitting as illustrated in Fig. 9.6. Similar
concept has been evaluated based on a retrodirective array system that enables FD
communication and high-speed beam tracking [42]. Therefore, the node mobility
issue that has been of a concern in directional MAC protocols so far can possibly
be solved by enabling SF-STAR operation. Additionally, artificial noise can be
transmitted in the surrounding directions to further ensure LPI [38, 43]. In static
environments and network topologies, the combination of directional antennas with
the FD technology has been analytically shown to increase network throughput [44],
while beamforming improves the secrecy rate of FD point-to-point links [45].

9.2.4 Continuous-Wave Radars

Radars use high-power radio frequency (RF) transmissions ranging from HF
to millimeter-waves (mmWaves) in order to illuminate targets by collecting the
reflected echoes in either pulsed or CW modes. The received echoes are used to
determine each target’s location and velocity, which can be used in both offensive
and defensive weapon systems to control and direct the weapon at the target [7].
In pulsed radars, the RF front-end is switched from transmission to reception mode
to transmit and then receive the pulse without interfering with itself. In CW radars,
echoes from the targets are received simultaneously to transmitting, which causes
direct leakage from the radar’s transmitter to its receiver that needs to be suppressed
by some form of SI cancellation [46]. In that sense, CW radars are quite similar to
FD radios.
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9.2.4.1 Self-Interference Cancellation

Even though military radars typically operate with much higher frequencies [7] than
the currently reported academic FD radio prototypes, many of the SI cancellation
solutions could be potentially applied also in low-power CW military radars [1].
More so because typically radar systems require less isolation than FD data transfer
applications. However, efficient SI cancellation is not the only challenge in military
radars. Radar and data communications are often opposing one another and compete
for the same spectral resources, which can result in degradation of sensitivity in the
radar or communication systems.

Recent results suggest that by co-designing the radar and communication systems
from the ground up, the scarce RF resources could be shared by those seemingly
conflicting applications [47]. Based on the advances in SI cancellation, a method
for cancelling the radar-induced interference to enable spectrum sensing has been
presented in [48]. Classically such coexistent systems could only operate in a time-
multiplexed manner, preventing either system from continuously carrying out its
task. However, by using the cancellation methods, the known radar signal can be
sufficiently suppressed in adjacent receivers. It is reasonable to envision that not
only spectrum sensing can be achieved simultaneously to the radar operation but
also receiving wireless communications as illustrated in Fig. 9.7.

Besides suppressing the interference caused by radars in co-located receivers,
there is significant interest in using the radar waveforms for both object detection
and information transmission [49–51]. Such joint radar and communication systems
typically study the use of waveforms, such as direct-sequence spread spectrum
(DSSS) and orthogonal frequency-division multiplexing (OFDM), which are similar
to those used in experiments with research prototype FD transceivers. Such joint
radar and communication platforms could therefore take advantage of the SI
cancellation techniques to improve near-end local leakage suppression in the radar
to improve the radar performance but also to suppress the reflected radar signals
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Fig. 9.7 Concurrent radar and communication operation by using the same-frequency simultane-
ous transmit and receive methods to suppress known radar signals
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in order to receive communication signals in the same frequency band. The
latter combination is essentially the same as the FD technology used in wireless
communications to improve the spectral efficiency.

9.2.4.2 Electronic Countermeasures

In order to evade an opponent’s radars, electronic countermeasures (ECMs) such as
suppression jamming and deception jamming are often used. Suppression jamming
is exercised to impair the opponent’s ability to detect objects in the operational
environment [52], while deception jamming, which is arguably more difficult to
perform, is used to mislead the enemy about the operational environment [53]. For
example, through false target generation or delayed radar signal replaying, by use
of the digital radio frequency memory (DRFM), the target could be shown to be at
a different distance altogether [54]. Through velocity or angle deception, the target
could be shown to be moving with a different speed than it actually is or prevent the
correct angle from being detected.

To circumvent and detect ECMs in radars, electronic counter-countermeasures
(ECCMs) such as frequency agility, frequency diversity, and jamming cancellation
through various signal processing techniques are employed [53, 55]. These methods
rely to some extent on the jammer’s incapability to quickly respond to changes in
the radar signal. By integrating the SF-STAR capabilities into radar ECM systems,
those systems could simultaneously receive the radar signal and transmit a spoofed
echo back. Given adequate signal processing abilities, SF-STAR therefore enables
the ECM systems to adapt to the radar signal in real time and possibly evade the
aforementioned ECCMs as illustrated in Fig. 9.8.

Real
location

Perceived
location

Echo

Spoofed
echo

SI

Fig. 9.8 Use of same-frequency simultaneous transmit and receive in electronic countermeasures
against radars Self-interference is abbreviated as SI
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9.2.5 Multifunction Radios

The military domain is characterized by long-term acquisitions, while missions and
technical requirements change at quicker rates, therefore the ability to upgrade and
reconfigure radio systems through software rather than hardware is highly sought
after [56]. Concepts like the joint tactical radio system (JTRS) have focused on
replacing aging legacy radios with a single, versatile system based on software
defined radio (SDR) [57, 58]. Thus, enabling the radio to be upgraded or modified
to operate with other communications systems by the addition or reconfiguration
of software as opposed to redesigning or changing hardware. Depending on the
mission requirements, each JTRS is envisioned to be capable of executing different
waveforms or communication standards, therefore enabling collaboration between
otherwise incompatible systems [59].

Furthermore, integrating multiple communication and non-communication tasks
simultaneously in the form of advanced multifuncion radio frequency concept
(AMRFC) and subsequently integrated topside (INTOP) have been proposed [60–
62]. Those concepts encompass the integration of RF functions, such as radar, EW
operations, and communications, into a single system utilizing a common set of
hardware (as illustrated in Fig. 9.9) for which the functionality is programmed as
necessary. The potential benefits of such multifunction systems include reduced
number of antennas, increased potential for future growth without adding new aper-
ture therefore resulting in significantly lower upgrade costs, and better control over
EM interference through agile and intelligent frequency management. However,
the ultimate power of multifunction military radios lies in the ability to adapt the
functionality together with key parameters of the equipment to the current tactical
operations [61].

Conventional HD single-function systems are able to operate at peak perfor-
mance by applying various isolation techniques that are tailored to each individual
system. However, most of those techniques cannot be directly applied when a
single aperture performs multiple functions [63]. So far, multifunction military RF
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Data interpretation
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radioRadar Electronic
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Fig. 9.9 Integration of multiple functions, including radar, electronic warfare, and communica-
tions, into a shared set of antennas and signal processing hardware to provide radio functionality
depending on the operational needs
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systems have mostly relied on separation of transmit and receive antennas to provide
moderate isolation between those paths and consequently a key topic for further
refinement of multifunction RF systems is to employ improved transmit-to-receive
isolation techniques [61]. Therefore FD radio technology can become an elemental
part of the multifunction radio vision because it potentially allows transmit and
receive functions, whatever they are, to operate simultaneously.

9.3 Applications for Full-Duplex Radios in Civilian Security

When considering the civilian security domain instead of the electronic battlefield,
defensive applications rather than offensive ones are paramount. Another significant
difference is the fact that many military communication systems operate in the HF
and VHF bands while their commercial counterparts work in the UHF band. In that
sense, the existing FD prototypes can be more readily applied in the civilian security
domain rather than in the military. The malicious wireless communications to be
considered in the civilian security domain are, e.g., unauthorized use of remotely
controlled UAVs near restricted areas and eavesdropping on or tampering with
private wireless communications.

9.3.1 Radio Shield

In order to counter the aforementioned threats, the FD radio technology can be
exploited through jamming to propagate a protective electromagnetic field, i.e., a
“radio shield,” around the transceiver. The jamming prevents any third party within
the shield from successfully receiving wireless transmissions while the transceiver’s
own reception of any other transmissions is unaffected. Moreover, if using a known
pseudo-random jamming signal, any other authorized device can also cancel the
jamming signal and thereby be capable of transmission and reception inside the
radio shield. A conventional HD jammer on the other hand cannot receive at the
same frequencies while transmitting and this leads to potentially dangerous situa-
tions, e.g., when the malicious wireless communications use the same frequencies
as the law enforcement. Using conventional jammers, law enforcement then has to
decide whether to block or allow all communications, including their own.

The radio shield could be useful for any common wireless device, including
mobile terminals and network infrastructure. For example, the radio shield could
be useful in a corporate environment to prevent unintentional information leakage,
decreasing the risk of improper or lacking use of encryption. Such wireless physical
layer firewalls have been previously proposed on the basis of reactive jammers,
which rely on first analyzing the wireless communications and begin to jam when
the communication is deemed obtrusive [64]. In case of FD jamming transceivers, it
is also possible to carry out simultaneous spectrum surveillance. The transceiver
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would therefore be able to detect and identify malicious users who attempt to
communicate within the radio shield despite being prohibited from doing so.

However, the predominant challenge in implementing a radio shield is maintain-
ing backwards compatibility with the existing communication systems. This means
that the radio shield blocks unwarranted communications while at the same time
allowing authorized users to continue using legacy communication standards as if
there was no SI. Furthermore, colluding eavesdroppers present a security risk [65]
as the radio shield requires the number of antennas transmitting artificial noise or
jamming signal to exceed the number of eavesdropper antennas [43].

Several works have already been published regarding the radio shield and they
mainly divide into two separate categories: the information-theoretical works, where
the secrecy rate under jamming is formally investigated and signal processing works
which provide results with high practical value. The latter is mainly focused on the
following topics that exemplify the potential value of a FD radio shield in civilian
wireless security.

9.3.1.1 Drones

Due to the increased availability of consumer-grade UAVs, it has become necessary
to restrict their unauthorized use in areas where they might cause accidents or be
used for malicious purposes. Disabling UAV remote control links by wideband
jamming while simultaneously retaining the ability to receive communications [66]
or detect such links [67, 68] has been shown feasible with the FD radio technology.
Consequently, the FD transceiver is also able to detect and identify malicious
users who attempt to remotely control UAVs within the radio shield despite being
prohibited from doing so. Ideally such restrictions should not prevent authorized
UAVs from operating in the same space and if the radio shield used pseudo-random
jamming signals, then authorized UAVs could cancel its effect using co-located
interference cancellation methods [69] as envisioned in Fig. 9.10. From a non-
security perspective, the FD radio technology enables UAVs to form efficient ad
hoc networks [70].

9.3.1.2 Wireless Energy Transfer

The fundamental challenge in enabling the ever-growing number of wireless devices
part of the Internet of Things (IoT) to communicate is in developing protocols that
enable energy-efficient communications between devices without interfering with
one another. Acquiring energy from RF signals has opened the way for unified
wireless power transmission and communication since those signals carry energy
and information simultaneously. Combining such energy harvesting with the FD
radio technology potentially enables nodes to power simultaneous reception and
transmission from the received signal [71], while at the same time reducing multiple
access collisions and improving transmission throughput [72, 73]. The nodes could
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Fig. 9.10 Conceptual use of full-duplex radio shield for wireless power transfer and restricting
unauthorized use of the radio frequency spectrum. Self-interference is abbreviated as SI. © [2018]
IEEE. Reprinted, with permission, from [2]

be powered from base stations or even from UAVs that could act as FD relays [74].
Therefore, the radio shield can conceivably prevent unauthorized spectrum usage
or eavesdropping inside the protective dome, while authorized devices can harvest
energy and communicate as illustrated in Fig. 9.10. By adopting beamforming
instead of omnidirectional methods, both energy harvesting and SI cancellation
capabilities can be increased at FD transceivers [75].

9.3.1.3 Medical Devices

Wearable medical sensors and implanted medical devices (IMDs) are also going
through rapid development as they promise to revolutionize healthcare in the form
of wireless body area networks (WBANs). However, among other challenges, such
as power consumption and aesthetic issues, WBANs face the need to secure the
wireless communications from eavesdropping and tampering. Typically, encryption
is being considered as a solution [76], yet, concerned by the lack of encryption
in existing devices, methods based on FD and reactive jamming have been pre-
sented [77, 78]. In such methods, the IMD user wears an additional device—the
radio shield generator, which acts as a secure gateway for external devices that
want to communicate with the IMD. The radio shield, as an external device, can
establish secure connection to a legitimate reader more conveniently than the IMD.
The shield jams unauthorized transmission to the IMD or transmissions from the
IMD, preventing perpetrators from gaining access to the IMD as illustrated in
Fig. 9.11. However, such radio shield does lend itself to attacks from adversaries
with multiple reception antennas, as the single-antenna radio shield cannot provide
strong confidentiality guarantees in all settings where the attacker can be freely
positioned [79].
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9.3.1.4 Automotive Radars and Vehicle-to-Vehicle Communications

The automotive industry is also seeking to take advantage of the RF spectrum as
the industry is edging towards self-driving cars. To that end, two technologies in
particular are essential: automotive radars and vehicle-to-vehicle communications.
Radars have been already deployed on consumer vehicles to avoid collisions
and provide some self-driving features [47], while vehicular ad hoc network
(VANET) protocols are being developed by the automotive industry to provide
vehicle operators a better overview of the environment [80, 81]. For example, such
communication methods could be used to warn the driver of an accident ahead.

Compared to the previous topics, confidentiality of wireless communications in
VANETs is not as important as the authenticity of the information and therefore
the physical layer security is typically not considered [82]. However, spectrum
congestion and multiple access collisions are as significant issues as they are
elsewhere. The proposed VANETs are based on the exchange of periodic coop-
erative awareness messages (CAMs) and transmitting such messages in highly
dynamic network topologies can result in collisions which in turn makes the data
transmission unreliable. The use of the FD radio technology can considerably
improve the reliability of CAM delivery [83, 84] as simulated results indicate
improvements compared to HD broadcasting techniques and cancellation of SI has
been successfully demonstrated in a realistic multipath environment on a moving
vehicle [85].

Spectrum congestion has motivated studies on the coexistence of automotive
radar and communication technologies since they are so closely related. Conse-
quently, radar waveforms can be coded with information without negative influences
on the radar performance [50, 86]. Since the feasibility of such waveforms in FD
radios has already been demonstrated with numerous prototypes, the combined
radio in vehicles could be transmitting the CAMs and use the echoes for object
detection or suppress the echoes and receive messages from other vehicles. In
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domain. Self-interference is abbreviated as SI

automotive applications, the radio shield could therefore consist of shared radar and
communication waveforms that the vehicle uses to detect and track objects inside
the shield, while at the same time communicating with other vehicles in the close
vicinity as illustrated in Fig. 9.12.

9.3.2 Physical Layer Security

Practicality of the FD radio shield concept has already been demonstrated through
experimental results as covered in the previous section. However, these studies
have been complemented to a great extent by the physical layer security research
incorporating the FD radio technology from an information-theoretic viewpoint.
Information-theoretic studies on physical layer security in general have existed long
before the emergence of FD radio technology. Most notably the introduction of the
wiretap channel and subsequently the Gaussian wiretap channel sparked interest in
this field [87, 88]. The fundamental principle behind physical layer security that
resulted from these works is that the secrecy capacity of a wireless communications
system is inherent in the difference between the channel capacities of the intended
and wiretap channels. Non-zero secrecy capacity can only be achieved if the wiretap
channel is of lower quality than the channel between the transmitter and the intended
receiver. Furthermore, the emergence of multiple-input multiple-output (MIMO)
systems led to the realization that the secrecy capabilities of wireless systems could
be enhanced by taking advantage of the available spatial dimensions [89].

Assuming that the receiver operates in the HD mode, solutions against eaves-
dropping have been proposed, e.g., through the use of cooperating jammer nodes
that confuse the eavesdropper [90]. Although cooperation has been shown to
significantly improve the system security as compared to transmission without
cooperation, then in order to effectively use cooperative jammers, challenges
such as external node mobility, synchronization, and trustworthiness need to be
addressed. By making use of the FD mode at the receiver, i.e., the possibility
to transmit jamming noise simultaneously to receiving data as in case of the
radio shield, the need for external cooperating nodes together with the respective
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challenges is eliminated while still degrading the eavesdropper channel. Even more,
simultaneous data reception and jamming possibly allows to hide the existence of
the communication and thus provide physical layer privacy, something that is not
typically considered in the information-theoretic physical layer security works but
is emphasized in the signal processing-specific research.

Applications for which physical layer security through SF-STAR operation has
been considered include increasing the security against eavesdroppers between
point-to-point links [91], in relay networks [92], and in cellular base stations [93].
That being said, the use of the FD technology with regard to physical layer security
has also been explored for offensive scenarios in the form of active eavesdrop-
pers [94, 95]. The idea being that an active eavesdropper with FD capabilities can
degrade the channel between the transmitter and receiver, therefore also reducing the
secrecy rate of the system. Thus, active eavesdropping imposes a more significant
challenge as compared to conventional passive eavesdropping from the wireless
communications security perspective.

Herein we have given only a brief introduction to the physical layer security
research problem and to how the information-theoretic research involving the
FD technology in that sense relates to the signal processing research efforts.
The information-theoretic research with regard to FD technology is considered in
more detail in Chap. 10, which specifically focuses on resource allocation within
multiuser FD communication systems in order to secure simultaneous downlink and
uplink transmission.

9.4 Conclusion

The importance of electronic warfare (EW) is on the rise and it further establishes
the electromagnetic (EM) spectrum as an operational environment, in which tasks
must be coordinated and collaborated to enhance the capability to advance tactical
and strategical aims. As the sophistication of EW increases so does the importance
of the underlying technologies. Consequently, the radio frequency (RF) technology
community is challenged with the task of delivering the technological base for EW
systems to form a solid framework for conducting operations. Encouraged by the
recent advances of the full-duplex (FD) radio technology in the wireless networking
domain, we anticipate this technology not only to award spectrally efficient wireless
communications but also to pave the way for combinations of non-communication
and communication tasks in the military domain. Thus, this chapter surveyed
the perspectives of military full-duplex radios (MFDRs) in electronic battlefields,
combining tactical communications with EW operations. We have also reviewed
possible related defensive applications in the civilian security field. Arguably the
FD radio technology can provide a key technical advantage in either domain over
an opponent or a perpetrator that is limited to employ the conventional half-duplex
(HD) radio technology.
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Chapter 10
Multi-Objective Optimization for Secure
Full-Duplex Wireless Communication
Systems

Yan Sun, Derrick Wing Kwan Ng, and Robert Schober

Abstract In traditional half-duplex (HD) communication systems, the HD base sta-
tion (BS) can transmit artificial noise (AN) to jam the eavesdroppers for securing the
downlink (DL) communication. However, guaranteeing uplink (UL) transmission
is not possible with an HD BS because HD BSs cannot jam the eavesdroppers
during UL transmission. In this chapter, we investigate the resource allocation
algorithm design for secure multiuser systems employing a full-duplex (FD) BS
for serving multiple HD DL and UL users simultaneously. In particular, the FD
BS transmits AN to guarantee the concurrent DL and UL communication security.
We propose a multi-objective optimization framework to study two conflicting yet
desirable design objectives, namely total DL transmit power minimization and total
UL transmit power minimization. To this end, the weighted Tchebycheff method is
adopted to formulate the resource allocation algorithm design as a multi-objective
optimization problem (MOOP). The considered MOOP takes into account the
quality-of-service (QoS) requirements of all legitimate users for guaranteeing secure
DL and UL transmission in the presence of potential eavesdroppers. Thereby, secure
UL transmission is enabled by the FD BS, which would not be possible with an
HD BS. Although the considered MOOP is non-convex, we solve it optimally by
semidefinite programming (SDP) relaxation. Simulation results not only unveil the
trade-off between the total DL transmit power and the total UL transmit power, but
also confirm that the proposed secure FD system can guarantee concurrent secure
DL and UL transmission and provide substantial power savings over a baseline
system.
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10.1 Introduction

In the past two decades, the telecommunication industry has developed rapidly
thanks to the advance of signal processing. The success of the third-generation
(3G) and the fourth-generation (4G) wireless communication systems has promoted
numerous innovative mobile applications and has led to an explosive and continuing
growth in mobile data traffic [23]. According to the Cisco visual network index
report [10], the global mobile data traffic will increase sevenfold between 2016
and 2021. As a result, it is foreseen that the demand for data traffic will exceed
the capacity of the existing wireless communication systems in the near future.
Besides, the exponential growth in high-data rate communications has triggered a
tremendous demand for radio resources such as bandwidth and energy [22–24].
An important technique for reducing the energy and bandwidth consumption of
wireless systems while satisfying quality-of-service (QoS) requirements is multiple-
input multiple-output (MIMO), as it offers extra spatial degrees of freedom (DoF)
facilitating the design of efficient resource allocation. However, the MIMO gain
may be difficult to achieve in practice due to the high computational complexity
of MIMO receivers. As an alternative, multiuser MIMO (MU-MIMO) has been
proposed as an effective technique for realizing MIMO performance gains. In
particular, in MU-MIMO systems, a transmitter equipped with multiple antennas
(e.g., a base station (BS)) serves multiple single-antenna users, which shifts the
computational complexity from the receivers to the transmitter [8]. Yet, the spectral
resource is still underutilized even if MU-MIMO is employed as long as the BS
adopts the traditional half-duplex (HD) protocol, where uplink (UL) and downlink
(DL) communication are separated orthogonally in either time or frequency which
leads to a significant waste of in-system resources.

On the other hand, security is a crucial issue for wireless communication due to
the broadcast nature of the wireless medium. Traditionally, secure communication
is achieved by cryptographic encryption performed at the application layer and is
based on the assumption of limited computational capabilities of the eavesdroppers
[4]. However, new computing technologies (e.g., quantum computers) may make
this assumption invalid which results in a potential vulnerability of traditional
approaches to secure communication. The pioneering work in [21] proposed an
alternative approach for providing perfectly secure communication by utilizing the
nature of the channel in the physical layer. Specifically, Wyner [21] revealed that
secure communication can be achieved whenever the information receiver enjoys
better channel conditions than the eavesdropper. Motivated by this finding, physical
layer security has received significant attention for preventing eavesdropping in
wireless communication systems [4, 14, 17, 26]. An important technique to ensure
communication security via physical layer security is multiple-antenna transmission
which utilizes the spatial DoF for degrading the quality of the eavesdroppers’
channels. In particular, artificial noise (AN) transmission is an effective approach
to deliberately impair the information reception at the eavesdroppers. For instance,
in [17], a power allocation algorithm was designed for maximizing the secrecy
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outage capacity via AN generation. In [26], the authors investigated the secrecy
performance of DL massive MIMO systems and derived a lower bound on the
achievable ergodic secrecy rate of the users. The authors of [14] proposed a robust
resource allocation algorithm for guaranteeing secure multiuser communication
with energy harvesting receivers. However, the aforementioned works focused on
guaranteeing DL communication security between a HD BS and associated DL
users. The obtained results may not be applicable for securing UL transmission.
In fact, guaranteeing UL transmission is not possible with an HD BS. Particularly,
HD BSs cannot jam the eavesdroppers during UL transmission because they can
either transmit or receive in a given time instant but not both.

To overcome these issues, an intuitive concept for improving the spectral
efficiency is to employ full-duplex (FD) transceivers which can transmit and receive
signals at the same time and in the frequency band. More importantly, an FD BS
enables simultaneous secure DL and UL communication by transmitting AN in the
DL to interfere potential eavesdroppers [25]. However, deploying wireless FD nodes
has been generally considered impractical for a long time since the signal reception
is severely impaired by the self-interference (SI) caused by the signal leakage due
to the simultaneous transmission at the same node [20]. Recently, the authors of
[2] developed a single-antenna FD transceiver prototype which achieves 110 dB
SI cancellation offering a substantial system throughput improvement compared to
HD transceivers. This has attracted significant attention from both academia and
industry. Several FD prototypes using different SI cancellation techniques have
been built and they demonstrate that FD operation can achieve higher throughput
than HD for various system settings [1, 6, 11]. For instance, in [6], the authors
designed an FD prototype equipped with multiple antennas. In [1], it could be
shown that FD transmission can double the ergodic capacity of MIMO systems.
Although [2, 11] reported that SI can be partially cancelled through analog circuits
and digital signal processing, the residual SI still severely degrades the performance
of FD systems if it is not properly controlled. Besides, in multiuser communication
systems, co-channel interference (CCI) caused by the UL transmission impairs
the DL transmission [18]. Moreover, the CCI becomes more severe if there are
multiple DL and UL users in the communication system. Therefore, careful resource
allocation is necessary and critical to fully exploit the potential performance gains
enabled by FD communications. In fact, the unique challenges introduced by FD
networks do not exist in HD networks, and thus, the conventional designs for HD
networks cannot be directly applied to FD networks. Hence, in this chapter, we focus
on resource allocation algorithm design for guaranteeing concurrent secure DL and
UL transmission in multiuser FD systems.

The remainder of this chapter is organized as follows. In Sect. 10.2, we introduce
the adopted FD system model. In Sect. 10.3, the resource allocation algorithm
design for guaranteeing secure communication in FD systems is formulated as
a non-convex optimization problem. The formulated problem is solved optimally
in Sect. 10.4, and simulation results are provided in Sect. 10.5. In Sect. 10.6, we
conclude with a brief summary of this chapter.
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Notation We use boldface capital and lower case letters to denote matrices and
vectors, respectively. AH , Tr(A), Rank(A), and det(A) denote the Hermitian
transpose, trace, rank, and determinant of matrix A, respectively; A−1 and A†

represent the inverse and Moore–Penrose pseudoinverse of matrix A, respectively;
A � 0, A � 0, and A � 0 indicate that A is a positive semidefinite, a positive
definite, and a negative semidefinite matrix, respectively; IN is the N × N identity
matrix; CN×M denotes the set of all N × M matrices with complex entries; HN

denotes the set of all N × N Hermitian matrices; |·| and ‖·‖ denote the absolute
value of a complex scalar and the Euclidean vector norm, respectively; E{·} denotes
statistical expectation; diag(X) returns a diagonal matrix having the main diagonal
elements of X on its main diagonal. [x]+ stands for max{0, x}; the circularly
symmetric complex Gaussian distribution with mean μ and variance σ 2 is denoted
by CN(μ, σ 2); and ∼ stands for “distributed as.”

10.2 System Model

In this section, we present the considered MU-MIMO FD wireless communication
system model.

10.2.1 Multiuser System Model

We consider a multiuser communication system [19]. The system consists of an FD
BS,K legitimate DL users, J legitimate UL users, and a roaming user, cf. Fig. 10.1.
The FD BS is equipped with NT > 1 antennas to facilitate simultaneous DL
transmission and UL reception in the same frequency band.1 The K + J legitimate
users are single-antenna HD mobile communication devices to ensure low hardware
complexity. The number of antennas at the FD BS is assumed to be larger than the
number of UL users to facilitate reliable UL signal detection, i.e., NT ≥ J . Besides,
the DL and the UL users are scheduled for simultaneous UL and DL transmission.
Unlike the local legitimate signal-antenna users, the roaming user is a traveling
wireless device belonging to another communication system and is equipped with
NR > 1 antennas. The multiple-antenna roaming user is searching for access to
local wireless services. However, it is possible that the roaming user deliberately
intercepts the information signal intended for the legitimate users if they are in the
same service area. As a result, the roaming user is a potential eavesdropper which
has to be taken into account for resource allocation algorithm design to guarantee
communication security. In this chapter, we refer to the roaming user as a potential

1We note that transmitting and receiving signals simultaneously via the same antenna is feasible
by exploiting a circulator [2].
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Self-interference

Full-duplex 
base station

Downlink user

Potential 
eavesdropper

Co-channel 
interference

Artificial noise

Uplink user

Downlink information

Uplink information

Fig. 10.1 A multiuser communication system with an FD BS,K = 1 HD DL user, J = 1 HD UL
user, and one HD potential eavesdropper

eavesdropper and we assume NT > NR for studying resource allocation algorithm
design. Besides, in order to study the upper bound performance of the considered
system, we assume that the FD BS has perfect channel state information (CSI) for
resource allocation.

10.2.2 Channel Model

We focus on a frequency flat fading channel. In each scheduling time slot, the FD
BS transmits K independent signal streams simultaneously at the same frequency
to the K DL users. In particular, the information signal to DL user k ∈ {1, . . . , K}
can be expressed as xk = wkdDL

k , where dDL
k ∈ C and wk ∈ C

NT×1 are the
information bearing signal for DL user k and the corresponding beamforming
vector, respectively. Without loss of generality, we assume E{|dDL

k |2} = 1,∀k ∈
{1, . . . , K}.

However, the signal intended for the desired user may be eavesdropped by the
roaming user. Hence, in order to ensure secure communication, the FD BS also
transmits AN to interfere the reception of the roaming user (potential eavesdropper).
Therefore, the transmit signal vector, x ∈ C

NT×1, comprising K information
streams and AN, is given by x =∑K

k=1 xk+zAN, where zAN ∈ C
NT×1 represents the

AN vector generated by the FD BS to degrade the channel quality of the potential
eavesdropper. In particular, zAN is modeled as a complex Gaussian random vector
with zAN ∼ CN(0,ZAN), where ZAN ∈ H

NT , ZAN � 0, denotes the covariance
matrix of the AN. Therefore, the received signals at DL user k ∈ {1, . . . , K}, the
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FD BS, and the potential eavesdropper are given by

yDLk =hHk xk +
K∑
i �=k

hHk xi

︸ ︷︷ ︸
multiuser

interference

+hHk zAN︸ ︷︷ ︸
artificial

noise

+
J∑
j=1

√
Pjfj,kd

UL
j

︸ ︷︷ ︸
co-channel
interference

+nDLk , (10.1)

yBS =
J∑
j=1

√
Pjgj dUL

j + HSI

K∑
k=1

xk

︸ ︷︷ ︸
self-interference

+HSIzAN︸ ︷︷ ︸
artificial

noise

+nBS, and (10.2)

yE =
K∑
k=1

LHxk

︸ ︷︷ ︸
DL signals

+
J∑
j=1

√
Pj ej dUL

j

︸ ︷︷ ︸
UL signals

+LH zAN︸ ︷︷ ︸
artificial

noise

+nE, (10.3)

respectively. The DL channel between the FD BS and user k is denoted by hk ∈
C
NT×1 and fj,k ∈ C represents the channel between UL user j and DL user k.

Variables dUL
j , E{|dUL

j |2} = 1, and Pj are the data and transmit power sent from UL

user j to the FD BS, respectively. Vector gj ∈ C
NT×1 denotes the channel between

UL user j and the FD BS. Matrix HSI ∈ C
NT×NT denotes the SI channel of the FD

BS. Matrix L ∈ C
NT×NR denotes the channel between the FD BS and the potential

eavesdropper. Vector ej ∈ C
NR×1 denotes the channel between UL user j and the

potential eavesdropper. Variables hk , fj,k , gj , HSI, L, and ej capture the joint effect
of path loss and small scale fading. nBS ∼ CN(0, σ 2

BSINT), nDLk ∼ CN(0, σ 2
k ), and

nE ∼ CN(0, σ 2
EINR) represent the additive white Gaussian noise (AWGN) at the

FD BS, DL user k, and the potential eavesdropper, respectively. In (10.1), the term∑J
j=1

√
Pjfj,kd

UL
j denotes the aggregated CCI caused by the UL users to DL user

k. In (10.2), the term HSI
∑K
k=1 xk represents the SI.

10.3 Resource Allocation Problem Formulation

In this section, we first define the adopted performance metrics for the considered
multiuser communication system. Then, we formulate the resource allocation
problems for DL and UL transmit power minimization, respectively. For the sake
of notational simplicity, we define the following variables: Hk = hkhHk , k ∈
{1, . . . , K}, and Gj = gjgHj , j ∈ {1, . . . , J }.



10 Multi-Objective Optimization for Secure Full-Duplex Wireless. . . 281

10.3.1 Achievable Rate and Secrecy Rate

The achievable rate (bit/s/Hz) of DL user k is given by

RDLk = log2(1 + �DL
k ) with (10.4)

�DL
k = |hHk wk|2

K∑
r �=k

|hHk wr |2 +
J∑
j=1
Pj |fj,k|2+ Tr(HkZAN)+ σ 2

k

, (10.5)

where �DL
k is the receive signal-to-interference-plus-noise ratio (SINR) at DL user

k. Besides, the achievable rate of UL user j is given by

RULj = log2(1 + �UL
j ) with (10.6)

�UL
j = Pj |gHj vj |2

J∑
n �=j
Pn|gHn vj |2 + SSIj +σ 2

BS‖vj‖2

, and (10.7)

SSIj =Tr
(
ρVj diag

(
HSIZANHHSI +

K∑
k=1

HSIwkwHk HHSI

))
, (10.8)

where �UL
j is the receive SINR of UL user j at the FD BS. The variable vj ∈ C

NT×1

is the receive beamforming vector for decoding the information received from
UL user j and we define Vj = vjvHj , j ∈ {1, . . . , J }. In this chapter, zero-
forcing receive beamforming (ZF-BF) is adopted. In this context, we note that
ZF-BF closely approaches the performance of optimal minimum mean square
error beamforming (MMSE-BF) when the noise term is not significant2 [20] or
the number of antennas is sufficiently large [16]. Besides, ZF-BF facilitates the
design of a computationally efficient resource allocation algorithm. Hence, the
receive beamformer for UL user j is chosen as vj = (ujQ†)H , where uj =[

0, . . . , 0︸ ︷︷ ︸
(j−1)

, 1, 0, . . . , 0︸ ︷︷ ︸
(J−j)

]
, Q† = (QHQ)−1QH , and Q = [g1, . . . , gJ ]. Since SI

cannot be cancelled perfectly in FD systems due to the limited dynamic range of
the receiver even if the SI channel is perfectly known [5], we model the residual
SI after cancellation at each receive antenna as an independent zero-mean Gaussian
distortion noise whose variance is proportional to the received power of the antenna,

i.e., the term SSIj = Tr
(
ρVj diag

(
HSIZANHHSI +

∑K
k=1 HSIwkwHk HHSI

))
in (10.7)

and (10.8). We note that this SI model was first proposed in [5]. Besides, it was

2We note that the noise power at the BS is not expected to be the dominating factor for the system
performance since BSs are usually equipped with a high quality low-noise amplifier (LNA).
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shown in [13] that the adopted model accurately captures the combined effects
of additive automatic gain control noise, non-linearities in the analog-to-digital
converters and the gain control, and oscillator phase noise which are present in
practical FD hardware. We refer to [5, Eq. (4)] for a more detailed discussion of
the adopted SI model.

As discussed before, for guaranteeing communication security, the roaming
user is treated as a potential eavesdropper who eavesdrops the information signals
desired for all DL and UL users. Thereby, we design the resource allocation
algorithm under a worst-case assumption for guaranteeing communication secrecy.
In particular, we assume that the potential eavesdropper can cancel all multiuser
interference before decoding the information of the desired user. Thus, under this
assumption, the channel capacity between the FD BS and the potential eavesdropper
for eavesdropping desired DL user k and the channel capacity between the UL user
j and the potential eavesdropper for overhearing UL user j can be written as

CDLk = log2 det(INR + X−1LHwkwHk L),∀k, and (10.9)

CULj = log2 det(INR + PjX−1ej eHj ),∀j, (10.10)

respectively, where X = LHZANL + σ 2
EINR denotes the interference-plus-noise

covariance matrix for the potential eavesdropper. We emphasize that, unlike an HD
BS, the FD BS can guarantee both DL security and UL security simultaneously via
AN transmission. The achievable secrecy rates between the FD BS and DL user k
and UL user j are given by

RSec
DLk =

[
RDLk − CDLk

]+
,∀k, and RSec

ULj =
[
RULj − CULj

]+
,∀j, (10.11)

respectively.

10.3.2 Optimization Problem Formulation

In the following, we first introduce two individual system design optimization
problems with conflicting design objectives. Then, we investigate the two system
design objectives jointly under a multi-objective optimization framework [12, 15,
19]. In this chapter, we focus on the minimization of the total DL transmit power at
the BS and the minimization of the total UL transmit power. In particular, since
wireless BSs consume a considerable amount of energy, the associated energy
cost has become a financial burden to the service providers. Hence, to reduce the
energy consumption and its cost, it is necessary to design power efficient resource
allocation schemes for reducing the transmit power of the BS. Thus, in this chapter,
we aim to minimize the transmit power under secrecy and QoS constraints. In
particular, for the secrecy constraints, the maximum information leakage to the
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potential eavesdroppers is constrained. In fact, the secrecy constraints imposing the
maximum information leakage provide flexibility in controlling the security level of
communication for different practical applications. For example, services involving
confidential information, e.g., online banking, have more stringent requirements
on low information leakage than ordinary services, e.g., video streaming. On the
other hand, multimedia services, e.g., video streaming, have a higher information
leakage tolerance than plain text services, e.g., E-mail and short message service
(SMS), since it is hard to recover high quality multimedia content from limited
eavesdropped information. Therefore, the considered problem formulation with
secrecy constraints takes into account the different required security levels for
facilitating more flexible resource allocation. In particular, the first considered
objective is the minimization of the total DL transmit power at the FD BS and is
given by

Problem 1 (Total DL Transmit Power Minimization)

minimize
ZAN∈HNT ,wk,Pj

K∑
k=1

‖wk‖2 + Tr(ZAN)

s.t. C1:
|hHk wk|2

K∑
r �=k

|hHk wr |2 +
J∑
j=1
Pj |fj,k|2 + Tr(HkZAN)+ σ 2

k

≥ �DL
reqk
, ∀k, j,

C2:
Pj |gHj vj |2

J∑
n �=j
Pn|gHn vj |2+ SSIj +σ 2

BS‖vj‖2

≥ �UL
reqj
, ∀j,

C3: log2 det(INR + X−1LHwkwHk L) ≤ RDL
tolk , ∀k,

C4: log2 det(INR + PjX−1ej eHj ) ≤ RUL
tolj , ∀j,

C5: Pj ≥ 0, ∀j, C6: ZAN � 0. (10.12)

The system design objective in (10.12) is to minimize the total DL transmit power
which is comprised of the DL signal power and the AN power. Constants �DL

reqk
> 0

and �UL
reqj

> 0 in constraints C1 and C2 in (10.12) are the minimum required SINR

for DL users k ∈ {1, . . . , K} and UL users j ∈ {1, . . . , J }, respectively. RDL
tolk

and

RUL
tolj

in C3 and C4, respectively, are pre-defined system parameters representing
the maximum tolerable data rates at the potential eavesdropper for decoding the
information of DL user k and UL user j , respectively. In fact, DL and UL security
is guaranteed by constraints C3 and C4. In particular, if the above optimization
problem is feasible, the proposed problem formulation guarantees that the secrecy
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rate for DL user k is bounded below by RSec
DLk

≥ log2(1 + �DL
reqk
) − RDL

tolk
and the

secrecy rate for UL user j is bounded below by RSec
ULj

≥ log2(1 + �UL
reqj
) − RUL

tolj
.

We note that the maximization of the system secrecy throughput for the considered
multiuser systems is generally NP-hard3 [27]. Hence, we focus on the minimization
of the total DL transmit power under secrecy constraints to obtain a tractable
resource allocation design. Constraint C5 is the non-negative power constraint for
UL user j . Constraint C6 and ZAN ∈ H

NT are imposed since covariance matrix
ZAN has to be a Hermitian positive semidefinite matrix. We note that the objective
of Problem 1 is to minimize the total DL transmit power under constraints C1–C6
without regard for the consumed UL transmit powers.

Besides, as mobile devices are powered by batteries with limited energy storage
capacity, minimizing the UL transmit power can prolong the lifetime of mobile
devices. Therefore, the second system design objective is the minimization of total
UL transmit power and can be mathematically formulated as

Problem 2 (Total UL Transmit Power Minimization)

minimize
ZAN∈HNT ,wk,Pj

J∑
j=1

Pj

s.t. C1 – C6. (10.13)

Problem 2 targets only the minimization of the total UL transmit power under
constraints C1–C6 without taking into account the total consumed DL transmit
power.

The objectives of Problems 1 and 2 are desirable for the system operator and the
users, respectively. However, in secure FD wireless communication systems, these
objectives conflict with each other. On the one hand, the DL information and AN
transmission cause significant SI which impairs the UL signal reception. Hence, the
UL users have to transmit with a higher power to compensate this interference to
satisfy the minimum required receive SINR of the UL users at the FD BS. On the
other hand, a high UL transmit power results in a strong CCI for DL signal reception
and a higher risk of information leakage to the potential eavesdropper. Hence, the
FD BS has to transmit both the DL information and the AN with higher power to
ensure the QoS requirements of the DL users and the security requirements of the
DL and UL users. However, this in turn causes high SI and gives rise to an escalating
increase in transmit power for both UL and DL transmission. To overcome this
problem, we resort to multi-objective optimization [12, 15]. In the literature, multi-

3Note that the maximization of the secrecy rate is also one possible system design objective. Yet,
such a formulation may lead to exceedingly large energy consumption.
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objective optimization is often adopted to study the trade-off between conflicting
system design objectives via the concept of Pareto optimality [12, 15]. To facilitate
our presentation, we denote the objective function of Problem i asQi(wk,ZAN, Pj ).
The Pareto optimality of a resource allocation policy is defined in the following:

Definition 1 (Pareto Optimal [12]) A resource allocation policy, {wk,ZAN, Pj },
is Pareto optimal if and only if there does not exist any {w̃k, Z̃AN, P̃j } with

Qi(w̃k, Z̃AN, P̃j ) < Qi(wk,ZAN, Pj ),∀i ∈{1, 2}. (10.14)

In other words, a resource allocation policy is Pareto optimal if there is no other
policy that improves at least one of the objectives without detriment to the other
objective. In order to capture the complete Pareto optimal set, we formulate a third
optimization problem to investigate the trade-off between Problems 1 and 2 by using
the weighted Tchebycheff method [12]. The third problem formulation is given as

Problem 3 (Multi-Objective Optimization)

minimize
ZAN∈HNT ,wk,Pj

max
i=1,2

{
'i

(
Qi(wk,ZAN, Pj )−Q∗

i

)}

s.t. C1 – C6, (10.15)

where Q1(wk,ZAN, Pj ) = ∑K
k=1‖wk‖2 + Tr(ZAN) and Q2(wk,ZAN, Pj ) =∑J

j=1 Pj . Q
∗
i is the optimal objective value of the i-th problem and is treated as

a constant for Problem 3. Variable 'i ≥ 0,
∑
i 'i = 1, specifies the priority of

the i-th objective compared to the other objectives and reflects the preference of
the system operator. By varying 'i , a complete Pareto optimal set corresponding
to a set of resource allocation policies can be obtained when (10.15) is solved.
Thus, the operator can select a proper resource allocation policy from the set of
available policies. Compared to other formulations for handing MOOPs in the
literature (e.g., the weighted product method, the exponentially weighted criterion,
and the ε-constraint method [12]), the weighted Tchebycheff method can achieve
the complete Pareto optimal set with a lower computational complexity, despite
the non-convexity (if any) of the considered problem. It is noted that Problem 3 is
equivalent to Problem i when 'i = 1 and 'j = 0, ∀j �= i. Here, equivalence means
that both problems have the same optimal solution.
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10.4 Solution of the Optimization Problem

Problems 1–3 are non-convex problems due to the non-convex constraints C3 and
C4. To solve these problems efficiently, we first transform C3 and C4 into equivalent
linear matrix inequality (LMI) constraints. Then, Problems 1–3 are solved optimally
by semidefinite programming (SDP) relaxation.

To facilitate the SDP relaxation, we define Wk = wkwHk and rewrite Problems 1–
3 in the following equivalent forms:

Equivalent Problem 1

minimize
Wk,ZAN∈HNT ,Pj

K∑
k=1

Tr(Wk)+ Tr(ZAN)

s.t. C1:
Tr(HkWk)

K∑
r �=k

Tr(HkWr )+
J∑
j=1
Pj |fj,k|2 + Tr(HkZAN)+ σ 2

k

≥ �DL
reqk
, ∀k, j,

C2:
Pj Tr(GjVj )

J∑
n �=j
Pn Tr(GnVj )+ ISIj + σ 2

BS Tr(Vj )

≥Γ UL
reqj
, ∀j,

C3: log2 det(INR + X−1LHWkL) ≤ RDL
tolk , ∀k,

C4: log2 det(INR + PjX−1ej eHj ) ≤ RUL
tolj , ∀j,

C5: Pj ≥ 0, ∀j, C6: ZAN � 0,

C7: Wk � 0,∀k, C8: Rank(Wk) ≤ 1,∀k, (10.16)

where

ISIj = Tr
(
ρVj diag

(
HSIZANHHSI +

K∑
k=1

HSIWkHHSI

))
. (10.17)
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Wk � 0, Wk ∈ H
NT , and Rank(Wk) ≤ 1 in (10.16) are imposed to guarantee

that Wk = wkwHk holds after optimization. Similarly, Problems 2 and 3 can be
transformed, respectively, into:

Equivalent Problem 2

minimize
Wk,ZAN∈HNT ,Pj

J∑
j=1

Pj

s.t. C1 − C8. (10.18)

and

Equivalent Problem 3

minimize
Wk,ZAN∈HNT ,Pj ,τ

τ

s.t. C1 − C8,

C9: 'i(Qi −Q∗
i ) ≤ τ,∀i ∈ {1, 2}. (10.19)

Note that in Equivalent Problem 3, τ is an auxiliary optimization variable
and (10.19) is the equivalent epigraph representation of (10.15).

Since Problem 3 is a generalization of Problems 1 and 2, we focus on solving
Problem 3. Now, we handle the non-convex constraints C3 and C4 by introducing
the following proposition.

Proposition 1 For RDL
tolk
> 0 and RUL

tolj
> 0, we have the following implications for

constraints C3 and C4 of equivalent Problems 1–3, respectively:

C3 ⇒C̃3: LHWkL � ξDL
k X, ∀k, (10.20)

C4 ⇔C̃4: Pj ej eHj � ξUL
j X, ∀j, (10.21)

where ξDL
k = 2

RDL
tolk−1 and ξUL

j = 2
RUL

tolj −1. We note that C3 and C̃3 are equivalent,

respectively, if Rank(Wk) ≤ 1. Besides, C4 and C̃4 are always equivalent.

Proof Please refer to Appendix 1.  "
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Note that C̃3 and C̃4 are convex LMI constraints which can be handled easily.
The remaining non-convex constraint in (10.19) is the rank-one constraint C8.
Solving such a rank-constrained problem is generally NP-hard [9]. Hence, to obtain
a tractable solution, we relax constraint C8: Rank(Wk) ≤ 1 by removing it from
the problem formulation, such that the considered problem becomes a convex SDP
given by

minimize
Wk,ZAN∈HNT ,Pj ,τ

τ

s.t. C1,C2,C5,C6,C7,

C̃3: LHWkL � ξDL
k X, ∀k,

C̃4: Pj ej eHj � ξUL
j X, ∀j,

C9: 'i(Qi −Q∗
i ) ≤ τ, ∀i ∈ {1, 2}. (10.22)

The relaxed convex problem in (10.22) can be solved efficiently by standard
convex program solvers such as CVX [7]. Besides, if the solution obtained for a
relaxed SDP problem is a rank-one matrix, i.e., Rank(Wk) = 1 for Wk �= 0, ∀k,
then it is also the optimal solution of the original problem. Next, we verify the
tightness of the adopted SDP relaxation in the following theorem.

Theorem 1 Assuming the considered problem is feasible, for �DL
reqk

> 0, we can
always obtain or construct a rank-one optimal matrix W∗

k which is an optimal
solution for (10.22).

Proof Please refer to Appendix 2.  "
By Theorem 1, the optimal beamforming vector w∗

k can be recovered from
W∗
k by performing eigenvalue decomposition of W∗

k and selection of the principle
eigenvector as w∗

k .

10.5 Simulation Results

In this section, we investigate the performance of the proposed multi-objective
optimization based resource allocation scheme through simulations. The most
important simulation parameters are specified in Table 10.1. There are K = 3
DL users, J = 7 UL users, and one potential eavesdropper in the considered cell.
The users and the potential eavesdropper are randomly and uniformly distributed
between the reference distance of 30 m and the maximum service distance of 600 m.
The FD BS is located at the center of the cell and equipped with NT antennas. The
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Table 10.1 System parameters used in simulations

Carrier center frequency and system bandwidth 1.9 GHz and 1 MHz

Path loss exponent and SI cancellation constant, ρ 3.6 and −85 dB [2]

DL user noise power and UL BS noise power, σ 2
k and σ 2

BS −110 dBm

Potential eavesdropper noise power, σ 2
E , and BS antenna gain −110 dBm and 10 dBi

Maximum tolerable eavesdropping data rate for DL users, RDL
tolk

0.1 bit/s/Hz

Maximum tolerable eavesdropping data rate for UL users, RUL
tolj

0.1 bit/s/Hz

potential eavesdropper is equipped with NR = 2 antennas. The small scale fading
of the DL channels, UL channels, CCI channels, and eavesdropping channels is
modeled as independent and identically distributed Rayleigh fading. The multipath
fading coefficients of the SI channel are generated as independent and identically
distributed Rician random variables with Rician factor 5 dB. In addition, we assume
that all DL users and all UL users require the same minimum SINRs, respectively,
i.e., �DL

reqk
= �DL

req and �UL
reqj

= �UL
req .

Besides, we also consider the performance of a baseline scheme for comparison.
For the baseline scheme, we adopt ZF-BF as DL transmission scheme such that
the multiuser interference is avoided at the legitimate DL users. In particular, the
direction of beamformer wk for legitimate user k is fixed and lies in the null space of
the other legitimate DL users’ channels. Then, we jointly optimize ZAN, Pj , and the
power allocated to wk under the MOOP formulation subject to the same constraints
as in (10.22) via SDP relaxation.

10.5.1 Transmit Power Trade-off Region

In Fig. 10.2, we study the trade-off between the DL and the UL total transmit powers
for different numbers of antennas at the FD BS. The trade-off region is obtained by
solving (10.22) for different values of 0 ≤ 'i ≤ 1,∀i ∈ {1, 2}, i.e., the 'i are
varied uniformly using a step size of 0.01 subject to

∑
i 'i = 1. We assume a

minimum required DL SINR of �DL
req = 10 dB and a minimum required UL SINR of

�UL
req = 5 dB. It can be observed from Fig. 10.2 that the total UL transmit power is

a monotonically decreasing function with respect to the total DL transmit power. In
other words, minimizing the total UL power consumption leads to a higher power
consumption in the DL and vice versa. This result confirms that the minimization
of the total UL transmit power and the minimization of the total DL transmit power
are conflicting design objectives. For the case of NT = 12, 8 dB in UL transmit
power can be saved by increasing the total DL transmit power by 5 dB. In addition,
Fig. 10.2 also indicates that a significant amount of transmit power can be saved in
the FD system by increasing the number of BS antennas. This is due to the fact
that the extra degrees freedom offered by the additional antennas facilitate a more
power efficient resource allocation. However, due to channel hardening, there is a
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Fig. 10.2 Average system objective trade-off region achieved by the proposed resource allocation
scheme. The double-sided arrows indicate the power saving due to additional antennas

diminishing return in the power saving as the number of antennas at the FD BS
increases [20]. On the other hand, Fig. 10.2 also depicts the trade-off region for
the baseline resource allocation scheme for comparison. As can be seen, the trade-
off regions achieved by the baseline scheme are above the curves for the proposed
optimal scheme. This indicates that the proposed resource allocation scheme is more
power efficient than the baseline scheme for both DL and UL transmission. Indeed,
the proposed resource allocation scheme can fully exploit the available degrees
of freedom to perform globally optimal resource allocation. On the contrary, for
the baseline scheme, the transmitter is incapable of fully utilizing the available
degrees of freedom since the direction of the transmit beamformer wk is fixed.
Specifically, the fixed beamformer wk can cause severe SI and increases the risk
of eavesdropping which results in a high power consumption for UL transmission
and the AN. Besides, the trade-off region for the baseline scheme is strictly smaller
than that for the proposed optimal scheme. For instance, whenNT = 12, the baseline
scheme can save only 1 dB of UL transmit power by increasing the total DL transmit
power by 2.5 dB, due to the limited flexibility of the baseline scheme in handling
the interference.
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10.5.2 Average User Secrecy Rate Versus Minimum Required
SINR

Figure 10.3 depicts the average user secrecy rate of the DL and UL users versus the
minimum required DL SINR, �DL

req , for RDL
tolk

= RUL
tolj

= 0.5 bit/s/Hz and �UL
req =

5 dB. The FD BS is equipped with NT = 10 antennas. We select the resource
allocation policy with '1 = 0.1 and '2 = 0.9.

The average user secrecy rates for the DL and UL users are calculated by

averaging the total DL and the total UL secrecy rates, i.e.,
∑K
k=1 R

Sec
DLk

K
and

∑J
j=1 R

Sec
ULj

J
,

respectively. As can be seen, that the average DL user secrecy rate increases with
�DL

req since the channel capacity between DL user k and the potential eavesdropper is
limited to CDLk = 0.5 bit/s/Hz. Besides, the average UL user secrecy rate depends
only weakly on �DL

req for the proposed scheme. In addition, we compare the average
DL and UL user secrecy rates of the proposed scheme with the minimum required
DL and UL user secrecy rates, i.e., log2(1+�DL

req )−RDL
tolk

and log2(1+�UL
req )−RUL

tolj
,

respectively. As can be seen, the average user secrecy rate achieved by the proposed
scheme fulfills the minimum required user secrecy rate in both DL and UL which
confirms that the security of both links can be guaranteed simultaneously. This is
due to the proposed optimization algorithm design. On the other hand, the baseline
scheme achieves a slightly higher secrecy rate than the proposed scheme for �DL

req
ranges from 2 to 10 dB. However, to accomplish this, the baseline scheme requires
exceedingly large transmit powers at both the FD BS and the UL users compared to
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the proposed scheme, cf. Fig. 10.2. Besides, the superior performance of the baseline
scheme in terms of secrecy rate also comes at the expense of an extremely high
outage probability. In particular, the baseline scheme is always infeasible when �DL

req
is larger than 10 dB.

10.6 Conclusions

In this chapter, we studied the power efficient resource allocation algorithm design
for enabling secure MU-MIMO wireless communication with an FD BS. The algo-
rithm design was formulated as a non-convex MOOP via the weighted Tchebycheff
method. The proposed problem aimed at jointly minimizing the total DL and UL
transmit powers for achieving simultaneous secure DL and UL transmission. The
proposed MOOP was solved optimally by SDP relaxation. We proved that the
globally optimal solution can always be obtained or constructed by solving at
most two convex SDP optimization problems. Simulation results not only revealed
the trade-off between the total DL and UL transmit power consumption, but also
confirm that the proposed FD system provides substantial power savings over the
baseline scheme. Furthermore, our results revealed that an FD BS can guarantee
secure UL transmission which is not possible with an HD BS.

Appendix 1: Proof of Proposition 1

We start the proof by rewriting constraints C3 and C4 as follows:

C3: det(INR + X−1LHWkL) ≤ 2
RDL

tolk

(a)⇐⇒ det(INR + X−1/2LHWkLX−1/2) ≤ 2
RDL

tolk , (10.23)

C4: det(INR + PjX−1ej eHj ) ≤ 2
RUL

tolj

(b)⇐⇒ det(INR + PjX−1/2ej eHj X−1/2) ≤ 2
RUL

tolj . (10.24)

(a) and (b) hold due to a basic matrix equality, namely det(I+AB) = det(I+BA).
Then, we study a lower bound of (10.23) and (10.24) by applying the following
Lemma.

Lemma 1 (Determinant Inequality [19]) For any semidefinite matrix A � 0,
the inequality det(I + A) ≥ 1 + Tr(A) holds where equality holds if and only if
Rank(A) ≤ 1.
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We note that X−1/2LHWkLX−1/2 � 0 holds in (10.23). Thus, applying
Lemma 1 to (10.23) yields

det(INR + X−1/2LHWkLX−1/2) ≥ 1 + Tr(X−1/2LHWkLX−1/2). (10.25)

As a result, by combining (10.23) and (10.25), we have the following implica-
tions:

Tr(X−1/2LHWkLX−1/2) ≤ ξDL
k

(c)$⇒λmax(X−1/2LHWkLX−1/2) ≤ ξDL
k

⇐⇒X−1/2LHWkLX−1/2 � ξDL
k INR

⇐⇒LHWkL � ξDL
k X, (10.26)

where λmax(A) denotes the maximum eigenvalue of matrix A and (c) is due to the
fact that Tr(A) ≥ λmax(A) holds for any A � 0. Besides, if Rank(Wk) ≤ 1, we
have

Rank(X−1/2LHWkLX−1/2)

≤ min
{

Rank(X−1/2LH ),Rank(WkLX−1/2)
}

≤ Rank(WkLX−1/2) ≤ 1. (10.27)

Then, equality holds in (10.25). Besides, in (10.26), Tr(X−1/2LHWkLX−1/2) ≤
ξDL
k is equivalent to λmax(X−1/2LHWkLX−1/2) ≤ ξDL

k . Therefore, (10.23)
and (10.26) are equivalent if Rank(Wk) ≤ 1.

As for constraint C4, we note that Rank(PjX−1/2ej eHj X−1/2) ≤ 1 always holds.
Therefore, by applying Lemma 1 to (10.24), we have

det(INR + PjX−1/2ej eHj X−1/2) = 1 + Tr(PjX−1/2ej eHj X−1/2). (10.28)

Then, by combining (10.24) and (10.28), we have the following implications:

C4 ⇐⇒Tr(PjX−1/2ej eHj X−1/2) ≤ ξUL
j

⇐⇒λmax(PjX−1/2ej eHj X−1/2) ≤ ξUL
j

⇐⇒PjX−1/2ej eHj X−1/2 � ξUL
j INR

⇐⇒Pj ej eHj � ξUL
j X. (10.29)
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Appendix 2: Proof of Theorem 1

The SDP relaxed version of equivalent Problem 3 in (10.22) is jointly convex with
respect to the optimization variables and satisfies Slater’s constraint qualification.
Therefore, strong duality holds and solving the dual problem is equivalent to solving
the primal problem [3]. For obtaining the dual problem, we first need the Lagrangian
function of the primal problem in (10.22) which is given by

L = '1π1

K∑
k=1

Tr(Wk)−
K∑
k=1

Tr(WkYk)+
J∑
j=1

μj

K∑
k=1

Tr(ρWkHHSIVjHSI)

−
K∑
k=1

Tr

(
λkHkWk

Γ DL
reqk

)
+

K∑
k=1

Tr(LHWkLDk)+�. (10.30)

Here, � denotes the collection of terms that only involve variables that are
independent of Wk . λk , μj , and πi are the Lagrange multipliers associated with
constraints C1, C2, and C9, respectively. Matrix Dk ∈ C

NR×NR is the Lagrange
multiplier matrix for constraint C̃3. Matrix Yk ∈ C

NT×NT is the Lagrange multiplier
matrix for the positive semidefinite constraint C7 on matrix Wk . For notational
simplicity, we define + as the set of scalar Lagrange multipliers for constraints
C1, C2, C5, and C9 and � as the set of matrix Lagrange multipliers for constraints
C̃3, C̃4, C6, and C7. Thus, the dual problem for the SDP relaxed problem in (10.22)
is given by

maximize
+≥0,��0

minimize
Wk,ZAN∈HNT ,Pj ,τ

L
(

Wk,ZAN, Pj ,+,�
)

s.t.
2∑
i=1

πi = 1. (10.31)

Constraint
∑2
i=1 πi = 1 is imposed to guarantee a bounded solution of the dual

problem [3]. Then, we reveal the structure of the optimal Wk of (10.22) by studying
the Karush–Kuhn–Tucker (KKT) conditions. The KKT conditions for the optimal
W∗
k are given by

Y∗
k,D

∗
k �0, λ∗k, μ∗j , π∗i ≥ 0, (10.32)

Y∗
kW

∗
k =0, (10.33)

∇W∗
k
L =0, (10.34)
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where Y∗
k , D∗

k , λ
∗
k , μ

∗
j , and π∗i are the optimal Lagrange multipliers for dual

problem (10.31). ∇W∗
k
L denotes the gradient of Lagrangian function L with respect

to matrix W∗
k . The KKT condition in (10.34) can be expressed as

Y∗
k +

λ∗kHk
�DL

reqk

= '1π1INT +
J∑
j=1

μ∗j ρHHSI diag(Vj )HSI + LD∗
kL
H . (10.35)

Now, we divide the proof into two cases according to the value of '1. First, for the
case of 0 < '1 ≤ 1, we define

A∗
k =

J∑
j=1

μ∗j ρHHSI diag(Vj )HSI + LD∗
kL
H , (10.36)

�∗
k ='1π1INT + A∗

k, (10.37)

for notational simplicity. Then, (10.35) implies

Y∗ = �∗
k −

λ∗kHk
�DL

reqk

. (10.38)

Pre-multiplying both sides of (10.38) by W∗
k , and utilizing (10.33), we have

W∗
k�

∗
k = W∗

k

λ∗kHk
�DL

reqk

. (10.39)

By applying basic inequalities for the rank of matrices, the following relation holds:

Rank(W∗
k)
(a)= Rank(W∗

k�
∗
k) = Rank

(
W∗
k

λ∗kHk
�DL

reqk

)

(b)≤ min
{

Rank(W∗
k),Rank

(λ∗kHk
�DL

reqk

)}

(c)≤ Rank
(λ∗kHk
�DL

reqk

)
≤ 1, (10.40)

where (a) is valid because �∗
k � 0, (b) is due to the basic result Rank(AB) ≤

min
{

Rank(A),Rank(B)
}
, and (c) is due to the fact that min{a, b} ≤ a. We note

that W∗
k �= 0 for �DL

reqk
> 0. Thus, Rank(W∗

k) = 1.
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Then, for the case of '1 = 0, we show that we can always construct a rank-one
optimal solution W∗∗

k . We note that the problem in (10.22) with '1 = 0 is equivalent
to a total UL transmit power minimization problem which is given by

minimize
Wk,ZAN∈HNT ,Pj

J∑
j=1

Pj

s.t. C1,C2, C̃3, C̃4,C5,C6,C7,C9. (10.41)

We first solve the above convex optimization problem and obtain the UL transmit
power P ∗∗j , the DL beamforming matrix W∗

k , and the AN covariance matrix Z∗
AN. If

Rank(W∗
k) = 1,∀k, then the globally optimal solution of problem (10.19) for '1 =

0 is achieved. Otherwise, we substitute P ∗∗j and Z∗
AN into the following auxiliary

problem:

minimize
Wk∈HNT

K∑
k=1

Tr(Wk)+ Tr(Z∗
AN)

s.t. C1,C2, C̃3, C̃4,C5,C6,C7,C9. (10.42)

Since the problem in (10.42) shares the feasible set of problem (10.41), prob-
lem (10.42) is also feasible. Now, we claim that for a given P ∗∗j and Z∗

AN
in (10.42), the solution W∗∗

k of (10.42) is a rank-one matrix. First, the gradient of
the Lagrangian function for (10.42) with respect to W∗∗

k can be expressed as

Y∗∗ = �∗∗
k − λ

∗∗
k Hk
�DL

reqk

, (10.43)

where

�∗∗
k =INT + A∗∗

k and (10.44)

A∗∗
k =

J∑
j=1

μ∗∗j ρHHSI diag(Vj )HSI + LD∗∗
k LH . (10.45)
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Y∗∗
k , D∗∗

k , λ∗∗k , and μ∗∗j are the optimal Lagrange multipliers for the dual problem
of (10.42). Pre-multiplying both sides of (10.43) by the optimal solution W∗∗

k , we
have

W∗∗
k �∗∗

k = W∗∗
k

λ∗∗k Hk
�DL

reqk

. (10.46)

We note that �∗∗
k is a full-rank matrix, i.e., �∗∗

k � 0, and (10.46) has the same form
as (10.39). Thus, we can follow the same approach as for the case of 0 < 'i ≤ 1
for showing that W∗∗

k is a rank-one matrix. Also, since W∗∗
k is a feasible solution

of (10.41) for P ∗∗j , an optimal rank-one matrix W∗∗
k for the case of '1 = 0 is

constructed.

References

1. D. Bharadia and S. Katti, “Full duplex mimo radios,” in Proc. USENIX Conf. on Network
System Design. USENIX, 2014, pp. 1–10.

2. D. Bharadia, E. McMilin, and S. F. d. r. Katti, “Acm sigcomm.” pp. 375–386, 2013.
3. S. Boyd and L. C. o. Vandenberghe. Cambridge University Press, 2004.
4. X. Chen, D. W. K. Ng, W. H. Gerstacker, and H. H. Chen, “A survey on multiple-antenna

techniques for physical layer security,” IEEE Commun Surveys & Tutorials, vol. 19, pp. 1027–
1053, 2017.

5. B. P. Day, A. R. Margetts, D. W. Bliss, and P. Schniter, “Full-duplex MIMO relaying achievable
rates under limited dynamic range.” IEEE J Select Areas Commun., vol. 30, no. 8, pp. 1541–
1553, 2012.

6. M. Duarte, A. Sabharwal, V. Aggarwal, R. Jana, K. K. Ramakrishnan, C. W. Rice, and N. K.
Shankaranarayanan, “Design and characterization of a full-duplex multiantenna system for wifi
networks.” IEEE Trans Veh. Technol., vol. 63, no. 3, pp. 1160–1177, 2014.

7. M. Grant, S. Boyd, and Y. C. Ye, Matlab software for disciplined convex programming, 2014.
[Online]. Available: http://cvxr.com/cvx

8. D. Gesbert, M. Kountouris, R. W. Heath, C. B. Chae, and T. Salzer, “From single user to
multiuser communications: Shifting the mimo paradigm,” IEEE Signal Process, vol. 24, no. 5,
pp. 36–46, 2007.

9. B. Gärtner and J. Matousek, Approximation algorithms and semidefinite programming.
Science & Business Media, Springer, 2012.

10. Cisco, “Tech. Rep: Global mobile data traffic forecast update” 2016 to 2021 White Paper.
Cisco, 2017.

11. J. I. Choi, M. Jain, K. Srinivasan, P. Levis, and S. Katti, “Achieving single channel full duplex
wireless communication,” in Proc. of the Sixteenth Annual Intern Conf. on Mobile Computing
and Netw. ACM, 2010, pp. 1–12.

12. R. T. Marler and J. S. Arora, “Survey of multi-objective optimization methods for engineering,”
Structural and Multidisciplinary Optimization, vol. 26, no. 6, pp. 369–395, 2004.

13. W. Namgoong, “Modeling and and analysis of nonlinearities and mismatches in ac-coupled
direct-conversion receiver,” IEEE Trans Wireless Commun., vol. 4, pp. 163–173, 2005.

14. D. W. K. Ng, E. S. Lo, and R. Schober, “Robust beamforming for secure communication in
systems with wireless information and power transfer,” IEEE Trans Wireless Commun., vol. 13,
no. 8, pp. 4599–4615, 2014.

http://cvxr.com/cvx


298 Y. Sun et al.

15. D. W. K. Ng, E. S. Lo, and R. Schober, “Multiobjective resource allocation for secure
communication in cognitive radio networks with wireless information and power transfer,”
IEEE Trans Veh Technol., vol. 65, no. 5, pp. 3166–3184, 2016.

16. H. Q. Ngo, H. A. Suraweera, M. Matthaiou, and E. G. Larsson, “Multipair full-duplex relaying
with massive arrays and linear processing,” IEEE J Select Areas Commun, vol. 32, no. 9, pp.
1721–1737, 2014.

17. D. Nguyen, L. N. Tran, P. Pirinen, and M. Latva-aho, “On the spectral efficiency of full-duplex
small cell wireless systems,” IEEE Trans Wireless Commun., vol. 13, no. 9, pp. 4896–4910,
2014.

18. Y. Sun, D. W. K. Ng, and R. Schober, “Multi-objective optimization for power efficient full-
duplex wireless communication systems,” in Proc. IEEE Global Commun. Conf. IEEE, 2015,
pp. 1–6.

19. Y. Sun, D. W. K. Ng, J. Zhu, and R. Schober, “Multi-objective optimization for robust
power efficient and secure full-duplex wireless communication systems,” IEEE Trans Wireless
Commun., vol. 15, no. 8, pp. 5511–5526, 2016.

20. D. Tse and P. Viswanath, Fundamentals of wireless communication. Cambridge University
Press, 2005.

21. A. D. Wyner, “The wire-tap channel,” Bell system technical journal, vol. 54, no. 8, pp. 1355–
1387, 1975.

22. Q. Wu, G. Y. Li, W. Chen, D. W. K. Ng, and R. Schober, “An overview of sustainable green 5g
networks,” IEEE Wireless Commun., vol. 24, no. 4, pp. 72–80, 2017.

23. Wong, V. W., Schober, R., Ng, D. W. K., Wang, L. C.: Key technologies for 5G wireless
systems. Cambridge University Press (2017)

24. J. Zhang, L. Dai, S. Sun, and Z. Wang, “On the spectral efficiency of massive MIMO systems
with low-resolution adcs,” IEEE Commun. Lett., vol. 20, no. 5, pp. 842–845, 2016.

25. F. Zhu, F. Gao, M. Yao, and H. Zou, “Joint information-and jamming-beamforming for physical
layer security with full duplex base station,” IEEE Trans Signal Process, vol. 62, no. 24, pp.
6391–6401, 2014.

26. J. Zhu, D. W. K. Ng, N. Wang, R. Schober, and V. K. A. a. Bhargava, “and design of
secure massive mimo systems in the presence of hardware impairments. ieee trans,” Wireless
Commun., vol. 16, pp. 2001–2016, 2017.

27. X. Zhou, Y. Zhang, and L. Song, Physical layer security in wireless communications. CRC
Press, 2016.



Chapter 11
Integrated Full-Duplex Radios: System
Concepts, Implementations,
and Experimentation

Tingjun Chen, Jin Zhou, Gil Zussman, and Harish Krishnaswamy

Abstract This chapter reviews recent research on integrated full-duplex (FD) radio
systems using complementary metal oxide semiconductor (CMOS) technology.
After a brief review of challenges associated with integrated FD radios, several
CMOS FD radio designs, particularly those developed at Columbia University,
are discussed with self-interference (SI) suppression at antenna interface, and in
RF, analog, and digital domains. This chapter also reviews the system design and
implementation of two generations of FD radios developed within the Columbia
FlexICoN project (Columbia full-duplex wireless: From integrated circuits to
networks (FlexICoN) project, https://flexicon.ee.columbia.edu) using off-the-shelf
components and a software-defined radio (SDR) platform. The performance evalu-
ation of these FD radios at the node- and link-level is also reviewed.

11.1 Introduction

Recent demonstrations leveraging off-the-shelf components and/or commodity
SDRs (such as [4–12]) have established the feasibility of FD wireless through SI
suppression at the antenna interface and SI cancellation (SIC) in the RF, analog, and
digital domains.
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From the recent advancement in CMOS IC technology, complex digital SIC algo-
rithms that offer about 50 dB SIC can be readily implemented [7]. However, many
existing FD demonstrations rely on RF/analog cancellers and antenna interfaces
(such as ferrite circulators) that are bulky, use off-the-shelf components, and do not
readily translate to compact and low-cost IC implementations. For example, a pair
of separate TX and RX antennas was considered in [4, 6], a single antenna with
a coaxial circulator was used in [7], and dually polarized antennas for achieving
SI isolation was utilized in [8]. Moreover, these FD radios are often equipped
with an RF canceller implemented using discrete components [7, 9], where the
techniques applied are usually difficult to be realized in RFIC. Below, we first
present challenges associated with the design and implementation of IC-based FD
radios, followed by an overview of the research efforts in this area within the
Columbia FlexICoN project.

11.1.1 Challenges Associated with Compact and Low-Cost
Silicon-Based Implementation

Realizing RF/analog SIC and FD antenna interface in an IC is critical to bring FD
wireless technology to mobile devices, such as handsets and tablets [3, 13–24].
Figure 11.1 depicts the block diagram of an FD radio that incorporates antenna, RF
and digital SI suppression. The indicated transmitter and minimum received signal
power levels are typical of Wi-Fi applications. Also depicted are various transceiver
non-idealities that further complicate the SI suppression problem.

11.1.1.1 Achieving >100 dB SI Suppression

The power levels indicated in Fig. 11.1 necessitate >110 dB SI suppression for
Wi-Fi like applications. Such an extreme amount of cancellation must necessarily
be achieved across multiple domains (here, antenna, RF, and digital), as >100 dB
precision from a single stage or circuit is prohibitively complex and power ineffi-
cient. For example, [7] demonstrated 60 dB and 50 dB SIC in the RF/analog and
digital domains, respectively, with +20 dBm average TX power and −90 dBm RX
noise floor. The suppression must be judiciously distributed across the domains, as
suppression in one domain relaxes the dynamic range requirements of the domains
downstream. Furthermore, all cancellation circuits must be adaptively configured
together—optimization of the performance of a single cancellation stage alone can
result in residual SI that is sub-optimal for the cancellers downstream.
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Fig. 11.1 Block diagram of an FD radio featuring antenna, RF and digital SI suppression, along
with a depiction of the various transceiver non-idealities that must also be managed for effective
FD operation
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11.1.1.2 Transceiver Non-idealities

The extremely powerful nature of the SI exacerbates the impact of non-idealities
such as nonlinearity and phase noise, particularly for IC implementations. For
instance, nonlinearity along the transmitter chain will introduce distortion products.
Antenna and RF cancellation that tap from the output of the transmitter will suppress
these distortion products, but linear digital cancellation will not as it operates on the
undistorted digital signal. Depending on the amount of antenna and RF cancellation
achieved, the analog receiver front-end may introduce distortion products as well, as
may the RF cancellation circuitry. Nonlinear digital cancellation may be employed
to recreate and cancel these distortion products, but the associated complexity
and power consumption must be considered. Local oscillator (LO) phase noise
can pose problems as well. If a common LO is used for the transmitter and the
receiver, the phase noise in the transmitted and the received SI will be completely
correlated, enabling its cancellation in the receiver downmixer. However, delay in
the SI channel will decorrelate the phase noise, resulting in residual SI that cannot
be canceled. Figure 11.1 depicts transceiver performance requirements calculated
for two different SIC allocations across domains—one antenna-heavy and the other
digital-heavy.

11.1.1.3 SI Channel Frequency Selectivity and Wideband RF/Analog SI
Cancellation

The wireless SI channel can be extremely frequency selective. For example, a large
amount of the SI signal power results from the antenna return loss in a shared
antenna interface. Compact antennas can be quite narrowband, and the front-end
filters that are commonly used in today’s radios even more so. The wireless SI
channel also includes reflections off nearby objects, which will feature a delay that
depends on the distance of the object from the radio. This effect is particularly
significant for hand-held devices due to the interaction with human body in close
proximity. Performing wideband RF/analog cancellation requires recreating the
wireless SI channel in the RF/analog domain. Conventional RF/analog cancellers
feature a frequency-flat magnitude and phase response, and will therefore achieve
cancellation only over a narrow bandwidth. Wideband SIC at RF based on time-
domain equalization (essentially an RF finite impulse response [FIR] filter) has been
reported in [7] using discrete components. However, the integration of nanosecond-
scale RF delay lines on an IC is a formidable (perhaps impossible) challenge, and
therefore alternate wideband RF/analog SIC techniques are required.

11.1.1.4 Compact FD Antenna Interfaces

FD radios employing a pair of antennas, one for transmit and one for receive,
experience a direct trade-off between form factor and transmit–receive isolation
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arising from the antenna spacing and design. Therefore, techniques that can
maintain or even enhance transmit–receive isolation, possibly through embedded
cancellation, while maintaining a compact form factor are highly desirable. Com-
pact FD antenna interfaces are also more readily compatible with MIMO and
diversity applications, and promote channel reciprocity, which is useful at the higher
layers. For highly form-factor-constrained mobile applications, single-antenna FD
is required, necessitating the use of circulators. Traditionally, circulators have been
implemented using ferrite materials, and are costly, bulky, and not compatible with
IC technology. Novel techniques for high-performance non-magnetic integrated
circulators are of high interest.

11.1.1.5 Adaptive Cancellation

The SIC in all domains must be reconfigurable and automatically adapt to changing
operation conditions (e.g., supply voltage and temperature) and most importantly,
a changing electromagnetic (EM) environment (i.e., wireless SI channel), given
the high level of cancellation required. This requires the periodic (or perhaps even
continuous) usage of pilot signals to characterize the SI channel, the implementation
of reconfigurable cancellers (which is more challenging in the antenna and RF
domains), and the development of canceller adaptation algorithms.

11.1.1.6 Resource Allocation and Rate Gains for Networks
with Integrated FD Radios, and Rethinking MAC Protocols

The benefits of enabling FD are clear: the uplink (UL) and downlink (DL) rates can
theoretically be doubled (in both random access networks, e.g., Wi-Fi, and small
cell networks). That, of course, is true, provided that the SI is canceled such that
it becomes negligible at the receiver. Hence, most of the research on FD at the
higher layers has focused on designing protocols and assessing the capacity gains
while using models of recent laboratory benchtop FD implementations (e.g., [7])
and assuming perfect SI cancellation. However, given the special characteristics of
IC-based SI cancellers, there is a need to understand the capacity gains and develop
resource allocation algorithms while taking into account these characteristics. These
algorithms will then serve as building blocks for the redesign of MAC protocols for
FD networks with integrated FD radios.

11.1.2 Overview of the Columbia FlexICoN Project

The Columbia full-duplex Wireless: from Integrated Circuits to Networks (FlexI-
CoN) project [1, 2] was initiated in 2014 with a special focus on the development and
implementation of IC-based FD radios. To utilize the benefits of these small-form-
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factor monolithically integrated FD system implementations, a careful redesign of
both the physical and MAC layers and the joint optimization across these layers are
needed. Moreover, the performance of the IC-based FD radios is evaluated using
custom-designed prototypes and testbeds.

Figure 11.2 shows the overview of this interdisciplinary project with highlights
on some of the advances on the IC design and testbed evaluations. In particular,
we

1. developed novel antenna interfaces such as integrated CMOS non-reciprocal
circulators that utilize time-variance to break Lorentz reciprocity;

2. developed several generations of FD radio ICs employing RF/analog SIC circuits
to combat noise, distortion, and bandwidth limitations;

3. implemented FD radio prototypes and evaluated their performance using an SDR
testbed in various network settings;

4. developed resource allocation and scheduling algorithms in the higher layers.

In this book chapter, we review some of the recent advances within the Columbia
FlexICoN project on the design and implementation of CMOS circulators and IC-
based FD radios (Sect. 11.2). We also review the design and implementation of two
generations of FD radio prototype using an SDR testbed and their experimental
evaluation (Sect. 11.3).

11.2 Integrated Full-Duplex Radios

As mentioned in Sect. 11.1.1, despite many challenges associated with compact and
low-cost silicon-based FD radio implementation, many recent works have demon-
strated integrated FD radios with SI suppression in different domains and at RF
and millimeter-wave frequencies. Integrated wideband RF SIC receiver front-ends
have been demonstrated using time-domain and frequency-domain equalization
techniques [20, 25]. Compared to a time-domain approach, a frequency-domain-
equalization-based design allows generation of large group delay on chip [25].
Other recently reported wideband RF SIC includes an FD receiver using baseband
Hilbert transform equalization [26] and an FD transceiver using mixed-signal-based
RF SIC [21]. The integrated Hilbert transform-based wideband RF SIC is similar
to that in [25] and has the additional advantage of requiring a fewer number of
canceller taps. The mixed-signal-based RF SIC [21] has great flexibility thanks to
the powerful DSP but cannot cancel the noise and nonlinear distortion generated
in the transmitter chain. At the antenna interface, integrated electrical-balance
duplexers [27–30] have been demonstrated. However, these reciprocal antenna
interfaces feature a fundamental minimum of 3 dB loss (typically higher when
parasitic losses are factored in). A CMOS passive non-magnetic circulator has been
reported lately in [31] and is integrated with an SI-canceling FD receiver in [18].
Complete integrated FD transceivers have also been reported and showed promising
results at RF and millimeter-wave frequencies [15–17, 23, 24]. In this remaining of
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this section, we focus on integrated FD radio systems that developed at Columbia
University.

11.2.1 Integrated RF Self-Interference Cancellation

To address the challenge related to integrated RF cancellation across a wide band-
width, we proposed a frequency-domain approach in contrast to the conventional
time-domain delay-based RF FIR approach [25]. To enhance the cancellation
bandwidth, second-order reconfigurable bandpass filters (BPFs) with amplitude and
phase control are introduced in the RF canceller (Fig. 11.3). An RF canceller with a
reconfigurable second-order RF BPF features four degrees of freedom (amplitude,
phase, quality factor, and center frequency of the BPF). This enables the replication
of not just the amplitude and phase of the antenna interface isolation [HSI (s)] at

Fig. 11.3 Integrated wideband RF SIC based on frequency-domain equalization (FDE): FDE
concept and two-port Gm-C N-path filter with embedded variable attenuation and phase shift
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a frequency point, but also the slope of the amplitude and the slope of the phase
(or group delay). The use of a bank of filters with independent BPF parameters
enables such replication at multiple points in different sub-bands, further enhancing
SIC bandwidth. Essentially, this approach is frequency-domain equalization (FDE)
in the RF domain. In Fig. 11.3, which represents a theoretical computation on the
measured isolation of a pair of 1.4 GHz antennas that are described in greater detail
below, two BPFs with transfer functions Ĥ1(s) and Ĥ2(s) emulate the antenna
interface isolation in two sub-bands resulting in an order of magnitude improvement
in the SIC bandwidth over a conventional frequency-flat RF canceller.

For FDE, reconfigurable RF filters with very sharp frequency response (or high
quality factor) are required. Assuming second-order BPFs with 10 MHz bandwidth
are used for FDE-based SIC, a filter quality factor of 100 is required at 1 GHz carrier
frequency. Furthermore, the required filter quality factor increases linearly with
the carrier frequency assuming a fixed absolute filter bandwidth. The achievable
quality factor of conventional LC-based integrated RF filters has been limited by the
quality factor of the inductors and capacitors that are available on silicon. However,
recent research advances have revived a switched-capacitor circuit-design technique
known as the N-path filter that enables the implementation of reconfigurable, high-
quality filters at RF in nanoscale CMOS IC technology [32]. Figure 11.3 depicts a
two-port N-path filter, where RS and RL are the resistive loads at the transmit and
receive sides, respectively. CC weakly couples the cancellation signal to the receiver
input for SIC. The quality factor of an N-path filter may be reconfigured via the base-
band capacitor CB , given fixed RS and RL. Through clockwise/counterclockwise
(only counterclockwise connection is shown in Fig. 11.3 for simplicity) connected
reconfigurable transconductors (Gm), an upward/downward frequency offset with
respect to the switching frequency can be introduced without having to change the
clock frequency [32]. Variable attenuation can be introduced by reconfiguring RS
and RL relative to each other. Interestingly, phase shifts can be embedded in a two-
port N-path filter by phase shifting the clocks driving the switches on the output
side relative to the input-side clocks as shown in Fig. 11.3 [25]. All in all, the
ability to integrate reconfigurable high-quality RF filters on chip using switches
and capacitors uniquely enables synthesis of nanosecond-scale delays through FDE
over time-domain equalization.

A 0.8–1.4 GHz FD receiver IC prototype with the FDE-based RF SI can-
celler was designed and fabricated in a conventional 65 nm CMOS technology
(Fig. 11.4) [25]. For the SIC measurement results shown in Fig. 11.4, we used
a 1.4 GHz narrowband antenna-pair interface with peak isolation magnitude of
32 dB, peak isolation group delay of 9 ns, and 3 dB of isolation magnitude variation
over 1.36–1.38 GHz. The SI canceller achieves a 20 dB cancellation bandwidth
of 15/25 MHz (one/two filters) in Fig. 11.4. When a conventional frequency-flat
amplitude- and phase-based canceller is used, the SIC bandwidth is about 3 MHz
(>8×lower). The 20 MHz bandwidth over which the cancellation is achieved allows
our FD receiver IC to support many advanced wireless standards including small-
cell LTE and Wi-Fi.
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Fig. 11.4 Chip photo of the implemented 0.8–1.4 GHz 65 nm CMOS FD receiver with FDE-
based SIC in the RF domain featuring a bank of two filters (left); transmit–receive isolation of an
antenna pair without SIC, with conventional SIC (theoretical), and with the proposed FDE-based
SIC (right)

11.2.2 Full-Duplex Receiver with Integrated Circulator
and Analog Self-Interference Cancellation

Mobile applications constrained by form factors, particularly at RF frequencies
where the wavelength is considerably higher, require single-antenna solutions.
Single-antenna FD also ensures channel reciprocity and compatibility with antenna
diversity and MIMO concepts. However, conventional single-antenna FD inter-
faces, namely non-reciprocal circulators, rely on ferrite materials and biasing
magnets, and are consequently bulky, expensive, and incompatible with silicon
integration. Reciprocal circuits, such as electrical-balance duplexers [27], have been
considered, but are limited by the fundamental minimum 3 dB loss in both TX-
antenna (ANT) and ANT-RX paths.

As mentioned earlier, non-reciprocity and circulation have conventionally been
achieved using the magneto-optic Faraday effect in ferrite materials. However, it has
recently been shown that violating time-invariance within a linear, passive material
with symmetric permittivity and permeability tensors can introduce non-reciprocal
wave propagation, enabling the construction of non-magnetic circulators [33, 34].
However, these initial efforts have resulted in designs that are either lossy, highly
nonlinear, or comparable in size to the wavelength, and are fundamentally not
amenable to silicon integration. Recently, we introduced a new non-magnetic
CMOS-compatible circulator concept based on the phase non-reciprocal behavior
of linear, periodically time-varying (LPTV) two-port N-path filters that utilize
staggered clock signals at the input and output [31].

N-path filters, described earlier in the context of FDE, are a class of LPTV
networks where the signal is periodically commutated through a bank of linear,
time-invariant (LTI) networks. We found that when the non-overlapping clocks
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Fig. 11.5 Integrated non-magnetic circulator for single-antenna FD: non-reciprocity induced by
phase-shifted N-path commutation (left); 3-port circulator structure obtained by placing the non-
reciprocal two-port N-path filter with ±90◦ phase shift within a 3λ/4 transmission line loop (right)

driving the input and output switch sets of a two-port N-path filter are phase shifted
with respect to each other, a non-reciprocal phase shift is produced for signals
traveling in the forward and reverse directions as they see a different ordering of the
commutating switches (Fig. 11.5). The magnitude response remains reciprocal and
low-loss, similar to traditional N-path filters. To create non-reciprocal wave propa-
gation, an N-path-filter with ±90◦ phase shift is placed inside a 3λ/4 transmission
line loop (Fig. 11.5). This results in satisfaction of the boundary condition in one
direction (−270◦ phase shift from the loop added with −90◦ from the N-path filter)
and suppression of wave propagation in the other direction (−270◦+90◦ = −180◦),
effectively producing unidirectional circulation. Additionally, a three-port circulator
can be realized by placing ports anywhere along the loop as long as they maintain
a λ/4 circumferential distance between them. Interestingly, maximum linearity with
respect to the TX port is achieved if the RX port is placed adjacent to the N-path
filter (l = 0), since the inherent TX–RX isolation suppresses the voltage swing on
either side of the N-path filter, enhancing its linearity.

A prototype circulator based on these concepts operating over 610–850 MHz was
implemented in a 65 nm CMOS process. Measurements reveal 1.7 dB loss in TX-
ANT and ANT-RX transmission, and broadband isolation better than 15 dB between
TX and RX (the narrowband isolation can be as high as 50 dB). The in-band ANT-
RX IIP3 is +8.7 dBm while the in-band TX-ANT IIP3 is +27.5 dBm (OIP3 is
+25.8 dBm), two orders of magnitude higher due to the suppression of swing across
the N-path filter. The measured clock feedthrough to the ANT port is −57 dBm
and IQ image rejection for TX-ANT transmission is 49 dB. Techniques such as
device stacking in SOI CMOS can be explored to further enhance the TX-ANT
linearity to meet the stringent requirements of commercial wireless standards. Clock
feedthrough and IQ mismatch can be calibrated by sensing and injecting appropriate
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Fig. 11.6 Block diagram and schematic of the implemented 65 nm CMOS FD receiver with non-
magnetic circulator and additional analog BB SI cancellation

Fig. 11.7 Chip microphotograph of the implemented 65 nm CMOS FD receiver with non-
magnetic circulator and additional analog BB SI cancellation (left), and measured two-tone SI
test with SI suppression across circulator, analog BB and digital domains (right)

BB signals through the N-path filter capacitor nodes as shown previously in the
literature [35].

A 610–850 MHz FD receiver IC prototype incorporating the non-magnetic
N-path-filter-based passive circulator and additional analog baseband (BB) SI
cancellation (shown in Figs. 11.6 and 11.7) was also designed and fabricated in
the 65 nm CMOS process [36]. SI suppression of 42 dB is achieved across the
circulator and analog BB SIC over a bandwidth of 12 MHz. Digital SIC has also
been implemented in Matlab after capturing the BB signals using an oscilloscope
(effectively an 8-bit 40 MSa/s ADC) (Fig. 11.7). The digital SIC cancels not only the
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main SI but also the IM3 distortion generated on the SI by the circulator, receiver,
and canceller. A total 164 canceller coefficients are trained by 800 sample points.
After digital SIC, the main SI tones are at the −92 dBm noise floor, while the SI
IM3 tones are 8 dB below for −7 dBm TX average power. This corresponds to an
overall SI suppression of 85 dB for the FD receiver.

11.3 Full-Duplex Testbed and Performance Evaluation

To experimentally evaluate the developed RF cancellers at the system-level, we
prototyped two generations of FD radios using the National Instruments (NI)
Universal Software Radio Peripheral (USRP) software-defined radios (SDRs).
Figure 11.8 shows the block diagram of a prototyped FD radio with an RF SI
canceller and a USRP SDR, where the RF SI canceller taps a reference signal
at the output of the power amplifier (PA) and performs SIC at the input of the
low-noise amplifier (LNA) at the RX side. Since interfacing the RFIC cancellers
described in Sect. 11.2 to an SDR presents numerous technical challenges, we
designed and implemented RF cancellers emulating their RFIC counterparts using
discrete components on printed circuit boards (PCBs).

The Gen-1 FD radio [37] includes a frequency-flat amplitude- and phase-based
RF canceller, which emulates its RFIC counterpart presented in [38]. An improved
version of the Gen-1 RF SI canceller has been recently integrated in the open-
access ORBIT testbed [39, 40] to support research. The Gen-2 FD radio [41, 42]
includes a wideband frequency-domain equalization- (FDE-) based RF canceller,
which emulates its RFIC counterpart presented in [25]. In this section, we review
the design and implementation of the RF cancellers, and their integration with USRP
SDRs and performance evaluation.

Fig. 11.8 Block diagram of a prototyped FD radio with an antenna, a circulator, an RF SI
canceller, and a USRP SDR
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11.3.1 Gen-1 Full-Duplex Radio with a Frequency-Flat
Amplitude- and Phase-Based RF Canceller

Figure 11.9(a) shows the prototyped Gen-1 FD radio, which consists of an antenna, a
circulator, a Gen-1 RF SI canceller, and an NI USRP-2932. The operating frequency
of the NI USRP is configured to be 0.9 GHz, which is the same as the operating
frequency of both the circulator and the RF SI canceller. The USRP is controlled
from a PC that runs NI LabVIEW, which performs digital signal processing.

The implemented Gen-1 RF SI canceller depicted in Fig. 11.9(b) operates from
0.8 to 1.3 GHz and is configured by a SUB-20 controller through the USB interface.
In particular, (1) the attenuator provides an attenuation range from 0 to 15.5 dB with
a 0.5 dB resolution, and (2) the phase shifter is controlled by an 8-bit digital-to-
analog converter (DAC) and covers the full 360◦ range with a resolution of about
1.5◦. In the rest of the section, we describe the adaptive RF canceller configuration,
the digital SIC algorithm, and the FD wireless link demonstration.

An Adaptive Gen-1 RF SI Canceller Configuration Scheme
We model the frequency-flat amplitude- and phase-based RF SI canceller depicted in
Fig. 11.9(b) by a transfer functionH = Ae(−jφ), in whichA and φ are the amplitude
and phase controls of the RF canceller that need to be configured to match with that
of the antenna interface at a desired frequency. Note that the Gen-1 RF SI canceller
can only emulate the antenna interface at a single frequency point, resulting in
narrowband RF SIC. As shown in Fig. 11.9(c), 40 dB RF SIC is achieved across
5 MHz bandwidth.

Ideally, only two measurements with different configurations of (A, φ) are
needed to compute the optimal configuration, (A�, φ�). However, in practice, the
USRP has an unknown RF front-end gain, denoted by GUSRP, which complicates
the estimation of the amplitude and phase that the RF SI canceller should mimic.
Therefore, we implemented an adaptive RF canceller configuration scheme using
four measurements for the three unknowns A, φ, and GUSRP. After an initial
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Fig. 11.9 (a) The Gen-1 FD radio composed of an antenna, a circulator, a conventional frequency-
flat amplitude- and phased-based RF SI canceller, and an NI USRP, (b) the Gen-1 0.8–1.3 GHz
frequency-flat amplitude and phase-based RF SI canceller, and (c) the measured TX/RX isolation
where 40 dB RF SIC is achieved across 5 MHz bandwidth
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configuration is obtained, a local tuning is followed to search for the optimal (A, φ).
This scheme is described below and consists of two phases. While operating, if the
FD radios encounter noticeable changes in the measured residual SI power level, the
adaptive configuration scheme is triggered to recompute the canceller configuration.

1. Initial Configuration: To obtain the initial RF SI canceller configuration, denoted
by (A0, φ0), the FD radio takes four measurements with different configurations
of (A, φ): (0, 0◦), (A′, 0), (A′, 90◦), and (A′, 270◦), where A′ is a known
attenuation set manually. Denote by ri (i = 1, 2, 3, 4) the residual SI power
with the ith configuration, (A0, φ0) can be obtained (in closed-form) by solving
the following equations

GUSRP · (r1)2 = (A0)
2,

GUSRP · (r2)2 = (A0 cosφ0 − A′)2 + (A0 sinφ0)
2,

GUSRP · (r3)2 = (A0 cosφ0)
2 + (A′ − A0 sinφ0)

2,

GUSRP · (r4)2 = (A0 cosφ0)
2 + (A′ + A0 sinφ0)

2.

From our experiments, the RF SI canceller with the initial configuration,
(A0, φ0), can provide around 15 dB RF SIC across 5 MHz bandwidth.

2. Local Adjustments: After obtaining initial configuration, the FD radio performs
a finer grained local tuning around (A0, φ0) to further improve the performance
of RF SIC.

Digital SIC
The residual SI after isolation and cancellation in the antenna and RF domains is
further suppressed in the digital domain. The digital SI canceller is modeled as
a truncated Volterra series and is implemented based on a nonlinear tapped delay
line to cancel both the main SI and the inter-modulation distortion generated on
the SI. Specifically, the output of the discrete-time SI canceller, yn, can be written
as a function of the current and past TX digital baseband signals, xn and xn−k (k
represents the delay index), i.e.,

yn =
N∑
k=0

h1,kxn−k +
N∑
k=0

h2,kxn−k2 +
N∑
k=0

h3,kxn−k3, (11.1)

in which N corresponds to the maximum delay in the SI channel and hi,k (i =
1, 2, 3) is the ith order digital canceller coefficient. Depending upon the SI channel,
higher order nonlinear terms can be included (the model in (11.1) only includes up
to the 3rd-order nonlinearity). Using a pilot data sequence, the digital SI canceller
coefficients can be found by solving the least-square problem.

An FD Wireless Link Demonstration
In [37], we demonstrated an FD wireless link consisting of two Gen-1 FD radios. In
particular, each FD radio transmits a 5 MHz multi-tone signal with 0 dBm average
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TX power and +10 dBm peak TX power, and the SI signal is canceled to the
−90 dBm USRP RX noise floor after SIC in both the RF and digital domains.

In particular, 40 dB SI suppression is provided by the circulator and the Gen-1
RF SI canceller before the USRP RX. The digital SIC achieves an additional 50 dB
suppression, after which the desired signal is detected.

11.3.2 Gen-2 Full-Duplex Radio with a Frequency-Domain
Equalization-Based RF Canceller

Figure 11.10a shows the prototyped Gen-2 FD radio, which consists of an antenna,
a circulator, a Gen-2 wideband FDE-based RF SI canceller, and an NI USRP-2942.

Figure 11.10b shows the Gen-2 FDE-based RF SI canceller with 2 FDE taps
implemented using discrete components. In particular, a reference signal is tapped
from the TX input using a coupler and is split into two FDE taps through a power
divider. Then, the signals after each FDE tap are combined and RF SIC is performed
at the RX input. Each FDE tap consists of a reconfigurable 2nd-order BPF, as well
as an attenuator and phase shifter for amplitude and phase controls. The BPF is
implemented as an RLC filter with impedance transformation networks on both
sides, and is optimized around 900 MHz operating frequency. The center frequency
of the BPF in the ith FDE tap can be adjusted through a 4-bit digitally tunable
capacitor in the RLC resonance tank. In order to achieve a high and adjustable
BPF quality factor, impedance transformation networks including transmission-
lines (T-Lines) and 5-bit digitally tunable capacitors are introduced. In addition, the
programmable attenuator has a tuning range of 0–15.5 dB with a 0.5 dB resolution,
and the passive phase shifter is controlled by a 8-bit digital-to-analog converter
(DAC) and covers full 360◦ range.

(a) (b)

Fig. 11.10 (a) The Gen-2 FD radio composed of an antenna, a circulator, a wideband FDE-based
RF SI canceller, and an NI USRP, (b) the Gen-2 wideband FDE-based RF SI canceller implemented
using discrete components
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Fig. 11.11 Power spectrum of the received signal after SIC in the RF and digital domains with
+10 dBm average TX power, 20 MHz bandwidth, and −85 dBm receiver noise floor

Optimized Gen-2 RF SI Canceller Configuration
Consider a wideband OFDM-based PHY layer and let fk(k = 1, 2, . . . , K) be the
frequency of the kth subcarrier. Denote by HSI(fk) and H FDE(fk) the frequency
responses of the SI channel1 and the FDE-based RF SI canceller, respectively. The
optimized RF canceller configuration can be obtained by solving the following
optimization problem:

min :
K∑
k=1

∣∣∣HSI(fk)−H FDE(fk)

∣∣∣2

s.t. : constraints on configuration parameters of H FDE(fk), ∀k.

In particular, the goal is to select the RF canceller configuration (i.e., the values
of the attenuator, phased shifter, and digitally tunable capacitors in each FDE tap)
so that it best emulates the SI channel. In [42], we developed and experimentally
validated a mathematical model of the frequency response of the implemented FDE-
based RF SI canceller, which can be pre-computed and stored for obtaining the
optimized RF canceller configuration. In practice, a finer grained local tuning is
also included to further improve the RF SIC.

Overall SIC
Figure 11.11 shows the power spectrum of the received signal at the Gen-2 FD radio
after RF SIC and digital SIC, respectively, where the digital SIC is implemented
using the same method as described in Sect. 11.3.1. The results show that an average
95 dB SIC can be achieved by the Gen-2 FD radio across 20 MHz bandwidth,
supporting a maximum average TX power of 10 dBm (a maximum peak TX power
of 20 dBm) with the −85 dBm USRP receiver noise floor. In particular, 52 dB and
43 dB are obtained in the RF and digital domains, respectively.

1The SI channel here refers to the circulator TX–RX leakage after calibration of the USRP RF
front-end.
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Fig. 11.12 HD and FD link packet reception ratio (PRR) with varying HD link SNR and
modulation and coding schemes (MCSs). (a) Code rate 1/2. (b) Code rate 3/4

SNR-PRR Relationship at the Link-Level
We now evaluate the relationship between link SNR and link packet reception ratio
(PRR). We set up a link with two Gen-2 FD radios at a fixed distance of 5 m with
equal TX power. In order to evaluate the performance of our FD radios with the
existence of the FDE-based RF canceller, we set an FD radio to operate in HD mode
by turning on only its transmitter or receiver. We conduct the following experiment
for each of the 12 modulation and coding schemes (MCSs) in both FD and HD
modes,2 with varying TX power levels and 20 MHz bandwidth. In particular, the
packets are sent over the link simultaneously in FD mode or in alternating directions
in HD mode (i.e., the two radios take turns and transmit to each other). In each
experiment, both radios send a sequence of 50 OFDM streams, each OFDM stream
contains 20 OFDM packets, and each OFDM packet is 800-Byte long.

We consider two metrics. The HD (resp. FD) link SNR is measured as the ratio
between the average RX signal power in both directions and the RX noise floor
when both radios operate in HD (resp. FD) mode. The HD (resp. FD) link PRR is
computed as the fraction of packets successfully sent over the HD (resp. FD) link in
each experiment. We observe from the experiments that the HD and FD link SNR
and PRR values in both link directions are similar.

Figure 11.12 shows the relationship between link PRR values and HD link SNR
values with varying MCSs. It can be seen that with sufficient link SNR values (e.g.,
8 dB for BPSK-1/2 and 28 dB for 64QAM-3/4), the FDE-based FD radio achieves
a link PRR of 100%. With insufficient link SNR values, the average FD link PRR
is 6.5% lower than the HD link PRR across varying MCSs. This degradation is
caused by the minimal link SNR difference when the radios operate in HD or FD
mode [42]. Since packets are sent simultaneously in both directions on an FD link,
this average PRR degradation is equivalent to an average FD link throughput gain

2We consider BPSK, QPSK, 16QAM, and 64QAM with coding rates of 1/2, 2/3, and 3/4.



11 Integrated Full-Duplex Radios: System Concepts, Implementations, and. . . 317

of 1.87× under the same MCS. In [42], we also experimentally evaluated the FD
gains under various network settings. These results can serve as building blocks for
developing higher layer (e.g., MAC) protocols.

11.4 Conclusion

Numerous recent research efforts within the Columbia FlexICoN project and else-
where have been focusing on IC-based FD transceivers spanning RF to millimeter-
wave, reconfigurable antenna cancellation, non-magnetic CMOS circulators, and
MAC layer algorithms based on realistic hardware models. While exciting progress
has been made in the last few years by the research community as a whole, several
problems remain to be solved before FD wireless can be widely deployed and
applied. Continued improvements are necessary in IC-based FD transceivers toward
increased total cancellation over wide signal bandwidth and support for higher
TX power levels through improved circulator and RX linearity. Incorporation of
FD in large-scale phased-array transceivers and the extension of IC-based SIC
concepts to MIMO transceivers is an important and formidable challenge, due to
the large number of SI channels between each pair of TX and RX. Our preliminary
results on incorporating FD in phased-array and MIMO transceiver ICs within
the Columbia FlexICoN project were reported in [43–45]. At the higher layers,
extensive research has focused on understanding the benefits and rate gains provided
by FD under different network settings. Particularly, in [46, 47], we developed and
evaluated distributed scheduling algorithms with provable performance guarantees
in heterogeneous networks with both half- and FD users. However, there are still
several important open problems related to efficient and fair resource allocation, as
well as scheduling algorithms for both cellular and Wi-Fi type of random access
networks, while taking into the account the special PHY layer characteristics of FD
radios. It is also important to consider interference management in these networks
jointly across different layers in the network stack.
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