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Preface

Optical and wireless technologies are advancing at an accelerating rate recently.
The traditional approaches to providing high data rates to the masses are trans-
forming and expanding in a way that is beyond our imagination. The challenges in
providing uninterrupted data and broadband communications have not changed.
Our mission as a technical community is to understand these challenges and find
ways to mitigate them. This includes the development and management of
appropriate channels, novel devices, new protocols, efficient networks, and their
integration. Keeping in view the amalgamation of these issues, the proceedings of
3rd International Conference on Optical and Wireless Technologies (OWT 2019) is
being presented herewith.

The conference (OWT 2019) was held in the campus of Malaviya National
Institute of Technology Jaipur, duringMarch 16–17, 2019.A total of 150 participants,
including the invited speakers, contributing authors, and attendees, participated in the
conference. The participants were explored to a broad range of topics critical to our
society and industry in the related areas. The conference provided an opportunity to
exchange ideas among global leaders and experts from academia and industry in
topics like optical materials, optical signal processing and networking, photonic
communication systems and networks, all-optical systems, microwave photonics,
optical devices for optical communications, nonlinear optics, nanophotonics,
software-defined and cognitive radio, signal processing for wireless communications,
antenna systems, spectrum management and regulatory issues, vehicular communi-
cations, wireless sensor networks, machine-to-machine communications, cellular–
Wi-Fi integration, etc.

Apart from high-quality contributed papers presented by delegates from all over
the country and abroad, the conference participants also witnessed the informative
demonstrations and technical sessions form the industry as well as invited talks
from renowned experts aimed at advances in these areas. The overall response to
the conference was quite encouraging. A large number of papers were received.
After a rigorous editorial and review process, 72 papers were invited for presen-
tation during the conference. Among the presented papers, 70 papers were selected
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for inclusion in the conference proceedings. We are confident that the papers
presented in this proceedings shall provide a platform for young as well as
experienced professionals to generate new ideas and networking opportunities.

The editorial team members would like to extend gratitude and sincere thanks to
all contributed authors, reviewers, panelists, local organizing committee members,
and the session chair for paying attention to the quality of the publication. We are
thankful to our sponsors for generously supporting this event and institutional
partner (MNIT Jaipur) for providing all the necessary support, encouragement, and
infrastructure in this beautiful campus. At last, we pay the highest regard to the
Irisworld Science & Technology Education and Research (IRISWORLD),
a “not-for-profit” society from Jaipur for extending support for financial manage-
ment of the OWT 2019.

Best wishes from
Jaipur, India Prof. Vijay Janyani
Jaipur, India Prof. Ghanshyam Singh
Jaipur, India Prof. Manish Tiwari
Cairo, Egypt Dr. Tawfik Ismail
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Compact Multi-band Octagonal-Shaped
Patch Antenna with a Partial Ground
for WLAN/Wi-MAX Applications

Ritesh Kumar Saraswat, Swasti Dubey and Kunal Jeet Singh

Abstract A multi-band octagonal-shaped microstrip patch antenna with a compact
size of 30× 26.5× 0.8 (X, Y, Z) mm3 is designed on FR-4 substrate, and it operates
in the WLAN 2.4/5.2/5.8 GHz bands and Wi-MAX 3.5 GHz band. The compact
octagonal shape (split-ring resonator)-based patch antenna with multiple bands is
presented in this paper. The proposed design is implemented on FR-4 substrate fed
by a 50-� microstrip feed line. Prototype of the proposed antenna is simulated and
showed good performance across the multi-band range with respect to the return
loss, omnidirectional radiation patterns, and peak antenna gains. Results are more
stable over all the operating regions.

Keywords Multi-band · Octagonal split-ring radiating element · Partial ground ·
Patch antenna ·WLAN ·Wi-MAX

1 Introduction

The present scenario of wireless communication system requires compact and
multiple-band antenna design. Since many systems are operating at multiple fre-
quency range, dual- and triple-band antennas are required for various applications,
such as WLAN, Wi-MAX, RFID, and satellite communication. Presently, many
printed monopole antennas are proposed. Proposed design cover the wireless stan-
dards “Wireless local area network” (WLAN: 2.4–2.48, 5.15–5.35, and 5.75–5.825
GHz) and “Worldwide interoperability microwave access” (Wi-MAX: 3.4–3.69
GHz) for wireless communication applications [1].

Split-ring resonator-loaded octagonal shape encircled by circular ring antenna is
proposed for Wi-MAX and WLAN. This octagonal-shaped monopole antenna rep-
resent the various characteristics such as low-power, miniaturization, low profile,
optimum radiation efficiency/gain and bandwidth as compared to previously pub-
lished antenna. Few of the antennas are introduced by implementing various shapes
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of strips and slots for wireless communications [2]. Many other antennas are pro-
posed with the compact size or simple in design geometry covering the wireless
standards [3, 4].

Proposed octagonal-shaped patch antennas serve as a worthy choice to meet these
aforementioned challenges. Wireless local area network (WLAN: 2.4–2.48, 5.15–
5.35, and 5.75–5.825 GHz) and worldwide interoperability for microwave access
(Wi-MAX: 3.4–3.69 GHz) are two among the available wireless standards which
allow interconnections of devices for communication. Split-ring resonator-loaded
octagonal shape encircled by circular ring antenna is proposed for Wi-MAX and
WLAN.

2 Proposed Antenna’s Structure

The geometrical configuration and dimension of the multi-band octagonal-shaped
patch antenna is printed on an inexpensive FR-4 substrate with relative dielectric
constant of 4.4 and loss tangent of 0.002 [5]. “Octagonal-shaped patch” antenna is
illustrated in Fig. 1. The antenna consists of two pairs of concentric split rings facing
each other.

Octagonal-shaped patch antenna is impressed on a 30× 26.5× 0.8 mm3 low-cost
FR-4 substrate. To create multiple bands, the radiating element is modified to form
two pairs of concentric split rings, as shown in Fig. 1b. The width of the rings and
the slots between the rings (g) are maintained identical for simplicity. An extensive
layout of the proposed design is shown in Fig. 2, and its dimensions are cataloged in
Table 1.

Fig. 1 Evolution of the proposed antenna; a octagonal-shaped antenna with feed line; b octagonal-
shaped patch antenna with SRR
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Fig. 2 Geometry of the proposed microstrip patch antenna. a Top view (with parameter) and b side
view (layers of antenna)

Table 1 Dimensions of the proposed antenna

Parameter L W S g W f Lf Lg

Dimension (mm) 30 26.5 0.8 0.94 1.2 7.2 6

3 Result and Discussion

Simulations of proposed octagonal-shaped multi-band patch antenna are performed
by using the HFSS. The feed width (W f) of the simulated design plays a prime role
to find the range of frequencies upon which the antenna could function.

3.1 Return Loss Characteristics

As shown in Fig. 3, the simulated impedance bandwidth for |S11| <−10 dB. It yields
an impedance bandwidth of 130 MHz centered at 2.45 GHz, 330 MHz centered at
3.5 GHz, and 1540 MHz centered at 5.2 GHz [6].
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Fig. 3 Simulated return loss characteristics of the antenna

Fig. 4 Gain characteristics of the antenna

3.2 Gain Characteristics of the Antenna

Figure 4 shows the simulated gain of the proposed antennawhere at lower frequencies
(below 3 GHz), the gain is reduced but at higher frequencies (above 5 GHz), it is
improved as compared to lower frequencies. The high-average antenna gains of
3.31 dBi are observed during simulation for WLAN and Wi-MAX standards [7, 8].

3.3 Radiation Efficiency

The radiation efficiency varies up to 89.56–60.89 and 88.78–52.34% in simulation
mode at wireless standards, as shown in Fig. 5. It is also noticed that the antenna
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Fig. 5 Radiation efficiency of the proposed antenna

radiation efficiency stays above 70% in all the operating bands and the peak average
radiation efficiency is 82.9% for the WLAN and Wi-MAX standards [9].

3.4 E-Plane and H-Plane Radiation Patterns

The simulatedE-plane andH-plane radiationpatterns of the proposed antenna are rep-
resented in Fig. 6. Here observed at resonant frequencies 2.51, 3.34, and 5.35GHz for
two principal planes, E-plane and H-plane, in co-polarization and cross-polarization
modes. From Fig. 6, it is shown that there are dipole-like radiation patterns in E-
plane and nearly stable in H-plane which makes it a good candidate for wireless
communication. The cross-polarization levels less than−15 dB are achieved in both
E-plane and H-plane radiation patterns for all the frequency bands of interest [10].

Figure 7 represents the 3D plot of gain of the proposed antenna structure at
resonant frequencies of 2.51 GHz, 3.34 GHz, and 5.35 GHz, respectively.

4 Fabricated Antenna

The fabricated “octagonal-shaped patch antenna with partial ground” is shown in
Fig. 8. By choosing the optimized dimensions of antenna (30 × 26.5 × 0.8 mm3)
and length of partial ground of 6 mm, the antenna gain is improved accordingly.



6 R. K. Saraswat et al.

Fig. 6 E-planed and H-planed radiation patterns at different resonant frequency

This antenna fabricates using PCB prototype machine. The octagonal-shaped patch
antenna is easy to fabricate, is compact in size, and is low profile.

5 Conclusion

The article presents an orthogonal-shaped patch antenna with a compact size of 30×
26.5× 0.8mm3 with feed line and a partial ground by optimizing in simulator. Triple-
band octagonal-shaped patch antennas coveringWLAN2.4GHz,Wi-MAX3.5GHz,
andWLAN5.5 GHz bands are evaluated with high gain and stable patterns presented
in this paper. The antenna geometry is very simple and also compact making mass
production easy. The proposed design consists of octagonal-shaped SRR which are
used as a radiating element. The proposed antenna finds wide application in modern
multiple wireless applications WLAN/Wi-MAX.



Compact Multi-band Octagonal-Shaped Patch Antenna … 7

Fig. 7 3-D polar plot at different resonant frequency

Fig. 8 Fabricated octagonal-shaped antenna with partial ground
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A Review of Techniques to Design
Tunable Antenna Covered
with Metamaterial

Suyog Vinayak Pande and R. S. Kawitkar

Abstract Reconfigurable or tunable antennas have become themost interested topic
since the demand of multi-operative antenna arises. As the requirement of more than
one wireless application through a single device increases, it motivates researchers
to design multiband antennas or reconfigurable antennas. This manuscript reviews
the recent techniques which were used by various researches to design the tunable
antennas. Various techniques were studied, viz. metamaterial, varactor diode, dielec-
tric properties. Throughout the discussion, various issues are highlighted, and best
available technique is explained.

Keywords Metamaterial · Varactor diode · Reconfigurable · Tunable

1 Introduction

In recent years, the demand of more than wireless applications to be performed
through a single antenna increased. This demand leads researchers to design multi-
band antennas and wideband antennas. But due to limitations of such antennas,
demand remains unfulfilled. As multiband antennas have limited operating frequen-
cies, the wideband antennas allow noises and unwanted signals from operating band.
These limitations motivate researchers to design such antennas which not only work
on wide frequency range but have capability of having selectivity also. Here comes
the introduction of reconfigurable antennas; such antennas not only cover a wide
frequency band based on their operations, but they are more efficient as well. These
multi-operative antennas must have better directivity and less return loss, and they
must be having higher bandwidth, small size, and tunable capabilities at the desired
frequency of operation.
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Various techniques have been opted by researchers to design tunable antennas; an
author designed a frequency tunable antenna using multisplit-ring-shaped metama-
terial design [1] for C-band application. A waveguide-fed tunable metamaterial was
designed by connecting PIN diodes in the capacitive gaps of the metamaterial struc-
ture [2]. Tunable miniaturization was achieved by placing complimentary resonators
(split ring) between ground plane and patch [3]. An S-shaped metamaterial structure
was proposed along with the introduction of varactor diode at different places to
achieve the tunability [4].

With the help of diode, a miniaturized antenna can be designed as well as a
tunable resonator or tunable metamaterial structure can also be designed. Use of
mobile communication is increasing rapidly since last one decade, and use of small
size and tunable antenna is also increasing due to narrowband characteristics of the
antenna. As microstrip antenna has been the most favorite topic from a long time, a
very vast literature is available because of various techniques; a lot of research articles
have been published on the same. Numerous books were written over this topic. This
research paper is prepared to explain various available techniques to design patch
antenna along with the metamaterial and few recent advancements in this particular
area which is one of the major factors in applications of wireless communication.
These advancements includeminiaturization technique, dual- andmultiband designs,
tunability, and effective radiation.

2 Techniques to Miniaturize and to Design Tunable
Antenna

Various techniques were analyzed to see how a miniaturized as well as tunable
antenna can be designed. The goal of this paper is to present insight of the research
being carried out and give a brief about the techniques available to design the recon-
figurable andminiaturized antenna. Rectangular patch antennamostly preferred over
other shapes of patch antennas due to its ease of calculation and good radiating results.
The dimensions can be calculated from the formulas listed in [5]. Following are the
techniques used so far.

2.1 Inclusion of Varactor Diode

In Figs. 1, 2, and 3, the implementation of varactor diode is represented.
Figures 1, 2, and3 shows that varactor diodes canbe implementedongroundplane,

can be configuredwith the split-ring resonators (SRR) andmay directly implemented
with the feed line itself subsequently. Varactor diodes provide the tunable character-
istics to antenna as well as to the metamaterial structures. Mostly, varactor diodes are
configuredwith the split-ring resonators as this combination yields good results. This
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Fig. 1 Front (left) and back (right) views of the prototype antenna. Inset shows the varactor diode
and biasing circuit [3]

Fig. 2 Varactor diode incorporation along with the split-ring resonator [10]

Fig. 3 Proposed tunable antenna: a back side and b front side of the fabricated antenna with
varactor diode [4]
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varactor diode plays themajor role in designing the reconfigurable antennas. Varactor
diode is basically known as variable capacitor due to its varying capacitance. When
reverse bias voltage changes, the junction capacitance, the operating frequency, and
the current distribution of the antenna also change. Apart from varactor diode, there
are also other techniques.

2.2 Monolithic Wall Radome

Four T-shaped metal strips along with the two square-ring structure were used in
[5] as shown in Fig. 4; this structure was placed in the monolithic radome wall and
then analyzed. Radome was made by quartz epoxy. Later in the next step, varactor
diodes were incorporated over the structure and again placed in the two layers of
the monolithic radome, as shown in Fig. 5. Simulated results in this paper show that
in frequency range of 7.65–10.21 GHz, more than 90% of the power transmission
characteristic was achieved [5].

Fig. 4 Before implementing
varactor diode [5]

Fig. 5 After implementing
varactor diodes by splitting
the square rings [5]
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2.3 Effect of Substrate Properties of Metamaterial
on Tunability

It has been found that negative media structure is composite in nature. It has been
analyzed that varying the substrate properties, only the overall substrate properties
can be modified [6–8]. In Sheng et al. [7], it is elaborately defined the substrate
properties and effect of change of substrate thickness. In [7], authors clearly defined
and demonstrated the effect of thickness variation on the antenna properties.

Sudden change in the resonant frequency is observed by permittivity change and
making constant the thickness of the substrate. Along with that, it was also observed
that making changes in the width of substrate and not changing permittivity will
result in reducing resonant frequency.

Author elaborated the concept after a deep understanding and analyzing the behav-
ior of the substrate thickness and permittivity. It was found that when both thickness
and permittivity were low at that time, the resonant frequency was very sensitive
with the changes in the thickness and permittivity, which means good stability was
being achieved. But when the variation of parameters were very high then sensitiv-
ity of resonant frequency decreases and subsequently response becomes smooth. To
change the substrate properties, major focus could be on bias current, temperature,
bias voltages, stress, etc.

The proposed structure in this research was the combination of a conventional
SRR and a broadside-coupled SRR (BC-SRR) and was named as double-sided split-
ring resonator (DSRR) [8]. Proposed structures of these ring resonators are shown
in Fig. 6.

Fig. 6 Unit cell geometries for SRR-, BC-SRR-, and DSRR-type metamaterials [8]
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2.4 Electromagnetic Band-Gap Substrates

Generally, a rectangularmicrostrip antenna is known half-wave resonator, so it is nec-
essary to undergo a modal analysis of a microstrip line which will help in designing
antenna. In this proposed design, a combination of rectangular patches with sorting
pins is included. EBG structure with tunable characteristic is shown in Fig. 7. This
proposed structure contains a combination of EBG units and microstrip line.

The above- and below-etched structures are combined together, i.e., they are
laminated together to make out a multilayer PCB. In this proposed design, it was
found that the EBG unit and the top-etched unit are not actually connected to ground;
there is a very thin clearance among these two structures. Tunability was proposed
among this clearance only; here the introduction of the tuning devices exists like
PIN diode and varactor diode. By changing the applied voltage around the diodes,
tunability can be achieved.

Fig. 7 a Prospective view
and b bottom view of tuning
element-loaded EBG [11]
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2.5 Antenna with Electrically Large Property

Recently, antenna having wide bandwidth and multigigabit data rate capacity is
being designed for point-to-point wireless communication and various applications
of wireless local area network. The cost of designing such antenna at millimeter
wave and terahertz wave is quite feasible and cheap, but designing the antenna at
microwave frequency range is a tedious task. That is why antenna with electrically
large properties (ELPs) is being proposed by various researchers [9].

In this proposed design, cavity coupled having only negative permeability meta-
material was used. This proposed structure with ELPs made antenna to increase
resonate for more than 4.6 times after implementing metamaterial structure over the
proposed antenna without affecting its radiation pattern (Fig. 8).

After comparison indicated in Table 1, it has been observed that metamaterial
implementation alongwith the varactor diode is the best available technique to design
a tunable resonator or antenna. By applying this technique, it is expected that a
significant result could be achieved.

3 Conclusion

This paper has provided a tutorial on how to design a tunable antenna using metama-
terial and also illustrated that how a varactor diode plays a major part when it comes
to achieving tunable characteristics. Outcome of this review paper is to design a
tunable microstrip antenna. The reviewed paper shows that different metamaterial
structures can be implemented over the patch to provide tunable characteristics. The
paper highlighted various techniques and is categorized into three parts as Table 1 is
clearly indicating.

First category is for miniaturization, which can be achieved by applying metama-
terial structure either on the ground plane or above of the patch. Second category is
substrate change of metamaterial, in which varying thickness can modify the results.
Third category is implementation of varactor diode which can provide the tunability
in the designed antenna. Out of all techniques studied and presented in this paper,
it was found that the varactor diode along with the metamaterial will be preferred
for the designing purpose as other techniques have left few challenging problems
remained unsolved. It will take researchers to do continuous efforts in this preferred
method to show a better credibility than other techniques in modification of antennas
as this technique yields good results.
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Fig. 8 Proposed antenna.
a Microstrip antenna without
metamaterial inclusion;
b applied metamaterial
structure loaded with
I-shaped resonant material;
c individual section of
I-shaped structure [9]
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Table 1 Comparison chart

S. No. Tunable
techniques

Configuration Remarks

1 Metamaterial
inclusion
(either on
ground plane
or above
patch)

Combination of U- and
L-shaped cut on the ground
plane [12]

Miniaturization up to 80%
has achieved

I-shaped slot in the ground
plane [13]

Return loss improved from
−27 to −46 dB

The rectangular inset-feed
microstrip patch antenna with
dumbbell-shaped DGS [14]

Bandwidth increased up to
57 MHz and return loss
improved to the value of −
41 dB

Aperture-coupled feed was
used to modify antenna into
double band [15]

Antennas modified into
double-band frequency
range obtained were
7.82–7.73 GHz and
8.55–9.12 GHz

An antenna for WLAN
application having L-slot
DGS structure was proposed
with gap coupling [16]

Single-band antenna
converted to double-band,
having range of frequencies
3.4–3.6 and
5.72–5.82 GHz,
respectively

A miniaturized antenna with
double-band characteristics
was achieved [17]

A metamaterial structure of
four cells was proposed in
this paper, and
miniaturization of 30 and
70% for both the bands was
achieved

A different metamaterial
structure was proposed in this
paper [18]

This antenna works on
operating frequency of
5.8 GHz, and this antenna
was designed for WiMax
applications

Coaxial feed microstrip
antenna with SRR
metamaterial [19]

Directivity increased up to
4.5%, and gain improved
up to 7.6%

Convectional patch antenna
design [20]

Miniaturization achieved
till 58.2% along with 10%
in return loss

Ohm-shaped DGS
implementation [21]

Dual-band antenna was
designed with the help of
combinational DGS, and
return loss with 21%
increment was achieved

(continued)
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Table 1 (continued)

S. No. Tunable
techniques

Configuration Remarks

DGS implemented for ITS
applications [22]

Eight-element patch array
was proposed with defected
ground structure

A symmetrical metamaterial
structure was implemented
above 3.262 mm of the patch
[23]

Double-band characteristic
with 75% increment in the
bandwidth was achieved

2 Metamaterial
substrate

Metamaterial substrate having
permeability range of 1–5
[11]

To miniaturize the antenna,
only change in the
permittivity and
permeability is enough;
there is no need to increase
the number of substrate

Conventional SRR and a
broadside-coupled SRR
(BC-SRR) [8]

It was found that by slowly
increasing the substrate
thickness, a quick change
in resonant frequency
occurred

Varying permittivity and
permeability [7]

Keeping thickness fixed
and by varying the
permittivity and
permeability
miniaturization achieved

3 Varactor
diode
inclusion

Varactor diode applied on
S-shaped metamaterial [4]

By changing the value of
input voltage across the
varactor diode, tunability
could be achieved

Varactor-loaded
complementary split-ring
resonator [10]

Two varactor diodes were
implemented along with
the split ring to achieve
45% tunability

Varactor diode with airborne
radome [5]

Four varactor diodes were
implemented in the split
rings to enhance the tuning
and can be tuned from 9 to
9.95 range
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Long-Range Surface Plasmon
Resonance-Induced Tunable Optical
Bistability Using Silver Nano-layer
at 1550 nm

Aparupa Kar, Nabamita Goswami and Ardhendu Saha

Abstract A proposal towards analytical implementation of optical bistability in
a multilayered configuration comprising a ZnSe prism, 1-µm-thick PMMA-DR1
(Polymethylmethacrylate-Disperse red) as dielectric layer, nano-Ag: polymeric com-
posite material as a Kerr polymer and a 15-nm thin film of silver which is sandwiched
between the dielectric layer and the Kerr polymer at incident light wavelength of
1550 nm with a beam waist of 0.5 mm is presented at 25 °C temperature. Here, the
nonlinear Kerr medium is having quadratic dependence on the long-range surface
plasmon polariton mode resonance-enhanced local electric field amplitude. Through
the larger nonlinear effect of the optimized design by employing high local field effect
in the nonlinear regime, a low threshold optical bistability of about 1.6 MW/cm2 in
the transmitted light intensity is achieved. The reported threshold is less compared
to the previous efforts where the works were carried out with a wavelength other
than the important telecommunication wavelength within the C-band. The design
also provides tunability of bistable threshold by exploitation of Kerr effect-induced
refractive index change through varying pump light intensity. The proposed system
proffers potential applications in all-optical networks.

Keywords Bistability · Nonlinear optics at surfaces · Plasmonics · Surface
plasmons

1 Introduction

During recent years, rapid development of all-optical integrated devices is observed
instead of microelectronic devices to overpower the constraint on transmission rate
and bandwidth that microelectronic devices suffer from. Nonlinear optical effects
in all-optical devices at microscale and nanoscale proffer bright prospects in signal
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processing devices and high-speed communication systems [1, 2]. Optical switches
employingoptical bistability are among themost prominent components in all-optical
devices and play a significant role in nonlinear optics [3]. The phenomenon of optical
bistability is an optical effect, which is exhibited by a number of resonant optical
structures whereby for a single value of the incident light intensity it is feasible to
have two stable steady transmission light intensities depending upon the history of
the input light intensity [3, 4]. The potential applications of bistable devices are in the
design of optical storage, optotransistors, all-optical switch elements for computer
memories, etc. [5–10]. In the field of optical bistability, the expected goal is to realize
in a single device a set of functionalities, such as switching, modulation, memory
with a fast time response, logic functions all using a low-power laser. In seeking for a
solution to acquire low bistable threshold light intensities through large nonlinearity,
a certain number of nanostructures utilizing high local field effect in the nonlinear
regime such as photonic crystal cavities, negative-index material, sub-wavelength
metallic gratings, band metamaterial, metallic gap waveguide nano-cavities have
been extensively explored [11–18]. However, the desired goal can also be achieved
through a resonant structure containing Kerr polymer and by employing long-range
surface plasmon resonance phenomenon [19, 20]. Surface plasmons (SPs) are light-
induced coherent electrons oscillations existing at metal-dielectric interfaces [21].
The surface plasmon phenomenon was first observed by “Wood” in the year 1902.
When the propagation constant of the evanescent mode for total internal reflection
of incident light gets equal to that of surface plasmon wave, then a resonance occurs
which leads to a sharp fall in the reflected light intensity. This is known as surface
plasmon resonance [21]. The two SPmodes existing at the twometal-dielectric inter-
faces couple causing a split into two eigenmodes called short-range surface plasmon
(SRSP) mode and LRSP mode with their main transverse electric field component
varying either asymmetrically or symmetrically across the structure, respectively,
[22]. When for a certain angle of incidence, the propagation constant of incident
light and that of the LRSP mode matches, LRSP resonance takes place [22]. The
influential capabilities of LRSP resonance have lead to the existence of a great deal
of the literature concerning the exploration of tunable low threshold optical bistabil-
ity using it [19, 20, 23]. The tunable bistable threshold is important for the all-optical
devices applications [2]. Hence, the proposed configuration comprising metal and a
nonlinear Kerr substrate is utilized to attain a low threshold optical bistability through
the excitation of long-range surface plasmon at 1550 nm. The tunability of bistable
threshold value is also realized for varying pump light intensity by exploitation of
refractive index change realized through Kerr effect.

2 Proposed Scheme

This paper theoretically investigates a multilayered long-range surface plasmon con-
figuration for the realization of optical bistability and tunability of bistable thresh-
olds at a telecommunication wavelength of 1550 nm. The proposed multilayered
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stack comprises a ZnSe prism, 1-µm-thick PMMA-DR1 (Polymethylmethacrylate-
Disperse red) as dielectric layer, nano-Ag: polymeric composite material as a Kerr
polymer with a 15-nm thin film of silver which is sandwiched between the PMMA-
DR1 dielectric layer and the nano-Ag: polymeric composite material Kerr polymer
with an incident light beamwaist of 0.5 mm at 25 °C temperature, as shown in Fig. 1.

When a p-polarized monochromatic Gaussian beam is incident on the base of
the dielectric prism of the proposed configuration at the resonant angle (θr), then
the propagation constant of the evanescent mode coincides with that of the long-
range surface plasmon mode. This results in resonant excitation of LRSP, which is
accompanied by a sharp dip in the reflected light intensity and enhancement in local
electric field amplitude. On attempting to excite LRSP mode with the increasing
incident light electric field, the nonlinear dependence of the refractive index of Kerr
polymer on the local electric field amplitude results in the generation of the optical
bistability.

To realize optical bistability through the suggested configuration using LRSP
mode, the angle of incidence (θ0) is fixed at a value greater than the LRSP mode
resonant angle (θr) of the configuration so as to get a large initial angle offset (�θ =
θ0−θr).Under these circumstances, at very low input electric field, the system remains
in the total internal reflection (TIR) mode. As the incident electric field increases,
resonant angle (θr) advances towards the fixed incident angle (θ0). Therefore, the
LRSP mode resonance is approached and the amplitude of the resonant evanescent
electric field around the nonlinear Kerr polymer is strengthened in this process which
further serves to increase the transmitted electric field.When the incident light electric
field attains the switching-up threshold, Eup, θr gets slightly larger than θ0 which
results in the enhancement of the LRSP mode electric field and switches the mode
of the system from TIR mode to transmission mode. As we continue to increase the
incident light intensity, θr moves farther away from the θ0, thereby decreasing the
transmittance. In contrast, when the incident light intensity decreases, θr decreases
and begins to approach θ0 which increases the transmittance. When the incident
electric field addresses the switching-down threshold, Edown, transmission resonance

Fig. 1 Proposed
configuration
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occurs due to the LRSP mode resonance. Finally, on subsequently decreasing the
incident light electric field, θr shifts away from the θ0. Hence, the operating point
of the transmittance now switches from transmission state to the TIR off-resonance
state. Therefore, within a limited range of the input light electric field, referred to as
hysteresis width (�E = Eup − Edown), the system possesses two stable modes: TIR
mode and transmission mode.

The tunability of the optical bistability is intrinsically important for the all-
optical devices applications. The tunability of bistable threshold values has also been
achieved by exploiting Kerr effect-induced refractive index change through varying
pump light intensity. Now in order to compute the relation between incident electric
field (E (i)

x ), reflected electric field (E (r)
x ) and transmitted electric field (ET) of the N-

layered configuration, where B(i)
y , E (i)

x , E (i)
z are the amplitudes of incident magnetic

and electric fields, respectively, and B(r)
y , E (r)

x , E (r)
z are the amplitudes of reflected

magnetic and electric fields having incoming wavenumber, k = ω
c

√
ε1, transfer

matrix method has been employed after solving the boundary conditions through
which the reflectance, R and transmittance, T for p-polarized light is obtained.

Considering the x-axis to be parallel to the interface and z-axis to be along the
direction of propagation and based onMaxwell’s equations, the magnetic field (B1,y)

and electric field (E1,x , E1,z) have been given belowwhere inmedium 1, p-polarized
light has been incident with an incident angle, θ0 > critical angle [1]

B1,y = B(i)
y exp(i

−→
ki .

−→r ) + B(r)
y exp(i

−→
kr .

−→r ) (1)

−→
E1 = (E (i)

x , 0, E (i)
z ) exp(i

−→
ki .

−→r ) + (E (r)
x , 0, E (r)

z ) exp(i
−→
kr .

−→r ) (2)

Here, incident wavevector,
−→
ki = (k sin θ0, 0, k cos θ0), reflected wavevector,−→

kr = (k sin θ0, 0,−k cos θ0), and position vector, −→r = (x, y, z).
Similarly, for media m = 2, 3, …, N with finite thickness dm , the magnetic field

(Bm,y) and electric field (Em,x , Em,z) are presented by

Bm,y = B(+)
m,y exp(i

−→
k (+)

m .
−→r ) + B(−)

m,y exp(i
−→
k (−)

m .
−→r ) (3)

−→
Em = (E (+)

m,x , 0, E
(+)
m,z) exp(i

−→
k (+)

m .
−→r ) + (E (−)

m,x , 0, E
(−)
m,z) exp(i

−→
k (−)

m .
−→r ) (4)

where B(+)
m,y , E

(+)
m,x , E

(+)
m,z are the fields of exponentially growing waves and B(−)

m,y ,
E (−)
m,x , E

(−)
m,z are the fields of evanescent waves.

Here,
−→
k (±)

m = (k sin θ0, 0,∓iκm) with κm =
√
k2(sin θ0)

2 −
(

ω2

c2 εm

)
ω, denotes the angular frequency of incident light, c is the light speed in vacuum,

and each layer is defined by the dielectric constant, εm . Now analogously for medium
N + 1,
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BN+1,y = B(+)
N+1,y exp(i

−→
k (+)

N+1.
−→r ) + B(−)

N+1,y exp(i
−→
k (−)

N+1.
−→r ) (5)

−−−→
EN+1 =

(
E (+)
N+1,x , 0, E

(+)
N+1,z

)
exp

(
i �k(+)

N+1 . �r
)

+
(
E (−)
N+1,x , 0, E

(−)
N+1,z

)
exp

(
i �k(−)

N+1 . �r
)

(6)

B(+)
N+1,y = E (+)

N+1,x = E (+)
N+1,z = 0 as the medium having evanescent wave only.

Here,
−→
k (±)

N+1 = (k sin θ0, 0,∓iκN+1) with κN+1 =
√
k2(sin θ0)

2 −
(

ω2

c2 εN+1

)
Solving Maxwell’s equation

(
∂y Bz − ∂z By = −ic−2εωEx

)
for different media

and applying the continuity of tangential components of the electric field and mag-
netic field at the interface z = 0 and at the interfaces z = Dm where Dm = ∑m

k=2 dk
with dk being the medium thickness, we get

[
E (i)
x

E (r)
x

]
= M1→2

[
E (+)
2,x

E (−)
2,x

]
(7)

with

M1→2 = 1

2iε1κ2

[
iε1κ2 − kzε2 iε1κ2 + kzε2
iε1κ2 + kzε2 iε1κ2 − kzε2

]
(8)

[
E (+)
m,x

E (−)
m,x

]
= Mm→m+1

[
E (+)
m+1,x

E (−)
m+1,x

]
(9)

Mm→m+1 = 1

2χm+1

[
(χm+1 + β+) exp(a) (χm+1 − β−) exp(−b)
(χm+1 − β+) exp(b) (χm+1 + β−) exp(−a)

]
(10)

Here, a = −κmDm + κm+1Dm and b = κmDm + κm+1Dm , β± = ωεm+1κm and

χm+1 = κm+1ωεm (11)

Now,

[
E (i)
x

E (r)
x

]
= M

[
E (+)
N+1,x

E (−)
N+1,x

]
(12)

M =
N∏

u=1

Mu→u+1 =
[
M11 M12

M21 M22

]
(13)

For medium N + 1, E (+)
N+1,x = 0.
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Therefore, solving Eq. (12), the reflectance of the system is expressed as

R =
∣∣∣∣ E

(r)
x

E (i)
x

∣∣∣∣
2

(14)

Now the transmitted electric field for the system can be expressed as ET =
E (−)
N+1,x exp(−κN+1DN ), and transmittance of the system is given by

T =
∣∣∣∣ ET

E (i)
x

∣∣∣∣
2

, (15)

and the incident light intensity is expressed as

I = cε0
√

ε1
∣∣E (i)

x

∣∣2
2

(16)

3 Result and Discussion

Computer-aided simulations were executed on the proposed configuration, and a
number of graphs have been acquired and presented, where Fig. 2 displays the
reflectance graph for incident p-polarized beam with the varying incident angle at
very low incident light electric field and with zero pump light intensity. The sim-
ulated graph signifies resonant excitation of the LRSP mode by the incident light
beam around the resonant angle (θr ) of 39° which is marked by sharp dip in the of
the reflected beam intensity.

The bistable behaviour of transmittance of the proposed configuration at θ0 = 53◦
(which is greater than θr) and at zero pump light intensity can be clearly visualized
from Fig. 3. The mentioned figure demonstrates that with the augment in incident

Fig. 2 Reflectance versus
incident angle for incident
p-polarized beam
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Fig. 3 Dependencies of
transmittance on the incident
electric field for different
incident angles

light electric field, as the incident electric field reaches switching-up threshold electric
field (Eup), a sudden switch from TIR mode to transmission mode occurs which is
displayed by a dashed line pointing towards upward direction. Meanwhile, with
the diminishing incident light electric field, transmittance increases till the incident
light electric field reaches switching-down threshold (Edown)where the transmittance
graph suddenly jumps from high transmissionmode to TIRmode. This is represented
by the dashed line pointing towards the downwards direction. In the figure, the solid
line positioned between the dashed arrow lines denotes a solution of the nonlinear
boundary value problem whereas the arrow in the dashed lines denotes the direction
around the hysteresis loop at the threshold electric field switching points.

Compared to the existing designs, this paper presents the feasibility to obtain
hysteresis with a much less switching threshold intensity of about 1.6 MW/cm2

[19, 20, 23].
Figure 4 shows the variations of transmittance with the varying incident electric

field at different pump light intensities. Generally, to attain a low switching threshold
value for bistability, a large nonlinear effect plays a prominent role. This large non-
linear effect can be realized by increasing the pump light intensity applied to the kerr

Fig. 4 Transmittance as a
function of incident electric
field for different Fermi
energies
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polymer; therefore, with the rise in pump light intensity, nonlinearity of Kerr polymer
increases which reduces the threshold requirement to excite optical bistability which
is also visible from the graphs.

Figure 5 shows the dependencies of transmitted electric field on the incident
electric field for different pump light intensities which also portray lower bistability
threshold requirement with the increase in pump light intensity.

The variation of the threshold electric fields Eup and Edown with the varying pump
light intensity from0 to 100MW/cm2 is shown inFig. 6. It infers thatwith the increase
in pump light intensity both the switch-up threshold and switch-down threshold of the
bistability are lowered with the reduction of the hysteresis width, thereby indicating
a tunability of threshold electric fields, Eup and Edown from 3.149 × 106 V/m to
0.2906 × 106 V/m and 2.26 × 106 V/m to 0.226 × 106 V/m, respectively.

Fig. 5 Dependencies of
transmittance on the incident
electric for different incident
frequencies at THz ranges

Fig. 6 Variation of the
threshold electric fields for
varying pump light intensity
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4 Conclusion

Aproposal towards the realization of optical bistability is implemented analytically in
a multilayered long-range surface plasmon configuration containing nano-Ag: poly-
meric composite material as a Kerr polymer at a telecommunication wavelength of
1550 nm at 25 °C temperature. Here, the nonlinear Kerr medium is having quadratic
dependence on the long-range surface plasmonmode resonance-enhanced local elec-
tric field amplitude. Through the larger nonlinear effect of the optimized design by
employing high local field effect in the nonlinear regime, a low threshold optical
bistability of about 1.6 MW/cm2 in the transmitted light intensity is achieved which
is less compared to the previous efforts where theworkswere carried outwith awave-
length other than the important telecommunication wavelength within the C-band
[19, 20, 23]. The design also provides tunability of bistable threshold by exploitation
of Kerr effect-induced refractive index change through varying pump light intensity.
The proposed optical bistable configuration proffers an opportunity to realize the
all-optical switching, optical transistor, optical logic and optical memory with low
input threshold at telecommunication wavelength and also appears to be a promising
tunable optical bistable device for future applications in optical communication.

References

1. Wu C, Song G, Liu H, Cui L, Li Yu, Xiao J (2013) Optical bistability of surface plasmon
polaritons in nonlinear Kretschmann configuration. J Mod Opt 60:190–196

2. XiangY,DaiX,Guo J,WenS,TangD(2014)Tunable optical bistability at the graphene-covered
nonlinear interface. Appl Phys Lett 04:051108

3. Gibbs HM (1985) Optical bistability: controlling light with light. Academic Press
4. AbrahamE,SmithSD (1982)Optical bistability and related devices.RepProgPhys 45:815–885
5. Nihei H, Okamoto A (2001) Photonic crystal systems for high-speed optical memory device

on an atomic scale. Proc SPIE 4416:470–473
6. Assanto G, Wang Z, Hagan DJ, Van Stryland EW (1995) All-optical modulation via nonlinear

cascading in type II second harmonic generation. Appl Phys Lett 67:2120–2122
7. Wang XL, Jiang HQ, Chen JX, Wang P, Lu YH, Ming H (2011) Optical bistability effect in

plasmonic racetrack resonator with high extinction ratio. Opt Express 19:19415–19421
8. Wang GX, Lu H, Liu XM (2011) Optical bistability in metal-insulator metal plasmonic waveg-

uide with nanodisk resonator containing Kerr nonlinear medium. Appl Opt 50:5287–5290
9. Lin XS, Yan JH, Zheng YB, Wu LJ, Lan S (2011) Bistable switching in the lossy side-coupled

plasmonic waveguide-cavity structures. Opt Express 19:9594–9599
10. Lu H, Liu X, Wang L, Gong Y, Mao D (2011) Ultrafast all-optical switching in nanoplasmonic

waveguide with Kerr nonlinear resonator. Opt Express 19:2910–2915
11. Dai X, Jiang L, Xiang Y (2015) Tunable optical bistability of dielectric/nonlinear

graphene/dielectric heterostructures. Opt Express 23:6497–6508
12. Yanik MF, Fan SH, Soljacic M (2003) High-contrast all-optical bistable switching in photonic

crystal microcavities. Appl Phys Lett 83:2739–2741
13. Min C, Wang P, Chen C, Deng Y, Yonghua L, Ming H, Ning T, Zhou Y, Yang G (2008)

All optical switching in subwavelength metallic grating structure containing nonlinear optical
materials. Opt Lett 33:869–871



30 A. Kar et al.

14. Shen Y, Wang GP (2008) Optical bistability in metal gap waveguide nanocavities. Opt Express
16:8421–8426

15. Litchinitser NM, Gabitov IR, Maimistov AI, Shalaev VM (2007) Effect of an optical negative
index thin film on optical bistability. Opt Lett 32:151–153

16. Litchinitser NM, Gabitov IR, Maimistov AI (2007) Optical bistability in a nonlinear optical
coupler with a negative index channel. Phys Rev Lett 99:113902

17. Chen P-Y, Farhat M, Alù A (2011) Bistable and self-tunable negative-index metamaterial at
optical frequencies. Phys Rev Lett 106:105503

18. Tuz VR, Prosvirnin SL, Kochetova LA (2010) Optical bistability involving planar metamate-
rials with broken structural symmetry. Phys Rev B 82:233402

19. Hickernell RK, Sarid D (1986) Optical bistability using prism-coupled, long-range surface
plasmons. J Opt Soc Am B 3:1059

20. Montemayor VJ, Deck RT (1986) Optical bistability with the waveguide mode: the case of a
finite-width incident beam. J Opt Soc Am B 3:1211

21. Nenninger GG, Tobiska P, Homola J, Yee SS (2001) Long-range surface plasmons for high-
resolution surface plasmon resonance sensors. Sens Actuators B Chem 74:145–151

22. Berini P (2009) Long-range surface plasmon polaritons. Adv Opt Photonics 1:484–588
23. Wysin GM, Simon HJ, Deck RT (1981) Optical bistability with surface plasmons. Opt Lett

6:30



Design of Nine-Shaped MIMO Antenna
Using Parasitic Elements to Reduce
Mutual Coupling

K. Vasu Babu and B. Anuradha

Abstract This article presents a multi-band nine-shaped parasitic element which
operates at wireless LAN, Wi-Fi and C-band applications. In this current design, a
parasitic element is inserted between the patches having a size 60 mm × 40 mm
which occupied 2400 mm2. Due to this type, technical arrangement in the design
of antenna structure greatly reduced the mutual coupling (S12) around 45 dB. This
reduction is obtained by inserting parasitic elements between the two microstrip
patch antennas with separation between themmaintained at 0.25λ0. To represent this
type of arrangement the proposed design which improves the antenna parameters
including the radiation patterns also.

Keywords Nine-shaped MIMO antenna ·WLAN · C-band · Parasitic elements ·
Mutual coupling

1 Introduction

The design of MIMO antenna is one of the important issues to find the parameter of
mutual coupling in between the microstrip patch antennas. To reduce those parame-
ters, different approaches are mentioned in [1–10]. By selected the distance between
the patches was 0.52λ0 in [1] using hybrid magnetic and electric fields to reducing
the mutual coupling (S12). In [2] design of low-pass filter with an overall size of
antenna 4225 mm2 with an isolation of 45 dB and improving the return loss 35 dB
at a resonant frequency of 7.2 GHz. Defected ground structure is inserted between
the two microstrip patch antennas which reduce the mutual coupling 50 dB with an
antenna size 76.4 mm × 91 mm in [3]. In [4–6], different techniques are proposed
to improve the parameters of S11 and S12 with a small compact size maintaining a
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Table 1 Distinguish between other types of techniques

References Antenna
size
(mm2)

Total
area
occupied
(mm2)

S11(dB)/Return
loss

S12(dB)/Mutual
coupling

fL–fH
(GHz)

Resonant
frequency
(GHz)

Ahn and
Park [2]

65 × 65 4225 -35 -45 7.0–7.4 7.2

Chiu and
Cheng [5]

68 × 50 3400 −26 −19.7 4.10–4.18 4.17

Salehi and
Tavakoli [7]

80 × 60 4800 −22 −27.91 5.8–6.2 6

Najam and
Duroc [8]

54 × 45 2430 −18 −30 4.2–5.2 4.8

Suwailam
[9]

60 × 80 4800 −32 −26 4.1–5.1 5

Nine-shaped
MIMO with
parasitic
elements

60 × 40 2400 −19 −52 3.3–3.6 3.5

−22 −32 5.0–5.7 5.3

−55 −45 6.8–7.3 7

−29 −40 8.5–9.0 8.8

return loss less than 10 dB and mutual coupling less than 15 dB. A very low isolation
is provided by considering an antenna size of 4800 mm2 occupied in the substrate
produces a S11 and S12 are 22 and 27.91 dB is in [7]. In [8] provided the separa-
tion is 0.75λ0 between the patches using meander line a compact size maintained
of 54 mm × 45 mm produced a mutual coupling 30 dB at resonant frequency of
4.8 GHz. Slotted split-ring resonators are used to reduce the mutual coupling with
an isolation of 35 dB, and the separation between the two patches is maintained
at 0.38λ0. Here, the proposed nine-shaped MIMO structure with parasitic elements
with edge-to-edge separation is 0.25λ0 which greatly reduces the mutual coupling
around 45 dB (Table 1).

2 Antenna Geometry and Analysis

The size of the antenna is 60 mm × 40 mm with an overall size of 2400 mm2 made
with dielectric substrate of FR-4 lossy and parameter of loss tangent 0.002.

This structure is designed by considering a nine-shaped dual structure on a single
substrate (Fig. 1; Table 2).
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Fig. 1 Nine-shaped MIMO antenna using parasitic elements

Table 2 Nine-shaped MIMO design parameters

Design parameters L W a b c d e f g h i j k

Value (mm) 60 40 30 25 4 8 7 20 7 3 5 4 3

3 Results and Discussion

The nine-shapedMIMO antenna with parasitic elements is proposed here to improve
the antenna parameters of a microstrip antenna design. Figure 2 depicts the return
loss of antenna resonate at four different resonant frequencies at 3.5 GHz, 5.3 GHz,
7.0 GHz and 8.8 GHzwith the values of 19 dB, 22 dB, 55 dB and 29 dB, respectively.
Similarly, the mutual coupling between the antennas is shown in Fig. 3 at 3.5, 5.3, 7.0

Fig. 2 S11 of nine-shaped parasitic elements
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Fig. 3 S12 of nine-shaped parasitic elements

and 8.8 GHz with values of 40, 32, 45 and 40 dB. Figure 4 represents the comparison
of S-parameters. Figure 5 depicts the surface current distribution of nine-shaped
parasitic elements at (a) 3.5 GHz (b) 5.3 GHz (c) 7.0 GHz (d) 8.8 GHz, respectively.

Fig. 4 S-parameters comparison of nine-shaped parasitic elements

(a) 3.5 GHz (b) 5.3 GHz

(c) 7.0 GHz (d) 8.8  GHz

Fig. 5 Surface current distribution of nine-shaped parasitic elements at a 3.5 GHz, b 5.3 GHz,
c 7.0 GHz, d 8.8 GHz
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Figure 6 identifies that parasitic nine shapeMIMOstructure port #1 is excited and port
#2 with characteristic impedance of 50 � radiation pattern. The radiation patterns of
the antenna in xz plane are omnidirectional and in the planes of xy and xz plane are
nearly have a good complementarity with separate ports are excited in the design of
MIMO system. Finally, this structure improves the overall system performance as
well as better radiation patters and impedance bandwidth.

4 Conclusions

In this paper, a nine-shaped MIMO antenna using parasitic elements is proposed in
the applications ofWLAN,Wi-Fi andC-bands.Here, a parasitic element ofminimum
size is considered and inserted between the two microstrip patch antennas in order
to minimize the mutual coupling between the antennas with a separation distance of
0.25λ0. This type of arrangement greatly improves themutual coupling around 52 dB
at the resonant frequency. Due to this technique, the proposed antenna improves the
impedance bandwidth and a good radiation pattern at the multi-band nine-shaped
parasitic elements is obtained.
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Fig. 6 Radiation patterns of
nine-shaped parasitic
elements at a 3.5 GHz,
b 5.3 GHz, c 7.0 GHz,
d 8.8 GHz

(a) Frequency at 3.5 GHz

(b) Frequency at 5.3 GHz

(c) Frequency at 7.0 GHz

(d) Frequency at 8.8 GHz
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Approaches of Gigabit-Class
Transmission for VLC with µLED-Based
WDM System

M. T. Rahman, Rajendran Parthiban, Masuduzzaman Bakaul
and Prem Kumar

Abstract Visible light communication (VLC) is one of themost renowned technolo-
gies for indoor communication to compete with the upcoming 5G technology.Wave-
length divisionmultiplexing (WDM) and high-bandwidthµLEDs are the approaches
to achieve gigabit-class VLC system. In this paper, we proposed aWDM-VLCmodel
with multi-color µLED configuration using simple on–off keying (OOK) and 16
quadrature amplitude modulation (QAM) scheme. From the simulation approaches,
data rate 2.7Gb/swas achievedbyOOKand10.8Gb/s by16QAMafter 8m longVLC
link. Therefore, BER was measured 10−4 and 10−15 when the electron lifetime and
RC constant of µLED were 1 ns and 0.5 ns consequently. In addition, of the self
RGBY LED was used for the experiment to get data rate 120 Mb/s by OOK and
480 Mb/s using 16QAM modulation scheme.

Keywords MicroLED · VLC · On–off keying (OOK) · High-speed
communication · 16QAM · OptiSystem

1 Introduction

At present, VLCwith light-emitting diodes (LEDs) has become a significant research
area in optical wireless communications. Due to the high transmission capacities
of VLC, it can play an important role in indoor wireless communication to drive
with 5G technology [1]. There are some others techniques to increase the speed
of VLC system, such as WDM, high-order modulation scheme, MIMO-OFDM,
special pre- and post-equalization scheme, and µLED arrays. In WDM, individual
LED transmits independent data stream with different colors (commonly used red–
green–blue), considered as a different channel [2]. Therefore, GaN/InGaN-based
microLED (µLEDs) is another approach to enhance the speed which can handle
gigabit-class transmission easily and break the modulation bandwidth barrier 20 to
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>~900 MHz [3]. Spectrum slicing or WDM technology is generally used in fiber-
optic communication, and it is also implemented into the high-speed VLC system.
RGB LEDs are used as the optical source of VLC system, and it produces white
light on the visible light spot zone. Maximum data rate of 15.73-Gb/s has been
successfully achieved by the RGBY LED with Dichroic mirrors and special receiver
circuit [4]. However, the bandwidth of the RGB LED is limited to 10–20s of MHz
only. Therefore, InGaN-basedmicroLEDcanflick 1000 times faster than commercial
LEDs [5]. This means that 1000 more lights could be fitted into the same space as a
typical LED. Error-free data transmission up to 1 Gbps [6] and 3 Gbps using these
µLEDs was demonstrated using (OOK) and QAM [7]. Maaskant et al. reported the
modulation bandwidth >450 (unit) with µLED array in [8]. A cyan µLED with a
peak emission of 500 nm and approximately bandwidth 400 MHz was reported by
Wun et al. [9]. The focus of this research is to show simulation and experimental
approaches for achieving high-speed VLC link.

This paper is organized as follows: Section 2 describes some theories behind the
modeling work. Section 3 explains the simulation approaches for high-speed VLC
systemusingOOKand 16QAMsignalswithmicroLED. LEDmodulation bandwidth
alongwith its carrier lifetime is also analyzed for the increasing bit rate alongwith the
distance. Experimental approaches with available LEDs and its results have shown
in Sect. 4. Finally, summary of the results was illustrated in the conclusion.

2 Theoretical Modeling

Non-return to zero (NRZ) pulse generator produces OOK signal using PRBS7 bit
stream. In the QAM signal, the signal bit transfers as two parallel input signals, I
and Q quadrature carriers. The amplitude can vary according to the source symbols.
LED acts as an optical transmitter, and the received power can measure by

Pr = Hd(0)Pt (1)

where Pr is received power at the receiver end, Pt is transmitted power by LED, and
Hd(0) is DC channel gain of the VLC link. If the link is direct line of sight (LOS)
where no reflection from walls, the equation of DC gain in the optical channel is

Hd(0) =
{

(m+1)A
2πd2 cosm(θ)Ts(�)g(�) cos(�)

0 ≤ � ≤ �c, � > �c

}
(2)

where g(�) is the gain of FOV concentrator, �c is the field of view at receiver, d is
the distance between LED and PD, m is the Lambertian emission which is related to
LED’s half power semi-angle and expressed by
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m = − ln 2

ln
(
cos θ 1

2

) (3)

After modulating the signal, 3-dB modulation bandwidth of the LED has been
measured by the equation as [4]

f3dB =
√
3

2π(τn + τrc)
(4)

where τn is electron lifetime and τrc is the RC constant (parasitic capacitance). VLC
component range was 3–10 m [10], and the link can be described as:

PReceived = PTransmitted
d2
R

(dT + θR)2
10−α R

10 (5)

where dR is receiver aperture diameter (m), dT is transmitter aperture diameter (m), θ
is beam divergence (mrad),R is range (m), and α is atmospheric attenuation (dB/km).
Themost significant noise source inVLC systems is shot noise, arising due to striking
to the photo detector. Shot noise Gaussian distribution of the detector is modeled as
[11]

σ 2
shot = 2 . q .

(
isig + inoise

)
.ENB (6)

where Gaussian distribution is randomly generated value between 0 and 1. Another
source of significant noise which is thermal noise within the receiver front end of the
PD is calculated as follows [12]

σ 2
thermal = 4 . kB . T

RL
.ENB (7)

where T is the absolute temperature of the device, RL is the receiver load resistance,
and kB is the Boltzmann constant, and ENB is receiver equivalent electrical noise
bandwidth. The total noise at the output up to pre-amplifier is then

σ( f ) = σshot( f ) + σthermal( f ) (8)

3 Simulation Approach

In the simulation model, non-return to zero (NRZ) OOK signal was used as a signal
carrier modulation from Fig. 1, and microLED was configured as a light source with
different electron lifetime 1 and 0.5 ns. The distance between transmitter and receiver
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Fig. 1 Model of NRZ-OOK-based VLC system

was considered from 1m to 10m. RGBY LED was used as an optical source in the
transmitter. Received signal by PDwas amplified for the analyzedwith BER analyzer
through low-pass filter (LPF).

In this model, data transmission started from 400Mb/s to 1 Gb/s. BER and related
Q factor were shown in Table 1, and maximum 900Mb/s data can transmit maintain-
ing the forward error correction (FEC) limit using OOK modulation scheme. The
aggregate data rate 2.7 Gb/s was achieved with the RGB WDM system. Moreover,
using 16QAM, the data rate was achieved four times higher than OOK. Original
transmitted signal from the transmitter and at the receiver, after filtering the received
signal have shown in Fig. 2a and c. The eye diagramof theRGBYLEDs has described
in Fig. 3 at the transmission rate 900 Mb/s.

Figure 4 shows the simulation model for QAM-VLC system. Using 16QAM sig-
nal, aggregate data rate can be increased four times higher than OOKwhich is around
10 Gb/s. The constellation diagram from 16QAM transmitter and receiver has been
given in Fig. 5a and b after transmitting the data 900 Mb per single LED. In order to
overcome modulation bandwidth limitation of the LEDs, we need to reduce electron
lifetime and parasite capacitance constant within the active region which is more

Table 1 Data transmission
rate and related BER andQ

Bit rate (Mb/s) BER Q

400 3.48 × 10−97 20.62

450 1.49 × 10−73 17.10

500 4.53 × 10−52 15.13

600 1.06 × 10−10 6.19

700 2.50 × 10− 04 3.47

800 1.10 × 10−03 3.04

900 7.68 × 10−03 2.33

1 Gb/s 1.26 × 10−02 2.24
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Fig. 2 a Original transmitted signal, b received signal at PD, c after filter the received signal, d eye
diagram of the output signal, e blue LED (460 nm) spectrum is ~46.5 nm, and f BER of the signal

Fig. 3 Eye diagram from red–green–blue LED during data rate 900

important to achieve high-speed communication [13]. MicroLED has limited carrier
lifetime only ~1 ns, and our simulationmodel suggests that reducing electron lifetime
would be a factor to improve the efficiency of a gigabit-class transmission system.
Figure 5c explains the improvement of LED transmitter performance changing its
lifetime for indoor communication range.
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Fig. 4 Simulation model of 16QAM-VLC

Fig. 5 Constellation diagram of a transmitter and b receiver at the receiver end. c BER versus
distance for different LED’s electron lifetime

4 Experimental Approach

For the experiment approach, single-carrier modulation technique OOK was imple-
mented in the laboratory. It was done by available RGBY LEDs. The aggregate data
rate was 120 Mb/s by OOK, and using 16QAM was around 500 Mb/s. This result is
better than [14] but also suggested that it might be improved after applying advanced
equalization [15]. A list of devices which was used for the experimental analysis is
provided in Table 2 and experimental setup in Fig. 6.

The modulated waveforms were generated using Tektronix Arbitrary Waveform
Generator (AWG) 5014c. It has four channels, each of which can sample up to
1.2GS/s, and 500MHzanalog bandwidth.MATLAB® was used to create the required
16QAM waveforms which were uploaded to the AWG. A wideband coaxial bias tee
(Mini Circuits ZFBT-4R2GW-FT) was used for basing the LED at the operating
region and combine the DC component with the high-frequency modulated wave-
forms and it operates at 350 mA. A circular lens (15° beam angle) was fixed in front
of the LED to focus the light onto the receiver. A Silicon PD (Thorlabs PDA-10A)
was used as the receiver in this experiment which has an active detection area of
0.8 mm2, wavelength sensitivity range 200–1100 nm, with a peak responsivity of
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Table 2 Equipment lists for
experiments

1 AWG Tektronix AWG 5014c
Transmitted data bit

2 Amplifier Mini circuit ZHL-6A+

3 Bias Tee (Mini circuits) ZFBT-FT
DC power supply

4 LED Oslon NUWH CCT ~4000 k
LED as a Transmitter

5 Heatsink

6 Photodiode Thorlabs PDA 10A
VLC Receiver

7 Oscilloscope Agilent DSO 9054H

8 Optical lens (Thorlabs C280TME-A)

9 Optical rail (stage Thorlabs)

Fig. 6 VLC experimental link setup, a side view (top) and b front view (down)
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Fig. 7 a Received waveform at 10 MHz and b received waveform at 30 MHz

0.45 A/W. Power amplifier was used to amplify the signal connected after photodi-
ode. Analog bandwidth of the AWG was set initially as 10 MHz, and it increased up
to 30 MHz for both OOK and 10QAM signals. Received signal for 10 and 30 MHz
has included in Fig. 7a and b.

Each sample carries one bit for the experiment, and initially, it was 10 Mb/s. It
is clear from Fig. 8a and b, when the data rate exits 30 Mb/s, the signal quality was
worse and eye diagram of the output was not measurable. The output signals were
captured using an oscilloscope Agilent DSO 9054H.

Figure 9a shows the BER and related Q factor of RGBY LEDs with related data
rate from 10 up to 30 Mbps. For this experiment for WDM-VLC system with OOK

Fig. 8 a Related eye diagram for 10 MHz and b >30 MHz waveform

Fig. 9 a Experimental results for RGBYLEDBER versusmodulation bandwidth (MHz), and BER
versus Q function, b BER versus maximum data rate for available RGB LED, and c constellation
diagram of 16QAM received signal
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modulation scheme and commercially available RGBY LED, max aggregate data
rate was achieved as 120 Mb/s.

The overall systemperformance of theWDM-VLCmodelwas analyzed by chang-
ing different data rates with OOK and QAM signals. Therefore, quality factors (Q)
and BER were considered as a main parameter for checking signal quality. With the
increase of sampling rate by AWG, data rate also increased and the received signal
at the transmitter was distorted for the high data rate. The obtained BER is sketched
in Fig. 9b with the increasing data rate up to 30 Mb/s for RGB LEDs. 16QAM signal
was used to increase the data rate up to 500 Mb/s, and constellation diagram of the
output has been given in Fig. 9c. To match with the simulated results in Sect. 3,
we need to fabricate microLED which is not commercially available yet but future
research is ongoing tomake it commercially available for next-generation high-speed
optical wireless communication.

5 Conclusion

In this paper, WDM-VLC model has been designed and simulated by OptiSystem
v.15.1 to determine the high-speed visible light communication link for indoor envi-
ronment. LED-basedWDM-VLCmodel is configured with OOK and 16QAMmod-
ulation scheme. Maximum 2.7 Gb/s data rate was achieved by OOK and 10.8 Gb/s
by 16QAM with the microLED. In addition, WDM (RGBY) LEDs are also used
to achieve maximum data rate in experimental workbench. In order to use different
modulation scheme,OOKand16QAMmulticarriermodulation schemeswere imple-
mented in both approaches. For the experimental approaches, 120Mb/s data rate was
achieved by OOK and around 500Mb/s was achieved by 16QAM.MicroLED is one
of the most important factors for high-speed VLC system in order to overcome
modulation bandwidth limitation of the conventional of the shelf LEDs because of
its shorter carrier lifetime and faster switching capability. Finally, high-speed com-
munication link for IoT applications with high-order modulation scheme and more
number of VLC channel will be included in our further research.

References

1. Haidine A, El Hassani S (2016) LTE-a pro (4.5 G) as pre-phase for 5G deployment: closing the
gap between technical requirements and network performance. In: International conference on
advanced communication systems and information security (ACOSIS), pp 1–7. IEEE

2. Chun H, Rajbhandari S, Faulkner G, Tsonev D, Xie E, McKendry JJD, Erdan G, Dawson MD,
O’Brien DC, Haas H (2016) LED based wavelength division multiplexed 10 Gb/s visible light
communications. J Lightwave Technol 34(13):3047–3052

3. Rajbhandari S, ChunH, FaulknerGE,CameronKL, JalajakumariAVN,HendersonRK,Tsonev
D et al (2015) High-speed integrated visible light communication system: device constraints
and design considerations. IEEE J Sel Areas Commun 33(9):1750–1757



48 M. T. Rahman et al.

4. BianR, Tavakkolnia I, HaasH (2019) 15.73Gb/s visible light communicationwith off-the-shelf
LEDs. J Lightwave Technol 37:2418–2424

5. McKendry JJD, Tsonev D, Ferreira R, Videv S, Griffiths AD, Watson S, Gu E, Kelly AE, Haas
H, Dawson MD (2015) Gb/s single-LED OFDM-based VLC using violet and UV gallium
nitride µLEDs. In: Summer topicals meeting series (SUM), pp 175–176. IEEE

6. Herrnsdorf J, McKendry JJD, Xie E, Strain MJ, Watson IM, Gu E, Dawson MD (2016) High
speed spatial encoding enabled by CMOS-controlled micro-LED arrays. In: IEEE summer
topicals 2016

7. Ferreira RXG, Xie E, McKendry JJD, Rajbhandari S, Chun H, Faulkner G, Watson S et al
((2016))High bandwidthGaN-basedmicro-LEDs formulti-Gb/s visible light communications.
IEEE Photonics Technol Lett 28(19):2023–2026

8. Maaskant PP, Shams H, Akhter M, Henry W, Kappers MJ, Zhu D, Humphreys CJ, Corbett
B (2013) High-speed substrate-emitting micro-light-emitting diodes for applications requiring
high radiance. Appl Phys Express 6(2):022102

9. Wun J-M, Lin C-W, Chen W, Sheu JK, Lin C-L, Li Y-L, Bowers JE et al (2012) GaN-based
miniaturized cyan light-emitting diodes on a patterned sapphire substrate with improved fiber
coupling for very high-speed plastic optical fiber communication. IEEE Photonics J 4(5):1520–
1529

10. Agrawal GP (2012) Fiber-optic communication systems, vol 222. Wiley
11. Kahn JM, Barry JR (1997) Wireless infrared communications. Proc IEEE 85(2):265–298
12. Keiser G (2003) Optical fiber communications. Wiley Encyclopedia of Telecommunications
13. SukhdeoDS,Gupta S, SaraswatKC,Dutt BR,NamD (2016) Impact ofminority carrier lifetime

on the performance of strained germanium light sources. Opt Commun 364:233–237
14. Li H, Chen X, Guo J, Tang D, Huang B, Chen H (2014) 200Mb/s visible optical wireless trans-

mission based on NRZ-OOK modulation of phosphorescent white LED and a pre-emphasis
circuit. Chin Opt Lett 12(10):100604

15. Li H, Chen X, Huang B, Tang D, Chen H (2014) High bandwidth visible light communications
based on a post-equalization circuit. IEEE Photonics Technol Lett 26(2):119–122



Evaluation of Performance of Is-OWC
OFDM System with Spatial Diversity

Sunita Khichar and Pawan Kumar Inaniya

Abstract Inter-satellite correspondence is a free-space optical innovation which
is utilized to build up communication path between satellites in space. This work
is centered around the transmission of 20 Gbps information over 4500 km inter-
satellite communication interface by consolidating orthogonal frequency division
multiplexing plan. The 4QAM is preferred because of its high reliability in noise than
other modulation techniques. The system design includes space diversity technique
with OFDM to reduce effect of fading, improve BER, and improve receiving power
with increase in link distance and data rate also in comparisonwith previous proposed
system. The simulation of proposed framework is assessed regarding signal-to-noise
proportion, add up to get control or output power at receiver, RF spectrum and
constellation diagram.

Keywords Inter-satellite communication · Orthogonal frequency division
multiplexing (OFDM) · Quadrature amplitude modulation (QAM) · Spatial
diversity

1 Introduction

In 1962, laser innovation was first created to impart among satellite and submarine
[1]. It included higher transfer speed limit, bringdown electromagnetic obstruction
(EMI), recurrence assets utility and lower control requirements, which brought about
its application for radio-recurrence (RF) innovation [2, 3]. Besides, laser innovation
was utilized as a part of optical remote correspondence (OWC) for imparting among
space and satellites. Between satellite OWC (Is-OWC) frameworks regulate data
motions on a light source and transmit to different satellites by means of free-space

S. Khichar (B)
Department of Electrical Engineering, Chulalongkorn University, Bangkok, Thailand
e-mail: sunitakhichar1433@gmail.com

P. K. Inaniya
Electronics and Communication Engineering, Government Women Engineering College, Ajmer,
India
e-mail: pawan.inaniya@gmail.com

© Springer Nature Singapore Pte Ltd. 2020
V. Janyani et al. (eds.), Optical and Wireless Technologies, Lecture Notes
in Electrical Engineering 648, https://doi.org/10.1007/978-981-15-2926-9_6

49

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-2926-9_6&domain=pdf
mailto:sunitakhichar1433@gmail.com
mailto:pawan.inaniya@gmail.com
https://doi.org/10.1007/978-981-15-2926-9_6


50 S. Khichar and P. K. Inaniya

optics (FSO). The signs are then demodulated by means of optical recipients while
transmitting them to the first data source. Analysts have examined FSO for various
earthly applications [4–8]. Is-OWC is basically worried about satellite matching in
comparative or distinctive circles while transmitting signals at the speed of light
by shifting separation, time and payload insignificantly [9–11]. Space-based opti-
cal innovation is essentially utilized as a part of between satellite correspondence
frameworks with the got flag control including the between satellite optical remote
connection [12].

In OWC, optical OFDM is a wonderful innovation utilized for diminishing mul-
tipath blurring impacts and dealing with multipath blurring issues [11, 13–17]. This
innovation can be utilized for transporting information over an extensive variety of
sub-bearers with each isolated by exact frequencies of covering groups. These sub-
transporters utilize fast Fourier transform (FFT) for acquiring symmetry [18]. In this
way, OFDM can be incorporated with Is-OWC for whole deal transmission at higher
information rate. In present work, OFDM-Is-OWC communication network is used
to transmit 20 Gbps information data over 4500 km distance.

One of the significant difficulties of the FSO framework is lessening of the free
space, i.e., air, because of thick mist, rain, snowfall which causes the assimilation,
disseminating and reflection process. The level of intensity thickness of FSO pillar
is lessened because of assimilation. The bar power for longer separation [19, 20]
is decreased because of scrambling. Reflection causes numerous resound impacts
by striking the collector at various interims which makes trouble in recognizing the
information estimations of the got flag precisely. This outcome in optical misfortune,
change of the flag and turbulence in the plentifulness levels and subsequently the got
influence is getting blurred. By utilizing propelled balance plans like OFDM, the
impacts because of blurring can be lessened. Since, OFDM gives the diminished
blurring, constrained ISI and lower multifaceted nature, it is generally embraced in
the remote correspondence frameworks.

This paper has different sections. In Sect. 2, description of system is given, and
Sect. 3 describes about the result obtained by the simulation using OptiSystem 12.

2 System Description

The basic structure of Is-OWC consists of satellite 1 as transmitter, satellite 2 as
receiver and free space as propagation medium. Figure 1 speaks to the proposed
OFDM-based between satellite correspondence framework. OptiSystem program-
ming is utilized to show the proposed OFDM-Is-OWC framework because of its
exactness. 20 Gbps information is regulated by utilizing four-quadrature plentiful-
ness tweak (QAM) encoding group. After 4 QAM encoding, signals are forwarded
or transferred to OFDM modulator for modulation. There are 512 sub carrier and
256 FFT points in OFDM modulator. These OFDM signals are additionally bol-
stered to quadrature modulator (QM) to tweak at 7.5 GHz recurrence. At that point,
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Fig. 1 Proposed inter-satellite system with OFDM and spatial diversity

these OFDM-QM signals are tweaked over optical flag by utilizing lithium nio-
bate (LiNBO3) optical modulator and ceaseless wave (CW) laser having wavelength
of 1550 nm and intensity of 0 dBm. Further, this optical flag conveying 20 Gbps
OFDM signals is transported over Is-OWC interface having a traverse of 4500 km.
The space turbulences are thought to be perfect in this work. The Is-OWC interface
is scientifically spoken by the accompanying condition [18].

PR = PTGTGRLTLR(λ/4πR) 2 (1)

where

PT = Power of transmitting antenna
PR = Power of receiving antenna
GT = Gain of transmitting antenna
GR = Gain of receiving antenna
λ = Operating wavelength and
R = Distance between the two ends of the link.
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The proposed framework is having assorted variety. Spatial decent variety plot
is embraced here. In spatial decent variety, we will utilize numerous TX/RX with
the goal that the flag quality got will be moved forward. The signal is transmitted
through separate diversity branches to generate independent copies. Different fades
are used for each independent signal. With ‘L’ independent channels, the probability
is ‘PL’ where ‘L’ copies of the desired signal are obtained and ‘P’ be the probability
of the channel gain below a critical value.

At the recipient side, p-n (PIN) photograph locator is utilized to get the optical flag.
The yield of PIN photograph indicator is nourished to QM demodulator took after by
OFDM demodulator and 4 QAM encoder to recover the first 20 Gbps information.

3 Result

The values are counted according to the virtual assumption of inter-satellite optical
wireless communication system. Bit rate used is 10–20 Gbps. The suggesting Is-
OWC setup is shown in Fig. 1. The setup is designed and tested in OptiSystem
12.

Fig. 2 RF spectrum of transmitter
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Fig. 3 RF spectrum of receiver at 1000 km

Fig. 4 RF spectrum of receiver at 4500 km
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Fig. 5 Constellation diagram of receiver at 4500 km

(A) RF spectrum

The flag input: Figures 2, 3 and 4 show input RF spectrum and outcomeRF spectrums
of transmitter and receiver, respectively.

(B) Constellation diagram

It can likewise show the polar chart and gauge the likelihood of image blunder for
M-ary signals.

This proposed system works for link distance 4500 km with bit rate 20 Gbps.
Figure 2 shows RF spectrum of receiver at 4500 km, and Fig. 5 shows electric
constellation diagram at link distance 4500 km, respectively. The value of signal-
to-noise ratio for 4 QAM encoding scheme is computed as 34.67 dB, 27.23 dB and
26.09 dB for distances 1500, 3500 and 4500, respectively. This setup is analyzed for
several link distances starting from 1000 km.

4 Conclusion

In this work, 20 Gbps information is transmitted over Is-OWC interface having a
traverse of 4500 km by fusing 4 QAM encoding plan took after by the OFDM
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system. The detailed outcome demonstrates the fruitful transmission of 20 Gbps
information with satisfactory SNR and heavenly bodies.
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Lightweight Secure-MQTT for Internet
of Things

Adil Bashir and Ajaz Hussain Mir

Abstract In this paper, a security mechanism for MQTT-enabled Internet of things
(IoT) using a simple thin cryptographic process has been proposed. The key benefits
of the proposed security mechanism are the simplicity, resilience to attacks, energy
efficiency, and the speed of cryptographic computations such that it can be computed
quickly. The encryption ofMQTT payload is performed using lightweight operations
so that a smaller amount of node energy is consumed in the process. To test the
effectiveness of the proposed mechanism, Contiki-based simulation setup is created,
wherein the implementation of the proposed solution is performed and tested inCooja
simulator. The analysis depicts that the proposed solution consumes less energy for
enciphering data, provides security against possible attacks like spoofing attack and
brute-force attack, and has tiny code footprint. It is contemplated that the proposed
security solution can be used in protecting message confidentiality in the Internet of
things environment and other low-power wireless networks.

Keywords Message Queuing Telemetry Transport (MQTT) · Internet of things
(IoT) · IoT security · Mosquito

1 Introduction

Recent developments in communication and information technology have led to the
rapid growth of the Internet of things (IoT). The number of smart devices connected
to the Internet is estimated to be around 20.4 billion by 2020 [1]. IoT finds its applica-
tions in immense areas that include supply chain management, smart transportation,
e-health, and smart agriculture [2]. In IoT context, users are more inquisitive in the
content of the message being shared rather than knowing the source of message [3].
This content-centric data sharing leads to the usage of publisher–subscriber paradigm
which decouples sender and receiver sides in terms of time, space, and synchroniza-
tion [4]. Among many publish–subscribe architecture-based protocols, MQTT is
lightweight, simple, and easy to implement application layer protocol. However,
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MQTT has inadequate security and relies on the underlying transport layer for secu-
rity measures; for example, it uses transport layer security (TLS) which is highly
computational, therefore unsuitable for resource-constraint IoT nodes.

In this paper, a security mechanism is proposed that safeguards MQTT commu-
nications from adversaries in an energy-efficient manner. In our proposed solution,
MQTT payload is encrypted using dynamically generated key at trusted system, and
then, the encrypted payload is sent to the broker which later relies upon it to the
right subscriber(s). The main benefit of MQTT payload enciphering is that it imparts
end-to-end encryption in environments where TLS is not suitable [4]. The idea is
based on using less computational cipher so that the limited available energy at IoT
nodes will last for long that keeps nodes operational for a longer time. Contrasting
other security approaches that use existing network security protocols, our proposed
solution takes due to the consideration of constraint resources of IoT devices.

The core components and methods of the proposed security scheme include the
following:

1.1 Message Queue Telemetry Transport (MQTT)

MQTT is a simple, lightweight, open publish–subscribe architecture-based appli-
cation layer protocol for resource-constricted environments like Internet of things
domain. Publish–subscribe architecture is based on “push” architecture where net-
work nodes push their data to other nodes and varies from a conventional client–
server architecture which is regarded as “pull” architecture where nodes (clients)
have to pull information from other nodes (servers). In publish–subscribe architec-
ture, publishing client publishes a message on a specific topic to the broker which
then forwards it to all the clients (subscribers) who have subscribed for this specific
topic. This architecture decouples clients in terms of space, time, and synchroniza-
tion, which means that publisher and subscriber do not know about the existence of
each other [4]. Figure 1 showsMQTT publish–subscribe architecture scenario where
a client publishes temperature on “temp” topic to the broker which relays this topic
information to the subscriber(s) of “temp” topic.

Researching about default security elements in MQTT, it is found that MQTT
provides authentication of connected clients in terms of username/password authen-
tication but does not provide encryption to communicating messages to achieve data
confidentiality.

1.2 PCG-Rand

PCG-Rand is a cryptographically secure random number generator which is simple,
fast, and statistically efficient. It is easy to use, having a difficult predictability rate,
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Fig. 1 MQTT
publish–subscribe
architecture

and has a small code size. PCG-rand algorithm is applicable to a variety of bit streams
that includes 64 and 128 bits that provide 32- and 64-bit outputs [5].

2 Related Work

Researchers have proposed new cryptographic algorithms such as chaotic map, skip-
jack and corrected tiny encryption algorithm for low-power wireless networks like
the Internet of things as given in [6]. These algorithms were evaluated against con-
ventional encryption algorithms such as advanced encryption standard (AES) and
RC5. The analysis shows that these new algorithms bring approximately a similar
level of computational overhead as that of AES and RC5. For instance, AES-128
and skipjack algorithm were compared and it is found that skipjack has 26% of the
computational cost of AES algorithm and provides less security than AES.

In [7], authors have used attribute-based encryption (ABE) security scheme to
enable security components for publish–subscribe (Pub-Sub)-based IoT devices.
Sensed messages are enciphered using the AES algorithm, and the cryptographic
key is itself enciphered using ABE protocol. IoT devices, being resource constricted
devices, generate fewer data bits thus enciphering fewer data bits with AES and
ABE security protocols drains off the available node energy quickly, therefore mak-
ing the entire network nonfunctional. Pal et al. [8] used predicate-based encryption
and CP-ABE to safeguard published data and the privacy of the subscriber’s topics.
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Authors in [9] proposed a security scheme for IoT where a node-specific static
master key is stored in network nodes. This stored fixed key is made dynamic using
a challenge-based shuffling algorithm at the client and server sides. This dynamic
key is used to encipher messages and is valid for a given session but is exposed for
ample time in which the assailant can decrypt shared data which can bring overall
network compromisation. Park and Kang [10] presented DTLS as a security protocol
for IoT that is placed between the application layer and the transport layer. DTLS is
based on RSA and is developed for low-power networks. The analysis of this scheme
depicts that DTLS adds confidentiality, integrity, and authentication, but consumes
significant device energy and induces overheads.

A lattice-based cryptosystem “NTRUEncrypt” is known to be an alternative
of RSA cryptosystem. Gaubatz et al. [11] performed the comparative analysis of
NTRUEncrypt, ECC, and Rabin’s scheme that were candidate security protocols
for resource-constraint environments like wireless sensor networks and the Internet
of things. The results of comparative analysis depict that NTRUEncrypt consumes
less average power in comparison to the other two protocols. However, it requires
large-sized messages that might lead to packet fragmentation and increase the packet
re-transmission rate due to communication errors.

It is concluded from the literature survey that most of the recently proposed
security solutions for IoT are actually tiny versions of existing highly computational
conventional security algorithms with a high percentage of computational cost still
present in them, hence making them unacceptable for IoT applications. Therefore,
new lightweight security schemes are to be designed for IoT systems which is the
main focus of the work presented in this paper.

3 Methodology

In this section, we discuss the proposed security mechanism that safeguards MQTT
payload of sensed data in IoT domain. Our proposed solution assumes that there is
a trusted system (TS) that generate IDs and cryptographic keys for publishers and
subscribers. TS, being a legitimate entity, is trusted by all nodes in a particular IoT
application domain. Trusted system is responsible for managing trust associations
among IoT nodes which is done by sharing a pre-shared secret (PSS) during an initial
registration phase. PSS is shared between a trusted system and IoT nodes during the
registration phase using a secure bootstrapping (for instance, a technique presented in
[12]). The proposed solution uses a cryptographically secure random number genera-
tor (CSRNG) algorithm to generate cryptographic keys and asymmetric cryptosystem
for encrypting MQTT payload.

Our solution uses PCG-Rand as CSRNG because of its difficult predictability
rate, excellent statistical quality, and efficiency in terms of time and code space [5].
In our solution, cryptographic keys are generated and valid for each communication
session. The overall flow of our proposed system is shown in Fig. 2.

Our proposed solution consists of three phases.
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Fig. 2 Message flow diagram of the proposed system

3.1 Key Generation and Distribution Phase

• The publisher sends a “START” message encrypted with PSS to inform TS to run
the ID and key generation algorithm.

• TS generates IDs and cryptographic keys for every MQTT client.
• TS sends IDs to publishing client encrypted with PSS that is shared between TS
and publisher in advance.

• TS sends the encryption key to the publisher encrypted with IDs.
• Every participation client node sends CONNECT packet to the MQTT broker.
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3.2 Encryption and Publish Phase

• Publisher encrypts MQTT payload using the derived key from phase 1 above.
• A simple logical invertible operation (XOR) is used as an encryption operation.
• The publisher publishes an encrypted message on a particular topic to MQTT
broker. In our implementation, we have used mosquito [13] as an MQTT broker.

3.3 Decryption Phase

• Subscriber requests TS to send cryptographic key.
• Subscriber runs decryption algorithm to decipher message received from MQTT
broker.

4 Implementation and Evaluation

4.1 Simulation Setup

Implementation of the proposed system is performed in theContikiOperating System
which is an open-source operating system for low-power wireless networks [14]. The
simulation setup consists of a trusted system (authority node), publishers, MQTT
broker (mosquito) [13], and subscribers. We have implemented MQTT-SN (sensor
networks) [15]which is a lightweight library ofMQTT for resource-constraint nodes.
We have evaluated the proposed security scheme in terms of energy consumption,
security, and performance analysis. The simulation setup is shown in Fig. 3.

4.2 Performance Analysis

Energy Consumption: Since IoT consists of resource constraint nodes which imply
that IoT devices have limited resources in terms of computational power, storage
capacity and often run on irreplaceable batteries. Therefore, it is important to pay
attention to using the available limited energy efficiently. In order to find out the
energy consumptionof our security system, powertrace tool [16] ofContikiOperating
System is used which computes system energy consumption Esystem from the energy
model described as in [17]

ESystem =
∑

m,n

Pm,nTm,n (1)
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Fig. 3 Simulation network

where Pm.n is the power consumption of component ‘m’ in power state ‘n’ and Tm,n is
the time duration of component ‘m’ in state ‘n’. In thismodel, the components include
CPU, flash memory, radio, and sensors, and the power states include transmitting
and receiving mode for radio, active and sleep (low power mode) for CPU, memory
read/write modes for flash memory. Using Eq. (1) and the values obtained from
powertrace tool, we have calculated the energy consumption of our proposed system
and compared that with unencrypted communications for the same simulation setup
which is shown in Fig. 4.

From the plot in Fig. 4, it is analyzed that the energy consumption of the proposed
security system is close enough to the system without security in place. Therefore, it
can be concluded that including the proposed security system in IoT nodes will not
affect their lifetime by a substantial amount.
Storage Requirements: The implementation of our method consumes approxi-
mately 26 KB which is a suitable code size for IoT devices. For instance, Zolertia z1
motes have 128 KB memory [18] which is sufficient enough for the code footprint
of our implemented security mechanism.
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Fig. 4 Energy consumption
comparison
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4.3 Security Analysis

Brute-force attack: A key size of 64 bits is generated using pcg-rand which is used
to encrypt data. Therefore, the number of possible values for key “k” is

Possible values for key, N = 264 ×
(
1

2

)

i.e., N = 1.84 ∗ 1019 ∗
(
1

2

)

The value of “N” indicates the number of conjectures an assailant has to make
to find the value of cryptographic key using a brute-force algorithm. Therefore, the
probability that an adversary conjectures the correct value of key is

Probability to guess the correct key, P = 1

N

i.e., P = 1

1.84 ∗ 1019 ∗ (
1
2

)

which is very small, therefore making the overall system resilient to brute-force
attack. The method used to calculate the probability of conjecturing the value of a
key by an attacker is the same as used by [19].
Spoofing Attack: A spoofing attack is a type of active attack in which unauthorized
node masquerades as a legitimate node that leads to network compromisation. The
proposed system is resilient to a spoofing attack. In our proposed system, if an
attacker pretends to be TS, it has access to all information about session IDs and
cryptographic keys by which it can decipher all communicating messages among
nodes. Our proposed system counters this attack by using a pre-shared secret (PSS)
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that is set up during the bootstrapping phase. Publisher that has data to be transmitted
encrypts “START” message with PSS before forwarding it to TS for obtaining the
encryption key. The illegitimate server cannot decipher “START” message as it does
not have PSS, therefore unable to decipher the encrypted published messages.

5 Conclusion

Internet of things brings numerous threats because of the constraint resources of its
nodes. This, in turn, hinders the growth anddevelopment of IoTat its full pace because
there is no public confidence that it will not create trouble for user privacy.Most of the
security protocols proposed for IoT in the literature are tiny versions of conventional
complex protocols which are still complex for miniature IoT devices. Among various
messaging protocols for IoT, MQTT is widely used protocol being simple, easy to
implement and having small code footprint, but it lacks default security features.

In this paper, we enabled data confidentiality to MQTT payload. A lightweight
cryptographicmechanism is implemented to secure confidentialmessages exchanged
among IoT nodes. The proposed system is resilient to likely attacks such as brute-
force attack and spoofing attack and requires less memory space. Comparative anal-
ysis for energy consumption shows an increase of 2.71% node energy consumption
in our proposed system than in unencrypted mode which is affordable for IoT nodes.
Thus, our security scheme provides strong message confidentiality and is memory
and energy efficient which makes it suitable for the Internet of things nodes. The
future work includes encryption using lightweight algorithms like PRESENT [20]
and HIGHT [21] instead of XOR operation.
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Realization of Low-Cost
Field-Deployable He–Ne Laser-Based
Sensor System to Check the Quality
of Food from Adulteration

Manish Kumar and Sanjeev Kumar Raghuwanshi

Abstract To check the food from adulteration, it is always a challenging task for
the scientist and engineers. In this paper, a relatively new method is proposed to
check food from poisonous or deleterious substances which may cause injuries to
health have been discussed and described. Both principles for understanding and
mathematical relation are emphasized. The experimental observationwithMATLAB
simulation gives helium–neon laser, a powerful option for material characterization
in a sensor system.We have realized the optical response of different samples (sugar,
salt, mustard oil, coconut oil, almond oil) with respect to helium–neon laser power
intensity. When helium–neon (He–Ne) laser light beam passes through different
samples, it gives different power reading in power meter giving the relation between
absorptivity of different sample concentrations. When concentrations of samples
increase or added impurities, observed transmittance decreases and also finds the
transmittance decrease with the increase in distance. The mathematical formula has
been developed for concentration relation with solution and distance.

Keywords He–Ne laser · Food adulteration · A chemical sensor · Absorption ·
Food contamination

1 Introduction

The problem of food adulteration is always challenged to scientist and engineers
as old as the food processing industry. The identification of food adulteration or
contamination is a major issue to society. Nowadays, we are in dilemma regarding
purity, thus diagnoses of every foodstuff are very essential. The modern contami-
nation consequences degraded edible oil, milk product [1], rice pulses, meat, veg-
etable, fruits, and pesticide in a soft drink. The media, in 1998, give attention when
petroleum product adulterates edible mustard. It results in oil poisoning in India
that gives several deaths and illnesses to people. It needs advanced technology with
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qualitative detection techniques for food and feedstuffs [2]. There is a different tech-
nique to characterize food products and to detect their possible adulteration. In 2002,
Christophe Cordella illustrated previous existing detection technique as microscopic
analysis; HPLC; GC, GC-(MS, FTIR); UV–visible spectrophotometry; AAS/AES,
ICP-(AES, MS); IRMS, GC-IRMS, GC-C-IRMS; DSC; IR, mid-IR, and NMR [3].
In 2010, food characterization is done on Fourier transform infrared (FTIR) spec-
troscopy based on reflectance [4]. He–Ne laser has an operational wavelength of
632.8 nm and lies in the red portion of the visible spectrum. When a laser beam
passes through a material with finite optical absorption, the heat generated increases
temperature, which changes the index of refraction, which in turn affects the optical
beam [5]. The principle of absorption and optical power-based He–Ne laser system
has been analyzed with the feature of self-check and auto-calibration [6]. Different
samples of sugar and salt are mixed in water of fixed quantity, and with the increase
of concentration the decrease in power is observed with temperature variation [7].
Again, different samples like mustard oil, coconut oil, etc., are taken and kept them
under observation. The surface plasmon resonance-based sensor has been used for
high-sensitive chemical detection like pesticide in feedstuffs but it is not economical.
There is a need for an economical technique that can identify the adulteration in food.

2 Mathematical Theory Related to Absorption,
Transmittance, Reflectance

When a monochromatic light passed through a liquid, then some light will be
absorbed (intensity decreases) by the liquid. The absorption of liquid also depends
on the transparency of material as an incident angle as shown in Fig. 1. The absorp-
tion of the light beam in adjacent material can be described by Lambert and Beer’s

Fig. 1 a Layout of experimental setup detector, glass, stand, He–Ne laser, optical breadboard; b (i)
Experimental setup to measure power transmitted through air, (ii) Laser passing through coconut
oil, (iii) almond, sugar solution, coconut, mustard oil, (iv) Laser passing through coconut oil, (v)
Samples containing different amount of salt solution
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law, I = I0 exp(−kct) where I0 is the incident intensity, I is the transmitted inten-
sity, c is the concentration, t is the material thickness (light path length), and k is
constant. Absorption of radiation is described by Beer’s law, which states that equal
thicknesses of an absorbing material absorb equal fractions of the power incident on
them. The transmission of light in any medium is expressed as the ratio between the
transmitted light to incident light [8]. T = I/I0 shows transitivity where I0 is the
incident intensity, and I is the transmitted intensity. The light incident upon a sur-
face or medium undergoes transmission, reflection, and absorption. A = 2−log T%,
where T% is the percent transmittance, it can be used to calculate absorbency from
percentage transmittance data. Beer’s law is given by A = αct where α is the molar
absorptivity with units of Lmol−1 cm−1, t is the path length (centimeters) of the
sample present in a container, and c is the concentration of the sample in solution,
expressed in mol L−1. As absorption shown in A = αct is directly proportional with
the concentration in Beer’s law, it can be possible to determine an unknown liquid
concentration (Adulterated Food) after knowing the absorptivity and compare it with
standard liquid absorptive known concentration.

Asa/Ast = Csa/Cst (1)

Csa = Asa/(Ast ∗ Cst) (2)

Asa is the absorptivity of a sample, Ast is the standard liquid absorptive, Csa is the
sample concentration, andCst is the standard liquid concentration. Equations (1) and
(2) show the relation of known and unknown concentration of liquid. These equations
can be used to find the adulteration or contamination in foodstuff.

3 Proposed Layout and Experimental Setup

The components of the proposed experiment are shown in Fig. 1. The required
components for observation are as follows: Helium-Neon Laser Source—The He–
Ne laser has an operational wavelength of 632.8 nm. The maximum power is of
2 mW; Laser Power Meter (Falcon Model 147)—Laser power meter is designed to
measure in the range 0.1 µW–2 mW; Photo Detector (sensor head)—The combined
sensor head consisted of silicon photoelectronic sensor which converts photon to
electrical unit; Optical Breadboard—It is vibration free.

4 Experimental Arrangements and Observation

The experimental setup is shown in Fig. 1. The detector head is kept in alignment
with the helium–neon laser source. Helium–neon laser is rotated and adjusted to
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receive power on detector so that the incident angle should be approximately zero.
The sample is then placed in the glass which is kept in between the helium–neon
laser and detector. Initially, the power measurement was taken in the air at a different
distance. Next, the empty glass is kept in between the laser and detector. The power
is detected and recorded. Let the power recorded in the air at 50 cm distance be
Pa and power recorded with glass in the air be P1. So, when the power recorded
by putting glass in between is subtracted from the power recorded in air, the actual
power absorbed by the glass can be found out. Thus, the power absorbed by glass be
Pg,

Pg = Pa − P1 (3)

Similarly, when the glass is filled with a particular amount of water and at 50 cm
distance, the power recorded be P2, then the power absorbed by water is given by

Pw = Pa − Pg − P2 (4)

After this, some amount of salt is added to the water, and again the helium–neon
laser is adjusted to record the power at 50 cm distance. The output power recorded
is P3. Then, the power absorbed by the salt of added quantity be given by

Ps = Pa − Pg − Pw − P3 (5)

The reading was recorded with different samples also like almond oil, coconut
oil, and mustard oil. A graph is plotted with the power and distance to analyze their
behavior with increasing distance. Equations (3–5) show the different relationships
that are useful to calculate the number of feedstuffs in the proposed experiment.

Figure 2 shows the power variation with the concentration of sugar solution.
The corresponding polynomial equation has been observed through experimental
observation. Polynomial obtained at d = 60 cm, F(x) = p1x2 + p2x + p3 where

Fig. 2 Sugar solution in
water at a different
concentration at a different
distance
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Fig. 3 Phenomena on
material almond oil with a
distance of 30 cm

p1 = 0.1262(0.03521, 0.2171), p2 = −1.055(−1.261, −0.8486),p3 = 2.314(2.215,
2.414).

Figure 3 shows the salt solution in water power measurement where g= glass,
w = water, p1 = power of the solution of water and 3.86 g of salt, p2 = power of
solution of water and 7.72 g of salt, p3 = power of the solution of water and 11.58 g
of salt, p4 = power of solution for water and 15.44 g of salt, and p5 = power of the
solution of water and 19.3 g of salt.

5 Data Analysis for Adulterated Food

Following specifications of apparatus have been used in this experimental work
(a) distance travelled in a sample by laser light = 5.68 cm; (b) thickness of glass
(total length travelled in glass) = 0.4 cm; (c) volume of water taken for making a
sugar solution and salt solution = 49.02 and 70.04 ml. The power absorbed in the
glass is more than the power absorbed in air. When water is put into the glass, then
power received by the detector decreases showing power is absorbed by water. The
power obtained in coconut oil is least, or we can say that its molecule content scatters
lighter thanwater molecules.Mustard oil increases the power received in the detector
because mustard oil helps in focusing the beam and thus giving more power in the
output. Almond oil transmits more power than coconut oil and mustard oil.

Figure 4 shows that the power observed in the power meter decreases with an
increase in distance as well as an increase in salt concentration. In experimental
observation, when the solution becomes saturated and no more salt is able to get
dissolved in the solution and transmission has no noticeable change, if further salt is
added after saturation.
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Fig. 4 Salt solution in water power measurement at a different distance

Figure 5 shows a relationship between the concentration and power at a fixed
distance. Air has the highest power transmission; the glass has lower power trans-
mission than air but greater than the salt solution. The polynomial obtained is a two
degree which can be used to get the power reading of the salt solution at a particular
distance with different concentration. Using all these, data graphs are plotted and
polynomials are at distance = 30 cm, F(x) = p1x2 + p2x + p3, where p1 = −
12.66(−62.58, 37.25), p2 = 0.2957(−16.26, 16.85), p3 = 2.526(1.335, 3.717). The
response of sensors has been mathematically expressed by higher-order polynomi-
als. The absorption coefficient can be correlated with respect to the substance under
consideration.

Fig. 5 Power obtained when the distance of 30 cm



Realization of Low-Cost Field-Deployable He–Ne … 73

6 Conclusion

Paper provides a very simple method which is based on working of He–Ne laser
at a wavelength of 633 nm to check the quality of food from adulteration. Various
edible oils have been analyzed by using the proposed technique to estimate the
relationship of absorbed power by different samples. The rule of thumb has been set
up by deriving absorption/transmittance of light polynomial expression for different
samples. Almond oil shows more transmittance than coconut oil and mustard oil.
Hence, the transmittance relationship between these oils can be given as almond oil
>mustard oil > coconut oil. The power transmitted by sugar solution and salt solution
decreases with increase in the distance and concentration. The result matches with
the obtained mathematical formula given in the paper for salt and sugar solution. The
concentration can be obtained from using polynomials of unknown samples. Thus, a
sensor can be made using these polynomial equation relations. Similarly, the sensors
would be able to detect the sugar concentration, salt concentration, and edible oil
impurities. Using all of these data and analyzing, a standard has been formed which
can be useful for the detection of the particular food sample at unknown concentration
and adulteration.
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Experimental Evaluation of Reliable
Underwater Optical Communication in
the Presence of Turbulence and Blockage

Ramavath Prasad Naik , Udupi Shripathi Acharya and Nitin Kumar Suyan

Abstract In this paper, we have evaluated the performance of underwater wireless
optical communication (UWOC) link in the presence of turbulence, air bubbles and
blockage of 2.5-m-length channel. To mitigate the effects of turbulence and air bub-
bles, we have employed channel coding and receiver diversity combining techniques.
Blocking causes the burst errors, and to mitigate the effect of blocking, we have em-
ployed interleaved channel-coded receiver diversity combining technique. Bit error
rate (BER) performance of UWOC system evolved, and improvement in BER is
achieved by employing channel codes, receiver diversity combining and interleaved
channel codes.

Keywords Underwater wireless optical communication (UWOC) · Turbulence ·
Blockage · Channel coding · Receiver diversity combining

1 Introduction

In recent years, interest in UWOC system and its possible applications has grown
enormously for strategic and commercial use. Communication through underwater
channels has more challenges than free-space channels. If these challenges are suit-
ably addressed, UWOC has the potential to provide high speed as well reliable data
transmission between underwater platforms for short-distance links. While acoustic
signals are well suited for data transmission over long links, the data rate is limited.
By employing optical transmission, we can exceed a data rate of one Gbps (giga-
bits per second) over short-distance links. Main challenges of the UWOC system
are absorption and scattering of the optical signal, which can cause loss of data.
Absorption and scattering are caused due to the presence of turbidity and salinity
in the water channel. By use of wavelengths in the range of 450–520nm (blue and
green) LED/LASER sources, absorption and scattering in the water medium can be
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minimised and the reliability of communication can be enhanced [1, 2]. Turbulence,
air bubbles and signal blockage in the water medium can degrade the system per-
formance. To mitigate the effects of turbulence and blockage, we have employed
channel coding, interleaved coding and receiver diversity combining techniques.

The research work on UWOC has been growing enormously due to its higher
transmission speeds and vast availability of electromagnetic spectrum. Most of the
researchworks are focused on the enhancement ofUWOC system performance in the
presence of turbulence by employing channel coding and receiver diversity combin-
ing techniques. In [2], UWOC system with BCH (Bose–Chaudhuri–Hocquenghem)
(31, 11) code and 31 × 31 interleaved length (31, 11) BCH code was employed to
mitigate the effects of turbulence and blockage. Optical communication through the
turbid underwater channels and various receiver diversity combining techniques to
enhance the UWOC system performance in different turbid and turbulent environ-
ments is demonstrated [3]. Underwater optical channel properties in the presence of
varying water characteristics like turbidity, salinity and temperature are presented in
[4]. In [5], the performance of UWOC with clear and harbour water in the presence
of different populations of air bubble presented.

This paper describes the performance of an UWOC system through a channel in-
corporating turbulence and blockage at turbidity of 10NTU (Nephelometric turbidity
units) and salinity of 14.28 ppt (parts per thousand). In addition, a BCH (63, 30)
and 63 × 63 length block interleaver followed by receiver diversity combining (equal
gain combining (EGC)) technique have been employed to mitigate the effects of tur-
bulence and burst errors (created by blockage) in the underwater channel. TheUWOC
set-up is designed to work at a speed of 120 Kbps. To best of our knowledge, a BCH
code with interleaver and diversity reception has not been employed in experimental
UWOC studies so far.

The remaining part of the paper is organised as follows: Sect. 2 represents the
system model, the experimental set-up is presented in Sect. 3. Section4 describes
channel coding, interleaved coding and receiver diversity combining techniques.
Experimental BER results and description are given in Sect. 5, and then conclusion
is given in Sect. 6.

2 System Model

Stream of text data is converted into American Standard Code for Information Inter-
change (ASCII) and then into binary data. This binary data is On-Off Keying (OOK),
modulated with the 470nm blue light-emitting diode (LED) and then transmitted
through the turbulent and blockage water channel. At the receiver, photo-detector
detects the changes in the intensity falls on them and delivers current, and using tran-
simpedance amplifier, equivalent voltages of current are obtained. These voltages are
converted into a binary using a comparator with a suitable threshold. Finally, binary
data is converted back into text data.
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Fig. 1 Block diagram of UWOC system

Figure1 shows the block diagram of UWOC system channel coding and receiver
diversity combining. Here, binary data u is channel coded as C and then On-Off
Keyingmodulatedwith 470nmLEDsource. This optical data transmitted through the
underwater channel of length L = 2.5m, and a bunch of photo-detectors D1, D2, D3

are used at the receiver; these detectors are separated by d = 3cm from each other
photo-detector and then followed by channel decoding û.

From Fig. 1, we have differentiated UWOC system into three different blocks
which are as follows.

2.1 Transmitter

Here we have converted text data into binary as u, and then sent to channel coding
and then modulated with LED source. We have used LXML-PB01-0040 blue LED
of 500 mW power capacity operating at λ = 470nm for transmitting binary data.
The Arduino board can drive a maximum current of 400 mA in an external load. We
have driven the LED directly from the Arduino board and have not employed any
additional driver circuits.
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Fig. 2 TSL 254R
photo-detector

2.2 Receiver

T SL 254R light-to-voltage optical sensor (photo-detector) is placed at the receiver
to detect changes in the transmitted irradiance. The response of photo-detector is

R = η (I0 + Ib) u + n (1)

Here, photo-detector responsivity η = 0.7 A/W at λ = 470nm, I0 is incident irradi-
ance, Ib is background noise and n is AWGN with zero mean and N0

2 variance, N0 is
power spectral density of noise. T SL 254R circuit diagram is shown in Fig. 2; here
the feedback resistor R = 1M�. Detector output voltage is directly proportional
to the irradiance on the photo-detector. The transmitter and receiver functions have
been implemented on the same processing platform (Arduino board), and hence,
synchronisation is maintained without difficulty.

2.3 Underwater Channel

For evaluation of UWOC system performance, we have taken water-filled PVC pipes
and aquarium. Using PVC pipes will yield better UWOC system performance as am-
bient light (which constitutes background noise for the detector) will not be present.
However, it is not possible to use PVC pipes in all underwater optical links. Hence,
performance evaluation with aquarium set-up in the presence of ambient light affect-
ing will allow a more realistic test of the UWOC link. Further, creating conditions of
turbulence will not be easily possible in a closed PVC pipe environment. For this rea-
son, we have conducted all of our experimental work with glass aquarium tanks. The
aquarium is filled with approximately 300 l of water. In the water channel, we have
created turbulence, air bubbles and blockage to degrade the system performance,
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with the help of Aqua Wave Maker WM-3000 having 5 l/min flow rate, jets having
airflow rate 5.5 l/min and 0.15MPa pressure and a rotating plate driven by DCmotor
with nearly 120 rpm speed, respectively.

3 Experimental Set-Up

Optical signal experiences absorption and scattering in water due to the presence
of turbidity and salinity. We have added a calculated amount of suspended particles
for turbidity and salts for salinity. We have measured absorption of light in water
sample for different wavelength sources and plotted as shown in Fig. 3; it is observed
that 470–530 nm (blue and green) and 650–700 nm (red) wavelength sources have
less absorption. This result is obtained with the help of AU -2701 model UV-VIS
double-beam spectrophotometer. Turbidity, conductivity, absorption and scattering
of freshwater and sample water collected from the channel are measured and shown
in Table1. For generating turbulence, air bubbles and blockage, we have used four
jets of each having 5.5 l/min airflow rate for air bubbles generation, wave maker for
generating turbulences having flow rate of 5 l/min and a paddle driven by motor to
create blockage with 120 rpm speed. An incandescent lamp is placed at the aquarium
to create background noise. Figure4 shows the underwater channel with turbulence,
air bubbles and background noise due to the incandescent lamp. An optical bandpass
filter BP 470/35 of central wavelength 470nm with ±35 bandwidth is used to pass
optical signal within the wavelength range of (470 ± 35) nm and eliminates other
wavelength signals.

Fig. 3 Absorption with respect to various source wavelengths
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Table 1 Freshwater and sample water characteristics

Water type Turbidity (NTU) Conductivity
(mS/cm)

Absorption at
470nm (m−1)

Scattering at
470nm (m−1)

Freshwater 3 0.18 0.01 0.047

Sample water 10 22.5 0.0957 0.5495

Fig. 4 Experimental set-up

Fig. 5 Data samples: a transmitted data and b received data in the presence of turbulence and
blockage

We have sent data shown in Fig. 5a in the presence of turbulence and blockage for
uncoded SISO case at a transmit power of 25.5 dBm and the received data shown in
Fig. 5b. In Fig. 5b, we have marked received data with yellow and green colours to
identify the errors occurred due to turbulences and blockage. Yellow-coloured data
occurs due to randomfluctuation of irradiance from high to low, so the corresponding
text character will be received as some other text character, while the data will be
lost due to blockage will be zeros in the received data, which are marked with green
colour.
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4 Channel Coding and Receiver Diversity Combining

To mitigate the effect of turbulence, air bubble and blockage in the underwater chan-
nel, we have employed channel coding, receiver diversity combining and interleaved
channel-coded receiver diversity techniques.

4.1 Channel Coding

For correcting t-bit errors, we have used BCH code of length n = qm − 1 over
GF (qm) (Galois field),whereq = 2 for binary codes. Form = 6and t = 6, this leads
to construction of (63, 30) BCH code [6]. Group elements are {1, α, α2, . . . , α62}
partitioned into conjugacy classes with conjugate roots, using these roots calculat-
ing the minimal polynomials with the help of primitive polynomial in GF

(
26

)
is

p(x) = x6 + x + 1.Generator polynomial g(x) is least commonmultiple ofminimal
polynomials and is given as

g(x) = x33 + x32 + x30 + x29 + x28 + x27 + x26 + x23 + x22 + x20

+x15 + x14 + x13 + x11 + x9 + x8 + x6 + x5 + x2 + x + 1 (2)

Generator matrixG30×63 is obtained from generator polynomial g(x). Encoded data
isC1×63 = u1×30 .G30×63, where u1×30 is transmitted binary data andC1×63 is code-
word. Berlekamp–Massey decoding algorithm is used for decoding the received data
through channel [7].

4.2 Receiver Diversity Combining

Employing multiple photo-detectors at the receiver has performance improvement
compared to single photo-detector [8]. Received data RC formultiple photo-detectors
is

RC = 1

M

M∑

i=1

(√
Ptuηi Ii + ni

)
, 1 ≤ i ≤ M (3)

where u ∈ {0, 1} represents the input bit sequence, Pt is transmit power,M is number
of photo-detectors, η is photo-detectors responsivity, I is irradiance received from
the underwater channel and n is additive white Gaussian noise (AWGN). For equal
gain combining (EGC), received data RC is,

RC = η
√
Ptu

M

M∑

i=1

Ii + n (4)
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here, η1 = η2 = · · · = ηM = η for same photo-detectors. We have employed three
photo-detector EGC as receiver diversity combining.

4.3 Interleaved BCH Code

Due to blockage burst errors determined in the received code-word, using 63 × 63
length interleaver with (63, 30) BCH code can correct 378 length burst error among
3969 transmitted bits.

5 Experimental BER Results

In this section, we present experimental BER results with respect to transmit power
in terms of decibel-milliwatts (dBm). Figure6 shows the experimental BER results
of UWOC with uncoded single-input single-output (SISO), channel coding (BCH),
receiver diversity combining (EGC) and 63 × 63 length interleaved channel coding
techniques.

From Fig. 6, it can be inferred that a power gain of more than 2.5 dBm can be
saved to achieve a BER of 3 × 10−4 from without receiver diversity to with receiver
diversity combining. Channel-coded SISO can save 3 dBm of transmit power com-
pared with channel-coded receiver diversity technique and same for interleaved BCH
with and without receiver diversity combining. From uncoded SISO to interleaved
channel-coded receiver diversity can gain nearly 5 dBm of transmit power at BER
of 3 × 10−4.
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Fig. 6 Experimental BER results of UWOC links
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6 Conclusion

We have established an UWOC link with 2.5-m-length underwater channel working
in the presence of turbulence, air bubbles and blockage conditions at 120 Kbps
transmission speed. By employing suitable channel codes and receiver diversity
combining techniques, we can enhance the performance of UWOC in the presence
of turbulence, air bubbles and blockage. We have achieved a transmit power gain of
5 dBm from uncoded SISO to (63, 30) BCH-coded 63 × 63 length interleaver with
1 × 3 EGC.

In our future work on this topic, wewill design and implement high-speedUWOC
links (500 Kbps), with channel coding, interleaving and diversity reception to en-
hance the integrity of data transfer.
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Performance of SM-NSTBC
for Correlated HAP Fading Channels
with Imperfect-CSI

S. Godkhindi Shrutkirthi , G. D. Goutham Simha
and U. Shripathi Acharya

Abstract This paper analyzes the performance of Spatially Modulated Non-
orthogonal Space Time Block Code (SM-NSTBC) scheme for a correlated high
altitude platform (HAP)MIMO system in the presence of imperfect channel state in-
formation (Imp-CSI). The proposed SM-NSTBC employs cyclic codewords derived
over Galois Field, which satisfies full rank property. The performance of SM-NSTBC
is compared with traditional STBCs such as SM-OSTBC and STBC-SM schemes.
It is observed through simulations that SM-NSTBC outperforms SM-OSTBC and
STBC-SM schemes by a minimum of 2 dB in HAP correlated environments. Monte-
Carlo simulations have been performed to validate the claims.

Keywords High Altitude Platform (HAP) · Imperfect Channel State Information
(Imp-CSI) · Spatially Modulated Non-orthogonal Space Time Block Code
(SM-NSTBC)

1 Introduction

HAP-MIMO system has gained a huge attention recently as it overcomes the
limitation of existing terrestrial communication system in terms of capacity and cost.
Its applications have unfolded a new perspective for satisfying the unquenchable de-
mand of connectivity and data. It can be viewed as an unmanned, solar-powered
standalone architecture with varied applications in Internet of Things, emergency
communication, remote system connectivity, navigation system, real-time monitor-
ing, disaster management, quality Internet service for fast-moving vehicles [1, 2].
The HAP-MIMO has benefits such as a replacement infrastructure, quick restora-
tion, large coverage, high capacity, data rate, lesser local scattering, etc. Due to these
advantages, HAP-MIMO is considered to be one of the competitive technologies for
the deployments as a part of the 5G connectivity.
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Over the past decade, there have been many literatures which have analyzed the
capacity and channel behaviors of HAP-MIMO system [2, 3]. In HAP-MIMO com-
munication, a signal undergoes effects of diffraction, scattering and reflection causing
the arrival of multipath components at the receiving end, thus leading to fading envi-
ronment [4–6]. Incorporatingmultiple-input multiple-output system provides visible
increment in diversity as well as coding gain of communication system. Spatial cor-
relation (SC) places a crucial role for any system with multiple antennas elements.
Spatial correlation ismainly caused due to less spacing between the antenna elements
in a single antenna array and physical channel conditions. There exist restriction for
achieving sufficient spacing between antenna elements at the transmitter and at the
receiver. Thus, the effect of SC amongst channel must be considered while designing
the elemental space between antenna array elements [7]. It becomes very important
to consider the effect of SC to design a robust system, which could provide a reliable
communication even in highly spatially correlated HAP fading environment.

This paper analyzes the performance of SM-NSTBC over a spatially correlated
HAP-MIMO environment with the Imperfect-CSI. The performance of the proposed
SM-NSTBC has been compared with existing SM-OSTBC and STBC-SM schemes
for spatially correlated HAP-MIMO system.

The paper organization is as follows: Sect. 2 gives a brief description of HAP-
MIMO channel model under spatially correlated fading scenario. In Sect. 3, we have
discussed the design of SM-NSTBC scheme proposed for HAP-MIMO communi-
cation system. Section4 presents the simulation results followed by the conclusions
in Sect. 5.

2 System and Channel Model

2.1 Signal and Channel Model

A HAP-MIMO communication system is considered with Nt number of transmit
antennas, Nr number of receiver antennas and Na number of active antennas. At the
receiver, signal is received over T symbol durations, the received signal is given in
Eq. (1).

Y = HX + n (1)

here,Y ∈ CNr×T is the received signal,H is a Nr × Nt channel matrix,X ∈ CNt×T is
the transmitted vector, andn is circularly symmetric complex independent and identi-
cally distributed (i.i.d.) Gaussian noise with zeromean and unit variance (CN (0, 1)).
The channel matrixH is the combination of both line of sight (LoS) and non-line of
sight (NLoS) components. HAP channel is estimated by approximating its CDF and
PDF as shown in [8], which shows a resemblance to Rician distribution. The channel
matrix of HAP is given in Eq. (2).
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H =
√

K

1 + K
HLoS +

√
1

1 + K
HNLoS (2)

here, HLoS is the LoS component, HNLoS represents the NLoS components, and

K = σ 2
LoS

σ 2
NLoS

is the Rician factor, where σ 2
LoS is the power of LoS and σ 2

NLoS is the
power of NLoS components, respectively.

The HNLoS follows Rayleigh distribution, and HLoS is obtained as shown in [9]
and is given by Eq. (3).

HLoS =

⎡
⎢⎢⎢⎢⎣

1

e j2π dR
λ sin(θA)

...

e j2π dR
λ

(Nr−1) sin(θA)

⎤
⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎣

1

e j2π dT
λ sin(θD)

...

e j2π dT
λ

(Nt−1) sin(θD)

⎤
⎥⎥⎥⎥⎦

T

(3)

where λ is the signal wavelength, dR is the separation between antenna elements of
receiver array, dT is the separation between antenna elements of transmit array, θA
represents the angle of arrival, and θD represents the angle of departure [10].

2.2 Spatial Correlation

The mathematical analysis of spatial correlation can be given by Kronecker channel
model [11]. The spatially correlated channel matrix Hc is given below.

Hc = √
RRxH

√
RT x (4)

here, RT x and RRx are transmitter correlation matrix and receiver correlation matrix,
H represents the HAP uncorrelated channel matrix. This correlated channel matrix
can also be obtained as Hc = vec(H)R1/2

s , here vec(H) is vectorization of H and
Rs = RRx

⊗
RT x , where

⊗
Kronecker product.

The spatial correlation between any two distinct antenna pairs depends on the
product of corresponding transmit and receive correlation elements. The following
subsection gives a brief description of conventional system models.

2.3 STBC-SM

Basar et al. in [12] proposed a novel technique known as Space Time Block Coded
Spatial Modulation (STBC-SM). This technique would incorporate benefits of both
STBC and spatial modulation (SM). In STBC-SM, Alamouti STBC is transmitted
through spatial domain. STBC-SM retains the diversity advantage of STBC, and
spectral efficiency is increased by the use of additional information bits which are
conveyed by antenna selection bits.
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2.4 SM-OSTBC

In Spatially Modulated Orthogonal Space Time Block Codes (SM-OSTBC), the
codewords are designed to retain the non-vanishing determinant property. In SM-
OSTBC, spatial constellation matrix is multiplied with the existing codeword, and
this leads to a transmit diversity of order 2 [13].

3 SM-NSTBC Design

This paper describes the novel concept called Spatially Modulated Non-Orthogonal
Space Time Block Code (SM-NSTBC) [10]. SM-NSTBC is designed using cyclic
codes over GF(qm), here q is a prime and m is the order of an extension field. The
codewords are designed to achieve the full rank property.

CodewordDesign: The cyclic codewords are of length n such that (n|qm − 1,m ≤
n) are obtained over GF(qm). These constructions can be viewed as m × n matrix
overGF(q),whichhas rank equal tom. These codevectors canbepunctured to obtain
codewords of length m, which can be expressed as m × m matrix over GF(q) with
rank m, inturn eliminating the redundant (n − m) columns. Let a(i, j) ∈ GF(q),
and then, obtained codeword is as follows.

a(i, j) ∈ GF(q) =

⎡
⎢⎢⎢⎣

a0,0 a0,1 · · · a0,m−1

a1,0 a1,1 · · · a1,m−1
...

... · · · ...

am−1,0 am−1,1 · · · am−1,m−1

⎤
⎥⎥⎥⎦ (5)

Mapping Technique for SM-NSTBC: The codewords designed for SM-NSTBC
have full rank, so it becomes important to retain the full rank property after mapping.
Gaussian Map and Eisenstein Maps are the rank preserving maps employed in SM-
NSTBC. Incorporating these mapping techniques ensures that the full rank property
of the designedSM-NSTBC is retained. Themapping values ofq forGF(q) are given
in Table1. Both Gaussian and Eisenstein mapping techniques satisfy the property of
rank preserving and are bijective [14, 15].

Table 1 Gaussian and Eisenstein Mapping Values [15]

q π u v
5 2 + i −1 1 + i
13 3 + 2i −2 1 + 2i
17 4 + i −2 2 + i

q � α β

7 3+2ρ 2 1
13 3+4ρ 1 2
19 5+2ρ 4 1

SM-NSTBC Construction: The information bits are first encoded to m × m full
rank codewordmatrices. The codewordmatrices are obtained overGF(54),GF(74),
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GF(134) and GF(174), i.e., m = 4. Thus, 4 × 4 full rank codeword matrix is ob-
tained. This designed matrix is then divided into two sub-matrices, one is used for
antenna selection, and the other sub-matrix is conveyed through the activated anten-
nas [10].

Let Nt be the number of transmit antennas, Nt > 2, Na be the number of active
antennas. Consider Nt = 4 and Na = 2, then the transmission of codeword given in
Eq. (5) is deduced to (6).

XSM =

⎡
⎢⎢⎣

0 �{a3,1} �{a3,2} 0
�{a2,0} �{a2,1} 0 0

0 0 0 �{a2,3}
�{a3,0} 0 �{a2,2} �{a3,3}

⎤
⎥⎥⎦ (6)

Here, �{·} is the rank preserving map, the 0s in the matrix of Eq. (6) indicate the
inactive state of the antennas. This scheme can further be extended to Na = 4 and for
any number of transmit antennas Nt > 3 as devised [10]. At the receiver, full code-
word is obtained, and then, maximum likelihood decoding technique is employed
to obtain the antenna selection bits and the transmission bits. A brief description of
SM-NSTBC scheme is given in Algorithm 1.

Algorithm 1: SM-NSTBC scheme algorithm
Input: Incoming data stream

1 Start
2 Consider 2�log2 (qm )� bits
3 Step 1: Encode the data stream into codeword matrix M such that M ∈ Cm×m .
4 Step 2: Obtain antenna selection bits [M1] and information bits [M2] from the
punctured codeword.

5 Step 3: Activating Antennas
6 [M1] → C1[a(1)a(2) · · · a(m)]
7 Step 4: Mapping of Information bits: C2[i(1)i(2) · · · i(m)]
8 Step 5: Define a suitable map for transmission of codewords
9 ϕ : [M2] → �(C2)

10 Obtain suitable rank preserving maps: X = ϕ(C2)

11 Step 6: Obtain XSM by combining C1 and C2.
12 Step 7: At the receiver end, ML decoding is performed to estimate the

transmitted bits from XSM . X̂SM = argmin ‖Y − HXSM‖2F ∀XSM ∈ C
13 end

Output: Final decoded bits

In the following section, Monte-Carlo simulations for SM-NSTBC, SM-OSTBC
and STBC-SM over spatially correlated HAP-MIMO environment have been ana-
lyzed.
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4 Simulation Results

For simulations, we have used σ 2
e values such that 0 ≤ σ 2

e ≤ 0.99. In order to under-
stand and obtain the complete effect of Imp-CSI, the value of σ 2

e is kept fixed for all
values of SNR. For spatial correlated scenario, the transmit antenna spacing of 0.1

and receiver antenna spacing of 0.5
 are considered. Here, SM-NSTBC system is
denoted as C(Nt , Nr , Na) where Nt , Nr , Na are number of transmit, receiver and
active antennas, respectively.

Figure1a shows the performance of SM-NSTBC derived over GF(5) with
C(Nt = 6, Nr = 4, Na = 4) yielding a spectral efficiency of 4.643 bpcu over corre-
latedHAP-MIMOenvironment forσ 2

e = 0, 0.5, 0.9. Figure1b gives the performance
comparison of SM-NSTBC and STBC-SM [12] for spectral efficiency of (η = 4)
bpcu. It is shown that SM-NSTBC outperforms STBC-SM by ∼3 and ∼2dB over
correlated HAP-MIMO environment.

In Fig. 2, it is observed that SM-NSTBC gives a performance improvement over
SM-OSTBC [13] by approximately 5dB and approximately 3 dB over highly corre-
lated HAP-MIMO scenario. In Fig. 2a, SM-OSTBC attains η = 6bpcu for Nt = 16
which is very large when compared to proposed SM-NSTBC which utilizes only
Nt = 6 to achieve η = 5.6 bpcu, and a performance improvement of about ∼3dB
is observed. In Fig. 2b, SM-OSTBC achieves η = 7.5, SM-NSTBC yields η = 7.4
bpcu, and the proposed SM-NSTBC outperforms SM-OSTBC by approximately
4dB.
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Fig. 1 a Performance of SM-NSTBC with C(6, 4, 4) over GF(5). b Performance of SM-NSTBC
and STBC-SM for η = 4 bpcu
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Fig. 2 a BER performance of SM-NSTBC for η = 5.5 and SM-OSTBC for η = 6 bpcu. b Perfor-
mance of SM-NSTBC and SM-OSTBC for η = 7.5 bpcu

5 Conclusion

A newly constructed design of SM-NSTBC is proposed in this paper to provide reli-
able communication over a correlated HAP-MIMO channel. SM-NSTBC has been
devised from full rank cyclic codes over Galois Field. A performance improvement
of approximately 2–5dB is observed as compared to SM-OSTBC and STBC-SM for
varying spectral efficiencies and Imperfect-CSI. Monte-Carlo simulations are per-
formed over correlated HAP-MIMO channel to validate the results. By observing the
above advantages, we conclude that SM-NSTBCs can be employed in HAP-MIMO
as a substitute architecture to existing MIMO techniques.
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Impact of Core Counts and Layouts
on Dispersion Behavior in Homogeneous
Multicore Fiber

Umar Farooque, Dharmendra Kumar Singh and Rakesh Ranjan

Abstract Dispersion behaviors in homogeneous multicore fiber (MCF) with
different core layouts and core counts have been investigated numerically using
the FemSIM simulation software and MATLAB. It is noted that with the decrease
in core pitch dispersion level decrease. The SLS core layout has the lowest value of
dispersion compared to the other core layouts for a fixed core count. Core pitch in
MCF decreases with the increase in core count in different core layouts and hence the
level of dispersion decreases. However, the number of surrounding cores at different
core pitch also affects the dispersion behavior. The investigations presented in the
paper will help in low dispersion homogeneous MCF design.

Keywords Multicore fiber · Homogeneous · Dispersion · Core layout · Core count

1 Introduction

The information carrying capacity of the single-core single-mode fiber (SC-SMF)
approaches toward the limit of 100 Tb/s due to different fiber phenomenon and
it is anticipated that it may no longer satisfy the future rapidly increasing capacity
demand [1]. Therefore, the multicore fiber (MCF) based space-division multiplexing
(SDM) having multiple cores in a common cladding region is an emerging technique
to overcome the capacity issue of the SC-SMF [2]. In contrast to the single degree
of freedom in terms of core parameters in SC-SMF, the MCF exhibits degree of
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freedom in terms of core pitch (D), core count, core arrangement or layout, outer
cladding thickness (OCT ), the cladding diameter (CD), etc. [3]. InMCF, themultiple
cores may have the same core radius as well as same refractive index (R.I.), known
as homogeneous MCF or it may have cores with either different core radius or R.I.
or both, called as heterogeneous MCF [4]. Further, depending upon the core pitch,
MCFs are classified as uncoupled MCF (U-MCF) in which core pitch is sufficiently
large such that individual core is used as a separate waveguide with adequately low
crosstalk between adjacent cores, while in coupled MCF (C-MCF), cores are placed
sufficiently close to each other to increase the core density at the cost of increased
crosstalk level [5].

Recently, uncoupled homogeneous MCFs (U-HMCF) with different core counts
have been utilized in transmission experiments to achieve capacities one Pb/s and
beyond [6, 7] under the single-mode conditions. The main issues in the transmission
of optical signals over long distance with high transmission capacity in MCF are
the dispersion and crosstalk phenomenon. However, there is extensive study on the
crosstalk estimation and suppression in homogeneous and heterogeneous MCF [8–
12]. Arrangements of cores, i.e., core layouts in the fixed cladding region of the fiber
have significant impact on the crosstalk level and have been studied [13]. However, to
the best of the author’s knowledge impact of core layouts on the dispersion behavior
in homogeneous MCFs have not been studied in detail.

Therefore, in the present analysis, first of all we have studied the impact of core
pitch on the dispersion behavior in a two-core homogeneous MCF. Then, we have
investigated the impact of different core layouts on the dispersion behavior in homo-
geneous MCF for the same number of cores within the fixed cladding diameter and
with the same core parameters. Further, the impact of core counts on the dispersion
behavior for different core layouts has also been studied numerically using FemSIM
simulation software andMATLAB.The different core layouts utilized are the circular
one-ring structure (C-ORS), hexagonal ORS (H-ORS), circular dual ring structure
(C-DRS), hexagonal DRS (H-DRS), and square lattice structure (SLS) [13]. While,
the core counts considered here are 12 Core, 16 or 18 Core. It is observed from the
analysis that for a fixed core count, core layouts have significant effect on the disper-
sion behavior in homogeneous MCFs, which is mainly due to the fact that different
core layouts have different core pitch and with the variation in core pitch, the mode
coupling behavior changes and hence, this changes the value of the mode effective
refractive index. Further, with the increase in the core counts in different core layouts,
the core pitch changes differently and hence, the effective refractive index values and
dispersion level changes differently in different core layouts. Therefore, this analysis
will be beneficial in the design of low dispersion homogeneous MCF structure.

The organization of the paper is as follows: the design parameters and the
schematic designs of the homogeneous MCFs with different core counts and layouts
have been shown in Sect. 2. Section 3 presents the results and discussion. Lastly,
conclusion of the present work has been presented in Sect. 4.
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2 Design Parameters and the Schematic Designs
of the Homogeneous MCF

The schematic design of the two-core MCF has been shown in Fig. 1. The cores are
similar in nature, i.e., homogeneous cores with core radius 4.5 µm and the relative
refractive index difference between the core and the cladding 0.35%. The R.I. of the
cladding is taken as 1.45. The core pitch is represented by D, the cladding diameter
is taken as 125 µm. The values of core parameters have been chosen to support only
single mode to propagate in the usual optical communication wavelength region
(1530–1630 nm).

In Figs. 2 and 3, different core layouts of homogeneousMCF have been shown for
the 12 Core count and the 16 or 18 Core count, respectively. The cladding diameter
is fixed for both the cases and is equal to 225 µm. The core parameters are same for
all the core layouts and the cladding index is also same in all cases and equal to 1.45.
The core pitches in different layouts are shown by D1, D2, and D3.

The expressions for the core pitch in different core layouts with different core
counts have been derived and expressed in (1)–(4).

Circular ORS

D1 =
(
CD − 2 × OCT

2

)√
2 × (1 − cos(2π/N )), (1)

where, N = total number of cores.

Fig. 1 Schematic design of homogeneous two-core MCF
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D1
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D2
D1

Fig. 2 Schematic designs of 12 Core homogeneous MCFs in different layouts: a circular ORS;
b hexagonal ORS; c circular DRS; d hexagonal DRS; e SLS
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(a) (b) (c) (d) (e) 

Fig. 3 Schematic designs of 16 or 18 Core homogeneous MCFs in different layouts: a circular
ORS; b hexagonal ORS; c circular DRS; d hexagonal DRS; e SLS

Hexagonal ORS

D1 =
(
CD−2×OCT

2

)√
2 × (1 − cos(2π/6))

n + 1
, (2)

where n = number of cores in any one side of the hexagon and have values 1 and
2 for 12 Core and 18 Core, respectively.

Circular DRS

D1 =
(
CD−2×OCT

2

)√
2 × (1 − cos(2π/n))

2
,

D2 =
(
CD − 2 × OCT

2

)√
2 × (1 − cos(2π/m)), D3 =

(
CD − 2 × OCT

2

)
,

(3)

where n andm represent the core counts in the inner and the outer circles, respec-
tively. While, D1, D2, and D3 are the core pitch for inner circle, outer circle, and the
core pitch between the two circles.

Hexagonal DRS

D1 =
1
2

(
CD−2×OCT

2

)√
2 × (1 − cos(2π/6))

n + 1
,

D2 =
(
CD−2×OCT

2

)√
2 × (1 − cos(2π/6))

m + 1
, D3 =

(
CD − 2 × OCT

2

)
, (4)

where n andm represent the core counts in one side of the inner and the outer hexagon,
and have values 1 and 2 for 12 Core and 18 Core, respectively. While, D1, D2, and
D3 are the core pitch for inner hexagon, outer hexagon, and the core pitch between
the two hexagons.
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3 Results and Discussion

The dispersion behavior in homogeneous MCF can be obtained by using (5):

D(λ) = −λ

c

d2neff(λ)

dλ2
(5)

For the analysis of dispersion behavior in different core layouts of MCFs,
wavelength-dependent variation in mode effective refractive index (neff) in differ-
ent core layouts of MCFs have been obtained numerically using FemSIM software
and is utilized in (5).

From Fig. 4, it is observed that in a homogeneous two-core MCF, |D(λ)|max, i.e.,
maximum value of the dispersion for the core pitch 20 µm, 30 µm, and 40 µm are
6.27 ps/km nm, 7.7 ps/km nm, and 9 ps/km nm, respectively, i.e., with the increase
in core pitch dispersion values increases.

Further, from Fig. 5a, it is observed that for the same core count, different core
layouts have different core pitch, which can be obtained from (1)–(4). Therefore, the
different core layouts have different dispersion behaviors. The values of |D(λ)|max for
the circularORS, circularDRS, hexagonalORS, hexagonalDRS, andSLS layouts are
28.93 ps/kmnm, 13.03 ps/kmnm, 38 ps/kmnm, 13.03 ps/kmnm, and 9.06 ps/kmnm,
respectively. Due to same core pitch in circular DRS and hexagonal DRS, their
dispersion behaviors are same and coincide to each other. Since the core pitch in
SLS structure is largest, with the largest number of surrounding cores, which makes
the maximum dispersion value least as compared to other layouts.

In order to observe the impact of core count, we have extended the analysis
to observe the dispersion behavior for 16 or 18 Core MCFs with different core

Fig. 4 Core pitch dependent
dispersion variations in
two-core homogeneous MCF
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Fig. 5 Core layout dependent dispersion variations in a 12 Core; b 16 or 18 Core homogeneous
MCF

layouts which are shown in Fig. 5b. It is observed that the values of |D(λ)|max for the
circular ORS, circular DRS, hexagonal ORS, hexagonal DRS, and SLS layouts are
21.49 ps/kmnm, 27.5 ps/kmnm, 18.29 ps/kmnm, 10.63 ps/kmnm, and 7.7 ps/kmnm,
respectively.

In circular ORS, hexagonal ORS, and SLS structures, the decrease in |D(λ)|max

with the decrease in core pitch shows the common trend, while the increase in
|D(λ)|max with the decrease in core pitch in circular and hexagonal DRS is mainly
due to the fact that the values of mode effective refractive index in homogeneous
MCF depend not only on the core pitch but also on the number of surrounding cores
at different core pitch. From the above analysis, it is observed that SLS layout has
the lowest level of dispersion, and with the increase in the core count, this value
of dispersion decreases due to decrease in core pitch. Therefore, core counts and
layouts have significant impact on the dispersion behavior in homogenous MCF.

4 Conclusion

Within the fixed cladding region, the impact of core layouts, i.e., the arrangement of
cores and core counts on the dispersion behaviors of homogeneous MCFs have
been investigated numerically using the FemSIM software and MATLAB. It is
observed from the analysis that with the decrease in core pitch, the value of dis-
persion decreases. As the different core layouts with the same core count may have
different core pitch, and the SLS layout among them has the highest core pitch along
with highest number of surrounding cores and hence, the lowest dispersion level.
Further, with the increase in core counts, this level of dispersion decreases due to
decrease in core pitch. The investigations presented in the paper will help in low
dispersion homogeneous MCF design.
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Erbium-Doped Optical
Amplifiers—Origin to Latest Trends

Asifiqbal Thakor and Pravin Prajapati

Abstract In today’s era of high data transmission, the communication system
employs optical fiber as a main transmission path for data transmission. To compen-
sate losses along the transmission path, there is a requirement of optical amplifiers.
Erbium-doped optical amplifier (EDFA) is one of the most popular optical amplifiers
available in the market. In this paper, starting from the basic operating principle to
the latest trends in the design and development of the optical communication system
with EDFA has been discussed. The important EDFA configurations, the chrono-
logical development of EDFA and design issue of the EDFA design also have been
addressed. Finally, the future scopes in the design of EDFA with possible solutions
are also discussed.

Keywords EDFA · DWDM · RAMAN · HOA · ASE · BER

1 Introductions

In optical communication when the signal is transmitted through the optical fiber
for long distance (>100 km), the signal gets attenuated. To compensate for the loss,
the signal should be restored. Restoring of the signal can be done by repeaters or
optical amplifiers (OA). Whenever electrical repeaters are used, it requires optical to
electrical conversion before amplification and electrical to optical conversion after
amplification. This will increase the complexity and cost of the system. In contrast
to that if OA are used, it will amplify the signal in the optical domain without optical
to electrical and electrical to optical conversion. OA are used to provide optical
amplification of the signal by stimulated emission of photons using rare earth ions
which are implanted in the silica fiber core. The most popular OA available in the
market are EDFA, Raman amplifier, semiconductor optical amplifier (SOA), optical
parametric amplifiers (OPA), etc. Among these amplifiers, EDFA is made up by
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Fig. 1 Energy diagram of Er
ions [2]

doping of erbium ions with the silica fiber, which can operate in 1550 nm window
at which the loss of silica fiber is minimum [1].

The main part of the EDFA is an erbium-doped fiber which is made up of silica
fiber doped with erbium ions. Figure 1 shows the energy diagram of erbium (Er),
showing how amplification takes place at 1550 nm with a pump frequency of either
980 nm or 1480 nm.

When the pumping wavelength is 1480 nm, Er ions absorb the light and excite
to the excited state 1. When the pump power is sufficient and population inversion
occurs, then stimulate inversion takes place and amplification occurs. When the
pumping wavelength is 980 nm, the Er ions absorb the light and excite to the excited
state 2 as shown in Fig. 1, where it remains for the short duration and Er ions relaxed
to excited state 1 by photon emission. This creates a population inversion between
ground state and excited state 1, and amplification takes place at 1550 nm. Since the
invention of the EDFA, optical communication system has changed in terms of speed
and high data rates. With the use of EDFA, the wavelength division multiplexing
(WDM) technology has emerged to fulfill the increasing demands of data traffic [3].

In this paper, Sect. 2 describes the configuration of EDFA. Section 3 includes the
literature survey to improve the performance of EDFA. In Sect. 4, a hybrid optical
amplifier using EDFA is described. The last section is having the future scope of the
EDFA and hybrid OA.

2 EDFA Configuration

Figure 2 shows the EDFA configuration. It consists of erbium-doped fiber (EDF),
pump laser and wavelength selective couplers.

The input signal enters through the input port. Pump combiner combines the input
optical signal and pump signal, and then the combined signal will pass through the
EDF where amplification occurs. The amplified signal is available at the output.
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Fig. 2 EDFA configuration [4]

The purpose of the isolator is to prevent the back reflection. In multichannel WDM
amplifiers, gain flattening filter (GFF) can be used to provide a flat gain.

In EDFA, the energy of the pumping photon is used to raise the electron into
the excited state. There are three methods of pumping in EDFA: forward pumping,
backward pumping and bidirectional pumping. In forward pumping, the input optical
signal and pump signal have the same direction and are combined using coupler or
wavelength division multiplexer, the input signal is amplified by taking the energy
from the pump signal and the amplified signal then coupled to the fiber and travel
through the optical fiber. In backward pumping, the input signal and pump signal have
opposite direction. In bidirectional pumping for optimum performance of the EDFA,
both forward pumping and backward pumping are combined, two pump sources are
used and input signal propagated in the forward direction [5].

In the design of EDFA, the gain and noise figure (NF) are very important param-
eters to be considered. For a given pump power, EDFA gain depends upon the wave-
length of the signal and the length ofEDFA in thefiber. Thegain ofEDFA ismaximum
for a particular value of length for given pump power and after that for higher length,
the gain will decrease. So to achieve maximum gain, one has to optimize pumping
power and fiber length. NF also depends upon the pump power and EDFA length.
Various researches have been carried out to improve the performance of the EDFA.
The next section describes the literature survey about EDFA.

3 EDFA: Chronological Development

For the achievement of the flat gain, bit error rate (BER) and NF of EDFA, for the
optimized value of pump power and fiber length, Ismail et al. [6] have designed
simulation based WDM optical network system using OptiSystem software. For 16
input signal channels and 8m length of the fiber, they have measured gain and NF for
different pump power. They have achieved a flat gain of 38± 0.5 dbm 1546–1558 nm
wavelength with BER <10−4 and NF of <9 dB. They have also proved that for the



104 A. Thakor and P. Prajapati

higher pump power, the gain flatness will be reduced, which will also increase the
NF and BER.

Raghuwanshi and Sharma [7] have developed MATLAB-based Simulink model
using forward pump EDFA for the study of amplifier gain, NF, etc. Here, the input
signal of 1550nmandpump source of 1480nm is chosen. The result of this simulation
for the gain v/s length of the fiber is shown in Fig. 3. From Fig. 3, it is clear that up
to certain limits, the gain is increasing and then after the saturation point, the gain is
decreasing. The reason for this is an insufficient population inversion due to higher
pump depletion.

Similarly, Fig. 4 shows the variation of NFwith respect to fiber length for different
value of pump power. Figure 4 shows that NF is decreasing as the pump power
increases. This is because high pump power results in a strong population inversion
before the gain saturates.

By using multi-parameter optimization tools, Pradhan et al. [8] have done the
optimization of fiber length, pump power and frequency spacing of input signal in
order to achieve maximum gain and minimum NF of EDFA. For the simulation
purpose, they have used Giles and Disurvire model of EDFA to find out various
parameters of EDFA amplifier performance. For the improvement of the OSNR,

Fig. 3 Gain variation with length of fiber for different pump power [7]

Fig. 4 NF variation with length of fiber for different pump power [7]
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Fig. 5 Fuzzy logic-based AGC EDFA [9]

pump power of 980 nm is used, and WDM analyzer is used for the measurement
of the maximum gain and minimum NF. They have suggested that compared to
counter pumping and bidirectional pumping, co-pump EDFA is better. They have
also observed that by decreasing the channel spacing, the effect of four wave mixing
and self phase modulation (SPM) increases, which will degrade the performance of
EDFA and also BER increases by distance.

Yucel et al. [9] have developed the AGC card based on fuzzy logic for controlling
the pump current for particular values signal power and signal wavelength as shown
in Fig. 5.

In this scheme, the input signal is launched from the tunable laser source (TLS).
This input signal is separated by tap coupler (TC). 1% of the input is used by the
fuzzy logic AGC (FL-AGC) card to control the current of pump laser (PL), and 99%
of the signal is given to pump coupler (PC). This 1% of the optical signal is converted
to the electrical signal by photo diode (PD), and then it is converted to a digital value
by ADC and given to fuzzy algorithm. The output of the fuzzy algorithm is converted
to the analog values needed by pump laser current driver (LDD). This value of the
pump current is used to keep gain constant. Wavelength and power of the signal
corresponding to the optimum value of the pump current are measured using the
fuzzy logic. Optical isolators (OI1, OI2) are used to prevent the back reflections.
They have recommended this approach for photonic engineering applications.

In addition to that, in the optical link whether it is single amplifier or multiple
amplifiers if there are failures in the single optical amplifier, the entire systemwill get
failure which leads to a loss of information rate of the optical link. In that situation,
the optical data should pass through the alternate path to bypass the faulty amplifier,
and if optical power sent to link can be optimized, then it is possible to recover part
of the information rate, and the failure of the link can be avoided. Silva et al. [10]
showed that optical path can be added to avoid the damaged amplifier to prevent
link failure. They suggested different methods for the compensation of the amplifier
failure. They have proved that by optimizing the signal power given to fiber, by
setting the gain of amplifiers and by extra passive optical amplifier in the link, it
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is possible to recover 74% of information rate for the 500 km link length, 69% of
information rate for 1000 km and 64% of information rate for 2000 km link.

In dense wavelength division multiplexing (DWDM) system, EDFA should be
operated in the long wavelength band. The performance of the DWDM is degraded
due to input channel power/wavelength variation or numbers of channel used for
amplification. In that case wide, band EDFA having a flat gain should be used. Durak
et al. [11] have proposed gain-flattened and gain-clampedL-bandEDFAdesign based
on Fabry–Perot (F-P) configuration-based lasing cavity model. In that configuration,
they have placed symmetrical fiber Bragg gratings at both the input and output side
of EDFA. Due to the lasing, they have achieved a constant population inversion in
EDF, which leads to the gain clamping in the system.

They have done the simulation using Optiwave software of lasing controlled
L-EDFA using 20 m EDF length, forward pump laser wavelength 974 nm and back-
ward pump laserwavelength 976 nm, and power for both the pump laserwas 120mW.
They have also performed the experiment to check gain flatness, and they have
obtained the result as shown in Fig. 6 which shows that higher gain was measured
at higher wavelength and at 1558 nm the gain is almost constant and also the noise
performance is better.

Fig. 6 Variation of gain with wavelength [11]
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4 Hybrid Amplifier Using EDFA

Due the requirement of high speed and high data rate, there is an increasing demand
for higher bandwidth DWDM system. In order to use optical fiber amplifiers for the
maximum available fiber bandwidth, different combination of amplifiers should be
connected, which is known as hybrid amplifiers. Hybrid OA can be connected either
in series or in parallel combination of two or more OA for different wavelength.
In parallel combination, DWDM signals are demultiplexed in different wavelength,
then they are amplified by the amplifiers, and then the signals are multiplexed with
the coupler. This system is simple, but the disadvantage of this system is the unusual
wavelength exists between each gain and also due to the coupler losses the NF
increases. While in series combination the gain spectrum is wide, signal gain is
large, high pump efficiency and do not require the couplers [12].

Various researches have been done to improve the performance of the hybrid OA.
Singh et al. [13] have developed the analytical model for hybrid amplifiers, using
EDFA-RAMANfor the optimization of various parameters likeRaman length, EDFA
length and pump power to obtain the higher gain using genetic algorithm. They have
also done the simulation using 100 DWDM channels having the bandwidth range
from 187 to 189.5 THz. This system is giving the flat gain >18 dB in this range.

In order to increase the transmission capacity of the system, one has to increase
the bit rate, the bandwidth of the signal or channel density. Assuming the bandwidth
of the signal is limited by the bandwidth of the OA, gain bandwidth product can be
increased by the flat gain and amplification of more than one optical fiber bands.

Singh and Kaler [14] have simulated two stages OA (EDFA-Raman) for DWDM
system with gain equalization techniques in order to achieve a higher flat gain and
low NF. The result in Fig. 7 shows that the gain is increasing after the second stage
and also the gain is considerably flat. The disadvantage of this system is that optical
signal to noise ratio (OSNR) and NF are degraded.

Fig. 7 Gain flatness versus frequency [14]
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Fig. 8 Variation of gain and NF versus wavelength [17]

Malik et al. [15] have done the comparison of the different combination of the
hybrid OA for long-distance combination. The parameters for the comparison they
have checked are eye diagram, output power, Q-factor and BER. After the compar-
ison, they have observed that hybrid amplifier SOA-EDFA provides higher output
power, best eye diagram and lowest BER at a distance of 100 km

EDFA is used for obtaining the larger gain and low NF, but Er–Yb co-doped fiber
amplifiers are also giving the higher gain with the smaller fiber length. In EYDFA,
highly doped Yb ions are available around the Er ions. These Yb ions are acting as
an ionic buffer and reduce the effect of clustering and transmission efficiency from
pump to Er ions increases. Harun et al. [16] presented an efficient EYDFA (single
and double stage) using a single pump. They have achieved the gain of around 38 dB
and NF of around 5 dB using forward pumping at a wavelength of 1536 nm.

For 80 × 100 GB/s DWDM system, Obaid and Shahid [17] have simulated
Raman–EYDFA hybrid amplifier in the wavelength range of 1571–1587 nm with
a channel spacing of 0.2 nm using OptiSystem and MATLAB. They obtained a
higher flat gain, without any costly gain clamping component. The result of this
simulation is shown in Fig. 8. The nonlinearity in the gain and NF is due to ASE
produced by each amplifier. The gain is >22 dB at each wavelength.

5 Future Scope of Research in EDFA

System performance depends upon the OSNR of the individual optical channels.
OSNR can be increased by the high amplifier output and low NF or by reducing
the span loss. Gain flatness is also a critical parameter in DWDM systems. It is a
critical parameter for maintaining system performance under varied channel load-
ing conditions caused by either network reconfiguration or partial failure. For the
achievement of the flat gain pump power, length of the fiber and frequency spac-
ing of the input signal should be optimized. Placement of the EDFA at particular
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interval and with the spare EDFA can also be used in order to avoid the loss of infor-
mation. In order to compensate the overall losses and also the nonlinearity in the
OA, hybrid amplifiers can be used. Various combinations of hybrid OA like SOA-
EDFA, EDFA-EDFA, RAMAN-EDFA, RAMAN-SOA and EDFA-RAMAN-EDFA
for varying transmission distance and various data formats can be analyzed to get
large flat gain, low NF and larger bandwidth. Alternatively, fluoride and telluride-
based fibers can also have good gain and bandwidth characteristics. Similarly, other
components like praseodymium and indium fluoride (Inf), etc., -based fiber will be
analyzed and simulated, and new designs can be proposed. More numbers of chan-
nels can be transmitted with reduced channel spacing by incorporating different
co-doping concentration, multiple pumping schemes, where the pump wavelengths
and pump powers can be chosen carefully to ensure a good performance.

6 Conclusion

The main design issues of EDFA design such as flat gain, low NF, high gain, high
saturation level and effect of nonlinearities have been discussed. The research work
reported regarding the reduction of noise, utility of channel density, enhancement
in bandwidth, etc., has been presented and discussed for better understanding. The
future scope of research in the design of EDFA and its possible methodology have
been presented, which gives insight into the researchers of the optical domain for
their research work. This paper will help beginners who have started the research
work in the optical amplifier domain.
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An Approach for Reduction
of Cross-Talk in Multi-core Optical
Fibers

Shroddha Mukhopadhyay, Samanti Das and Nikhil R. Das

Abstract Multi-core fiber (MCF) is a practical approach to realize space division
multiplexing for high-capacity transmission in optical communication system. How-
ever, a major impairment toward increasing core density to enhance the capacity is
inter-core cross-talk. In this paper, a design to reduce the cross-talk is discussed,
by placing air holes between the cores and taking heterogeneous cores. Cross-talk
is computed from the mode field values obtained using finite difference method.
The results show improved performance with respect to the reduction of cross-talk
through increasedmodal confinement and decrease of higher-ordermodes.Adetailed
study on the effect of radii of the cores and air holes on the cross-talk has also been
presented.

Keywords Optical fibers · Multi-core · Cross-talk · Air holes · Modes ·
Heterogenous cores

1 Introduction

With the increase in data traffic, there have been developments in the field of optical
communication to expand the transmission capacities of optical fibers [1]. With
the advent of various multiplexing techniques, namely time-division multiplex-
ing (TDM), wavelength division multiplexing (WDM) and other modern digital
technologies, the maximum transmission capacity through a single-mode fiber has
increased [2]. However, the capacity has an upper limit of approximately 100 Tbit/s
because of the fiber fuse phenomenon and Shannon limit [3]. Space division mul-
tiplexing (SDM) will accelerate and realize high-capacity transmission exceeding
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petabit/s, and a high-capacity distance product of over 1 exabit s−1 km−1 [4]. SDM
realized by multi-core fibers (MCFs) and few-mode fibers (FMFs), is expected to
overcome the transmission capacity limitations of conventional single-mode fiber
(SMF). In order to enable simultaneous transmission of different signals, multi-core
fiber (MCF) incorporates multiple cores within a single cladding. Its wide range of
benefits extends from reduced space requirement to significantly high data rates [5].

In principle, each of the cores in an MCF acts as a separate dielectric waveg-
uide, allowing independent propagation of light through them. However, if the dis-
tance between two cores within the fiber is very small, there might be a chance of
undesirable spatial overlap of the corresponding mode fields, which, in turn, results
in power coupling between cores. These circumstances pave way for cross-talk in
MCFs. Super-modes are created when the light which is initially coupled into one
core, can eventually couple over to other cores within the fiber [6, 7]. This coupling
can be minimized by using large enough spacing between the cores, but this will
lead to low core density. To avoid substantial cross-talk in optical communication
systems, often, the fiber cores diameters are made in the order of a few micrometers,
to obtain single-mode propagation in a particular wavelength range. An inter-core
distance of about 30–40 µm may be sufficient to avoid cross-coupling even within
kilometers along the length of the optical fiber. In such weakly coupled fibers, the
cladding diameter of 125µmallows only a few number of cores, thereby reducing the
core density [6]. The strong modal confinement has been proposed by using air holes
around the multiple cores [8–10] or with heterogeneous designs where the different
cores have different refractive indices. In principle, the fiber diameter can also be
increased, but that is impractical, because it increases the bending loss [9]. Keeping
these factors in mind, in this paper, a hole-assistedMCF structure with fewer number
of air holes is proposed.

2 Design Aspects

The schematic cross-section of a hole-assisted MCF structure proposed in this study
is shown in Fig. 1. It consists of seven cores arranged in a hexagonal array with equal

Fig. 1 Schematic
cross-section of the proposed
hole-assisted MCF
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spacing between any two cores. Air hole is present at themid-point of the straight line
joining the centers of two adjacent cores. Previous studies in hole-assisted multi-core
fibers for reducing inter-core cross-talk have been implemented by surrounding each
core with air holes [11]. The proposed design is expected to achieve nearly similar
improvements in cross-talk but with less complexity and easier manufacturability.
The proposed structure has the nominal specifications: radius of core is 6 µm, radius
of air holes is 4 µm, radius of cladding is 50 µm, inter-core distance is 20 µm;
core-to-air hole distance is 10 µm, refractive indices of core and cladding are 1.46
and 1.45, respectively.

The analysis is done using 2D finite difference method (FDM). The fiber cross-
section is discretized into the finite number of points and the discretized Helmholtz
equation (for dielectric media) is converted into the matrix form of eigenvalue
equation, as shown below.

AU = bU, (1)

where U represents the E-field and b the eigenvalue. The matrix A is solved for
eigenvectors to find the electric field intensity pattern (modes). Cross-talk occurs due
to the overlap of transmitted modes between adjacent cores. Theoretically, cross-talk
is calculated by the amount of signal power that leaks from the main channel into
the adjacent channel compared to the original signal power at the main channel.
However, in this paper, the modal distribution is studied taking only the 2-D cross-
section of a particular core, which gives an idea of the cross-talk pattern occurring
due to modal overlap The measure of cross-talk can be obtained as the ratio of the
electric field at the middle of the line joining the two cores to that at the neighboring
core center, as shown below:

Measure of Cross-talk (dB) = 10 log
Eclad

Ecore
, (2)

where Eclad = electric field intensity in the cladding; Ecore = electric field intensity in
the center of a core. It has been shown that cross-talk can be improved using heteroge-
neous cores within the fiber [12]. The present study is extended using heterogeneous
cores in the proposed MCF structure.

3 Results and Discussion

Using the techniques mentioned in the previous section, the computations are done
writing codes in MATLAB. To verify the computational approach, the results for
LP01 mode and an LP11 mode of a single-mode fiber are compared with those
obtained using COMSOL simulation in Fig. 2, and a very good agreement has been
found.
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Fig. 2 LP01 and LP11 using a MATLAB codes and b COMSOL simulation

Fig. 3 Mode plots for MCF structure a without air holes and b with air holes. aWithout air holes,
measure of cross-talk = −8.63 dB, b with air holes, measure of cross-talk = −65.29 dB

In Fig. 3, the computed modes are plotted for a seven core MCF structure (a)
without and (b) with air holes. The nominal values of different material and structural
parameters are taken as mentioned earlier.

In Fig. 3a, it is observed that there is a huge amount of modal overlap resulting
in considerable cross-talk. Clearly, on putting air holes (Fig. 3b) around the cores,
cross-talk decreases significantly. Using Eq. (2), it is seen that the measure of cross-
talk improves drastically from−8.63 to−65.29 dB using the proposed structure. The
mode field diameter also decreases from 20.05 (Fig. 3a) to 13.1426 µm (Fig. 3b).
The placement of air holes in the proposed structure creates a larger refractive index
contrast between the core and the air holes and as a result the overlap of various
modes is successfully prevented. Thus, there is further scope of increasing the core
density within the MCF which will lead to higher channel capacity.

Figure 4 shows the variation of the cross-talk pattern with respect to varying (a)
core radius and (b) air hole radius, respectively. In Fig. 4a, it is seen that the decrease
in core radius decreases the cross-talk. This is because the spacing between cores
increases reducing the chances of overlap of modes. Good results (in our refractive
indices combination) are obtained when R_core ≤ 10 µm. Again, when the air hole
radius is varied from 0 to 6 µm, the cross-talk varies from 0 to −248 dB, keeping
core radius constant. It is known that with the increase in the radius of air holes,
the effective modal area reduces. Hence, from Fig. 4b, it is observed that there is an
improvement in cross-talk with the increase in the radius of air holes.
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Fig. 4 Variation of cross-talk with a core radius (µm) keeping air hole radius constant at nominal
value and b air hole radius keeping core radius at nominal value

The effect of core radius and air hole radius is shown in compact form in Fig. 5.
This suggests the choice of the combination of core radius and air hole radius to
design the MCF for target maximum cross-talk.

In Fig. 6, cross-talk is plotted as a function of delta (� = n22−n21
n22

) with core
refractive index as parameter. From the figure, it is seen that as the delta value is
being changed from 0 to 0.04, the measure of cross-talk [as calculated from Eq. (2)]
is found to decrease from −54 to −62 dB. Thus, it is concluded that cross-talk
decreases with increase in delta. But we need to keep the delta value within the
industrial limit otherwise designing of such fibers will be impractical.

Themaxima of themodes obtained from the analysis of theMCFwith air holes are
shown in Fig. 7. From the figure, it is observed that effectively only six modes (with
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Fig. 7 Plot of modal maxima with mode number for proposed MCF structure

their degenerates) propagate through the fiber and, hence, intermodal dispersion gets
reduced upon placing air holes around the cores.

Table 1 is given to compare the performance of the proposed structure with that of
some structures reported earlier in literature (mentioned in Refs. [8–10]). It is con-
cluded from the table that considering both simplicity of the structure and improve-
ment in cross-talk performance, the proposed structure is the best alternate.Cross-talk
is disadvantageous when the channels are carrying separate signals. However, if the
structure is used as a coupler, the same modal overlap will be beneficial in coupling
signal from one core to another.
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Table 1 Comparative study of performance of different homogeneous structures (R_Core= 6µm,
R_airhole = 4 µm)

Work Structure Measure of cross-talk
(dB)

Remarks

Reference [8] Seven core structure
with 12 air holes
surrounding each core

−66.2452 Improvement in
cross-talk performance
at the cost of more
numbers of air holes

Reference [9] Seven core structure
with six air holes
surrounding each core
with inter-core
distance four times the
core radius

−89.6244 Improvement in
cross-talk performance
at the price of
significant reduction in
core density

Reference [10] Trench-assisted seven
core fiber (R.I. of
Trench = 1.3,
W_Trench = 4 µm)

−45.3016 Relatively higher
cross-talk, also difficult
from the point of
manufacturing

Proposed design Seven core structure
with an air hole placed
at the bisection point
of the straight line
joining two cores

−65.29 Fairly low cross-talk
with a very simple
structure

The study is extended for the proposed MCF structure using cores as heteroge-
neous. Themode plot is shown in Fig. 8. Introduction of heterogeneous core improves
the measure of cross-talk even more. Here, the measure of cross-talk is −110.91 dB,
which is even better than that in Fig. 2b using homogeneous cores. Also, the mode
field diameter reduces to 10µm. Thus, cores can be placed closer, resulting in higher
core density and, hence, higher fiber capacity.

Fig. 8 Modes of the
proposed MCF structure with
heterogeneous cores. Radius
of core = 6 µm, radius of
cladding = 50 µm and radius
of air hole = 4 µm. The
structure comprises of three
different refractive index
combinations in the seven
cores as shown; namely n1 =
1.457, n2 = 1.454, n3 =
1.46, and the refractive index
of cladding is taken as 1.45.
Measure of cross-talk is
obtained as −110.91 dB

n 2 n 1

n 1

n 3

n 2

n 2 n 1
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4 Conclusion

In this paper, a compact hole-assisted multi-core fiber has been proposed. The pro-
posed structure is simple to design, yet it overcomes the disadvantages that are present
in a traditional multi-core fiber without air holes. This compact structure ensures
minimization due to bending losses and reduced manufacturing cost compared to
the other air hole structures reported in literature. Moreover, the study has been done
by changing other fiber parameters like core radius, air hole radius, relative refrac-
tive index between core and cladding. We have shown how the cross-talk reduces
significantly by varying all of these parameters. This implies that core density can
be increased within the fiber. Thus, the parameters can be suitably chosen to keep
cross-talk within the specified limit. The study is extended for the proposed design by
incorporating heterogeneous cores. The study has shown that overlapping between
modes decreases thus further reducing the cross-talk. Hence, the core density of the
MCF can be significantly increased for high-capacity optical transmission.
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Measurement of Angular Velocity
and Tilt Angle of Two-Dimensional
Fiber-Optic Gyroscope with Sagnac
Effect

Somesh Mule, Arpit Rawankar, Bharati Singh and Mohit Gujar

Abstract Fiber-optic gyroscope comes under the category of optical gyroscopes
which works on the principle of Sagnac effect. This paper provides a crux of
fiber-optic gyroscope and its working principle. Fiber-optic gyroscopes work on
the principle of the Sagnac effect. In Sagnac effect, the light beam is split into two
separate beams. These beams then propagate in opposite directions with respect to
each other. When the setup is stationary, the beams travel in same path and reach
the output without any delay, if the setup is rotating, then one beam travels less
distance than the other beam, and at output these beams arrive at different time and
undergo interference to produce a fringe pattern which is sensitive to the phase dif-
ference between the beams. Fiber-optic gyroscope works on the similar basis, with
a difference that the beams are made to travel within an optical fiber. These beams
are obtained by passing light through a coupler and launched into the fiber using a
collimator. Fiber-optic gyroscope is majorly used in military and aeronautical-based
applications.

Keywords Sagnac effect · Fiber-optic gyroscope (FOG) · LabVIEW ·
Interferometer · Angular rotation

1 Sagnac Interferometer

Sagnac interferometer was the first optical experiment which successfully demon-
strated the precisemeasurement of changes in orientation of an object. By calculating
the phase difference produced by two beams of light that are propagating in opposite
direction, their time difference can be evaluated. As shown in Fig. 1, the counter-
propagating light beams were obtained by splitting a single beam of light, using a
beam splitter. Both the emerging beams are then allowed to interfere with each other,
and they produce a fringe pattern as shown in Fig. 2. The fringe pattern obtained is
sensitive to any phase difference present between the two counter-propagating beams
[1, 2].
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Fig. 1 Free-space Sagnac
interferometer

Fig. 2 Fringe pattern
obtained with Sagnac
interferometer

Assume the radius of interferometer as r. Then, the time taken by the two beams
is given by [3]:

t± = (2πr ± rΩrott±)

v
(1)

where t+ is time taken by the beam moving along the direction of rotation, t− is
time taken by the beam moving against the direction of rotation. v is the velocity of
propagation of the beam around the loop. Ω is angular frequency of rotation of the
interferometer. The time difference between the two beams can be calculated as:

δt = (4πr2Ωrot)

(v2 − (rΩrot))
(2)
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The phase difference between two beams is given as:

�φ = vδt

λ0
(3)

where λ0 is wavelength of laser.

2 Fiber-Optic Gyroscope

Fiber-optic gyroscope is a type of optical Sagnac interferometer. It works by sending
a beam of light using laser. The CW laser with input power 30 mW and wavelength
730 nm is used for this experiment. To improve the coupling of laser beam into
a single-mode fiber, collimators are used. The coupler used is a 3-dB coupler for
wavelength 700–850 nm, and this coupler splits the beam from laser into two beams.
Both the beams return back to the coupler where they are detected by the photodiode
after traveling a closed loop of 100 m fiber in opposite direction. The fiber-optic
gyroscope is prepared in the laboratory with diameter of 80 cm, and total number of
fiber turns up to 40. The time taken by each beam to return is recorded. If the fiber-
optic gyroscope is stationary, the beams will reach the starting point at same time.
If it is rotating, then the beams travel different distances and so return at different
times. In this case, the beam which is moving in the direction of rotation will get
delayed as it should travel greater distance while the other beam which is moving
in direction opposite to rotation travels less distance and reaches earlier [4, 5]. This
time difference of the two beams can be calculated by LabVIEW software, and using
curve fitting software, the angular rotation can be calibrated.

The second setup is also fiber-optic gyroscope setup, where it uses same principle
of Sagnac interferometer such that couplers one end is connected to laser of 850 nm
and the other end to optical power meter’s output port. Thus, the light splits in two
parts, and at the other end of this coupler it is connected to the two ends of single-
mode fiber. Using this setup as shown in Fig. 3, we calculate power w.r.t speed in
RPM (Fig. 4).

Fig. 3 Structure of fiber-optic gyroscope
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Fig. 4 Rotating mechanism
with data acquisition system

The setup shown in Fig. 5 is fiber-optic gyroscope in which single-mode 100 m
optical fiber is used and is winded around the rotating table. The laser source of
850 nm wavelength used is coupled into fiber using 50:50 beam splitter. The other
end of splitter is connected to collimator which focuses light onto photodiode and
from photodiode, it is given to microcontroller to convert analog signal to digital
signal, and thus, using LabVIEW, we plot the graph. Tilt angle can be measured
from the mechanism as shown in Fig. 6 by directly using markings on the board.
We can also determine the tilt angle by calculating path difference between the two
beams because of bending in the fiber. Fringes consist of alternate dark and bright
bands, and by shifting the maxima of bright band, we can change the path difference.

Fig. 5 Fiber-optic
gyroscope setup
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Fig. 6 Mechanism for
manual measurement of tilt
angle

Condition for constructive interference:

Path Difference, �d = nλ where n = 0, 1, 2, . . . (4)

Condition for destructive interference:

Path Difference, �d = (n + 1/2)λ where n = 0, 1, 2, . . . (5)

3 Result

As we rotate the setup once in clockwise direction and other in anticlockwise direc-
tion, we get the different values of voltages for that particular instance of rpm. The
both beams take same amount of time to reach photodiode; thus, total path difference
is zero which is observed in case of no rotation, mentioned in Table 1. In this case,
there is no voltage difference observed at photodetector. But as soon as we rotate the
table, it is observed that there is voltage difference at photodiode corresponding to

Table 1 Average voltage
value detected at photodiode
for different RPM of optical
cable

Speed in RPM Photodiode voltage (mV)

3.3 420

3.0 410

2.2 400

2.0 390

1.5 375

1.2 360
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path difference of both counter-clockwise and clockwise propagating beams. This
change is due to rotation, and hence, one beam reaches prior compared to other.
Thus, this voltage difference obtained depends on the speed of rotation, i.e., more is
the speed of rotation (RPM) larger is the voltage difference obtained and vice versa
[6], thus giving high precision in detection of minute change in rotation.

This graph in Fig. 7 provides the information of voltage difference for corre-
sponding rpm. When whole system is rotated, there is no voltage difference as the
system is stationary. Hence, we use these results and plot a graph by curve fitting
using LABFIT.

From Fig. 8, we get plot of straight line.
Thus, equation for straight line,

Y = AX + B (4)

Fig. 7 Photodiode voltage variation with rotation in RPM

Fig. 8 Curve fitting plot of
voltage versus RPM
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where

Y is the RPM
X is the voltage in mV
A and B are constants.

From this graph, we get value for A and B with a error margin (�A and �B) of
±5%

A = 0.036
B = −11.9
�A = 0.0018
�B = 0.595.

Therefore, Eq. (4) is written as,

RPM = 0.036 ∗ V + (−11.9) (5)

4 Conclusion

Fiber-optic gyroscope can be proven to be best alternative to free-space-based Sagnac
interferometer due to its disadvantage of providing less precision and stability in
measurement of angular rotation. In case of free-space setup, laser beam completes
only one loop while in case of fiber gyroscope laser travels in 40 loops. Therefore,
fiber-optic gyroscope can overcome this issue of stability and precision by using
the principle of Sagnac interferometer. Here, free-space optics is replaced with fiber
cable in which the light from laser is coupled in cable using coupler, and thus, by
observing the path differencewe calculate the angular rotation. Hence, high precision
value of angular rotation is obtained which detects even the minute change.
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A Simple Structural Design for Tuning
of Bandgap and Window in 1D Photonic
Crystal

Alekhya Ghosh, Arghadeep Pal and N. R. Das

Abstract Tuning of bandgap in a photonic crystal is of immense importance for
applications in various optical devices, such as optical filters and cavities. In this
paper, a simple structural design is proposed to control both the bandgap and the
bandgap window using a 1D photonic crystal. The method aims to change the
bandgap by inserting a third intermediate layer of different refractive index between
two layers of two fixed refractive indices in one period of the structure. The analysis
is done using scattering matrix method (SMM) for a finite number of periods of the
structure. The results show that there exists an optimum choice of the refractive index
of the intermediate layer for which the bandgap reaches a minimum. In addition, it
is also seen that refractive index of the intermediate layer can be chosen to tune the
position of the bandgap window.

Keywords Photonic crystal · Tuning · Bandgap · Window · PBG

1 Introduction

Photonic crystals are structures having artificialmodulation of refractive index. These
show an attractive characteristic of manipulating the electronic wave propagation
through the structures. The periodic lattice structures that create bandgaps for elec-
trons which is one of the pillars of solid-state electronics are mirrored in photonics
by these fabricated structures. The photonic bandgap that is an inherent property of
these crystals makes it capable of guiding light or inhibiting the flow depending upon
the wavelength of the concerned light. The scientific community was allured by the
works of Yablonovitch [1] in this field. Controlling light also includes spontaneous
emission controlling, which is achievable using photonic crystals [2]. The concept
was extended and was used in the fabrication of 2D photonic crystals [3, 4]. Three-
dimensional photonic crystals have been studied for both optical wavelength region
[5] and near-infraredwavelength [6]. Tuning of bandgap is one of themost interesting
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features of photonic crystals. Over the decades, various efforts have been done to get
a control over this forbidden gap. A mechanically tunable structure photonic crystal
was suggested using coupled photonic slabs [7] having high sensitive nature. Liquid
crystals have been widely implemented in this regard as several external fields may
be varied to tune their properties. In [8], it was found that by altering the orientation
of the nematic director, 2% photonic bandgap may be opened or closed which can be
further be tuned by variation of temperature. This temperature-dependent refractive
index of liquid crystal helps to tune the photonic crystal [9] resulting in a shift of
70 nm, while the predicted shift was 113 nm.

Bandgap enhancement has also gathered much attention. A simple structural way
to get a large bandgap is by increasing the dielectric constant between the successive
layers of photonic crystal [10]. A locally increasing or decreasing period length can
also yield wider reflection range [10], with the fundamental aim of exploiting the
Bloch oscillations of photonic carriers. Such structures are referred to as chirped
photonic crystals which have been further investigated. The chirp parameter controls
the shift of band edges which directly affects the broadening of photonic bandgap
done in [11].Moreover, the photonic bandgap can further be incremented by a chirped
distributedBragg reflector (DBR) under oblique incidence. In [12], the sub-DBRs are
stacked successively with varying values of thickness of two constituent dielectric
layers. It was concluded that the chirped structure does not influence the fundamental
reflection band but stimulates the higher-order reflection band. Application of hetero-
structure photonic crystal or quantum well-like structure (cascaded form of two or
more photonic crystals) also results in enlargement of photonic bandgap [13, 14].
The total reflection frequency range is incremented to a great extent for all incident
angles in [13] for both TM and TE modes. Reference [14] highlights the study
of 1D structure at different angles using transfer matrix method and Bloch theorem
yielding the reflection range of the hetero-structure to be higher than that of individual
photonic crystals. Methods including disordered one-dimensional photonic crystal
have also been studied in the same perspective. Reference [15] portrays that the high
reflection range in case of a disordered multilayer with average thickness of 4 is
much wider than that of similar stack reflectors. Studies on disordered photonic have
been made by using numerical techniques in [16]. In [17], extension in bandgap in
binary dielectric–dielectric PCs is achieved through introducing disorder. In photonic
biosensors, such enhancement in stopband is achieved by implementing cascaded
grating waveguides [18]. This optical grated waveguides are also used for chemical
concentration sensor and direct label-free protein biosensors [19].

In the present paper, we propose a simple structure of 1D photonic crystal to tune
the bandgap andwindow position. The theoretical background is described in Sect. 2.
In Sects. 3 and 4, the proposed structure is described and the results are presented,
respectively. Section 5 concludes the paper.
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2 Theoretical Background

In this work, we have analysed the structures of 1D photonic crystals using SMM.
This method is preferred over the conventional transfer matrix method due to reasons
of numerical instability inherent in the process.On the other hand, SMMis both stable
and memory efficient. It has some advantages over the plane wave expansion method
(PWEM) also. PWEM considers the structure to be infinite in length, which is also
unattainable and an approximation of the real case. However, SMM deals with only
finite number of layers to correctly calculate the transmittance and reflectance of a
given structure.

In SMM, each of the concerned layers is considered to be surrounded by layers
of zero thickness which are known as gap mediums. This would not have any effect
electromagnetically, since the width of the gap mediums is zero.

At the end, the reflectance R and transmittance T are calculated by using the
formula

R =
∣
∣
∣ �Eref

∣
∣
∣

2

∣
∣
∣ �Einc

∣
∣
∣

2 and T =
∣
∣
∣ �Eref

∣
∣
∣

2

∣
∣
∣ �Einc

∣
∣
∣

2 × Re
[

ktrnz /µr,t rn

]

Re
[

kincz /µr,inc

] (1)

where �Eref is the reflected electric field from the structure, �Einc is the electric field
incident to the structure, µr,t rn is the permeability of the transmission region, µr,inc
is the permeability of the incidence region, ktrnz is the wave vector along z-direction
in transmission region and kincz is the wave vector along z-direction in incidence
region. Here, z-direction is considered to be the direction of propagation or the
direction along which the dielectric constant is varied.

3 Proposed Structure

In the structure shown in Fig. 1, we have considered a 1D photonic crystal with the
two extreme layers having the highest refractive index and least refractive index. The
refractive index of the intermediate layers gradually decreases as we move from the
layer of highest refractive index to the layer of lowest refractive index. Here, the aim
is to achieve a linearly graded photonic crystal.

Let the value of the dielectric medium layer having highest refractive index be ε2
and that of lowest dielectric layer be ε1. So, ε2 and ε1 are the two extreme layers. Let
there be N intermediate layers between these two extreme layers having dielectric
values to be ε′

1, ε
′
2, . . . , ε

′
N . From the above structural configuration, we get ε1 <

ε′
1 < ε′

2 < · · · < ε′
N < ε2. Moreover, each of these layers has a thickness d. A period

of the structure consists of a total of N + 2 number of layers. The thickness of each
periodic part of 1D photonic crystal is considered to be L where L = (N + 2) × d.
This periodic structure is repeated to form the entire crystal.
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Fig. 1 A 1D photonic crystal structure is made where a N number of layers have been introduced
between two fixed layers

Fig. 2 A layer is introduced
between two fixed layers for
tuning the bandgap

We have considered a modified structure of 1D photonic crystal shown in Fig. 2.
Here, the photonic crystal of form ABAB is converted to ACBACB. In other words,
an extra layer is inserted in between two end layers. Let the first layer be a dielectric
ε1 followed by a middle layer with dielectric εm and the last layer of a period with
dielectric ε2. The thickness of the first, middle and last layers in a periodic part is
d1, d2, d3. The overall period has a thickness of L, where L = d1 + d2 + d3. In this
study, we have studied the variation of central frequency of PBG and the width of
PBG with the changing dielectric constant of the intermediate layer. The width of
the layer is kept constant. The value of ε1, ε3 is kept constant. In one case, d1 and d2
are kept constant, and in another case, d1 and d2 are varied.

4 Results

An extra layer is added in between two fixed layers whose dielectric constant is
varied and accordingly width of the layer is also varied, as in Fig. 2.
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Fig. 3 Bandgap for intermediate layer having dielectrics 1 and 6

From Fig. 3, it can be observed that the central wavelength of the PBG is almost
same for the intermediate layer having two different εm (here 1 and 6), but the width
of the PBG is different significantly in the two cases.

From Fig. 4, it is clearly seen that the PBG varies with the change in the dielectric
constant of the middle layer although the dielectric constant of the two end layers is
fixed. For this study, the dielectric constant of the middle layer is varied from 1 to
20.

It can be easily seen from Fig. 4 that the PBG first decreases with the increase
in the dielectric constant of the intermediate layer, and it is minimum for a certain
value of εm , say εm,min. After the minimum, it rises with a lesser slope compared
to its fall before εm,min. It may also be seen that the PBG can be of higher value or
lesser value compared to the PBG of structure having no intermediate layers, which
is depicted by the red line. However, as the optical length is fixed for all the cases
here, the central wavelength of the PBG remains almost constant having a very close
value to the central wavelength for the structure having no intermediate layer. This
is represented in Fig. 5.

Fig. 4 Bandgap variation in response to varying intermediate layer dielectric
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Fig. 5 Variation of bandgap with dielectric keeping optical length fixed

Dielectric constant of the intermediate layer is varied from keeping the thickness
of each of the layers fixed to a predetermined value.

Here, the width of the intermediate layer is kept constant to a particular value.
The dielectric constant of the layer is varied from 1 to 20. Here also, the dielectric
constant of the two end layers is kept constant.

From Fig. 6, it is seen that both the central wavelength of the PBG and the width
of the PBG have changed if εm of the intermediate layer is changed keeping the width
of the layer fixed.

In Fig. 6, we can see that the width and the position of the bandgap and its
harmonics differ significantly if the dielectric constant of the intermediate layer is
changed.

Figure 8 depicts that the central wavelength of the PBG for the structure shown
in Fig. 1 gradually increases with increase in dielectric constant of the intermediate
layer. This may be attributed to the fact that as width of the layer is constant, and the
dielectric constant is increasing, the refractive index would also increase, resulting

Fig. 6 Variation of transmittance with change in intermediate layer dielectric keeping width of the
layers fixed
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Fig. 7 Variation of width of
bandgap with change in
intermediate layer dielectric

Fig. 8 Change in central
wavelength with increase in
intermediate layer
permittivity

in an overall increment in the optical path length. On the other hand, the bandgap
shows a similar effect as in Fig. 9.

The position of the minima of the PBG depends upon the refractive indices of the
two end layers. The table represents the variation in the position of the minima with
the dielectric constants of the two end layers.

The position of the minima of the PBG depends upon the dielectric constants of
the two end layers. Table 1 represents the variation in the dielectric constant of the
intermediate layer (εmin) for minimum PBG with the dielectric constants of the two
end layers. It can be observed that εmin is closer to ε2 and also is more sensitive to
ε2.

Fig. 9 Change in width of
bandgap with increase in
number of intermediate
layers
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Table 1 Variation of intermediate layer permittivity for minimum bandgap for different values of
dielectric constants of end layers

Width of the layers
(µm)

Dielectric constant of
the left end layer (ε1)

Dielectric constant of
the right end layer
(ε1)

Dielectric constant of
the intermediate
layer for minimum
bandgap (εmin)

0.48 3.8 11.7 9

0.48 7 11.7 10

0.48 1 11.7 8

0.48 3.8 15 13.5

0.48 3.8 7 6

Fig. 10 Variation of central
wavelength with increase in
number of intermediate
layers

Increasing the number of intermediate layers of fixedwidth having dielectric constant
in between the two end layers:
From Fig. 10, it can be seen that the central wavelength of the PBG and the PBG
itself is increasing if more number of layers of fixed width are introduced in between
two fixed layers shown in Fig. 9. Here also, the optical path length is increasing (as
width is fixed and refractive index is increasing). On the other hand, it suggests that
a more gradual change in dielectric constant increases the PBG if the width of the
layers is fixed. So, a graded index PC has wider bandgap than a step index PC if all
the layer widths are fixed and not changed.

However, if the structure is made such that, irrespective of the number of inter-
mediate layers introduced in between two end layers the total length of the unit cell
is fixed and this characteristics is not maintained.

5 Conclusion

A simple method to control the bandgap of one-dimensional photonic crystal is
proposed by introducing a layer between two fixed layers of a period of the crystal.
The minimum value of bandgap implies a narrow stopband optical filter. Also, the
position of the minimum can be tuned with suitable choice of parameters for material
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and structure. The dielectric constant of the intermediate layer corresponding to the
minimum bandgap depends on the dielectric constants of the layers on its both sides.
The minimum position is sensible to the higher of the dielectric constants of the
two side layers. Increasing the number of intermediate layers with gradual change in
dielectric constants, the photonic bandgap and the position (central wavelength) of
the bandgap window can be increased. The promising results for tuning the bandgap
by the proposed simple methods are encouraging for future study and applications
in components for optical signal processing.
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Traffic Control Enhancement with Video
Camera Images Using AI

Kriti Singh and P. C. Jain

Abstract Traffic congestion has been an emerging issue when it comes to problems
faced by commuters on road on a daily basis. It leads to loss of time, money, and fuel
when one is stuck in a traffic jam. This has led to the need of more path-breaking
technologies in the field of intelligent transport systems (ITS). Today, a lot of data are
available which can be used to extract important information and perform the desired
analysis. With CCTV surveillance cameras at almost every traffic pole, information
like count of vehicles can be used to analyze the traffic patterns at a particular
location. In this paper, different methods have been used to get the accurate count
of vehicles and their performances have been analyzed. Popular image processing
method background subtraction and deep learning algorithms: R-CNN, Fast R-CNN
and Faster R-CNN have been implemented.

Keywords Count vehicles · Deep learning · Neural networks · CNN · Background
subtraction

1 Introduction

With increasing number of vehicles on roads, traffic congestion has become a major
problem. To manage the traffic smartly, intelligent traffic systems (ITS) have been
developed which increases security and helps users find the most suitable route
and provides them with many options during their travel. For monitoring traffic
conditions in real time, concerned departments have put many traffic surveillance
cameras on highway toll stations, main traffic poles, tunnel entrances, and exits [1].
Existing technologies are using sensors. The present generation of ITS relies on
sensors for vehicle detection and classification. While they are the most researched
and widely used technology, they have several drawbacks: They are exposed to stress
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as traffic drives over them reducing sensor and road surface lifespan; their repair
and replacement require closure of lanes, resulting in traffic disruptions; and most
sensors only provide basic vehicle detection and counting information. Sensors like
inductive loops get affected by water, snow, or other external accumulations on the
road surface. Most sensors are not able to detect and classify vehicles accurately,
that is why now smart technologies like cameras are used for getting the required
data. With cameras present almost at every traffic poles, acquiring data has become
easy and hassle free. There is no extra cost and labor required for maintenance of the
setup. Cameras, especially high-performance machine vision cameras, are becoming
popular in intelligent traffic systems. Also, real-time monitoring produces a huge
amount of data every hour which can be accessed and used easily. With the available
data information, one can obtain the count of vehicles. The count of vehicles can
give us the information regarding the amount of traffic in a region, or an idea when
the road gets busiest, so that the concerned authorities can choose the time for repair
work. This information can be helpful in knowing which route commuters take the
most and hence can help the authorities to accordingly take appropriate steps to
improve the transport and other facilities.

The main aim of this paper is to provide an assessment of traffic through vehicle
counting using video and image processing methods. Any device such as a cell
phone or GPS can receive the result of the processed traffic information and use it
to decide the best route to take and can thus avoid traffic busy paths. The fact that
every traffic pole has CCTV cameras installed can provide us a cost-effective way to
get data which can be sent to the processor where it can be processed further to get
the required information.

2 Related Work

Surveillance systems have been commonly used for various purposes, for example,
traffic and airport monitoring. An object detection system is necessary to monitor the
object of interest in the environment continuously. There are several issues that are
needed to be consideredwhen developing such intelligentmonitoring system, such as
object detection, recognition, and tracking [1]. Background subtraction is onemethod
that can be used for pre-processing of object detection. Background subtraction
procedure is usually comprised of two steps: building background statistically and
detecting the foreground by subtracting the background from the scene [2]. In other
words, background subtraction process segments the image into foreground and
background. The problem of background subtraction has been researched in the past
10 years. Wren et al. [3] used a single Gaussian function to represent the intensity
of background pixel. However, a complex environment cannot be easily represented
with only one Gaussian function. Therefore, a mixture of Gaussian is used [4].
Stauffer and Grimson [5] have used combinations of several Gaussian distributions
to model the object and environment. But due to limitations of this image processing
method, like its dependence on various external factors, there is rise of other deep
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learning techniques. There are a large number of approaches in the literature related
to vehicle classification using computer vision. In the past 10 years, deep convolution
neural networks [6, 7] have significantly improved image classification [7] and object
detection [8, 9] accuracy. In comparison with image classification, object detection
is a more challenging task as it requires more complex methods to solve the problem.
Due to this complexity, present approaches train models in multi-stage pipelines that
are slow and inefficient.

3 Methodology

Recent years have seen an explosion of deep learning approaches in object detection.
These approaches have leveraged significantly larger datasets than ever before and
often achieve excellent results on datasets with large number of classifications or
multiple tasks. Among the top contenders for algorithms on object detection, one is
Faster R-CNN proposed by Ren et al. [10]. Girshick et al. [11] proposed the method
of region proposals in CNN which lead to the algorithms like R-CNN, Fast R-CNN,
and Faster R-CNN.He further used bounding box regressors for bounding box. These
methods have shown good results with different datasets and are now widely used
for detection problems. In this paper, analysis of these algorithms is done to get the
desired result.

3.1 Background Subtraction

The Gaussian distribution can be of two types, univariate and multivariate, in which
their probability density function (PDF) includes parameters like mean, variance, or
covariance.Theparameters are calculatedusing expectationmaximization technique.
By Baye’s rule, a latent variable is defined as

τ(zk) = p(zk = 1|x) = p(zk = 1)p(x |zk = 1)
∑K

j=1 p(z j = 1)p(x |z j = 1)

= πk N (x |μk, �k)
∑K

j=1 π j N (x |μ j , � j )
(1)

We initialize parameters like means, covariance, andmixing coefficients and eval-
uate the initial value of log likelihood. Our goal is to maximize the log likelihood
function. Then, latent variable is calculated with these parameters. With this value of
latent variable, again the parameters are calculated, and log likelihood is calculated
to check if it is converging. As explained [12] in Gaussianmixture model, every pixel
in a frame is modeled into Gaussian distribution. First, every pixel is divided by its
intensity in RGB color space. Every pixel is computed for its probability whether it
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is included in the FG or BG with

P(Xt ) =
K∑

i=1

ωi,t · η(Xt , μi,t , �i,t ) (2)

where η(Xt , μi,t , �i,t) is probability density function, and

η(Xt , μ,�) = 1

(2π)
n
2 |�| 12 exp−

1
2 (Xt−μ)�−1(Xt−μ) (3)

In Stauffer and Grimson method [5], every RGB is uncorrelated with each other.
Therefore, the difference in intensity can be assumed to possess uniform standard
deviation. The covariance matrix then can be formulated as:

�i,t = σ 2
i,t I. (4)

For every Gaussian that is bigger than the designated threshold, it is classified as
background. The other distribution that is not included in the previous category is
classified as foreground.

B = argmin
b

(
b∑

i=1

ωi,t > T

)

(5)

If a pixel matches with one of the K Gaussian, then the value of ω, μ, and σ is
updated.

ωi,t+1 = (1− α)ωi,t + α (6)

μi,t+1 = (1− ρ)μi,t + ρ · Xt+1 (7)

σ2i,t+1 = (1− ρ)σ2i,t + ρ(Xt+1 − μi,t+1) · (Xt+1 − μi,t+1)T (8)

where:

ρ = α × η(Xt+1, μi , �i ) (9)

Meanwhile, if there is a case where all K of Gaussian do not match, then only the
ω is updated

ω j,t+1 = (1− α)ω j,t (10)

If every parameter has been found, then the foreground detection can be
performed.
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This was implemented on MATLAB. Foreground detector, which computes and
returns a foreground mask using the Gaussian mixture model (GMM) in MATLAB,
was used. A traffic surveillance videowas used, its first few frames were used to learn
and fix the background, and then, the background subtraction was used to detect the
moving objects. The blob analysis function was used to analyze and get the area and
centroid of the bounding boxes which was further used to count the vehicles.

3.2 R-CNN, Fast R-CNN, and Faster R-CNN

CNN is a good classifier, but when it comes to detection problems, the time taken
by CNN network to process each image by convolutions and pooling layers is not
appropriate for real-time applications. To reduce the time complexity of the problem,
Ross Girshick and team came [10] up with the algorithm R-CNN where R stands for
regions. The main idea was to do convolutions over a set of regions rather than the
whole image. For this, region proposals were to be formed for each image. Selective
search algorithm [13] is used which gives nearly 2000 region proposals, and these
2000 regions act as input to the convolution layer. As given in [13], the selective
search algorithm works in the following steps:

1. Initially segmentation on input image to generate many candidate regions.
2. Using an iterative greedy algorithm to recursively combine similar regions into

larger ones.
3. Using the generated regions to produce the final candidate region proposals.

In R-CNN, input from the convolution layer further goes to the pooling layer
where it is dimensionally reduced for further processing. The layers of CNN act as
feature extractors, and as we go deeper in the network, the complexity of features
learned increases. The first convolution layer extracts low-level features like edges,
lines, and corners, and as we go deeper in the network the complexity of features
learned increases. The input of size N × N × D is convolved with H kernels, each
of size k × k × D separately. Convolution of an input with one kernel produces one
output feature, and with H kernels it independently produces H features which then
form a feature map. Later, the same group of researchers came up with Fast R-CNN
[14] and Faster R-CNN [10]. The proposed Fast R-CNN takes the input through
the convolution layer, and the region proposals are formed from the output of the
convolution layer which is further processed by the next layers of the network. In
Faster R-CNN, the differencewas in terms of the algorithm used for region proposals.
In this case, a network is used to propose the region proposals instead of an algorithm.

The network was trained with labeled data (Fig. 1) of car images which had coor-
dinates of the bounding boxes for the object to be detected. The dataset contained
295 images with at least 1–2 labeled instances. The data were divided into training
and testing data with 60% being training and the rest being testing data. The input
image was resized to 32 × 32 × 3 dimension, and the convolution layer had filters
of 3 × 3 dimension. Zeros were padded to the input before convolution, so that the
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Fig. 1 Example of data
given for training

corner pixels were not left out while moving the filter window through the image.
For pooling, max pooling was used. In total, there were 11 layers which included two
convolutions, three ReLu, two fully connected, one softmax, and the final classifica-
tion layer. After the classification layer, a bounding box regressor was used. As the
image goes through the convolutions and pooling layers, a feature map is produced.
Then, for each region proposals, a fixed-length feature vector is extracted from the
feature map which is the ROI (region of interest). The ROIs are then fed as input
to the fully connected classification layers which branches into two sublayers giv-
ing softmax probability estimates over different classes and a set of coordinates for
bounding boxes as output.

4 Results

Figure 2a shows CCTV’s original video. The background subtraction method was
able to give segmented image as shown in Fig. 2b, and the detections were made,

Fig. 2 a CCTV video; b after background subtraction
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but the accuracy was not appreciable. The accuracy of detection was around 40%.
With the deep learning algorithm, the accuracy increased to around 70%. Detection
in foggy condition was very poor as compared to R-CNN algorithms.

Results obtained from R-CNN detections in foggy and clear images with overlap-
ping cars are shown in Fig. 3a and b. Bounding boxes (yellow color) with confidence
scores can be seen in Fig. 3a and b. A comparison in terms of accurate detections on
a test image is given in Table 1. In case of deep learning, tuning of parameters was
required to get the desired result. Learning rates for the three different R-CNNs were
tuned, and tomeasure the performance, average precision-recall score was calculated
as shown in Fig. 4a–c.

A comparison between the three different R-CNNs on the basis of important
parameters is given in Table 2. The training time is the parameter obtained on training
the model on 177 images out of the dataset of 295 images.

Fig. 3 a Detection in foggy weather; b detection in case of overlapping cars

Table 1 Comparison of
algorithms for accurate
detection on test images

Algorithm No. of cars
(original)

No. of cars
(predicted)

Background
subtraction

4 7

R-CNN 4 3

Fig. 4 a R-CNN; b Fast R-CNN; c Faster R-CNN
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Table 2 Comparison of algorithms for different parameters

Algorithm Training time (s) Average precision-recall score Tuned learning rate

R-CNN 700 0.66 1.000e−06

Fast R-CNN 420 0.66 1.000e−06

Faster R-CNN 1324 0.65 1.000e−04

5 Conclusions

In background subtraction, the detection of cars was not accurate which lead to
inaccurate count of cars. The method of background subtraction is not adaptive
because the background is learned on first few images after which it is fixed. This
may not work for real-life scenarios as the environment and lighting keep changing
throughout the day. Also, the moving shadows of the car were detected in some cases
which lead to inaccuracy. To combat these problems, we moved to deep learning
algorithms. It was observed that the algorithms were able to detect cars in low light
and foggy environment. Even the overlapping cars were detectedwith good accuracy.
In deep learning, we focused on three algorithms R-CNN, Fast R-CNN and Faster
R-CNN. It was observed that the time taken to test and train these models was least
in Fast R-CNN and maximum in Faster R-CNN. This can be possibly due to the fact
that the region proposals were predicted in case of Faster R-CNN. Accuracy-wise,
the accuracies of Fast R-CNN and R-CNN were same and the accuracy of Faster
R-CNN was more. Higher learning rates lead to less accuracy in predictions. The
proposed algorithm of R-CNNworks well in severe weather conditions as compared
to the background subtraction method.
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Reconfigurable Slot-Based MIMO
Antenna for Cognitive Radio Application

Shilpi Singh and M. S. Parihar

Abstract A multiband C shape slot reconfigurable MIMO antenna integrated with
wideband sensing antenna is proposed for cognitive radio (CR) application. The
wideband sensing antenna designed for CR is offering an impedance bandwidth of
5.15 GHz (0.85–6 GHz). The frequency-reconfigurableC slot-basedMIMO antenna
referred as communicating antenna in CR is capable to switch between multiple fre-
quency sub-bands, i.e., 1.8, 2.1, 2.5 and 3.6GHz, assigned for various communication
applications. A two-element reconfigurability MIMO antenna is acknowledged by
utilizing the PIN diode. The proposed MIMO antenna for CR could improve data
throughput and channel capacity of the system. Both antennas share the same sub-
strate/platform could be used to sense electromagnetic spectrum in a wide range
and to communicate using GSM, LTE, UMTS, 3G, Wi-Fi, Bluetooth, WiMAX and
WLAN frequency bands, respectively.

Keywords Ultra-wideband (UWB) antenna ·Multiple-input multiple-output
(MIMO) · Reconfigurable antennas · Cognitive radio (CR)

1 Introduction

In the course of recent years, cognitive radio framework is getting lot of consideration
and reshaping the future ofwireless communications through enhanced spectrumeffi-
ciency, information reliability and high data rate. Today research in cognitive radio
is focused to realize effective wireless communication systems to make optimal uti-
lization of under-utilized spectral resources. The thought behind cognitive radio is
to make an intelligent remote gadget that can monitor the surrounding RF environ-
ment condition continuously and recognize an unused or idle frequency spectrum.
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That way more remote gadgets can work in the similar recurrence bands, empow-
ering them for proficient utilization of the available spectrum. Thus, it is alluring to
develop gadgets or devices that can learn from the perceptions and make choices
about when and how to transmit the information using idle frequency band without
disturbing its primary user [1, 2]. In recent years, CR system has been examined
broadly due to their electronically dynamic characteristics. In [3–5], various types
of frequency-reconfigurable antennas were discussed for CR system and different
applications. [3] Proposed a frequency-reconfigurable antenna to cover frequency
sub-band from 2.3 to 3.6 GHz spectrum for non-uniform WiMAX applications in
wireless communication. A continuous frequency tuning from 1.64 to 2.12 GHz was
achieved in [4] by circular monopolar patch antenna. A frequency-reconfigurable,
high-isolation multiple-input multiple-output antenna was presented in [5] for S-
and C-bands applications, i.e., 2.45, 3.4 and 5.3 GHz. Since CR require extensive
band sensing antenna and narrowband reconfigurable antenna, in [6–8], distinctive
antenna was proposed to realize such antennas [6]. Proposed a CR application-based
reconfigurable antenna which was controlled optically. Presented antenna covers
2.65–10.3GHzUWBband and three narrowbands. In [7], invertedU-shaped antenna
is proposed for sensing which covers 2.63–3.7 GHz frequency bands and four sub-
frequency bands are achieved by horizontal slots in ground plane. In [8], a rotational
patch antenna is proposed to introduce reconfigurability in antenna which covers
multiple frequency bands from 2.1 to 10 GHz. In [9–11], various antennas for cog-
nitive radio platform are presented. Different design techniques for integration of
communicating antenna and ultra-wideband sensing antenna are presented for vari-
ous wireless communication applications. Most of the reported literature was on CR
systemswhich could sense the spectrum beyond 2GHz, not coveringGSMspectrum.

In this chapter, a wideband sensing antenna incorporated with reconfigurable
MIMO antenna is proposed for various wireless applications. Sensing antenna cov-
ers 0.85–6 GHz of spectrum, covering the frequency spectrum below 1 GHz. The
proposed CR system with reconfigurable MIMO antenna could be used to sense and
communicate with GSM1800/Bluetooth/WLAN/WiMAX and other adjacent bands.
Another feature of this antenna is GND plane is utilized for reconfigurable MIMO
antenna. Proposed antenna provides high isolation between ports (>15 dB) and ECC
below 0.01 which is prerequisite for communicating antenna (Fig. 1).

2 Details of the Antenna Layout

Design of C slot-based reconfigurable MIMO antenna with wideband sensing
antenna is shown in Fig. 2a, b. The complete system for CR is designed on sin-
gle board of dimension 110 × 110 × 1.5 mm3. Both antennas are designed using
Rogers substrate with relative permeability ε = 3.55, loss tangent of 0.0027 and
thickness 1.5 mm.



Reconfigurable Slot-Based MIMO Antenna for Cognitive Radio … 149

Fig. 1 Flowchart of proposed work

Fig. 2 a Top view (sensing antenna), b bottom view (MIMO antenna), c biasing circuit

2.1 Detail of the Wideband Sensing Antenna Layout

The UWB design procedure was started with an ellipse-shaped antenna with certain
length and this structure operate over 2 GHz. To bring down the frequency an addi-
tional block of certain length andwidth was added. The length L is used to control the
upper cutoff frequency while length H is used to control the lower cutoff frequency.
The performance of wideband sensing antenna with and without block is shown in
Fig. 3. It is shown that the proposed wideband antenna covers a frequency spectrum
from 0.85 to 6 GHz is below −10 dB in the entire spectrum.
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Fig. 3 Simulated reflection
coefficients of wideband
sensing antenna

2.2 Detail of the Frequency-Reconfigurable MIMO Antenna
Layout

Two C-shaped slots of width 1.3 mm were etched from the ground plane and excited
with microstrip feed line. These slots are used to realize 2× 2 reconfigurable MIMO
antenna.Reconfigurability inMIMOantenna is obtained by incorporatingPINdiodes
at proper position as appeared in Fig. 2 and biased themappropriately to select desired
frequency band. The length of each slot is λg/2, where λg is the guided wavelength
at their corresponding resonance frequency. Beam lead PIN diodes HPND 4005 are
used which have very low capacitance in OFF states. It provides 4.7 � resistance
in forward bias (ON state) and 0.017 pF capacitance in reverse bias (OFF state).
The complete biasing network to activate the PIN diodes is also shown in Fig. 2c.
A100 pF capacitor is used for blocking the RF signal from DC supply voltage. To
increase the isolation between sensing and communicating reconfigurable MIMO
antenna, an L-shaped slot is etched between them. The L-shape slot suppresses the
surface current which results in less mutual coupling. The optimum dimensions of
the proposed antenna system are: Rx = 42 mm, Ry = 25 mm, H = 34 mm, L =
27.81 mm, Lf = 13.3 mm, G = 30 mm and Lx = 12 mm.

3 Simulation Results and Discussion

Reconfigurable C-shaped slot-based multiband frequency-reconfigurable MIMO
antenna combined with wideband sensing antenna is modeled and simulated using
CST, a 3D finite integral technique (FIT) based electromagnetic. Simulated reflec-
tion coefficient S33 of wideband sensing antenna is below −10 dB throughout the
band and having bandwidth of 6.5 GHz from 0.85 to 6 GHz. In this way, bandwidth
required for UWB applications is fulfilled. It is clear that the sensing antenna can be
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used to sense the electromagnetic spectrum including lower GSM frequency band.
The simulated UWB sensing antenna reflection coefficient is shown in Fig. 3.

Figure 4 depicts the 2D gain pattern in XZ plane at 1.8, 2.1, 2.5 and 3.6 GHz
when antenna (port 3) is excited. It is noticeable that the pattern of this antenna is
omnidirectional which is prerequisite for sensing antenna.

Figure 5a depicts the simulated S-parameter (S11/S22) result of the frequency-
reconfigurable slot-based MIMO antenna. Because of the symmetry property of the
reconfigurable MIMO antenna, the results for differential ports 1 and 2 are theo-
retically identical. The reconfigurable MIMO antenna can operate at 1.8 GHz, 2.1
GHz, 2.5 GHz and 3.6 GHz frequencies by activating different PIN diodes. The
four biasing states to obtain four frequency bands are shown in Table 1. The slot
antenna resonates at their respective frequency when the slot length is λg/2 which is
controlled using PIN diode.

To increase the isolation between reconfigurable MIMO antenna ports, two L-
shaped slots are etched between them. In Fig. 5b, we can see that isolation gets
increase with the introduction of slot in reconfigurable antenna. Isolation between
MIMO antenna ports at 1.8 GHz is 15 dB without slot and with L slot isolation it is
increased to better than 27 dB.

Fig. 4 Simulated 2D pattern at a 1.8 GHz, b 2.1 GHz, c 2.5 GHz and d 3.6 GHz
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Fig. 5 Simulated result of a frequency-reconfigurable MIMO antenna, b isolation betweenMIMO
antenna ports with or without slot at f = 1.8 GHz

Table 1 MIMO antenna
operation modes

Frequency (GHz) Diodes ON Diodes OFF

3.6 D1 D2, D3

2.5 D2 D1, D3

2.1 D3 D1, D2

1.8 D1, D2, D3

Figure 6 shows the 2D gain pattern ofMIMOantennawhen reconfigurableMIMO
antenna port 1 or port 2 is excited with 1.8, 2.1, 2.5 and 3.6 GHz RF signals. It
is noticeable from Fig. 6 that the radiation pattern of antenna is omnidirectional
which is desirable for slot based MIMO antenna. Figure 7 shows port isolation
between MIMO antenna and wideband sensing antenna (S31/S13/S32/S23) is greater
than 15 dB at all four frequencies while isolation between reconfigurable MIMO
antenna (S12/S21) is better than 25 dB which is quite worthy for practical application.
ECC of proposed antenna is below 0.01 which is prerequisite for MIMO antenna to
operate independently (Table 2).

4 Conclusion

A planar C-shaped slot-based reconfigurable antenna incorporated with spectrum
sensing antenna is presented for CR application. PIN diode is used for reconfigurable
communication bands at frequencies 1.8, 2.1, 2.5 and 3.6 GHz. Isolation between
ports is >25 dB for reconfigurable ports while >15 dB for UWB and MIMO for
all operating frequencies. Wideband antenna covers 0.85–6 GHz frequency band
below 10 dB in the whole spectrum. The ports isolation is increased using L-shaped
slot between antennas. The 2D gain pattern of sensing as well as MIMO antenna
is omnidirectional which is prerequisite for CR application. The proposed structure
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Fig. 6 Simulated 2D gain pattern at a 1.8 GHz, b 2.1 GHz, c 2.4 GHz and d 3.6 GHz

Fig. 7 Simulated result of a mutual coupling between sensing antenna and MIMO antenna
|S31|/|S32|, b isolation between MIMO antenna ports |S21|/|S12|

Table 2 Comparison of work

References f = 1.8 GHz f = 2.1 GHz f = 2.5 GHz f = 3.6 GHz UWB

[5] ✗ ✗ ✓ ✓ ✗

[11] ✗ ✗ ✓ ✗ ✓

[12] ✗ ✗ ✓ ✓ ✗

Work ✓ ✓ ✓ ✓ ✓
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is compact (in view of covering GSM band) and can be used for applications like
WiMAX (3.6 GHz), WLAN band (2.4 GHz), GSM (1.8 GHz) and 4G applications.
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Role of Coupling Angle
on the Performance of a Ring
Resonator–Waveguide Sensor

M. Mishra and N. R. Das

Abstract In the present work, the effect of coupling angle on the coupling of light
from a ring resonator to a bent-waveguide has been studied. It has been shown that by
bending the waveguide along the ring, the percentage of first trip light coupling from
the resonator into the waveguide can be increased up to a particular value of coupling
angle named as θm. It has been seen that beyond θm, the light coupling percentage
starts decaying and ends up with a zero coupled light in the bus waveguide. For
getting more light coupled to the waveguide, the value of θm should increase and it
has been done by reducing the waveguide core width. Suitable choice of the coupling
angle helps achieve a very high FSR and Q of the ring resonator.

Keywords Coupling · Angle · Bend · Ring ·Waveguide

1 Introduction

Optical ring resonator is one of the basic components required for designing of pho-
tonic integrated circuits (PICs). It is of different types having different characteristics
which make it eligible for applications like communication and biosensors [1–6].
Though it is a well-known and well-established photonic component, however, it has
some almost unavoidable limitations which drastically reduce its performance in cer-
tain specific applications. To enhance the efficiency of optical ring resonator-based
components, two vital properties of optical ring resonators need to be improved. One
is its free spectral range (FSR) which varies inversely with the ring circumference,
and another one is its quality factor (Q-factor) which varies directly on the coupling
percentage. Unfortunately, both these properties contradict each other resulting diffi-
culty in achieving better Q-factor for higher FSR values. For high FSR applications,
the ultra-small circumference of ring reduces the coupling length between the ring
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and the straight bus waveguide and hence stands against the efficient coupling of
light from ring to waveguide and vice versa. Due to small size, the ring cannot be
made elliptical in order to increase the coupling length keeping the bending loss in
mind. In such cases, though we are able to achieve quite a good amount of FSR
value, we have to satisfy ourself with a poor Q-factor of the ring resonator. In such
cases, it is quite essential to enhance the coupling of ring–waveguide coupler for
better Q-factor in a high FSR application [7]. This is the demand of today’s commu-
nication and medical applications for getting more error free, accurate and reliable
performance of PIC-based components.

The coupling length of the ring–waveguide coupler can be increased by bending
the waveguide along the ring by maintaining the minimum coupling gap between
the ring and the bus waveguide up to a certain angle (θ ). This is a good idea and also
works well. However, this design has to be done below certain bending angle of the
waveguide known as maximum coupling angle θm. Beyond that angle, the coupled
power in the waveguide decreases with the increasing value of coupling angle. The
value of θm mainly depends upon the structure of the ring and the waveguide. In
this work, we have studied the percentage of light coupling (single trip) between the
ring and waveguide with respect to different coupling angles of the waveguide for
a given structure. The study has been done on various dimensions of the waveguide
core, and the best one among them has been reported.

2 Device Structure

Figure 1 shows the schematic structure of the considered ring–waveguide coupler.
The core of the ring and waveguide made of silicon using SiO2 as their cladding.
The width and height of the core are 490 × 220 nm for the ring and 430 × 220 nm
for the waveguide, respectively. The inner radius of the ring is of 11.11 um, and
the coupling gap between the ring and the waveguide is set to 200 nm, which is a
reasonable value for fabrication. During the study, maintaining the same coupling
gap, the waveguide width has been varied as 490, 470, 450 and 430 nm, reporting
430 nm as the optimized one among them.

3 Results and Discussion

Finite-element-method-based simulations have been carried out using COMSOL for
various coupling angles to find out the light coupling from ring to waveguide. At first,
the bus waveguide core has been used as 430× 220 nm (Fig. 1) to observe the role of
coupling angle, and results have been discussed. Later, a comparative study has been
done using various waveguide core widths, and the role of device dimension on the
coupling angle has been discussed. Figure 2 shows the TEmode pictures for ring and
waveguide. Figure 3 shows the pictures of coupled light in the waveguide from the
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Fig. 1 a Schematic of device structure and b simulated structure

Fig. 2 a TE mode of the ring and b TE mode of the waveguide structure

ring resonator for 20°, 40° and 50° of coupling angles. Comparing the pictures, we
see that as the angle of coupling increases, the light output of the waveguide increases
by decreasing the light in the ring showing an efficient coupling characteristic.

A close observation to Fig. 3 can give us another vital information regarding the
waveform of propagating light within the ring as well as in the bent bus waveguide.
Both of them have the red peaks and blue peaks side by side, and the light is getting
coupled more and more with the increased coupling angle. The plot for coupled light
with respect to different coupling angles is given in Fig. 4a. It can be clearly noticed
that, as θ increases, the amount of light coupling to the waveguide also increases.
A maximum coupling percentage up to 64% has been achieved for θ = 50° for this
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Fig. 3 Light coupled for a θ = 20°, b θ = 40° and c θ = 50° in the ring–waveguide coupler
structure with waveguide core width of 430 nm

Fig. 4 a Percentage of light coupled into the waveguide for different value of coupling angle;
b decrease in coupled light in waveguide (red-dash circled) for θ much higher than θm

structure. However, after 50°, the light coupling decreases for higher values of θ .
Thus, here 50° is the optimum coupling angle (θm) for maximum coupling of light
from resonator to the waveguide.

As θ increases more and more beyond θm, this effect becomes more and more
dominant and for a particular range of θ , the waveguide has almost no light for its
output as shown within red-dashed ellipse in Fig. 4b. The reason for this is clearly
there in Fig. 4b itself. Looking at Fig. 4b, if we deeply observe the area enclosed
by the blue-dashed rectangle (below the red-dashed ellipse) we can see that the blue
peaks and the red peaks of bent bus waveguide are placed adjacent to their opposite
colour peaks of the ring, showing almost 180° phase shift between them. This phase
difference gets even closer to 180° as the coupling angle increases further. Then for
a particular value of θ , this effect reaches to its peak and there is no light left in the
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bus waveguide (red-dashed circle). This happens due to appearance of the optical
path difference between the ring and the waveguide along with the back-coupling
starts reducing the coupled light present in the waveguide (WG).

It can also be seen from Fig. 4b that if we increase θ even greater than that,
the phase matching occurs (can be seen from area enclosed under green-dashed
rectangle) and then the light starts coupling into the waveguide again, and the whole
process gets repeated. Figure 5 shows a comparison plot between light coupled from
ring to waveguides of different core widths maintaining the same coupling gap of
200 nm. It can be clearly noticed that, as the width of waveguide core increases, the
structure becomes more and more sensitive to θ . For the waveguide core widths of
450, 470 and 490 nm, the values of θm are about 30°, 25° and 17°, respectively. This
happens due to the increment in optical path of guided light within the waveguide as
its effective index is increasing due to better confinement of light in bigger size of
core. This also leads to decrease in percentage of first trip light coupling from ring to
waveguide drastically as shown in Fig. 5. The waveguide with minimum core width
gets more coupled light with a greater θm. Similarly, if the ring core dimension can
be reduced further by suitably adjusting its other parameter for the same FSR, the
performance of light coupling versus coupling angle can also be further increased to
make the structure more efficient.

Hence, to achieve a better performance in our photonic components, we should
choose a suitable core dimension for both ring and waveguide. This will give rise to
a better θm, and hence, better Q-factor for higher FSR values can be achieved.

Fig. 5 Percentage of light coupled into the waveguides of different core widths for different value
of coupling angle with coupling gap of 200 nm
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4 Conclusion

Light coupling from ring to waveguide can be enhanced by bending the waveguide
along the ring up to an angle θm. However, after θm, further increment in θ leads
to optical path difference and back-coupling, thereby decreasing the single trip per-
centage of light coupling from ring to waveguide. Further increment in θm can be
done by proper choice of ring (keeping the FSR unchanged) and waveguide core
dimensions. Hence, it is essential to choose a suitable coupling angle (within θm)
for a particular set of core dimensions while designing such type of structures. This
study can also be helpful for designing of bent optical couplers.
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CPW-Fed Triple-Band Circularly
Polarized Printed Inverted C-Shaped
Monopole Antenna with Closed-Loop
and Two Semi-hexagonal Notches
on Ground Plane

Reshmi Dhara, Sanjay Kumar Jana and Monojit Mitra

Abstract This paper is related to a triple-band circularly polarized (CP) printed
antenna with coplanar waveguide feeding. The antenna is composed of an inverted
C-shaped monopole, a CPW-fed ground plane with two semi-hexagonal notches and
a square ring. By utilizing the inverted C-shaped monopole, CP radiation could be
achieved at the lower band first. Then, two semi-hexagonal notches are etched from
the ground plane, to obtain wide impedance bandwidth and a CP characteristic at
upper band. A square closed loop is introduced at the left side of the patch which
gives second wide CP band. The structure leads to simulated impedance bandwidth
(IBW < −10 dB) of 8 GHz (1.31–9.31 GHz) with simulated center frequencies
of 5.31 GHz, 150.63%. The simulated triple CP and ARBW are 270 MHz (f c =
4.01 GHz, 6.75%), 407MHz (f c = 6.45 GHz, 6.29%) and 368MHz (f c = 8.57 GHz,
4.29%), within the range of simulated impedance bandwidth curve. The maximum
simulated peak gain is 2.16 dBi at 8.8 GHz. Proposed antenna happens to be suitable
for ‘S’ and ‘C’ band wireless communication applications.

Keywords Circular polarization (CP) · Coplanar waveguide (CPW) · Square ring ·
Impedance bandwidth (IBW) · ‘S’ and ‘C’ band

1 Introduction

Recently, single-feed circularly polarized microstrip antenna has been developed to
make the systemmore compact. But by using single-feedmechanism,CPband is very
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small. In order to increase CP band, perturbation technique has to be used. So that,
two orthogonal degenerates’ modes with equal amplitude with a 90° phase difference
have to be generated and give wide CP. In some mobile satellite communication and
most of the wireless communication, CP has been used. Antenna miniaturization and
multiband are essential for a modern rapidly developing communication system.

A novel single-feed planar cross-monopole antenna has been reported in Ref. [1].
Designed antenna size is very large 50 × 50 × 1.5 mm3. Obtained IBW is 70%
ranging from 2.18 to 4.78 GHz. A wideband circularly polarized printed monopole
antenna with coplanar waveguide feeding is designed in Ref. [2]. By using the asym-
metric ground plane, at the upper band first CP radiation could be achieved. Then,
to obtain wide impedance bandwidth and broadband CP characteristic a rectangular
open loop is used. The measured IBW is 96.5% ranging from 1.48 to 4.24 GHz,
and the 3 dB axial ratio bandwidth is 63.3% ranging from 1.9 GHz and 2.05 GHz
to 3.95 GHz, dimension 55 × 50 × 1 mm3. Another compact dual-band rectan-
gular microstrip antenna (RMSA) is designed in Ref. [3] by a single-band rect-
angular microstrip antenna with two different single-slotted planes and a slotted
ground plane. The antenna is linearly polarized (LP), and obtained IBW is 5.15–
5.35 GHz and 5.725–5.825 GHz, size 12 × 8 × 1.5875 mm3 which can be used
for IEEE 802.11 a WLAN application. Another novel antenna has been designed
[4] by using a microstrip-line feeding technique. The measured IBW is 6.56 GHz
which covers the range from 2.32 to 8.88 GHz, whereas ARBW is 1.2 GHz ranging
from 3.2 to 4.4 GHz, size 45 × 40 × 1.6 mm3. A tetra-band circularly polarized
CPW-fed monopole antenna is designed in Ref. [5], size 55 × 55 × 1.6 mm3. The
measured IBW ranging from 2.58 to 12.49 GHz and the simulated AR tetra-band
are 633.9 MHz, 152.8 MHz, 433.4 MHz and 172 MHz resonating at 6.75 GHz,
8.29 GHz, 9.35 GHz and 11.53 GHz, respectively.

Asmentioned above, the size of the antenna is very large compared to the proposed
designed antenna and also got three wide CP bands to compare to earlier research.
In this paper, a triple-band circular polarized and wide impedance band antenna is
designed. An inverted C-shaped printed antenna primarily has been used here for
a CP at lower band frequency region. Two semi-hexagonal notches on the ground
plane for a CP at upper band and one square closed loop are designed to achieve a
broad impedance match and wideband CP operation bandwidth at middle band. The
presented antenna shows three 3 dB AR bands 270 MHz (f c = 4.01 GHz), 407 MHz
(f c = 6.29 GHz) and 368 MHz (f c = 8.57 GHz) can be used for ‘S’ and ‘C’ band
wireless communication applications.

2 Antenna Design

A. Antenna Configuration

The geometry of the proposed antenna has been depicted in Fig. 1. The dimension of
the antenna is 25 × 25 × 1.6 mm3. On the top of a substrate FR4 epoxy (dielectric
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Fig. 1 Dimension of the
simulated proposed antenna
top view

constant εr = 4.4 and tan δ = 0.02), the antenna is fabricated. On the backside of
the substrate, no metal is printed. A 50 � CPW feeding line with a width ofWf and
two identical gaps of width ‘x’ are produced to feed the inverted C-shapedmonopole.
A proper gap between CPW-fed ground and patch is used here to create coupling
between them which gives CP at lower band. Two semi-hexagonal notches with a
proper position from feed line and a proper diameter are etched from the ground
plane in order to get wide impedance band at upper band. A square closed loop is
added on the left side of the patch with a gap ‘g’ from patch and a proper length ‘P7’
which one creates CP at middle band. By tuning the gap size and the height of the
closed loop, triple CP modes could be obtained. According to the simulation studies
from ANSYS HFSS version 13, the optimized parameters are listed in Table 1.

B. Operating Principle

To realize the operating principle of the designed antenna, three paradigms (Ant.
1–Ant. 3) are illustrated in Fig. 2. The return loss (S11) and AR performances of Ant.

Table 1 Optimal dimension of the proposed antenna

Parameter Value (mm) Parameter Value (mm) Parameter Value (mm)

Ls 25 Wt 1.2 P8 8.5

Ws 25 P1 2.5 P9 2.5

Lp 17 P2 2.5 P10 7.5

Wp 16 P3 12 c 1.3

hsub 1.6 P4 8 X 0.55

Lf 2.5 P5 6.5 g 1.6

Wf 3 P6 1.0 R 4.0

Lt 4.5 P7 8.5
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Fig. 2 Three improvement processes of proposed antenna: a Ant. 1, b Ant. 2 and c Ant. 3

1–3 are also compared in Figs. 3 and 4. First, a conventional CPW-fed monopole
Ant. 1 is proposed to generate the fundamental resonant CP mode at 4.2 GHz, which
is controlled by the feed gap between monopole and ground plane. Ant. 1 is first
designed using a rectangular patch and a CPW-fed ground at a resonant frequency
4.2 GHz, as it comes in C band allocation which is useful in radars, mobile phones
and commercial wireless LAN. But to get CP radiation at this designed frequency,
we need to create two orthogonal degenerates’ modes with equal amplitude with a

Fig. 3 Simulated reflection
coefficient for the proposed
antenna improvement
process

Fig. 4 Simulated reflection
axial ratio bandwidth for the
proposed antenna
improvement process
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90° phase difference. So first, the rectangular patch is shifted to the right from the
center of the feed line, and then a rectangular slot has been etched from the left
side of the radiating patch. As a result, y-directed horizontal current has increased
which generates a CP mode at 4.4 GHz resonating frequency and we got Ant. 1 as
shown in above shape. In order to increase IBW and create CP radiation at other
resonant frequencies, two semi-hexagonal notches are etched from ground in Ant. 2.
From Fig. 3, it is clear that this notch increases capacitive impedance and as a result
gives wide impedance bandwidth. From Fig. 4, we can see that CP radiation has
been improved compared to earlier at higher frequency region but still that does not
satisfy 3 dB band. So to improve CP radiation at higher region and to create another
CP resonance at middle band, a closed loop is added with a particular gap and length
from patch, so that the resonance can occur at middle zone frequency region and also
improve CP radiation at higher frequency region due to coupling between patch and
loop in Ant. 3. In Fig. 4, it is clear that another two CP modes can be obtained as
mentioned in above criterion. Finally by using Ant. 3, we have got wide IBW and
three wide CP bands.

As we know, it is difficult to generate CP radiation for a traditional monopole
antenna because of the weak radiation in horizontal direction. This can be explained
by the surface current distributions at 6.5 GHz in Fig. 5. From Fig. 5a, we can see that
the current distributions of the two ground planes in horizontal direction are in the
opposite direction. Therefore, the horizontal current is counteracted, and vertically
polarized radiation could beproduceddue to the small horizontal components.Hence,
at 6.5 GHz we get LP and the value of AR in the whole band is large, which is shown
in Fig. 4. The CP operation could be achieved by the excitation of two orthogonal
modes with a 90° phase difference. In order to generate a horizontal component, a
closed loop to left of themonopole is adopted with a gap from patch. Figure 5b shows
that horizontal currents are yielded at the closed loop in Ant. 3. By employing the
coupled effect between the closed-loop square ring and the monopole, CP radiation
can be generated at 6.5GHz. The square ring is capacitively coupled by themonopole
radiator, which transmits energy on the square ring streaming like a traveling-wave

Fig. 5 Simulated surface current distribution at frequency 6.5 GHz for a Ant. 2 and b Ant. 3
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Fig. 6 Simulated surface current distributions for Ant. 3 at frequency a 4.0 GHz, b 6.5 GHz,
c 8.6 GHz

mode, and therefore the CP operation in middle band is introduced. As it is revealed
from Fig. 4, the middle CP band is yielded by the square ring, with the upper CP
mode performance by tuning the position and radius of the semi-hexagonal notches.
In addition, the impedance matching in CP band is also improved to cover the whole
3 dB AR bandwidth. From the comparison results between the three antennas, Ant.
3 has both good impedance matching and three wide CP bands.

For the purpose of illustrating the CP principle, distributions of surface current
at 4.0, 6.5 and 8.6 GHz are analyzed in Fig. 6 for proposed antenna. From current
distribution in Fig. 6a, it is clear that inverted C-shaped monopole dominates CP
radiation at lower frequency band, whereas closed-loop square ring dominates the
middle bandCP radiation. This can be prove fromFig. 6(b) that themaximum surface
current density are around the ring which is accountable for generating CP radiation
at the middle band frequency region. Figure 6c depicts that higher CP radiation can
be dominated by semi-hexagonal notches on the ground plane.

Figure 7 shows the simulated surface current distribution at 4 GHz for phases of
(a) 0°, (b) 90°, (c) 180° and (d) 270°. From Fig. 7, it can be seen that the predomi-
nant surface current turns in an anticlockwise direction as time increases; thus, the
polarization sense is right-hand circularly polarization (RHCP) for the frequency at
4 GHz. Similarly, from Figs. 8 and 9 it can be seen that the predominant surface
current turns in an clockwise direction as time increases; thus, the polarization sense
is left-hand circularly polarization (LHCP) for the frequencies 6.5 GHz and 8.6 GHz,
respectively.

Fig. 7 Simulated surface current distribution for phases of a 0°, b 90°, c 180° and d 270° at 4.0GHz
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Fig. 8 Simulated surface current distribution for phases of a 0°, b 90°, c 180° and d 270° at 6.5GHz

Fig. 9 Simulated surface current distribution for phases of a 0°, b 90°, c 180° and d 270° at 8.6GHz

C. Parametric Study

To get the optimized dimensions of the monopole antenna, a different parameter
study is analyzed. The feed gap height ‘g’ between CPW-fed grounds of the patch is
studied and presented in Fig. 10.

In addition, an important feature of the proposed antenna is the effect of impedance
matching produced from the coupling effects between the CPW-fed ground plane
and the feed point. For this, the effects of the feed gap height g= 0.6, 1.6, 2.6, 3.6 and
4.6 mm on the performance of the proposed inverted C-shaped monopole antenna
are also studied and presented in Fig. 10. The obtained results clearly show that the
lowest resonant frequency of the proposed design moves toward higher frequency
band and forms by increasing the feed gap height ‘g’. The higher resonant frequency

Fig. 10 Simulated return
loss against frequency for the
proposed planar inverted
C-shaped monopole antenna
with various g lengths
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of the proposed design also moves toward higher frequency band and disappears
gradually. This is because increasing the feed gap height significantly increases the
total parallel capacitive effect, lowering quality factor and increasing the resonance
frequency. The impedance bandwidth changes significantly by varying the feed gap.
This is due to the sensitivity of the impedance matching to the feed gap. The ground
plane, acting as an impedance matching circuit, tunes the input impedance and the
operating bandwidth, while the feed gap is varied [5]. To summarize, the optimized
feed gap (g) is observed to be at g = 1.6 mm.

Figure 11 shows the effect for position of hexagonal notches on the ground plane
from the center of the feed line to the center of semi-hexagonal notch. From Fig. 11,
it is clear that when position is P5 = 6.5 mm it gives wider IBW due to greatly
increased capacitive effect.

Figure 12 shows the effect for radius of semi-hexagonal notches. When the radius
R = 4 mm gives wider IBW as along notches current path length increases and best
matching occurrence is compared to other.

Figure 13 shows the effect of feed gap betweenCPW-fed ground and quarter-wave
transmission line. From Fig. 13, it can be seen that when the feed gap length x is
0.55 mm antenna gives wider bandwidth due to impedance matching between feed
and ground.

Figure 14 illustrates the S11 curves by varying the value of the length of closed-
loop square ring P8. As expected, the S11 at lower band has shifted to the lower

Fig. 11 Simulated return
loss against frequency for the
proposed planar inverted
C-shaped monopole antenna
with various P5 lengths

Fig. 12 Simulated return
loss against frequency for the
proposed planar inverted
C-shaped monopole antenna
with various R radii
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Fig. 13 Simulated return
loss against frequency for the
proposed planar inverted
C-shaped monopole antenna
with various X lengths

Fig. 14 Simulated return
loss against frequency for the
proposed planar inverted
C-shaped monopole antenna
with various P8 lengths of
loop

resonating frequency, as well as higher resonance frequency also shifts toward the
lower region as we increase the length. This is reasonable because the length can
control the current distributions on the loop. By increasing the length of the square
ring, the current path length increases; as a result, inductive impedance of the antenna
has increased, so the slow-wave factor has been increased; as a result, group velocity
has decreased, and resonant frequency moves toward the lower value. Finally, the
optimal value is P8 = 8.5 mm.

Fig. 15 Simulated ARBW
against frequency for the
proposed planar inverted
C-shaped monopole antenna
with various P8 lengths of
loop



170 R. Dhara et al.

Fig. 16 Simulated return
loss against frequency for the
proposed planar inverted
C-shaped monopole antenna
with various length gaps C

Fig. 17 Simulated ARBW
against frequency for the
proposed planar inverted
C-shaped monopole antenna
with various length gaps C

Figure 15 shows theARcurves by varying the value of the lengthP8of closed-loop
square ring. By varying the length, the CP bandwidth can be changed as horizontal
current distributions are changed when P8= 8.5 mm gives wider optimal bandwidth
compared to other length.

Figure 16 shows the S11 by varying the gap ‘c’ between square loop andmonopole
antenna. By the varying gap c= 0.3, 0.8, 1.3, 1.8, 2.3 and 3.3mm employing the cou-
pled effect between the closed-loop square ring and the monopole, as a result current
distribution also changes. From Fig. 16, it is clearly shown that with increasing gap,
the lower resonating frequency shifting is negligible where the higher resonating fre-
quency shifted toward the higher frequency region. The current path length decreases
due to decreasing coupling with increasing gap; as a result, inductive impedance of
the antenna has decreased, so the slow-wave factor has been decreased; as a result,
group velocity has increased, and resonant frequency moves toward the higher value.
Finally, the optimal value is c = 8 mm.

Figure 17 illustrates theARcurves by varying the gap length ‘c’. By employing the
coupled effect between the closed-loop square ring and the monopole, CP radiation
can be generated. The optimal value is c = 8 mm as in this position large horizontal
current can be generated due to coupling as compared to other position.
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3 Result and Discussion

The simulation was performed using ANSYS HFSS. From Fig. 3, it is clear that
proposed antenna has the −10 dB impedance bandwidth (IBW) of the simulated
reflection coefficient to cover the range from 1.31 to 9.31 GHz, IBW is 8 GHz, and
center frequency is 5.31 GHz, 150.63%.

As shown in Fig. 4, the simulated ARBW of the proposed antenna is 270MHz (f c
4.01 GHz, 3.88–4.15 GHz, 6.75%), 407MHz (f c 6.47 GHz, 6.26–6.67 GHz, 6.29%)
and 368 MHz (f c 8.57 GHz, 8.39–8.75 GHz, 4.29%) which are within the range of
simulated IBW curve. Obtained three circular polarized bands can be used for S and
C band applications.

Figure 18a shows the simulated radiation pattern for the XZ plane (ϕ = 0°) and
YZ plane (ϕ = 90°) at 4.0 GHz. The simulated radiation pattern in Fig. 18a, b has
shown that the cross-polarization levels are 29 dB lower than co-polarization levels
in the broadside direction.

Frequency = 4.0 GHz
(a) XZ plane (b) YZ plane

Fig. 18 Simulated radiation pattern for the proposed antenna in the a XZ (ϕ = 0°) plane and b YZ
(ϕ = 90°) plane

Frequency = 6.5 GHz
(a) XZ plane (b) YZ plane

Fig. 19 Simulated radiation pattern for the proposed antenna in the a XZ (ϕ = 0°) plane and b YZ
(ϕ = 90°) plane
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Figure 19a shows the simulated radiation pattern for the XZ plane (ϕ = 0°) and
YZ plane (ϕ = 90°) at 6.5 GHz. The simulated radiation pattern in Fig. 19a, b has
shown that the cross-polarization levels are 35 dB lower than co-polarization levels
in the broadside direction.

Figure 20a shows the simulated radiation pattern for the XZ plane (ϕ = 0°) and
YZ plane (ϕ = 90°) at 8.6 GHz. The simulated radiation pattern in Fig. 20a, b has
shown that the cross-polarization levels are 27 dB lower than co-polarization levels
in the broadside direction.

Figure 21 shows the real (resistance) and imaginary (reactance) parts of the sim-
ulated input impedance at 50 � quarter-wave microstrip feed line. Within the CP
operating bands 3.88–4.15 GHz, 6.26–6.67 GHz and 8.39–8.75 GHz, impedance
matching is well maintained as the resistance is close to 50 � and the reactance is
small close to 0 �.

Frequency = 8.6 GHz
(a) XZ plane (b) YZ plane

Fig. 20 Simulated radiation pattern for the proposed antenna in the a XZ (ϕ = 0°) plane and b YZ
(ϕ = 90°) plane

Fig. 21 Simulated
impedance [resistance (real)
and reactance (imaginary)]
plot for proposed antenna
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Fig. 22 Simulated radiation
efficiency for proposed
antenna

Figure 22 shows the simulated radiation efficiency for proposed antenna versus
frequency. For entire circular polarized band, simulation efficiency is within 85–
98%, the maximum efficiency is 97.52% at 1.4 GHz and the efficiency at the center
frequency of CP band is 91.13% at 4.0 GHz, 87.96% at 6.5 GHz and 90.27% at
8.6 GHz, respectively.

Figure 23 shows the radiation pattern for the proposed antenna atϕ=0° (XZ plane)
and ϕ = 90° (YZ plane) for LHCP and RHCP at frequencies 4.0 GHz, 6.5 GHz and
8.6 GHz, respectively. A good LHCP and RHCP can be observed from those figures.

The simulated peak gain of this proposed antenna is 2.16 dBi at a frequency of
8.8 GHz as depicted in Fig. 24, and the peak gain at the center frequency of CP band
is−3.18 dBi at 4.0 GHz, 0.71 dBi at 6.5 GHz and 2.12 dBi at 8.6 GHz, respectively.

4 Conclusion

Atriple-band circularly polarized invertedC-shapedpatch antenna has beenproposed
in this paper. The proposed antenna uses an inverted C-shaped radiating patch that
gives the perturbation of electric field of equal magnitude but in phase quadrature.
These E-fields are the cause of wide CP band at lower resonating frequency. Two
semi-hexagonal notches on the ground plane give wider IBW and CP radiation at
higher resonating frequency. A square closed loop is added on the left side of the
radiating patch. Tuning the loop gives another CP band at middle band frequency.
The proposed antenna can provide three circular polarized bands overwide frequency
bands within the range of simulated result. The ARBW is 270 MHz (f c = 4.01 GHz,
6.75%), 407 MHz (f c = 6.45 GHz, 6.29%) and 368 MHz (f c = 8.57 GHz, 4.29%).
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Frequency = 4.0 GHz
(a) XZ plane (b) YZ plane

Frequency = 6.5 GHz
(c) XZ plane (d) YZ plane

Frequency = 8.6 GHz
(e) XZ plane (f) YZ plane

Fig. 23 Simulated radiation patterns (LHCP and RHCP) in the a, c, e for XZ (ϕ = 0°) and b, d,
f for YZ (ϕ = 90°) planes
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Fig. 24 Simulated peak gain
for the proposed antenna
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Security for Mobile System: 5G

Naresh Kumar, Annu, Karan Verma, Ajay K. Sharma and Shashvat Sharma

Abstract There have been numerous advancements in mobile wireless communica-
tion since the last few decades. This innovation consists of a number of generations
and is still in progress. The journeyofmobilewireless communication startedwith 1G
followed by 2G, 3G, 4G, and under research upcoming generation 5G. In this paper,
an attempt has been made to contribute to the upcoming mobile generation (5G) by
uncovering security risks in the upcoming 5G network and finding vulnerabilities
in the 5G network. We have also thrown some light on the new emerging technol-
ogy 5G, its concept, requirements, features, benefits, and hardware and software
requirements.

Keywords Mobile network architecture · 5G · AKA mechanisms ·MAC

1 Introduction

In allmobile generations [1], security is oneof themost important requirements.AAA
(Authentication, Authorization, and Accounting) is very much needed between user
and mobile network. The mobile wireless generation (G) generally means a change
in speed, frequency, technology, latency, etc. Each generation has some advanced
features which are better than the previous one.

1G is used only for voice calls and is analog in nature, while 2G includes voice as
well as data transmission and is based on digital technology. 3G, however, overcomes
limitations of both the generations and is having enhanced features like increased data
rate, multimedia conferencing, etc. 4G is mainly responsible for the drastic change in
mobile communication system. High voice quality, very low latency, video calling,
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and strong security are the remarkable features of this generation. It is totally IP
based. There were many loopholes in each generation that were solved in successive
generations. The next generation is 5G that will incorporate very high speed for
transferring gigabits of data within a fraction of second, HD video calling, and
stronger security than all the previous ones. There are various features like handling
themobilitymanagement, IoT devices, network function virtualization and software-
defined networking, etc. As in each generation of mobile communication system,
there are always some loopholes that existed in it whether it is speed, synchronization,
security issues, etc. Keeping these factors in our mind, one may find flaws in every
generation of mobile system and can contribute to the system in order to make
changes in upcoming generations. After a rigorous survey of various research papers,
we have found various shortcomings whose solutions can play a major role in the
proper advancement of next generation. So our major objective is to uncover security
risks in the upcoming 5G network and contribute to the 5G system by learning more
about the flaws pertaining to 5G. This paper is organized as follows. In Sect. 2, we
explain the summary of generalized advanced mobile communication architecture
and the procedure how authentication and various mechanisms work. In Sect. 3, we
have briefly given a general summary of 5G architecture. In Sect. 4, vulnerabilities in
protocols used in all preexisting mobile generations are discussed. Finally, we have
proposed architecture for overcoming weakness and then concluded after showing
results.

2 Basic Concepts of Advanced Mobile Generation
Architecture

2.1 Architecture

Generally in all advanced generations of mobile communications, we see the
architecture [2] shown in Fig. 1:

Fig. 1 Generalized
architecture of advanced
mobile generations
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• User equipment (UE) is the mobile device in which SIM (subscriber identity
module) is inserted and that is capable of sending and receiving wireless radio
waves.

• Evolved Packet Core unites voice and data on an Internet Protocol (IP) service
architecture, and voice is treated as just another IP application. It also acts as a
framework for providing converged data and voice on the network.

• eNodeB (evolved NodeB): major part of mobile network UTRAN (Universal Ter-
restrial Radio Access Network). Mobile devices connect with the network through
this eNodeB that acts as the base station.Theyprovide connectivity betweenmobile
station and the radio network.

• MME (Mobility Management Entity) is responsible for controlling the core net-
work. Authentication is basically handled by this unit. It manages session states
and tracks a user across the network. It tracks UE’s location and decides the route
of data packets.

• HSS (Home subscriber server) is basically a database that is capable of storing
the user data and the secret keys. It includes all the needed information regarding
users’ authentication and confidentiality keys.

• P-GW (Packet Data Network Gateway) plays a major role in the interaction of
mobile network with Internet and allocates IP addresses mobile systems. Billing
and policy charging are also maintained by this unit.

• S-GW (Serving Gateway) routes data packets through the access network.
• AAA server takes care of authentication and authorization of user equipment as
well as network.

• PSTN (public switched telephone network) combination of all telephone networks
for public telecommunication.

2.2 Authentication Procedure

For authentication and other security measures, AKA [3, 4] (authentication and key
agreement) protocol is used.

Figure 2 shows the authentication and key agreement mechanism [2]. It involves
authentication from both the sides, i.e., both the mobile station as well as base station
will be authenticated. Initially, UE sends IMSI (international mobile subscriber iden-
tity) to base station which is sent to HSS for connecting through the core network.
Home subscriber server randomly produces a RAND number and generates authen-
tication tokens after passing the RAND and user’s key (specific to UE corresponding
to that IMSI) through a function (applying some cryptography) generally a result of it
is called as XRES (response by network). These tokens include a lot of details about
the results obtained after applying a cryptographic algorithm for RAND number and
many details like sequence number (SQN). After this, MME stores those result and
sends the RAND challenge and various tokens like SQN, etc. to UE so that it can
check for the authenticity of network. After this, it will send its RES (response), and
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Fig. 2 Authentication procedure

SQN is a sequence number that is required for prevention of replay attacks. Then
after getting response,MME compares the result (RES==XRES?) and authenticates
them. Now the other keys like IK (integrity key), CK (confidentiality key), etc. using
which the data to be sent is encrypted and decrypted between mobile device and the
core network. IMSI is a unique number usually fifteen digits, associated with GSM
and Universal Mobile Telecommunications System (UMTS) network mobile phone
users. The IMSI is a unique number identifying a subscriber.

3 Overview of 5G Architecture

A brief overview of 5G architecture [5] is shown in Fig. 3. The advanced base station
for this generation is called gNodeB.
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Fig. 3 Simplified architecture of 5G. Note This is a proposed architecture in meeting #119 January
16–20, 2017, Dubrovnik, Croatia

Similar functions as described in Fig. 1 can be assumed for this architecture too.

4 Vulnerabilities in Preexisting Mobile Generations

Many research works have been suggested in the literature for security flaws and var-
ious contributing factors regarding upcoming generation of mobile communication.

Numerous researchers have proposed new methods to increase the performance.
In [6] paper, it includes various techniques about 1G system that was based on analog
system. It supports data speed of up to 2.4 kbps. At that time, there were cordless
telephones. The major weakness was that it supports only voice. It has low capacity,
poor handoff, less secure, and poor voice link. So, an enhanced security, high speed,
and data services were verymuch required. Then came second generation where data
rate of up to 64 kbps, roaming facility, voice and data services, enhanced security
(A5/A8) was there as described in [7]. But it had some weaknesses too like it does
not support high data rates, had weaker digital signal, andmanymore security issues.

Thus, major advancements described in [8] that came was because of 3rd Gen
Systems that played a major role in raising the living standard of mobile System
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that involved faster data rates, supports multimedia applications such as video and
photography. Value-added services like GPS, video call and video conferencing, and
high-speed mobile Internet access. But due to expensive hardware cost, requirement
of 3G compatible handsets, high power consumption, and themajor problemof “Fake
Station Problem,” a new proposal was very much required that leads service provider
to switch to another need of generation, i.e., “4G.” It is still the most successful and
smooth generation of mobile system as it provides various features like: high voice
quality, streaming media, video calling, very low latency, strongest security, and IP
based. Abdrabou et al. [9] discusses 4G in a very manageable way. But still due to
the fast growth of advancements and modern lifestyle, the aim is to be smarter and
smarter, and it was not enough as due to development of more secure algorithms,
hackers are also becoming more smarter day by day. So there are lots of things that
are needed to be updated like the major vulnerabilities found in [9–11] are: No End-
to-End Security, Mobility Management (signals in bullet trains), and Fake Station
Problem still exist in this generation too. Finally, the proposed solution for these
shortcomings was reflected in [12], and it gave some key points about increasing
performance for fifth generation of mobile system. Key features are: IP based, very
low latency,mobilitymanagement, simpler hardware, jamming solutions, andMITM
attack solutions.

But still some major problems or to be precise, major vulnerabilities still exist.
Attackers with a transceiver can be able to hinder wireless transmission, insert
unwanted messages, or jam messages of high importance.

Major vulnerabilities/challenges in any mobile communication system:

• Jamming: a signal that introduces interference into a communication channel
blocking the incoming and outgoing flow between mobile station and base station.

• IMSI Catching: Initially, whenever UE attaches for the first
time/resynchronization, it sends the IMSI to MME in clear text that can be
captured by attacker.

• Mobility Management: When the call connection is in progress while the mobile
is moving, the network has to follow themobile users and allocate enough resource
to provide continuing service without user’s awareness.

The first challenge is jamming which involves destructive interference of signals
in order to jam the mobile radio signals. Here, a particular range of frequency is
distorted to block the radio waves of mobile station, thereby jamming the incoming
as well as outgoing signals. Generally, we can use techniques like FHSS (frequency
hopping spread spectrum) and DSSS (direct sequence spread spectrum) where the
frequency is constantly changed after an interval of time, and in former technique,
we amplify the frequency with reference to a seed value. In this way, intruder will be
unable to track the operating frequency, and thus, we can prevent it. But it requires
usage of high-frequency band (Fig. 4).

The major vulnerability which we will be discussing here is of IMSI catching,
which compromises user’s authenticity as well as confidentiality. Initially whenever
UE attaches for the first time, it sends the IMSI to MME in clear text which is
sent from MME to eNodeBs and from eNodeBs to UEs. An attacker can request
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Fig. 4 IMSI catching (IMSI sent in plaintext for first attachment)

without awareness of the user by using various social engineering tools and then
trace messages between eNodeB and UE to decode them and fetch the IMSI. There
is also another fault that occurs whenever resynchronization occurs at the time of
handover because at that time also, IMSI is sent in plaintext that can easily be sniffed
by attacker. If at any time synchronization fails, then at that time too, it becomes an
opportunity for an intruder to trace the necessary details.

Clearly, here an intruder, after using any social engineering tool, may be using a
fake base station like SDR (software-defined radios), or Airprobe can make UE to
connect to itself and then that fake station will pretend to be the actual mobile station
for the subsequent station or for the core network.

Another challenge is of handling mobility of UE. In this fast-growing world,
transportation means are also working over various needs like speed, etc. Due to
fast running vehicles, it will be quite challenging to maintain the quality of service
(QoS), meaning that switching of networks so as to let the service continue without
any distortion.

5 Proposed Methodology

There can be two methods to achieve protection against the attack regarding IMSI
catching:

• “Public key cryptography” can be used in order to encrypt IMSI to reduce the
problem of IMSI catching and that particular algorithm which has been used to
encrypt various details can be confidential only to the UE and gNodeB (mobile
station for 5G).

• Every time a mobile SIM try to connect to base station, it can use a temporary
name (pseudonym) of IMSI that will be updated in both the station (home server
as well as mobile SIM), and there will be checking for all updation that will lead to
provide both authenticity and confidentiality. So each time, user will get the new
updated IMSI and will be identified by this identity only.
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Although updating every time, that pseudonym will cost more effort in managing
all the stuffs. So, we have proposed architecture for ensuring security which is shown
below:

Here as shown in Fig. 5, sender and receiver can be considered as that of mobile
station and base station or vice versa. We are assuming that the keys corresponding
to each UE and the base station are already stored in databases. Now whatever the
message sender is sending will be encrypted by applying an algorithm using keys
and will be sent by appending it with its MAC (message authentication code, i.e., a
digest or one-way hash value of message that is unique for a particular message).

Since digest or MAC [13] of a particular message is unique for a particular mes-
sage, thus, if anyone tries to change themessage, itsMACwill also be changed. Thus,
we are appending it to ensure the integrity of data so that data tampering can also be
traced. After this, we have used another encryption using key 2 and generated cipher
2 which will be transferred to the channel which will be decoded at the receiving
end using reverse process and after separating the two, that is, cipher and MAC, we
can again generate this message (with XMAC) and check for the integrity of it by

Fig. 5 Proposed architecture to overcome security issues
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Table 1 Proposed analysis of algorithm

Algorithm Size of data (MB) and corresponding time (s)

Size 0.13 0.65 1.30 2.61 5.23 10.4 20.9

AES 0.14 0.41 0.73 1.45 3.10 7.59 22.70

DES 0.16 0.48 0.88 2.01 3.62 7.35 16.28

Blowfish 0.14 0.40 0.70 1.58 3.18 6.17 12.37

RC4 0.11 0.45 0.83 1.66 4.75 6.76 14.9

Twofish 0.10 0.28 0.51 1.39 2.86 5.32 13.27

comparing it with the previous one. In this way, authenticity and integrity of data are
ensured. IMSI can also be secured using this method. Using this approach, confiden-
tiality, integrity, and authenticity are achieved. Now it will be less efficient if we use
weaker encryption algorithm, so it is very much required that the algorithm used to
encrypt the data should be very much stronger to break it. But another challenge is of
time an encryption algorithm takes to encrypt or decrypt the data. Because a stronger
algorithm will take more time, thus will increase the latency. So an attempt has been
made to find the middle point of that trade-off between the time of encryption and
the level of security an algorithm provides. In this way, security as well as reduced
latency can be achieved.

6 Results

According to the proposed solution given here, various algorithms have been imple-
mented to test various parameters over this architecture. In Fig. 5, different algorithms
can be substituted at the place of variable “Algo.” Then, time spent in encryption
and decryptions of an algorithm are compared with various algorithms used here
(Table 1).

All algorithms are coded in Python and ran on Intel Core i7 @3.4 GHz processor
under Windows 8.1. It can be verified from the graph in Fig. 6 that Blowfish and
Twofish have the best performance among others. And both of them are known to
have better encryption (i.e., stronger against data attacks) than the other ones. Various
factors that indirectly affect the results have not been taken into the consideration.
These readings are taken by keeping link delay/capacity and other factors constant.

7 Conclusion

Protocols used in all the mobile generations were not capable of fulfilling various
demands of security like integrity, confidentiality, etc. due to disclosure of impor-
tant identities like IMSI and various entities. Because of these vulnerabilities, an
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Fig. 6 Comparison results of various algorithms

attempt is made to create authentication mechanism to overcome weaknesses. The
method proposed is more efficient. Analysis is done using CrypTool and Simulation
using Python programming language. According to results, it can be concluded that
Blowfish is better than other ones. It is efficient algorithm in terms of encrypting
time and strength of security. Thus, the issue for IMSI catching can easily be solved
using symmetric key cryptography. Hopefully, this will contribute to solve integrity,
confidentiality, etc. issues in near future.
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Security in Wireless Sensor Network
Using IPsec

Annu Dahiya, Naresh Kumar, Karan Verma, Ajay K. Sharma
and Shashvat Sharma

Abstract As applications of the wireless sensor network (WSN) continuously
increasing, the communications of wireless sensor technologies have become the
most emerging fields of wireless communication technologies. When we use sen-
sor networks in a remote environment, health monitoring, and machine automation,
security of these networks will become the main concern. The main focus of this
work is to make sensor networks secure by ensuring authentication, integrity, and
confidentiality. The proposed approach used IPsec with sensor network protocols.
In this work, IPsec has been used to provide security and integrity for the sensor
network. IPsec, the protocol of the network layer, provides connectionless integrity,
data origin authentication, protection against replay attacks, and confidentiality. In
this chapter, some changes will be made in the IPsec protocol suite for using it with
WSN.

Keywords IPsec (Internet Protocol Security) · SA (Security Association) · SAD
(Security Association Database) · SPD (Security Policy Database) · ESP
(Encapsulating Security Payload) · AH (Authentication Header)

1 Introduction

Wireless sensor networks usually interact with sensitive data or these networks may
be deployed in unattended environments, so it is necessary to ensure these networks’
security [1]. Research work is based mostly on the security of the wireless network.
This research work aims to develop a system which ensures an end-to-end security
and also ensures source and destination authentication. When data is transmitted
between sensor nodes, an attacker can spoof data or attackers capture the legitimate
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nodes and replace them with the vulnerable nodes. The proposed approach provides
a secure tunnel between the sender and the receiver through which data will be trans-
mitted securely. The tunnel also provides security for data spoofing and vulnerable
node attack.

In this chapter, we use the IP datagram security protocol IPsec. Protocols in IPsec
suite interact with one another tomaintain secure private communications across net-
works. IPsec is a protocol of network layer [2]. The network layer is the lowest layer
of the layered architecture which provides the end-to-end security [1]. Network layer
also provides security for the data of the upper layers. IPsec protocol suite consists of
many protocols [2]. The protocols in the IPsec suite are Authentication Header (AH),
Encapsulating Security Payload (ESP), Internet Security Association and Key Man-
agement Protocol (ISAKMP), and Internet Key Exchange (IKE) [3]. ESP provides
confidentiality, authentication, and integrity. And AH provides authentication and
integrity. ISAKMP sets up Security Association (SA) automatically and maintains
cryptographic keys. IKE is a protocol which is used for exchanging security keys;
it is not necessary that we can use IKE within IPsec. Recently, two versions of IKE
are present—IKEv1 and IKEv2—in research work, we are considering IKEv2. The
main difference between IKEv1 and IKEv2 is that two exchangemodes—mainmode
and aggressive mode—are used in IKEv1 and in IKEv2; we have only one exchange
mode. The implementation requires little modification in used protocols for working
efficiently within WSN. We will use sensor network protocols with IPsec.

The remaining work is as follows: Section 2 is related work, and it gives the main
objective of our work. Section 3 provides an overview of IPsec protocol. Section 4
provides comparative study between various protocols. Section 5 is result section.
Section 6 will be dedicated to the conclusion.

2 Related Work

In [3], the author discussed various security flaws in a wireless sensor network. The
author discussed the attacks on various layers of the network like application layer,
transport layer, network layer, and data link layer and also discussed the security
requirement. Security requirements in the network are confidential, the integrity of
data, authentication of the node, authentication of broadcast, freshness, etc.

In [4] also, the author discussed various security threats. Only attacks on the
network layer and data link layer were discussed, whereas other layer attacks were
not discussed. Some of the attacks like Sybil attack, wormhole attack, selective
forwarding, etc., were discussed, and we also got to know about the problem created
by these attacks. And for preventing these attacks, some of the security protocols
like SPINS, LEAP, and TinySec were explained by the author.

In [5], the author proposed a secure key management scheme. In the proposed
scheme, author used elliptic curve cryptography and Diffie–Hellman algorithm.
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The proposed scheme used hierarchical WSN architecture. And at last, author ana-
lyzes security provided by the proposed approach with three main issues of secure
communication—these are confidentiality, integrity, and authentication.

In [6], the author did an extensive survey on security protocols of WSN and
discussed various aspects of protocols. At last, we got to know about the services
provided by these protocols. But it is not clear with the survey which protocol is
better than others like on the basis of energy which one is good and on the basis of
security which one is most secured protocol.

In [1], the author proposed a new approach to enhancing the security of IPsec.
IPsec provides security to the IP packet. So the author proposed a new secure key
exchange mechanism. The key exchange mechanism is based on Diffie–Hellman
protocol. The main benefit from this work is one phase and optimize transmission
time.

In [7], the author discussed the implementation of the Minisec on Telos platform.
TinySec and Zigbee are link layer protocols. But the limitation with Zigbee and
TinySec is that Zigbee provides high-level security while the energy consumption is
also high, and TinySec offers lower energy consumption while the level of security
provided by this is low. The author implemented Minisec which is a network layer
protocol, and Minisec offers high-level security with lower energy consumption.

3 IPsec Overview

As explained in Sect. 1, IPsec [13] is used for protecting IP datagram. IPsec is not
a single protocol, but it is a suite of protocols which contain many protocols for
ensuring end-to-end security.

3.1 Architecture Used

As shown in Fig. 1, IPsec protocols work as follows:
Firstly, sender will send its security association to receiver. And receiver replied

back with own SA. IKE is used for maintaining SA. Then, phase two SA will be
negotiated between sender and receiver.During phase two, general-purpose SAnego-
tiated.After completionof both the phases, data transmissionwill take place.ESP [11,
12] and AH are used for integrity and confidentiality.
Protocols explanation:

• ESP: ESP is one of the protocols of the IPsec suite which is used for providing
authentication, confidentiality, and integrity.

• AH: AH is also used by IPsec for integrity, but the main difference between AH
and ESP is that confidentiality is not provided by AH. So for confidentiality, we
have to use ESP.
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Fig. 1 Security Association
and protocol interaction

• SAD: Security Association Database contains information about the protocol used
like ESP or AH, the algorithm used for exchanging key like Diffie–Hellman, for
encryption used RSA, source and destination addresses.

• SPD: Security Policy Database is used to store information about modes of the
protocols and the lifetime of the Security Association.

3.2 IKEv2 Security Association Establishment

In this chapter, we used one of the IPSEC protocols, IKEv2. For ensuring end-to-end
security, IKEv2 maintains Security Association (SA) between sender and receivers.
Each sender and receiver exchanges six messages at the time of SA. They will
exchange their keys, hashing algorithms, and encryption algorithms used. IKEv2
uses two databases Security Association Database (SAD) and the Security Policy
Database (SPD). All the information about security association and security policies
will be stored in these databases. For more information about IKEV2, read RFC 4306
(Fig. 2).

SPI (Security Parameter Index): We may have multiple sessions with a node. So to
map the IKE packet with the correct IKE_SA, we use SPI.
Next payload: It contains the information about what we have after the header. It is
some data or SA.
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Fig. 2 IKE header format
[10]

IKE_SA sender SPI
IKE_SA receiver SPI

Next       Major              Minor                  Exchange      
Payload    Version          Version                  Type                           Flags

Message ID
Length

Exchange type: It indicates that what we are exchanging. Either it is IKE_AUTH or
IKE_SA_SENDER or IKE_SA_RECEIVER.
Flags: Flag bits are used to indicate specific options for a message. Some of these
bits are X, V, and R.
‘X’: Sender sets that bit to 0 and receiver ignores it when sending the message.
‘V’: This bit clears during sending and ignored at the time of the incoming message.
‘R’: When a message in a response to some previous message, then this bit is set and
ignored in the request message.

3.3 IKEv2 Architecture

IKEv2 works in two phases:

1. Phase one
2. Phase two (Fig. 3).
1. Phase One

In phase one, the two IKE peers sender and receiver establish a secure and authen-
ticated channel between each other with which they will be communicated further.
For establishing a secure tunnel, some information will be exchanged between peers,
and this is called the IKE Security Association (SA).
Algorithm SA establishment

Fig. 3 IKEv2 architecture
[10]
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Fig. 4 IKE phase one
message flow [8, 9]

Step 1: SENDER → IKE_SA_SENDER (sender sends own SA to receiver) [SA
comprised of information like RSA, DES, AES, Diffie–Hellman, MAC, MODES]
Step 2: RECEIVER→ IKE_SA_RECEI. (receiver replied back to sender) [selection
of methods from sender SA like RSA, Diffie–Hellman, aggressive mode, MAC]
Step 3: After exchanging Security Association between sender and receiver, all the
information will be stored in SAD and SPD.
IKE_SA → SAD, SPD.
Step 4: Keys exchanged and peers authenticated now nodes are ready for data
exchange (Fig. 4).

2. Phase Two

The phase two request or response pair transmits identities IKE_AUTH, proves
confidentiality corresponding to the two identities, and sets up an SA for the first
IKE_SA which was established during phase one (Fig. 5).

4 Comparison of Security Protocols of Wireless Sensor
Network (WSN)

In order to choose the appropriate security protocol for sensor network, this section
gives a comparative study between the different security protocols that can be used.
Because sensor nodes have limited resources like low processing power, small mem-
ory, and limited battery life, our aim is to find wireless sensor network protocol
which would help us to provide authentication encryption, integrity, and also com-
patibility with resource constraints sensor nodes. From all the security protocols,
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Fig. 5 IKE phase two
exchange [8, 9]

we will choose security protocol based upon two criteria. The first criterion is the
energy consumption, and the second criterion is the security. The security protocols
for sensor network are LEAP, SPINS, Minisec, and TinySec. The author of [6, 2]
compares all these security protocols and come to a solution that Minisec is better
among all these protocols in terms of energy consumption and security.
Some of these protocols are:

LEAP (Localized Encryption and Authentication Protocol): It is a key management
protocol which supports secure communication. It also provides authentication and
confidentiality.
SPINS (Security Protocol for SensorNetwork): TheEncryptionmode used by SPINS
is counter mode (CTR). It works with two protocols:

(1) SNEP
(2) µTESLA

SNEP provides data authentication, confidentiality, and data freshness.
µTESLA provides authenticated broadcast.
TinySec: The services provided by TinySec is also similar to SPINS, but the main
difference between TinySec and SPINS is that counter is not used by TinySec. For
encrypting data, TinySec uses Cipher Book Chaining (CBC).
Minisec: It is also a security protocol. But the energy requirement ofMinisec is much
lesser than TinySec, and the security provided byMinisec is high.Minisec uses offset
codebook (OCB) mode for data encryption (Table 1).
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Table 1 Protocols’ comparison [2, 6]

Protocol Encryption Freshness MAC used Key agreement Overhead

LEAP Yes No Yes Pre-deployed variable Variable

TinySec Yes No Yes Any 4 byte

Minisec Yes Yes Yes Any 4 + 3 byte

SPINS Yes Yes Yes Symmetric delayed 8 byte

5 Variation in Protocol

IPsec protocol suite comprises ISAKMP(IKE),AH, andESP for security association,
confidentiality, integrity, and authentication. Instead of using ESP and AH in sensor
network, we will use sensor network security protocols because sensor network
security protocols can also provide authentication, integrity, freshness, MAC, and
confidentiality. Sensor nodes are very small, and processing power and battery power
are not present in a huge amount in these nodes. So sensor nodes cannot withstand
heavy algorithms.

6 Results

In this subsection, we evaluate the performances of our security protocols with regard
to the security and energy consumption. We compare the results to find more secure
and energy-efficient protocols for providing security in sensor network.

Figure 6 shows the energy consumption of various security protocols. We ana-
lyzed energy consumption of security protocols. From the analysis, we got to know
that energy consumption of Minisec is lowest and energy consumption of LEAP is
highest.

Figure 7 shows encryption mode comparison between time and message size. In
Sect. 6, encryption mode used by protocols is explained. Minisec uses OCB mode,
and the time required for OCB encryption is lesser than other encryption modes.

7 Conclusion

The main issues associated with security are ensuring confidentiality, integrity, and
authenticity. This chapter’s aim is to solve these issues in sensor network by using
IPsec. In this work, we used IPsec with sensor network protocols and solved the
issues of confidentiality, integrity, and authentication. In result section, we analyzed
energy consumption and security provided by various protocols. From the analysis,
it can be concluded that Minisec is better than other protocols in terms of security
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Fig. 6 Energy consumption analysis

Fig. 7 Encryption modes

and energy consumption. By usingMinisec with our proposed scheme, we can easily
solve the issues of confidentiality and authentication.
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Analysis of Microstrip Patch Antenna
with Multiple Parasitic Patches
and Shorting Vias for Bandwidth
Enhancement

Venkata A. P. Chavali, Aarti G. Ambekar, Chinmay Kudoo, Mansi Shah,
Amit A. Deshmukh and K. P. Ray

Abstract Analysis of a microstrip patch antenna with multiple parasitic patches and
shorting vias for bandwidth enhancement is carried out in order to identify modes on
the fed triangular patch and parasitic patches to put forth a clear explanation about
the same. Fed and parasitic patches are simulated individually, and then, combined
structure is studied and mode identification is done by comparing overall modal
frequencies with that of the frequencies of individual patches. Also, modified con-
figuration of shorted antenna is proposed which resulted in a simulated bandwidth
of 1056 MHz and measured bandwidth of 1130 MHz.

Keywords Multiple parasitic patches · Shorting vias · Bandwidth enhancement ·
Microstrip patch antenna · Trapezoidal patch

1 Introduction

Microstrip antennas (MSA) are popular due to their low profile, lightweight and
compatible nature. However, conventional microstrip antennas suffer from draw-
backs such as narrow bandwidth and less gain. Several methods have been reported
to enhance the bandwidth of MSAs such as increasing substrate thickness in which
surface wave propagation is observed [1], lowering the dielectric constant using sus-
pended dielectric configurations, using slot cut techniques in which a resonant slot
is cut on the MSA which optimizes the spacing between fundamental mode and
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higher-order modes of MSA enhancing its bandwidth [2–4] and using multi-layer
configurations where parasitic patches are stacked above or below the fed patch to
enhance the bandwidth of MSA, but the overall height of the antenna is increased
[5]. One more prominent technique to realize wider bandwidth is using gap-coupled
techniques where parasitic patches are placed close to the fed patch on the same
layer as that of the fed patch, and by optimizing the space between fed and parasitic
patches, bandwidth can be increased [6–9]. For example, a gap-coupled sectoralMSA
has been reported in [9], enhancing its bandwidth from 1.6 to 12.3% by optimizing
the space between fed and parasitic sectoral patches. In addition to the above tech-
niques, shorting posts can also be inserted in theMSAwhich enhances the impedance
bandwidth of the antenna as shorting posts affect the impedance characteristics of
the antennas, while simultaneously making the antenna compact as shorting achieves
same resonant frequencywith reduced antenna size [10, 11]. In [10], a triangular patch
with V-shaped slot and shorting posts is reported, where bandwidth enhancement is
achieved using shorting posts. In [11], two variations of an equicrural triangular patch
with multiple parasitic patches are reported. In the first antenna, wider bandwidth
(13.8%) is due to the addition of a trapezoidal patch and two triangular patches, and
in the second antenna, the bandwidth enhancement (17.4%) is achieved by inserting
two shorting posts symmetrically in the trapezoidal patch of the first antenna where
feed position is modified. The mathematical expressions for resonant frequencies of
the fed and parasitic patches also have been provided. However, the clear explana-
tion about the modes of the triangular patches and modified modes of the trapezoidal
patch after inserting the shorting posts is not mentioned in the reported paper. To put
forth a clear explanation about the same, analysis of the reported microstrip patch
antennawithmultiple parasitic patches and shorting vias for bandwidth enhancement
is carried out. Further, a modified configuration of the same antenna with enhanced
bandwidth has been proposed and experimentally verified by fabricating the patch.
A close agreement between simulated and measured values is observed.

2 Reported Microstrip Patch Antenna with Multiple
Parasitic Patches and Shorting Vias for Bandwidth
Enhancement

Reported microstrip patch antenna with multiple parasitic patches and shorting vias
for bandwidth enhancement is as shown in Fig. 1a.However, the dotted non-truncated
portion represents antenna 1 with θ = 71°, truncated antenna structure is antenna 2
with θ = 47°, and antenna 2 with shorting vias is considered as antenna 3.

The common parameters of antenna 1, antenna 2 and antenna 3 are h = 1.6 mm,
1r = 4.4, feed radius r = 0.65 mm, L = 36 mm, W = 39 mm, L1 = 18.8 mm, W1

= 1.2 mm and W2 = 0.6 mm. For antennas 1 and 2, feed position is considered at
(−1.3, 0), whereas for antenna 3 feed position is at (−0.8, 0). The truncation length
L5 = 5.4 mm.
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Fig. 1 a Geometry of reported antenna; b return loss plots of antennas 1 and 2 [11]

Fig. 2 a Return loss plot and peak gain plot of antenna 2; b return loss plot and peak gain plot of
antenna 3 [11]

The return loss (S11) plots of antennas 1 and 2 are shown in Fig. 1b, and Fig. 2a
shows return loss and peak gain plots of antenna 3. From Fig. 1b, it is understood that
to reduce the operating frequency, antenna 1 is truncated, and no significant difference
in the bandwidth is observed between antennas 1 and 2 which is approximately
750 MHz. Also, it is reported that 3 resonances are observed in both the antennas
corresponding to fed patch, parasitic trapezoidal and right-angled triangular patches.
The bandwidth obtained after inserting shorting posts is approximately 1000 MHz
as shown in Fig. 2b.

3 Analysis of MSA with Multiple Parasitic Patches

To understand the modal behavior of the antenna initially, all patches are simulated
individually using IE3D software. The individual resonant frequencies are analo-
gized with the frequencies of the peaks observed in the resonance frequency plot
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Fig. 3 a Resonance frequency plots of individual patches; b–g surface current distribution of
individual patches

of combined structure, and by comparing the corresponding surface current dis-
tributions, the modes which are responsible for broadband behavior are identified.
Figure 3 shows the resonance frequency plots and surface current distributions of
individual patches at the frequency values observed in resonance frequency plots.
The modes observed within the simulated frequency range are on truncated trian-
gular patch TM10 at 5.45 GHz and TM12 at 8.42 GHz, on trapezoidal patch TM10

at 4.55 GHz and TM20 at 7.42 GHz and on right-angled triangular patches TM02 at
5.4 GHz and TM11 at 6.88 GHz. These modal frequencies are compared with that
of the resonant peak frequencies and its corresponding surface current distributions
obtained for the complete reported structure as shown in Fig. 4. The first peak of the
complete structure corresponds to TM02 mode of parasitic right-angled triangular
patch, and second peak corresponds to the TM02 mode of parasitic trapezoidal patch.
The simulated result of return loss is shown in Fig. 4a. A bandwidth of about 11%
is achieved, whereas reported bandwidth is 12.6% as shown in Fig. 2b for antenna
2. By comparing resonance modes and return loss plot in Fig. 4a, it is clear that
the modes which are responsible for broader bandwidth are TM02 mode of parasitic
right-angled triangular patch and TM02 mode of parasitic trapezoidal patch as their
frequency values lie within the frequency range of return loss less than −10 dB.
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Fig. 4 a Resonance frequency plot and return loss plot of reported antenna without shorting posts;
b, c surface current distributions of reported antenna at different frequencies

4 Analysis of MSA with Multiple Parasitic Patches
and Shorting Vias

Microstrip antenna with multiple parasitic patches and shorting vias is also analyzed
following the same procedure as mentioned in Sect. 3. The resonance frequency
plots of individual patches are shown in Fig. 5a. The surface current distribution
of trapezoidal patch (A2) only is shown in Fig. 5b–d representing TM10, TM1/2, 2

and TM3/2, 0 modes, respectively. The modes on the remaining patches (A1-fed patch
and A3-right-angled triangular patch) observed to be same as that of the modes are
identified in Sect. 3.

FromFig. 6, it is clear that themodes responsible forwider bandwidth inmicrostrip
patch antenna with multiple parasitic patches and shorting vias are TM02 mode of
parasitic right-angled triangular patch and TM10 mode of parasitic trapezoidal patch
whose impedance is reduced and frequency is increased because of the shorting. A
bandwidth of 544 MHz is noticed from return loss plot as shown in Fig. 6a.

Further, bandwidth is observed to be increased further by modifying the gap
between the fed and trapezoidal parasitic patch to 0.5 mm and shorting probe radius

Fig. 5 a Resonance frequency plot of individual patches; b–d surface current distributions of
shorted trapezoidal patch at different frequencies



204 V. A. P. Chavali et al.

Fig. 6 a Resonance frequency and return loss plot of MPA with multiple parasitic patches and
shorting vias; b, c surface current distributions

Fig. 7 a Fabricated prototype of proposed antenna; b resonance frequency and return loss plot

to 0.6 mm. Fabricated prototype of modified antenna, resonant frequency plot, simu-
lated andmeasured return loss plots are shown in Fig. 7a, b. Resonant frequency shift
toward lower range of frequency is observed. A simulated bandwidth of 1056 MHz
and measured bandwidth of 1130 MHz are realized.

5 Conclusions

Analysis of a microstrip patch antenna with multiple parasitic patches and shorting
vias is presented where modes responsible for wider bandwidth in un-shorted MPA
and shorted MPA are explained in detail. A modified configuration is also proposed
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by varying the spacing between fed and parasitic patches and shorting post radius.
Simulated and experimental results are tallied by fabricating the patch where a close
matching between simulated and measured results is observed.
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Multiband Response Investigation
for Stub-Loaded Right-Angled Isosceles
Triangle Microstrip Antenna

Aarti G. Ambekar, Venkata A. P. Chavali, Chinmay Kudoo, M. Shah,
Amit A. Deshmukh and K. P. Ray

Abstract Two multiband configurations, one using right-angled isosceles triangle
patch included with stubs and another using semicircular patch embedded with a slot
along with stubs fabricated on a thicker substrate of glass epoxy, were reported. The
first configuration gave triple-band operation at 3.5 GHz, 2.45 GHz and 1.96 GHz
with respective gains of 7.5, 7.9 and 5.8 dBi, while the second also gave triple-band
operation at 5.5 GHz, 3.5 GHz and 2.45 GHz with respective gains of 1.8, 1.5 and
1.2 dBi. Conversely, an explanation of resonant modes that results in multiband oper-
ationwas not given for any of the configurations. In this paper, a detailed investigation
explaining the triple-band response of one of the reported works, right-angled isosce-
les triangle patch, is presented using resonance curve plots, return loss plots and its
surface current distributions. It is observed that length variations of stubs integrated
with patch antenna modify the various frequencies modes in such a way that yields
multiband response. The position and dimensions of stubs with given feed result in
matched input impedances at TM10, TM21 and TM30 modes of the triangular patch
those results into triple-band response.
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Keywords Right-angled isosceles triangle · Stubs ·Multiband response ·
Microstrip · Higher-order modes

1 Introduction

Because of various advantages, microstrip antennas are preferably used nowadays in
most of the wireless communication applications. Different shapes like rectangular,
circular and triangular and their variations are used for various configurations of
microstrip antennas [1–3]. For triangular microstrip antennas, resonance frequency
equations can be derived by equating their area with either rectangular or circular
microstrip antennas combinations [4, 5]. A single mobile handset is required to han-
dle various applications like GSM, Bluetooth, WiFi, etc., which require different
bands of frequencies. Hence, a multiband antenna is required in such type of appli-
cations. By embedding a slot or by connecting a stub at proper position, multiband
response can be realized in a microstrip in various antennas [6–12]. In this paper, an
intensive analysis of multiband response of reported right-angled isosceles triangle
patch antenna (RAITMSA) loaded with a pair of stubs is presented using resonance
curve, return loss plots and surface current distributions [13]. The present analysis
explains about the effect of variations in stub lengths on various resonant modes like
TM01, TM10, TM11, TM21 and TM30 of RAITMSA. For verification of the same,
reported antenna is simulated in IE3D and also fabricated and tested. The antenna
measurements were carried, vector network analyzer (ZVH–8), spectrum analyzer
(SMB 100A) and frequency generator (FSC 6), inside an antenna laboratory.

2 Stub-Loaded Right-Angled Isosceles Triangle Microstrip
Antenna (RAITMSA) for Multiband Response

A right-angled isosceles triangle microstrip antenna connected with a pair of
monopoles at the patch edges reported in [13] is as shown in Fig. 1a. The basic
RAITMSA is fabricated on dielectric substrate of glass epoxy with relative permit-
tivity of 4.4. Patch is separated by height of 1.586 mm from the main ground plane.

Fig. 1 a Geometry of
RAITMSA loaded with
stubs; b measured return loss
plot for RAITMSA loaded
with stubs [13]
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Two monopoles are connected, respectively, at the edge of base and height of patch.
For getting the compactness, these monopoles are slightly bent at their edges. Patch
resonates at 3.5 GHz, monopole connected at bottom resonates at 2.45 GHz, the one
connected to height resonates at 1.96 GHz, and the same can be revealed from return
loss plot as shown in Fig. 1b. Main problem with the reported configuration is radia-
tion direction of monopoles, and main patch is in opposite direction. So, the overall
gain of antenna reduces. To overcome this, a reflected ground plane is added below
the main ground plane separated by a height of 5 mm. So, just for increasing, the
gain reflector ground plane is needed. Now, only with main ground plane, both the
monopoles are partly in air without any backing ground plane. But with any backing
ground plane, those finite or infinite monopoles can be treated as simply two stubs
connected to the patch edges. Variations of length of these stubs are responsible for
getting triple-band operation.

For reducing time required for simulation, the reported configuration is simulated
on infinite ground plane using IE3D, and corresponding resonance curve plot is as
shown in Fig. 2a. Three peaks are observed, respectively, at f 1 = 1.28 GHz, f 2 =
2.19 GHz and f 3 = 3.24 GHz corresponding to three bands. As the simulation is done
on infinite, ground plane and stubs are coming out of ground plane which increases
effective dielectric constant, and hence, corresponding frequencies reduce compared
to the reported values [13]. The mode explanation at respective peaks is not given
in reported work. For getting information of excited modes at three peaks, surface
vector current distributions are observed as shown in Fig. 2b–d. From the surface
current distribution, it is clear that lengths of stub affect the current path length and
hence the frequencies of corresponding modes. However, detailed explanation of the
same is not given in reported work [13]. Hence, a detailed investigation is done with
respect to various slit dimensions of the reported antenna giving the explanation of
its effect on modes those result into dual-band response. The same is explained in
the next section.

3 Analysis of Stub-Loaded RAITMSA for Multiband
Response

Analysis of actual reported structure in [13] is startedwith basic RAITMSA as shown
in Fig. 3a. The configuration is simulated for different feed positions as ‘A to D’, and
corresponding overlapped resonance curve is observed in Fig. 3b.

The feed position affects the excitations of number ofmodes and their impedances.
The corresponding current distributions for one of the feed positions are as shown
in Fig. 4a–c. A half-wavelength variation is observed along hypotenuse of patch
that corresponds to TM01 mode while half-wavelength variation is observed along
base and height of patch which corresponds to TM10 mode. For third peak, two half-
wavelength variations are observed along height and base while one half-wavelength
variation is observed along hypotenuse that corresponds to TM21 mode. Proper
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Fig. 2 a Simulated resonance curve; b–d simulated surface current distribution for stub-loaded
RAITMSA

Fig. 3 a RAITMSA; b resonance plots for varying feed positions for RAITMSA
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Fig. 4 a–c Surface current distributions at feed position ‘B’ for RAITMSA

impedance matching can be observed at feed position ‘A’ which is optimized feed
position. Theoverlapped resonance curves for different stub lengths ‘SL’ are as shown
in Fig. 5a, b. Analogous to each peak, surface current distributions are also observed
for each length variations. For one of the stub length variations, corresponding surface
current distributions are as shown in Fig. 6a–d.

For only RAITMSA without stubs, only three resonant modes are observed,
namely TM01, TM10 andTM21. On introduction of stubs at the edges, patch excitation

Fig. 5 a, b Resonance plots for stub length variations for stub-loaded RAITMSA (SL = stub
length)

Fig. 6 a–d Surface current distribution at SL = 4 mm
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Fig. 7 a Return loss plot; b fabricated prototype for stub-loaded RAITMSA

of TM11 and TM30 modes is observed. As the length of stubs increases corresponding
area of patch increases, ultimately current path length increases which reduces the
corresponding mode frequency. Excitation of TM11 mode is not observed for stub
length equal to 12 mm and 16 mm as corresponding patch length does not provide
proper impedancematching for the respective mode. For the optimized configuration
at stub length equal to 16 mm, corresponding to three bands mentioned in reported
work [13], three resonant modes are observed, namely TM10, TM21 and TM30.

The same configuration is fabricated on glass epoxy substrate as per the given
dimensions in [13]. The simulated as well as measured return loss plot and fabricated
prototype are as shown in Fig. 7a, b. Variations in measured and simulated results are
observed because of errors occurring during fabrication of the patch. As the patch is
fabricated on glass epoxy, losses are more; hence, gain is less than 0 dB. Polarization
of the given configuration is remaining linear as the difference between co-polar and
cross-polar levels observed is less than 10 dB.

4 Conclusions

An extensive analysis of a stub-loaded right-angled isosceles triangle antenna loaded
with a pair of stubs designed for triple-band operation is carried out in the present
work. The exploration is carried out using simulated resonance curve and surface
vector current distributions. Basic excited modes are TM10, TM01, TM11, TM21

and TM30. Integration of stubs affects the current path length and effective area of
patch which reduces the corresponding mode frequencies and separates out them
that yields multiband response. Same configuration is fabricated on glass epoxy,
and return plots are verified. This type of study provides insight into functioning of
antennas with stubs. This will also help in designing of similar types of antennas at
different frequency ranges.
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Circularly Polarized Swastik Shape
Microstrip Antenna

Amit A. Deshmukh, Chinmay Kudoo, M. Shah, A. Doshi and A. Mhatre

Abstract Novel design of Swastik shape patch antenna is proposed for realizing
circular polarized response. Two pairs of orthogonal rectangular slots, which realize
swastika shape configuration, yield tuning in between the TM01 and TM10 mode
frequencies of equivalent square patch that along with modified TM11 mode yields
impedance and axial ratio bandwidth of 565 MHz (47.18%) and 43 MHz (4%),
respectively. Proposed antenna yields broadside gain of above 6 dBi over most of the
impedance bandwidth with peak gain close to 7 dBi. Proposed configuration with
given bandwidth and gain characteristics can find applications in mobile base station
communication antennas as well as in personal communication systems.

Keywords Circular polarized microstrip antenna · Axial ratio bandwidth ·
Resonant mode tuning · Swastik shape patch

1 Introduction

In wireless communication systems, antenna forms an integral part of the design
and it is used for signal trans-reception. In practical scenario, signal that arrives
at receiver undergoes multiple paths and due to which as per the ray theory of
electromagnetic propagation, it travels through the different path lengths [1]. Due to
this phase and polarization of the signal arriving at the receiver antenna varies [1].
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Here, the polarization of wave may not remain the same as that of the polarization
of the radiating wave at the transmitter. Due to this varying polarization, circular
polarized (CP) antennas are preferred at the receiver thatminimizes the signal loss [2].
TheCP response in antennas is obtained by using two radiators operating at nearly the
same frequency and amplitude but with space and phase quadrature [2]. Microstrip
antenna (MSA) offers a better low-cost solution here as a single radiating patch
with suitable modifications can realize CP response [3, 4]. While using MSAs, CP
response is realized by using various techniques, to name a few, a use of power divider
network alongwith dual feeds in single patch, a coaxial feed design used in narrow slit
cut MSA, use of modified radiating patch shapes or use of widely reported resonant
slots like, U-slot or pair of rectangular slot which yields design of the E-shape MSA
[4–10]. With any kind of modifications realized in the radiating patch to create three
conditions for CP response, frequency and impedance variations at various resonant
modes take place. Therefore, correct knowledge about the modifications imposed in
the patch on patch resonant modes is needed, as this can lead to design guideline. In
this paper, novel configuration of proximity fed air suspended Swastik shape MSA
realized by placing four rectangular slots on radiating and non-radiating edges of
square MSA (SMSA) is presented. The four-slot positions are selected such that it
realizes optimum spacing between SMSA’s TM10 and TM01 resonant modes which
realize CP response. The axial ratio (AR) bandwidth (BW) of 43 MHz (4%) is
obtained that completely lies inside impedance BW of 565MHz (47.18%). Here, the
impedance BW consists of three resonant modes, namely TM10, TM01 and TM11.
The four slots reduce the frequency of TM11 mode such that it is occupied inside the
impedance BW. Slots also modify the surface current vectors at above-mentioned
resonant modes that yield broadside radiation pattern across impedance BW and
yield gain of above 6 dBi across the same. Across AR BW, the peak gain of above
7 dBi is offered by the proposed antenna. In the proposed design, suspended thicker
substrate is used for overall gain and BW enhancement as well as a systematic
study is presented for highlighting the effects of slots that achieve appropriate mode
frequency inter-spacing to achieve CP response. Simpler parametric formulations for
realizing similar configuration at different frequency are presented.Antenna designed
using the same yields similar CP response. Thus, novelty in the present work is in a
simpler configuration for CP response supported with a detailed study based on patch
resonant modes and parametric formulation for redesigning of a similar antenna.
Antenna discussed here is studied using IE3D, and measurements were carried out
using ZVH—8, FSC 6 and SMB 100A.

2 Swastik Shape MSA

Design of Swastik shape MSA fed using proximity strip is shown in Fig. 1a, b. The
patch is etched on FR4 substrate with parameters, εr = 4.3, h= 1.6 mm, and further,
it is suspended above the ground plane using an air gap ‘ha’. The SMSA length
(Lp) is calculated such that on total substrate thickness of 29.6 mm (~0.115λg), its
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Fig. 1 a, b Swastik shape MSA and its resonance graphs for variation in c lw1, d x1, e ls2 and f y1
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fundamental TM10 and TM01 mode frequencies are around 1200 MHz. To realize
Swastik shapeMSA, two pairs of orthogonal slots are introduced on to the four edges
of SMSA as shown in Fig. 1a. The slots’ position is selected in such a way that they
will realize tuning in between TM10 and TM01 modes of SMSA and also will modify
surface current vector directions at next higher-order TM11 mode. The parametric
study is carried out for variations in slot dimensions, and their impedance graphs are
shown in Fig. 1c–e. For ‘xf ’= ‘yf ’= 20 mm, increment in slot length ‘lw1’, which is
embedded at an offset position of ‘x1’ = 20 mm, does not largely reduce TM10 and
TM01 mode frequencies. Surface current distributions at observed peaks are shown in
Fig. 2a, b. Since SMSA is taken, TM10 and TM01 mode frequencies are nearly equal
and currents exhibit half wavelength variation along patch diagonal length. Due to
TM11 mode, next resonant peak shows half wavelength variation along square patch
side lengths. Variations in slot position ‘x1’ also do not separate out the TM10 and
TM01 resonant modes. To degenerate two orthogonal modes, another pair of slots of
length ‘ls2’ x ‘lw2’ is introduced.

The slots along the horizontal direction reduce TM01 mode frequency, and thus,
two isolated peaks because of TM10 and TM01 modes are observed. The spacing
between them increases with the slot length ‘ls2’. The surface current distribution
with these additional rectangular slots is shown in Fig. 2c–e. At first mode, i.e. TM01,
surface currents on Swastik shape patch are along Y-axis whereas over TM10 and
TM11 modes, current are along X-axis. Thus, CP response will be realized nearer to
TM01 and TM10 mode frequencies. The optimum results for Swastik shape MSA are
shown in Figs. 2f, g and 3a–d. Respective simulated and measured impedance BW
is 565 MHz (47.18%) and 591 MHz (49.27%). The air suspended fabricated design
is provided in Fig. 2g

Antenna gain is above 6 dBi over most of the impedance BW. Across AR BW of
43MHz (4%), gain is larger than 7 dBi. At higher frequencies of BW, gain is reduced
and same is attributed to orthogonal current vectors present atmodifiedTM11 resonant
mode. Radiation pattern exhibits maxima in the plane which is orthogonal to plane of
the antenna. The co- and cross-polarization components are within 3 dB difference.
For feedposition shown inFig. 1a, right-handCP response is offeredbySwastik shape
MSA. Based upon the optimum design discussed, a simpler parametric formulation
for redesigning of Swastik shape MSA is realized. Various antenna parameters are
expressed in terms of TM10 mode guide wavelength (λg) in the optimized design
and they are, lw1 = 0.0586λg, ls1 = lw2 = 0.039λg, ls2 = 0.1173λg, Ls = 0.063λg, hs
= 0.098λg, xf = yf = 0.0782λg. For total substrate thickness (h + ha) of 0.115λg,
resonance frequency equation for RMSA is used for calculating side length of SMSA
as reported in [3]. Here, edge extension length of twice the 0.7 (h + ha) is taken.
Using above parametric equations, the Swastik shape MSA is designed for f TM10 =
950 MHz. Its return loss (S11), gain and AR BW plots are shown in Fig. 3e, f.

Respective values of impedance BW using simulation and experiment are
440 MHz (45.03%) and 444 MHz (46.06%). The AR BW is from 844 to 886 MHz
(42 MHz, 4.86%). Across AR and impedance BW, redesigned antenna offers gain
of above 6 dBi. For substrate thickness (h + ha) of 0.115λg, Swastik shape MSA is
also redesigned for f TM10 = 1500MHz where it offered impedance BW of 664MHz
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Fig. 2 a–e Surface current distributions of observed resonant modes for Swastik shape MSA, its
f optimum return loss (S11) plot and g fabricated antenna

(45.3%)withARBWof 58MHz (4.41%). To prove the above parametric formulation
for 1500 MHz, Swastik shape MSA is also redesigned for total substrate thickness
of 0.1λg. Here, the feeding strip is placed at a height of 0.08λg. With above antenna
dimensions, antenna yieldsARand impedanceBWof 42MHz (3.15%) and 648MHz
(44.1%), respectively. Thus, proposed parametric equations can be used to design
CP antenna at given frequency and on thicker air suspended substrate.
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Fig. 3 a Gain and AR BW plots, b, c polar radiation and d polarization plots for Swastik shape
MSA, e return loss plots and f gain and ARBWplots for Swastik shapeMSA for f TM10 = 950MHz

3 Conclusions

Design of Swastik shape MSA is presented for CP response. An orthogonal pairs of
rectangular slots, tune the spacing between TM01 and TM10 modes on square patch
and along with reduced frequency TM11 mode, yield AR and impedance BW of
43 MHz (4%) and 565 MHz (47.18%), respectively. The antenna offers peak gain of
above 7 dBi. The parametric formulation for redesigning of CP antenna is presented,
which is useful for realizing similar antenna at different frequencies on air suspended
substrate. Thus, novel configuration of Swastik shapeMSAwith detailed explanation
about antenna functioning backed by the design guidelines is the new contribution
in the present study.
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Bandwidth Enhancement of E-shape
and U-Slot Embedded Microstrip
Antenna Using Sectoral Patches

A. A. Deshmukh, Mansi Shah, C. Kudoo, V. Chaudhary and A. Mhatre

Abstract A tapered width designs of E-shape and U-slot embedded rectangular
microstrip antenna is discussed which yields 3–5% increment in impedance band-
width. Further, without increasing the overall patch area, gap-coupled designs of
E-shape and U-slot embedded rectangular microstrip antennas along with narrow
sectoral patches are proposed. The proposed configuration of E-shape patch and
U-slot cut patch yields bandwidth of 272 MHz (31%) and 230 MHz (25.13%),
respectively. These bandwidths are 5 and 3% higher as compared with their respec-
tive tapered width E-shape and U-slot embedded designs. Proposed configurations
yield pattern maximum in the bore-sight direction with peak gain of around 9 dBi.
With the realized bandwidth and pattern characteristics, proposed configurations can
be useful in personal as well as mobile communication systems in 800–1000 MHz
spectrum.

Keywords Rectangular microstrip antenna · Broadband microstrip antenna ·
Gap-coupled design · U-slot · E-shape microstrip antenna · Sectoral shape patch

1 Introduction

In the designs of wireless communication, microstrip antenna (MSA) finds wide
applications because of their numerous advantages [1]. The MSAs were regarded as
narrow bandwidth (BW) antennas since in earlier designs, cavity formed between
the radiation patch and the ground plane possesses higher value of quality factor [2].
However, over last few decades, many techniques have been evolved that enhances
the antenna BW. To name a few, use of parasitic patches in the same layer as that of
fed patch or placed above the fed patch, use of thicker substrate along with modified
feeds, and use of resonant slots which are embedded inside the MSA [2–7]. Out of
these techniques, slot cut method has been widely preferred ahead of gap-coupled
stacked configurations since patch area is not increased. It was believed that slot
introduces second resonant modes nearer to the fundamental mode that increases
BW. But detailed study on slot antenna showed that increase in BW is result of
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modifications in frequency and impedance at orthogonal higher-order modes rather
than a new resonant mode being introduced [8]. The E-shape MSA has been realized
by embedding pair of slots on rectangular MSA (RMSA) radiating edge [7]. Increase
in BW of E-shape MSA as well as U-slot cut RMSA has been realized by tapering
the patch width [9]. With minimal increment in patch area, increase in BW by nearly
3% as well as higher broadside peak gain has been achieved [9]. With tapering of the
width, an empty space is observed around the E-shape modified non-radiating edge
which can be used to increase the BW further.

This paper discusses novel gap-coupled configurations of tapered width E-shape
MSA and U-slot embedded RMSA along with narrow sectoral shape gap-coupled
patches. As sectoral patch occupies the vacant area adjoining the non-radiating edge
of modified E-shape and U-slot embedded RMSA, an increase in overall patch size is
not significant. The BW realized in these designs is a function of sectoral patch radius
as well as its position nearer to the patch non-radiating as well as the radiating edge.
The detailed parametric study is presented for optimizing the configurations. The
design of tapered patch width E-shape MSA with two sectoral patches yields BW of
272MHz (31%)which is nearly 5% higher as compared with design of tapered width
E-shape MSA. A design of tapered patch width U-slot cut RMSA with two sectoral
patches yields BW of 230 MHz (25.13%). This BW is around 3% additional to that
designwith taperedwidthU-slot cut RMSAdesign.As observed amongst the two slot
cut variations, E-shape design with sectoral patches gives higher BW. Two antennas
offer radiation pattern which exhibit maximum in the plane which is orthogonal
to the plane of the antenna showing linear polarization. The E-shape MSA design
yields co-polar broadside peak gain of around 9.3 dBi, whereas U-slot cut design
yields nearly 8.8 dBi of peak co-polar gain. Thus in comparison with E-shape MSA,
U-slot embedded RMSA and their tapered width variation, proposed gap-coupled
designs yields better characteristics in terms of the BW and gain. Thus, novelty in
the present study is in providing simpler gap-coupled configurations with enhanced
antenna characteristics. Configurations in the present paper have been optimized by
using simulation software ‘IE3D,’ followed by the experimental validations. The
N-type connector having 0.32 cm inner wire diameter has been used to feed the
antennas while using square ground plane with side length 35 cm. Antenna testing
using RF instruments like, ZVH—8, FSC 6, and SMB 100A have been carried out.

2 Wideband Gap-Coupled Tapered Width E-Shape MSAs

A gap-coupled design of E-shape MSA using tapered patch width (W & w1) is
provided in Fig. 1a. Dimensions of antenna and frequencies refereed in this paper
are in ‘cm’ and ‘MHz,’ respectively. The E-shape geometry and sectoral patches are
etched on FR4 with substrate parameters as, εr = 4.3, tanδ = 0.02, and h= 0.16 cm.
The etched patch is further suspended above the ground plane using air gap of ‘ha’
cm. Thus, here total substrate thickness is ‘h + ha.’ In this paper, dimensions of
E-shape MSA and substrate are taken to be same as that used in optimum design
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Fig. 1 a Coaxially fed tapered width E-shape MSA along with sectoral patches, their b impedance
graphs, c return loss (S11) plot for tapered width E-shape MSA gap-coupled with single sectoral
patch and their d gain variation over BW for gap-coupled sectoral designs

in [9]. Thus, various antenna parameters in tapered width E-shape MSA are, ‘ha’ =
2.0, ‘L’ = 13, ‘W ’ = 23, ‘w1’ = 11, ‘Ls’ = 7.8, ‘ws’ = 0.8, and ‘y’ = 5.8 cm which
yields BW of 224 MHz (25.8%). Here, first sectoral patch ‘2’ is gap-coupled with
E-shape MSA. The impedance graph for the same is shown in Fig. 1b. In the sectoral
patch, radius (R1) nearly equals half wavelength, i.e., TM10 mode, at the desired
parasitic frequency. Optimum BW depends on ‘R1’ as well as the patch position ‘x1’
along non-radiating edge. The position ‘x1’ changes the coupling as parasitic patch
is being placed nearer to the radiating edge of E-shape MSA where field polarity is
maximum. An optimum response with single sectoral patch is obtained for ‘R1’ =
12.8, ‘x1’ = 4.15, and ‘xf ’ = 3.8 cm which is shown in Fig. 1c. Simulated BW is
256 MHz (29.3%), whereas measured BW is 262 MHz (30.36%). The gap-coupled
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design offers peak gain of around 8.8 dBi as given in Fig. 1d, which same as that
is offered by tapered E-shape patch [9]. Hence to enhance the gain another sectoral
patch is gap-coupled as given below.

The radius of second patch is taken same as that of the first patch. Addition
of second sectoral patch (marked as ‘3’ in Fig. 1a), changes the impedance levels
at TM10 mode of sectoral patch which increases the BW. For ‘x1’ = 3.45 cm, an
optimum response is realized as shown in Fig. 2a. Using simulation, BW is 272MHz
(31.05%) and that using experiment, BW is 275 MHz (31.88%). With same sectoral
patch radius, this BW is slightly higher as compared to single sectoral patch design.

Polar radiation pattern shown in Fig. 2d–g nearer to the band edge frequencies and
across the BW is in broadside direction. Antenna offers peak gain of 9.3 dBi which
is higher than tapered E-shape MSA as well as its gap-coupled design with single
sectoral patch. Similarly, tapered width U-slot cut RMSA is optimized for wide band
response as shown in Fig. 2h. Return loss plots with single and two gap-coupled
sectoral patch designs, fabricated antenna, pattern at band start and stop frequencies
for two sectoral patch design and gain variation in two variations is shown in Figs. 2i
and 3a–h. Simulated and measured BW’s in single sectoral patch design with U-slot
cut RMSA are, 224 MHz (24.45%) and 228 MHz (25%), respectively.

Using single sectoral patch, antenna offers gain of around 7 dBi over complete
VSWRBWwith peak gain close to 9 dBi. Using second sectoral patch, BW and gain
improvemarginally. Here, simulated andmeasured BW’s are 230MHz (25.13%) and
234MHz (25.97%), respectively. Antenna exhibits broadside pattern. In E-shape and
U-slot embedded gap-coupled designs, E-plane and H-plane are along φ = 0° and
90°, respectively, and they offer linear polarization. The maximum of antenna gain
is above 9 dBi due to marginal improvement in aperture area. In comparison with E-
shape and U-slot embedded RMSA designs as well as their tapered width variation,
proposed configurations offer 3–5% increment in impedance BW with increment in
peak gain as well. Thus, simpler wideband gap-coupled designs of slot cut MSAs
without large overall increment in patch size are the novelty in this proposed study.
For realized antenna characteristics, proposed designs will be useful in applications
of mobile communication.

3 Conclusions

Simpler wideband gap-coupled designs of E-shape and U-slot embedded RMSAs
with sectoral patches are proposed. As sectoral patch occupies vacant area adjoining
the coaxially fed MSA, overall increment in size is smaller. In E-shape MSA com-
bination with two sectoral patches yields BW of above 270 MHz (>30%), whereas
similar U-slot cut design offers BW of above 230 MHz (>25%). These BW’s are
3–5% higher as compared with their tapered width variation. Due to increase in
aperture area, gap-coupled designs offer maximum gain of above 9 dBi.
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Fig. 2 a Return loss plot, b, c fabricated antenna, d–g radiation pattern at band start and stop
frequency for sectoral patches gap-coupled with E-shape MSA, h sectoral MSAs gap-coupled with
U-slot cut RMSA and its i return loss plot for single sectoral patch gap-coupled design
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Fig. 3 a Return loss plot, b, c fabricated design, d–g radiation pattern at band edge frequency and
h gain variation over the BW for U-slot cut RMSA gap-coupled with sectoral patches
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Light-Fidelity (Li-Fi), a New Approach
for Internet Inside Running Metro

Ajit Kumawat and D. Sriram Kumar

Abstract Light-Fidelity (Li-Fi) is an emerging technology which would essentially
move the Internet out of your router, and into your light fixtures. Inmobility scenario,
high mobility and limited bandwidth in wireless communication lead to poor quality.
So in running metro trains, it is difficult to give the facility of fast Internet. A cost-
effective solution is light-fidelity (Li-Fi) communication. Visible light will provide
the communication and illumination, both in metro. Which consume less power
compare to the existing fluorescent light sources in metro. We propose the idea of
Li-Fi as a newWi-Fi for metro and give the designing of metro saloon with minimum
number of LEDs. We analyze interference and illumination with passenger position
inside metro saloon and we consider the dimensions and required illumination level
used by Delhi Metro Rail Corporation (DMRC) for metro train for fixing the light-
emitting diode(LED) inside the metro saloon.

Keywords Li-Fi · DMRC · VLC · Light-emitting diode · High mobility · Wi-Fi ·
Interference · Illumination

1 Introduction

Visible light communication (VLC) is well-known technology for indoor commu-
nication in optical wireless. It uses LEDs lights for communication between the
transmitter and receiver. Recent advances in technology have made it possible to
integrate the transmitter and receiver to form a transceiver. For Li-Fi application, the
high-power LEDs can be used to achieve a bandwidth similar to low power LEDs.
High-power LEDs enable data transmission to an increased distance [1]. Li-Fi does
have its limitations. Most notably, VLC has a much shorter range than the radio spec-
trum. The visible light spectrum also cannot transmit through walls or other barriers.
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These disadvantages, however, can be turned into advantages. In a confined space
such as metro, passengers do not have to worry about range limitations orWi-Fi dead
spots. The signal will be available wherever visible light can reach. The space limi-
tations of Li-Fi can also enhance user security because hackers are not able to access
the signal from remote places. Li-Fi offers relief to RF communication through its
huge bandwidth provision and Li-Fi will replace the existing power-consuming light
sources inside metro train and provide illumination as well as Internet inside running
metro. VLC provides frequency range from 430 to 790 THz for communication.
So we get more data rate (Gbps) in visible light communication compare to RF
communication.

1.1 Related Works

A lot of research has been carried on wireless communication in high-speed trains. In
[2], architecture, design, and deployment ofWi-Fi service inside runningmetro trains
have been given. Wi-Fi devices, operating in non-licensed spectrum, were used and
improvement is achieved in signal strength by −20 dB and handover timeout by 2 s.
In [3], instead of ISM band at 2.4 GHz, the frequency of 2.6 GHz has been selected in
order to obtain interference-free measurements with similar propagation properties
and the 2.6GHz021wireless link characterized for threemetro environments (tunnel,
station, and open field) and attenuation have been discussed. In [4], for high-speed
trains (more than 200 km/h), the novel architecture for Seamless Wireless Internet
is given and obtained that the average packet loss during the handoff time is very
small. But in these researches, Wi-Fi is bandwidth limited and less Internet speed.
So the new effective approach to overcome the problems is light-fidelity (Li-Fi)
communication in metro trains. That will provide Internet as well as illumination.
In [4], the applications of visible light communication in railways were discussed.
There was brief explanation of use of Internet in running train by using visible light
communication (VLC). But there was no explanation and criteria for installation of
LEDs for communication and illumination inside the train.

1.2 Our Approach and Contribution

We notice, the metro saloon dimensions used by Delhi Metro Rail Corporation
(DMRC) in designing of M/T car, for our arrangement of LEDs in metro saloon.
To arrange the LEDs inside metro saloon, the concept of finding and fixing of LEDs
inside indoor application were used. The illumination required by DMRC in metro
saloon taken under consideration to find the minimum number of LEDs. In [5], the
general analysis of co-channel interference in Li-Fi attocell network has been shown.
We noticed and analyzed the co-channel interference for a particular application of
metro. We analyze the interference due to changing height between transmitter and
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receiver, when a passenger is seating and in standing position. We also analyzed the
vertical illumination distribution in metro saloon.We calculate the minimum number
of LED inside metro saloon that can provide the required illumination with lower
interference. The latest work for metro environment is going for train to ground com-
munication through VLC [6] and the use of VLC in metro application [4]. So here,
after analyzing these work, we come with the proposal of Li-Fi installation inside
metro.

The arrangement of the paper is as follows. In Sect. 2, we show the current
lighting system in metro saloon with their specification. In Sect. 3, we present the
dimensions of metro saloon as par DMRC data sheets. In Sect. 4, installation of
LEDs is given. In Sect. 5, the analysis of interference is shown. In Sect. 6 the vertical
illumination distribution in metro saloon is shown. In Sect. 7 the challenges faced
by Li-Fi installation in metro are discussed. The paper concludes with Sect. 8.

2 Existing Lighting System

In Delhi Metro Rail Corporation (DMRC)metro trains, light sources used for illu-
mination is fluorescent lights. The power consumption of fluorescent lamp is more
and the lifetime is less than LED [7]. So the effective solution is use of LEDs for
illumination in metro saloon. The specification of the lights such as ratings, aver-
age intensity level, and number of fixtures is given in Table 1. And the component
required to operate the light system with their failure rate given in Table 2. These
specifications are required to install the LED lights inside the metro saloon. While
installation, we need to maintain the illumination level as per specification, inside
the saloon (Fig. 1).

Table 1 Light specification

Component Rating Average intensity Quantity

Fluorescent light 36 W & 230 v ac 300 lux at 1500 mm above floor level 13

Fluorescent light 36 W & 110 v dc 50 lux at 1200 mm above floor level 13

Table 2 Light component
specification

Component Failure rate Dimensions Quantity (kg)

Inverter for
fluorescent
light

50,000 h &
230 v ac

280 × 25 ×
21

13 & 0.20

Inverter for
fluorescent
light

50,000 h &
110 v dc

270 × 65 ×
40

13 & 0.44
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Fig. 1 Shown the light fitting in metro saloon of M/T car, there is total 26 light, In the top view,
white color shows ac supply light and red color shows dc supply light

3 Dimensions of Metro Saloon

In this section, we show the dimensions of metro saloon, used by Delhi Metro Rail
Corporation (DMRC)for metro train in Table 1. And the structure of M/T car with
these dimensions also shows in Fig. 2. We need the area of metro saloon to calculate
the LEDs. So Further we consider these values (Table 3).

Fig. 2 Shown dimensions of metro saloon of M/T car, the top view of metro saloon is represented

Table 3 Dimensions of
metro saloon

Parameter Dimensions

Length of saloon 19,340 mm

Height of saloon 2050 mm

Width of saloon 2950
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4 Installation of LEDs

In this section, we calculate the number of LEDs needed to fix in metro saloon
according to the given dimension and required illumination level. For fixing the
LEDs, we consider the concept of finding and fixing of LEDs inside indoor rooms
or offices. The calculation of LEDs is following as:

4.1 Total Wattage of Fixture

The wattage in total fixture given by, Number of LEDs in one fixture * each LED
watt. Here, we are considering 1 LED of 12 w in every fixture.

4.2 Lumen Per Fixture

The practical LED has luminous efficacy as 90–130 lumens per watt. Here, we are
considering 130 lumens per watt for finding the lumen per fixture which is given by
Luminous efficacy * each fixture’s watt.

4.3 Number of Fixtures

The number of fixture is found by given formula. Here, the required lux (300 lx),
we are considering according to DMRC existing light system. And for maintenance
factor (M.F), we are taking standard value 0.9 and utilization factor (U.F) as 0.85.
The area is calculated by given above metro structure dimensions.

N = Required lux ∗ Area

M.F. ∗ U.F. ∗ Lumen per fixture

The number of LEDs and the distance between LEDs are given in Table 4 and the
final metro saloon model after fixing is shown in Fig. 3.

Table 4 Led lighting fixing Parameter Values

Total number of LED 17

Number of row of fixture 1

Axial and transverse spacing between LEDs 1.16 m
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Fig. 3 Figure showing metro saloon model after fixing LEDs

5 Illumination Analysis

LEDsare used for dual propose of illumination and communication. So in this section,
the distribution of illuminance in metro saloon surface will be discussed. The illu-
minance expresses the brightness of an illuminated surface. The luminous intensity
in angle ∅ it is given as

I (∅) = I (0)cosm(∅) (1)

where ∅ is the angle of irradiance with respect to the axis normal to the transmit-
ter surface, I(0) is the center luminous intensity and m is the order of Lambertian
emission defined as

m = ln2

ln(cos∅1/2)

where ∅1/2 is the semi angle at half illuminance of a LED. The horizontal illumi-
nance/intensity at a point (x, y) and the received power at the receiver are given
(Fig. 4).

Fig. 4 Figure showing
line-of-sight (LOS)
propagation geometry. The φ

and ϕ are the transmission
angle at LED and incident
angle at PD, respectively
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Fig. 5 Graph showing the
illumination level, for two
different position of
passenger, (lx = 0, h = 2.05)
and (lx = 0.5, h = 0.58)
passenger moving in ly
direction

Ehor = I (0)cosm(∅)/k2 . cos(ϕ) (2)

We assume that PD has no orientation toward the LED and surface is parallel to

the ground. So, we have incident angle and irradiance angle same. d =
√
l2x + l2y

denotes the location of user PD from origin and k is the distance between the LED
and a detector surface. Equation 2 can be modified as

Ehor = I (0)cos(m+1)(∅)/k2 (3)

By using the above illumination Eq. (3) and the geometry of the link in Fig. 3,
the illumination equation can be modifying as

I = I (0)h(m+1)(l2x + l2y + h2)−(m+3)/2 (4)

where h is the height from LED access point to floor, I(0) is the center luminous
intensity, and lx, ly positions of passenger.

The consideration for illuminance of LED lighting is required. Generally, illumi-
nance of 250–300 lx 1.5 mm above the floor is required in metro saloon. Further,
we show the illumination variation with movement of passenger or photo detector
(Figs. 5 and 6).

6 Interference Analysis

In this section, we show the interference variation for passenger seating and stand-
ing position. For Li-Fi installation in metro saloon, Li-Fi attocell network is form
because of regular geometry of LED access points. In [5], such a network, the LEDs
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Fig. 6 Graph showing the
illumination level, for two
different position of
passenger, (lx = 0, h = 2.05)
and (lx = 0.5, h = 0.58)
passenger moving in ly
direction

simultaneously transmit on modulated intensities of different colors or light wave-
length, the LEDs transmitting on the same optical wavelength can be considered as
co-channel interference. In the paper, we assume an optical wireless channel, in an
optical link, the channel DC gain is given [8] as:

G(0) = (m + 1)

2πD2
d

Apdcos
m(∅)Ts(�)g(�) cos(�) 0 ≤ � ≤ �c (5)

where Dd is the distance between a transmitter and a receiver, Apd is the physical
area of the detector in a PD, ϕ is the angle of irradiance, ψ is the angle of incidence,
Ts (ψ) is the gain of an optical filter, and g(ψ) is the gain of an optical concentrator.
Here, we considered Ts (ψ) and g(ψ) is 1. �c denotes the width of the field of vision
at a receiver. By using the gain Eq. (5) and the geometry of the link in Fig. 2, the
gain equation can be modifying as

G ia(z) = (m + 1)

2π
Apdh

(m+1)
(
(lx + ia)2 + l2y + h2

) −(m+3)
2 (6)

In [5], by using the gain equation, the signal to interference plus noise ratio, when
height is constant and PD moves in x and y direction is given by,

γ (z) =
(
z2 + h2

)−m−3
ρ(D0)∑+∞

−∞\0
(
(zx + ia)2 + z2y + h2

)−m−3
ρ(Dia) + �

(7)

where � is given as:

� = 4π2N0W

P2
0 (m + 1)2A2

pdR
2
pdh

2m+2
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Table 5 Simulation
parameter

Parameter Seating position (m) Standing position (m)

lx , ly 0.25 0.25

h 2.050 2.050

lz 0.69 1.28

n 0.75 0.75

Fig. 7 Graph showing the
normalized interference
variation with interfering
LED when h = 2.075 and
zz = 0.69

Inmetro, the passenger canmove in x and y directions and the height (z-direction),
also different for different passenger. And passenger can be in seating and standing
positions in metro. So the normalized interference term I∞(z) from Eq. 7 after
consideration of above situation is given as

I∞(z) =
+∞∑

−∞\0

(
(lx + in)2 + l2y + (h − lz)

2)−m−3
(8)

where h is the height from LED access point to floor and lz is the variation in height
according to the position of passenger. Further, we show the graphical analysis of
interference by using MATLAB. The simulation parameter for analysis is given
(Table 5 and Figs. 7 and 8).

7 Challenges

The installation of Li-Fi in metro does face some challenges. Some of them are
discussed in this section.
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Fig. 8 Graph showing the
normalized interference
variation with interfering
LED when h = 2.075 and
zz = 1.28

Noise sources including sunlight and ambient light which is not capable for VLC
is the challenges faced by Li-Fi technology. The ground-to-metro communication in
higher mobility is also a big challenge in Li-Fi. A lot of research has been carried on
that. In [9], a free-space optical ground-to-train communications system is proposed
which consists of optical transceivers placed on the train and along the railway track.
The complexity and the cost involved in integrating this technology in an existing
infrastructure of metro trains is another challenge. These some challenges are to be
overcome before this technology can be fully employed.

8 Conclusion

The results are analyzed in terms of interference analysis with different positions of
user and illumination analysis insidemetro saloon. The illumination level ismore just
below the LED, as height is increased, means the user in seating or standing position,
illumination will change. Passenger in standing position gets more illumination than
passenger in seating position. The illumination level will decrease with respect to
distance. If a passenger moves toward LED, he will get more illumination and if he
goes beyond, the illumination will get decrease. The interference value will become
constant as the interfering LEDs will increase due to the limited field of view of
detector. The effect of the last LEDs on the PD below the first LEDwill be negligible.

The significance ofLi-Fi inmetro is that itwill provide huge bandwidth (300THz),
power consumptionwill be less due to LED, there is no electro–magnetic interference
in VLC like RF communication, and passengers do not have to worry about Wi-Fi
dead spots. They will get signal wherever visible light can reach.
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Throughput Maximization in High-Speed
Train Using Hybrid RF/FSO
Communication System

Ankita Chauhan and Pankaj Verma

Abstract The increasing demand of high-speed Internet in railway communication
is not fully accomplished by radio frequency (RF) technology and free-space optical
(FSO) technology when considered independently. Hence, a hybrid RF/FSO scheme
in high-speed trains is proposed, where RF link can be used as a backup link in case
of poor visibility. The throughput of integrated RF/FSO system is compared with
the free-space optical and RF system individually. The performance of the system
is analyzed through analytical results. In results, the performance of the integrated
RF/FSO system is five times better when compared to RF system or FSO system
independently.

Keywords High-speed trains · Free-space optical communication · Hybrid
RF/FSO network · Switching system

1 Introduction

High-speed trains (HSTs) have become global choice of transportation (HSTs) for a
large number of long-distance travelers. Currently, the HST has attained the highest
speed of 500 km/h [1]. The increase in the use of Internet-connected digital devices
poses a large demand for reliable and fast Internet access in high-speed trains. To sup-
port these demands of wireless communication applications, there is perpetual need
of higher bit rates to drive the developing technologies in the field of wireless optical
communication (WOC) andmillimeterwavelength radio frequency (MMW-RF). The
WOC can be further categorized as free-space optical (FSO) communications, visi-
ble light communications (VLC), and ultra-violet (UV) communications. The FSO
technology is widely used for symbol transference due to higher bit rate, higher trans-
mission reliability, large unlicensed spectrum, cheaper and speedy deployment [2,
3]. Due to high velocity of the train, the system capacity or throughput of free-space
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optical systems for high-speed trains may be much lower than stationary point-to-
point (P2P) free-space optical communication system [4]. However, FSO technology
cannot replace current RF communication systems. The requirement of line of sight
limits the implementation of FSO links [5, 6]. An attractive solution is to build
a wireless system including both FSO and reliable lower-rate RF links, forming
hybrid FSO/RF communication systems. This paper discusses the hybrid FSO/RF
system in HSTs using FSO and MMW-RF communication technologies. Both the
technologies FSO andMMW-RF offer huge capacity (up to a fewGbps) by operating
in the unlicensed free-space optical band and 70 GHz frequencies, at very small cost
[7–9]. Although both links have many common features, they are not affected in
the same way in case of weather and meteorological conditions [10]. For FSO link,
fog is the main attenuation factor and rain does not cause much effects, similarly
RF links (70 GHz) can withstand with heavy rain condition and fog does not cause
any particular effect [8, 10]. The adjunct nature of MMW-RF and FSO links led to
various approaches in hybrid RF/FSO information transmission systems. Such type
of system maintains the high data rate transmissions as well as shows excellent data
link reliability and performance in all weather condition. To analyze the performance
of this system, two types of switching have been used; first individual switching and
second integrated switching. Individual switching schemes are defined by, when to
switch between the two links for different visibility condition to obtain maximum
capacity. In this scheme, total available power is utilized by one link (either FSO or
RF) [11–15]. Authors in [11] obtain the error probability and throughput expression
for the hybrid RF/FSO scheme with two levels of threshold. In a time-varying fading
channel, for hybrid RF/FSO link, the authors in [12] present a closed-form through-
put expression. In [13], the feasibility of RF/FSO is investigated and hybrid link with
the different decoders and encoders is considered. In [14], data rate and link reli-
ability of hybrid FSO/RF scheme are considered. Hybrid RF/FSO communication
system can also be established by multiplexing the data over both the links (FSO and
RF) for high-speed trains (HSTs). But, in above case, the power is equally divided
between both FSO and RF link. This is also called integrated switching [16–18].

In this paper, we have analyzed the performance of hybrid RF/FSO communica-
tion system in HST. The system contains rotating transceiver to minimize the impact
of handover and to combat the effect of atmospheric conditions. Our contribution in
this work is as follows:

1. In this paper, rotational transceivers installed on the ground base stations and
on top of the train to increase the effective coverage area of every ground base
station.

2. Different switching methods for the high-speed train hybrid RF/FSO commu-
nications system have been used. Three transceivers are installed on the train
(one is rotating and two are fixed). During handover, fixed transceiver (FSO sys-
tem) is used to switch from source to target base station and rotating transceiver
(FSO/RF link) is used to make continuous link between ground and train. Thus,



Throughput Maximization in High-Speed Train Using … 245

the users sitting inside the train do not face handover problem. On the other side,
visibility which is less then RF link on the train is used to communicate with the
ground base station.

3. Performance of integrated RF/FSO scheme with RF and FSO link is compared.
4. The MATLAB simulator is used to justify the result.

Further, the manuscript is categorized as follows. In Sect. 2, network architecture
ofHSTs is introduced.The systemmodel for the hybridRF/FSOscheme is introduced
in Sect. 3. Section 4 presents the simulation results, followed by the conclusion in
Sect. 5.

2 Network Architecture of High-Speed Train

Figure 1 shows stratified two-hop network architecture, consisting of radio
frequency/free-space optical transceivers and used to provide high-speed data con-
nection for high-speed train. Inside the train, the handheld devices are connected to
access point and access points are further connected to mobile router by fiber optic
link. Mobile router and three transceivers (rotating RF/FSO transceiver and fixed
transceiver) are connected to the central controller (CC) of the rail via fiber link.
CC is liable for controlling the system to maximize the performance of the network.
The three transceivers (two fixed and one rotating) are fixed at the same place and
position on the train. So, ME, MR, APs, CC, and three transceivers create a mobile

Fig. 1 Network designing of HST
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network. Every base station located near the railway track is connected to a rotating
transceiver (one FSO and one RF). When HST moves along the railway track and
weather is clear then FSO is used to connect to the base station otherwise RF is used.

3 System Model for Hybrid RF/FSO System

3.1 Power Allocation for the Individual Switching Scheme

In this case, the power is fully drained either on the radio frequency (RF) link or on
free-space optical (FSO) link (Fig. 2).

3.1.1 Power Allocation for FSO System

Wefirst develop the systemmodel inwhich radio frequency link used as a backup link
when the quality of the free-space optical link degrades. In the individual scheme, at
any given time instant, only one link (either FSO or RF) is in on mode and the other
one is in idle mode. Received signal for the FSO link can be written as [11]

ψ0 = RX0 J+N0 (1)

Here, J denotes the information symbol having average power V 0
t , N0 is additive

white Gaussian noise (AWGN) with mean zero and standard deviation �n0, and
responsivity of the receiver is represented by R which is assumed to be 1. X0 is the
intensity gain and it is defined as

X0 = X f 0Xl0 (2)

where X f 0 and Xl0 are the atmospheric turbulence and path loss-induced fading
coefficients. The path loss-induced fading coefficient can be written as

Fig. 2 Individual FSO/RF switching system
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Xl0 =
(
erf

(√
F

ψZ
v

))2

e−μ0Z (3)

where F = πD2

4 is the aperture area of the receiver having the diameter denoted by
D, velocity of the train denoted by v, divergence angle of the beam is denoted by ψ

(in radian), link distance is denoted by Z in km, and weather-dependent coefficient
is denoted by μ0 in km−1 given by

μ0 = 3.91

L

(
γ1

γ0

)−q

(4)

Here, L denotes the detectable or visibility distance (in km), optical wavelength is
represented by γ1 (in nm), γ0 is reference wavelength whose value is 550 nm, and q
is a function which depends upon visibility range and obtained by

q = L − 0.5 0.5 ≤ L ≤ 1
0.16L + 0 : 34 1 ≤ L ≤ 6

(5)

Parameter X f 0 is a random variable having gamma distribution, i.e.,

(6)

kp(.) is modified second-order Bessel function of order ‘p,’ gamma function is
denoted by g(.), and parameter c and d are atmospheric-dependent random variable
[19]

c =
[
exp

(
0.49�2

d

1 + 1.11�12/5
d

)
− 1

]−1

(7)

d =
⎡
⎢⎣exp

⎛
⎜⎝ 0.51�2

d(
1 + 0.69�12/5

d

)5/6

⎞
⎟⎠ − 1

⎤
⎥⎦

−1

(8)

where�2
d is the Raytov variance and the SNR of the FSO link received at the receiver

can be written as

SNR = R2V 0
t X

2
0

�2
n0

(9)
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3.1.2 Power Allocation for RF System

Received signal for the RF scheme is written as

Ψ0 = XR J + NR (10)

Here, J denotes the information symbol having average power V R
t and NR is AWGN

with mean zero and variance�2
nR . XR is the channel coefficient which can be written

as

XR = √
XlR X f R (11)

In which XlR and X f R are the path loss coefficient and channel fading coefficient
having Rayleigh distribution, respectively, and XlR can be written as

XlR = St + SR − 20log10

(
4πZv

γR

)
(12)

SR and St are the receiver and transmitter antennas gain, respectively, and Z is the
separation between receiver and transmitter (km), v is the velocity of the train, and
wavelength of RF channel is represented by γR .

3.2 Power Allocation for the Integrated FSO/RF Switching
Scheme

Overall bit rate of the integrated RF/FSO scheme is defined by [20] (Fig. 3)

C = ρ0C0 + ρRCR (13)

in which CR and C0 are the bit rates of RF and FSO channels defined as

Fig. 3 Integrated FSO/RF switching system
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C0 = B0 log2

(
1 + V 0

t X
2
0

�2
n0

)
(14)

CR = BR log2

(
1 + V R

t X2
R

�2
nR

)
(15)

ρ0 and ρR can be 0 or 1 depending upon which link is active at that time instant.

4 Simulation Result

This section aims to present analytical and numerical results of the system described
in Sect. 3. We developed a MATLAB code to study the performance evaluation of
the defined network. In Table 1, we discuss the necessary relevant parameters for RF
and FSO systems [13].

Results are obtained for all links FSO, RF, and integrated FSO/RF individually.
We consider a point-to-point (P2P) integrated RF/FSO system, and the separation
between the receiver and the transmitter is denoted by Z and bandwidth of FSO
system is assumed to be 1 Gbps and for RF channel it is 100 Mbps and velocity of
the train is assumed to be 350 km/hr.

Table 1 Parameters of RF
and FSO subsystems

FSO subsystem

Parameter Symbol Value

Wavelength γ1 1550 nm

Beam divergence angle Ψ 2 mrad

Noise variance �2
n0 10−14 A2

Receiver aperture diameter D 20 cm

Refractive index structure
parameter

C2
n 10−15 m

3
2

Responsivity R 1 A/W

RF subsystem

Noise PSD �2
nR −114 dB/MHz

Receiver antenna gain SR 44 dBi

Bandwidth BR 100 MHz

Transmitter antenna gain St 44 dBi

Carrier frequency fc 60 GHz
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Fig. 4 Maximum capacity
versus transmitted power for
different schemes (for Z =
3 km and visibility = 5 km)

4.1 Comparison Between Three Different Schemes for Same
Distance

As shown by the graph, the maximum capacity for the integrated RF/FSO system is
greater than that of individual case. This graph is plotted for fairly good visibility and
the value for ‘L’ is assumed to be 5 km. For a given visibility condition, integrated
FSO/RF system always outperforms the individual system (Fig. 4).

4.2 Comparison Between Three Different Schemes for Same
Transmitted Power

As shown by the graph, when the value of Z (distance between receiver and trans-
mitter) increases, the maximum capacity for all schemes decreases. The maximum
capacity of the integrated RF/FSO system is greater than other two schemes. For
a fairly good visibility condition (L = 5 km), there is a little difference between
integrated RF/FSO system and FSO system.

5 Conclusion

The complementary nature of millimeter wavelength radio frequency link and free-
space optical link led to various ways in developing the hybrid RF/FSO system for
transmission of data. Power allotment problem for both the cases (for individual link
and for integrated FSO/RF link) is discussed in this paper. Mathematical results tell
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Fig. 5 Maximum capacity
versus distance for different
schemes (for Vt = 0.5 W and
visibility = 5 km)

that the supremacy of the integrated RF/FSO system over the individual system is
so remarkable such that the integrated FSO/RF scheme always defeats individual
system for visibility as poor as five times lower than individual system (Fig. 5).
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AMiniaturized Printed UWB Antenna
with Sextuple Stop Bands Based
on U-Shaped Slot Resonators and Split
Ring Resonators for IoT Applications

Avichal Sharma, Priyanka Agrawal, Nikhil Mishra, Saurav Kumar Sinha
and Mayur S. Raut

Abstract In this paper, a miniaturized modified UWB antenna operating at sex-
tuple rejection bands for use in Device-to-Device communication, wireless sensor
networks, microwave imaging sensing applications, and Internet of things (IoT) is
presented. This paper proposes a design inseminating four U-shaped rectangular slot
resonators on the radiating patch and placing two split-ring resonators (SRR) near the
50 �. Crostrip feed line-patch junction of the traditional stair-cased ultra-wideband
(UWB) antenna. The proposed antenna is printed on a low profile substrate Rogers
RO5880 with dielectric constant 2.2. The simulated and measured results show that
the traditional ultra-wideband (UWB) antenna specimen delivers a wide impedance
bandwidth from 3 to 10GHz. The presented antenna design possesses eminent return
loss performance (−15 dB < S11 < −35 dB) for all operating frequencies and high
rejection characteristics across all stop bands with an omnidirectional farfield radi-
ation pattern (6.22 & 7.75 GHz) and good radiation efficiency (80% Typ.) over
the entire frequency band except at the stop bands due to SRR & CSRR technique
implementation in reference antenna; Furthermore, radiation patterns, surface cur-
rent distributions, reflection coefficient and VSWR (1 < VSWR < 2) of the proposed
antenna at the corresponding center frequencies of the operating bands are delineated
in the paper.

Keywords Sextuple rejection bands · Slot resonator · Split ring resonator
(RSRR) · Omnidirectional · Frequency notching · Internet of things (IoT) · UWB

A. Sharma · P. Agrawal
ZinZout Teletech, Pune, India
e-mail: avichal.sharma@zinzouteletech.com

P. Agrawal
e-mail: priyanka.agrawal@zinzouteletech.com

N. Mishra (B) · S. K. Sinha · M. S. Raut
Sinhgad Institute of Technology, Lonavala, India

M. S. Raut
e-mail: mraut.sit@sinhgad.edu

© Springer Nature Singapore Pte Ltd. 2020
V. Janyani et al. (eds.), Optical and Wireless Technologies, Lecture Notes
in Electrical Engineering 648, https://doi.org/10.1007/978-981-15-2926-9_28

253

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-2926-9_28&domain=pdf
mailto:avichal.sharma@zinzouteletech.com
mailto:priyanka.agrawal@zinzouteletech.com
mailto:mraut.sit@sinhgad.edu
https://doi.org/10.1007/978-981-15-2926-9_28


254 A. Sharma et al.

1 Introduction

With the advent of UWB technology, new doors have been unlatched for expo-
nentially growing wireless communication systems. In 2002, U.S. Federal Com-
munication Commission (FCC) authorized 7.5 GHz bandwidth ranging from 3.1
to 10.6 GHz. Since then ultra-wideband (UWB) systems has been commercially
deployed in fields of wireless communication systems, imaging radar and localized
systems because of wide impedance bandwidth, high gain radiation characteris-
tics, high channel capacity, low power spectral density with high data rates [1, 2].
Wideband antennas has become an appealing challenge in research and develop-
ment of wireless communication systems [3]. Among the UWB Antenna systems
in the recent literature survey, experiments has been conducted using a low-profile
small microstrip monopole [4] planar antenna technology along with defected or
partial ground structures to extend bandwidth and performance making it usable for
device to device (D2D) communication, IoT based applications, microwave image
sensing applications and bio-medical applications (early-stage cancer detection) [5]
and WBAN systems etc. [6, 7]. Several miniaturized CSRR to CSRR coupled quad-
notchbandbasedUWBantennawas proposed to obtain rejectionbands [8] atmultiple
wireless applications includingWiMAX,WLAN, 4G/LTE and ITU8GHz frequency
bands.

In this work, a highly compact 50 � microstrip-line fed printed sextuple ultra-
wideband (UWB) antenna using a combination of the U-shaped slot resonators
evolved from complementary split ring resonators and the split-ring resonator (SRR)
[9] for rejecting the WiMAX, INSAT, lower WLAN, upper WLAN, and ITU 8 GHz
wireless communication frequency bands [10, 11]. For the initial design, a traditional
stair cased design reference UWB antenna is designed and fabricated to operate
within the desired 3.1–10.6 GHz UWB frequency band. Then, the reference UWB
antenna is modified for the proposed sextuple band-notched UWB antenna to reject
the 3.55, 4.55, 5.25, 5.75, and 8.25 GHz bands for WiMAX, INSAT, lower & upper
WLAN, and ITU Telecommunication 8 GHz frequency bands, respectively. To opti-
mize the dimensions of the SRR and RCSRR based U-shaped slot resonators, a
commercially available 3D-EM software, CST Microwave Studio is used. The pro-
posed antenna design with sextuple stop bands is fabricated, and the measurements
are presented for the verification. Finally, the design process in relation to the return
loss, VSWR, antenna farfield gain, farfield directivity, surface current density and
radiation pattern are described in detail. Sextuple frequency stop band operation at
3.50, 5.25, 5.75, 7.55, and 8.25 GHz frequency bands of the proposed antenna design
has been achieved by amending the UWB characteristics achieved in the proposed
system because of introducing U-shaped slot resonators and Rectangular Comple-
mentary Single Split Ring Resonators on the top side of the substrate plane, the
proposed antenna size is quite miniaturized (29 × 30 × 0.8 mm3) for use in portable
IoT applications.

The remaining of this paper is organized as follows. In Sect. 2, the geometri-
cal analysis and design approach for designing proposed antenna is presented and
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discussed in detail. Also, performance and discussion of simulated results are dis-
cussed in detail. Section 3 reviews measurement setup and experimental results of
the proposed and the reference UWB antenna, with conclusions is drawn in Sect. 4.

2 Antenna Design

The structural design of the proposed UWB antenna starts with the use of traditional
stair cased structured reference UWB antenna as the radiating element to operate
within the desired UWB frequency band. The structure of proposed antenna design
is fabricated onRogersRO5880 substratewith thickness 0.8mm, relative permittivity
of 2.2 and loss tangent tanδ of 0.0009 as shown in Fig. 1. A modification has been
done to the traditional UWB antenna to efficiently notch the interfering frequency
bands that fall within the operating UWB frequency band.

The objective is to obtain rejection bands at 3.55, 4.55, 5.25, 5.75, and 8.25 GHz
bands for a conventional UWB antennawithU shaped slots and rectangular split-ring
resonator (RSRR) for rejecting the WiMAX, INSAT, lower WLAN, upper WLAN,
and ITU 8 GHz frequency bands.

Lsub

Wf 

Lf 

L1 

L3 

L2 

Wsub 

W4 

W3

W2

Lgnd

Ws1

Ws4

Ws3

Ws2

Ls1

Ls4

Ls3 Ls2

W1 

(a) (b)

Fig. 1 Proposed antenna geometry layout a front view, b rear view
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2.1 Design Equations for the U-Shaped Slot Resonator
and Ring Resonator

For the initial design of theRectangularCSRRonpatch plane, the lengthLa andwidth
Wa in Fig. 1a [4, 12], the desired notched band frequency ( fnotch) design equations
are given by Eq. (1):

La + 2Wa = λg

2
+ c

2 fnotch
√

εeff
(1)

εeff = εr + 1

2
+ εr − 1

2

(
1 + 12h

w f

)−0.5

(2)

where, λg is the guided wavelength at the desired frequency, εr is the relative dielec-
tric constant of the substrate, fnotch is the desired stop band frequency, and c is the
speed of light. The effective dielectric constant can be calculated from Eq. (2), where
Wf is width of Microstrip feedline and h is the height of the substrate. Parametric
simulations have been performed to obtain the optimal width of the Rectangular
U-Shaped Slots.Ws equals 0.3 mm.

For the initial design of the Rectangular Single Ring SRR of horizontal axis length
Lx, vertical axis length Ly and width of the SRRWs in Fig. 1b, Eq. (3) has been used
to calculate the desired notch frequency for the resonators:

2(Lx + Ly − 2Ws) = λg

2
= c

2 fnotch(2)
√

εeff
(3)

where fnotch (2) is the desired resonant notched band frequency for the Rectangular
U-shaped Slot Resonators, and λg is the guided wavelength at the desired frequency.

The dimensions of both reference and proposed antenna with description is listed
in Table 1.

The prototype of the proposed antenna is also fabricated as shown in Fig. 2e.

2.2 Parametric Study

See Fig. 3(a–f).
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Table 1 Antenna design specifications (according to Fig. 2)

Parameter Value (mm) Description Parameter Value (mm) Description

Lsub 30.00 Length of
substrate

Ws1 12.40 Width of slot 1

Lgnd 9.00 Length of ground Ws2 9.00 Width of slot 2

Wsub 29.00 Width of substrate Ws3 6.70 Width of slot 3

Wf 3.00 Width of feed line Ws4 5.90 Width of slot 4

Lf 10.30 Length of feed
line

Ls1 11.00 Length of slot 1

W1 25.00 Width of patch 1 Ls2 9.00 Length of slot 2

W2 2.75 Width of patch 2 Ls3 8.40 Length of slot 3

W3 1.75 Width of patch 3 Ls4 7.80 Length of slot 4

W4 6.50 Width of patch 4 Ws 0.30 Slot thickness

L1 10.50 Length of patch 1 Lx 3.40 Width of CSRR

L2 4.30 Length of patch 2 Ly 4.40 Length of CSRR

L3 3.50 Length of patch 3 g1 0.30 Gap of CSRR

Fig. 2 Prototype of the reference and proposed antenna. a Traditional UWB antenna (front view);
b Proposed antenna (front view); and c the reference and proposed antenna (rear view)

2.3 Experimental Results

2.3.1 Simulated Input Voltage Standing Wave Ratio (VSWR)

We have used commercially available EM solver Computer Simulation Technology
MWS to optimize and characterize SRR and CSRR dimensions for better perfor-
mance. The proposed sextuple band-notched UWB antenna is simulated using CST
MWS simulator. VSWR (Voltage Standing Wave Ratio) of the presented antenna
design is 1:2 for all operating frequencies at 3.0, 3.95, 4.90, 5.25, 6.22 and 7.75 GHz
as depicted in Fig. 4a which reports minimum reflection coefficient and exceptional
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Fig. 3 Design steps of the proposed antenna with the corresponding reflection coefficient results
at each stage. The left column shows the antenna structure under design at different stages b Step
1: adding notch at worldwide-interoperability for microwave-access (WiMAX; 3.50 GHz); c Step
2: adding notch at Indian National Satellite (INSAT; 4.55 GHz); d Step 3: adding notch at the
lower wireless local area network (WLAN; 5.25 GHz); e Step 4: adding notch at upper WLAN
(5.75 GHz); f Step 5: adding notch at ITU 8 GHz (8.25 GHz)
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Fig. 3 (continued)
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Fig. 4 Simulated VSWR of the presented sextuple band-notched UWB antenna

filtering characteristics for wireless applications including WiMAX, INSAT, lower
& upper WLAN, and ITU 8 GHz frequency bands, respectively.

2.3.2 Antenna Farfield Gain & Directivity (Radiation Efficiency)

The simulated antenna farfield gain radiation efficiency and realized antenna gain are
presented in Fig. 5c at 6.22 and 7.75GHz frequency, which shows proper suppression
occurs in the primary radiator represented by the antenna gain aswell as at the antenna
input in the form of the impedance mismatch at the notched bands. Also, simulated
farfield directivity has been illustrated in 6d for the reference and proposed antenna
at 6.22 and 7.75 GHz frequency.

Fig. 5 Farfield radiation pattern & farfield gain measurement setup for the reference and proposed
antenna at 6.22 and 7.75 GHz frequency
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Fig. 6 Farfield radiation pattern & farfield directivity measurement setup for the reference and
proposed antenna at 6.22 and 7.75 GHz frequency

2.3.3 Surface Current Distributions

To further evaluate the sextuple band-notching function resulting from R-CSRR
based U-shaped slot resonators and RSRR, the surface current distributions for the
proposed antenna have been simulated at 3.55, 4.55, 5.25, 5.75, and 8.25 GHz.
As shown in Fig. 7b, notch band current density is more strenuous at slot

Fig. 7 Surface current distribution pattern of the proposed antenna at the corresponding center
frequencies of the notched bands a 3.55 GHz; b 4.55 GHz; c 5.25 GHz; d 5.75 GHz; e 8.25 GHz
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resonators which emanates drastic impedance mismatch around the resonant
frequencies producing sextuple rejection bands in the spectrum.

3 Conclusion

In this work, a novel miniaturized sextuple-mode 50 �. crostrip-fed ultra-wideband
(UWB) antenna with high rejection performances across all notch bands is proposed
using four U-shaped rectangular slot resonators and two rectangular split-ring res-
onators (RSRR). By simply adjusting dimensions of U-shaped slots and RSRR, the
six rejection bands have been allocated in the conventional UWB antenna at 3.50,
4.55, 5.25, 5.75, and 8.25 GHz with notched bands showing high rejection character-
istics were measured using vector network analyzer (VNA) (Model No. VNAMaster
MS2025B, make Anritsu). The simulation results of the proposed antenna specimen
from CST MWS were verified practically using Vector network analyzer. There is
a slight frequency shift in the rejection bands of proposed antenna. The dimensions
of the slots have been found to be a key tuning knob to achieve the desired notching
frequencies. With such compact size, the simulated results of the proposed antenna
correspond well with the measurements. The antenna possesses a roughly omnidi-
rectional radiation pattern with a desired gain elimination at the notched-bands over
the entire operating band. Hence, the proposed antenna will be the most suitable
candidate to be used in Device to Device (D2D) communication, wireless sensor
networks, and IoT applications.
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Design of Half Adder Using Electro-Optic
Effect in Mach–Zehnder Interferometer

Manisha Prajapat, Ankur Saharia and Ghanshyam Singh

Abstract This paper demonstrates the effective applicability of electro-optic effect
for the implementation of half adder using Mach–Zehnder interferometers (MZIs).
Performance enhancement using electro-optic switch implemented usingMZIs based
on titanium-diffused lithium niobate (Ti:LiNbO3) functioning as waveguide medium
at 1.33 μm wavelength is detailed in the work. The design implemented consists
of three MZIs giving optimized operation in terms of low insertion losses, high
extinction ratio and low switching voltage. Further, the titanium strip thickness and
the arm gap between waveguides of the electrode regions were varied and analysis
of the device performance has been done. Mathematical description of the device
operation is also included, and the obtained results of MATLAB simulations and
beam propagation method applied were compared and verified.

Keywords Mach–Zehnder interferometer (MZI) · Electro-optic effect · Beam
propagation method (BPM)

1 Introduction

Electro-optic MZI has been widely used in optical systems recently due to high-
speed operation requirements. They find wide applicability due to their inherent
advantages of reliability and high-speed switching capabilities which makes them
competent candidates in next-generation optical networks [1]. In the field of opto-
electronics, high-speed communication has been achieved by virtue of low com-
plexity offered by these devices where optimization plays a major role in the fast
processing of optical data [2, 3]. For high-speed telecommunication systems, optical
logic gates require significant elements as they have to achieve various functionali-
ties in optical signal processing like switching, regeneration, addressing, multiplex-
ing/demultiplexing, decision making, computation, coding/decoding and so on [4].
MZI switch is designed using titanium-diffused lithium niobate because of which
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high speed of operation above the 40 Gb/s at long-haul optical transmission system
[5, 6], large capacity, transverse electric field in the direction of propagation, zero
residual birefringence, less complexity and high EO coefficient for less switching
time can be attained [7].

Different types of materials and their configurations have been examined in this
work to get the desired all-optical switches. For this purpose, thematerials should pos-
sess high nonlinearity characteristics, low operating voltage to ensure quick response
times and low switching losses in switching operation [8, 9]. Further, thermo-optic
effect and electro-optic effect can also be employed. To put it in a nutshell, half
adder using MZI based on titanium-diffused lithium niobate is a novel design and by
varying the thickness of Ti strip and arm gap insertion loss and ER are calculated,
respectively. In this paper, a half adder is being simulated using the beam propaga-
tion method. In Sect. 2, an electro-optic effect of MZI switch is discussed. Section 3
describes the mathematical equations of the sum and carry outputs of half adder. In
Sect. 4, implementation of half adder is described and results are verified by MAT-
LAB simulation. Furthermore, in Sect. 5, the experimental results demonstrating
insertion losses (ILs) involved and extinction ratio (ER) for varying thicknesses of
Ti strip and interferometer arm gap have been discussed, and Sect. 6 concludes the
work done.

2 MZI Schematic and Principle of Operation

The refractive index of the light propagating through the arms of the interferometer
faces a change on application of an electrical voltage. This variation in refractive
index introduces phase shifts in the lights propagating through them which lead to a
resultant output port switching. This transduction phenomenon is widely named as
electro-optic effect where the light at the output port switches with application of an
input bias. The schematic layout of 2 × 2 MZI switch used in simulation analysis is
shown in Fig. 1.

When the phase change is π, then the corresponding applied voltage is denoted
by Vπ which is given as [3]

Vπ = λ

n3
1

r

d

L
(1)

The device performance can be modeled by the IL and ER involved, where IL is
the ratio of output power with respect to the input given by [3]

IL(dB) = 10 log10

(
Pout
Pin

)
(2)

The ratio of circuit ON state power to OFF state output power gives the ER and
is given by [3]
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Fig. 1 Structure of MZI

ER(dB) = 10 log10

(
Pon
Poff

)
(3)

3 Mathematical Equations of Half Adder Output

Figure 2 depicts the layout used to structure the proposed half adder. Half adder is
a combinational circuit in digital electronics which adds two 1-bit binary digits and
generates two bits where one bit is sum, obtained by XOR operation, and the other
is carry bit generated by AND operation.

Mathematical equation for normalized power of MZI single-staged circuit can
be effectively used for normalized power evaluation at the output ports of MZI-2
and MZI-3 [3, 4]. In this work as shown in the figure, output ports 3 and 1 (Fig. 2),
respectively, have been used for evaluation. The output power at both the output ports
can be evaluated utilizing the following equations:

Fig. 2 Block diagram of half adder
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Equations (4)–(6) are solved using the assumptions given below

�ϕMZI1 = π
Vπ

A

�ϕMZI1 = π
Vπ

B

�ϕMZI1 = π
Vπ

B

⎫⎪⎬
⎪⎭ (7)

Signal A is controlling MZI-1, and Signal B is controlling MZI-2 and MZI-3. At
second electrode, each MZI 0.00 V voltage represents logic 0 and 6.75 V voltage
represents logic 1.Hence, the following expressions for sumand carry of the proposed
half adder can be obtained as:

Output port 3 (XOR logic for sum of half adder) =
∣∣∣OUT1MZI2
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Output port 1 (AND logic for carry of half adder) =
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4 Implementation of Half Adder

4.1 Implementation of Half Adder Using MATLAB

To implement the half adder, three MZIs were used, as represented in Fig. 2. At the
input of MZI-1, the optical signal is applied and its both output ports as shown in
the figure are connected directly to MZI-2 input ports. In MZI-2, one of the output
ports, the bar port is connected to the first input port of MZI-3 and other, and the
cross-port is taken as the output port of the circuit giving the resultant sum of the
half adder circuit implemented (XOR operation). The carry generated by the circuit
can be obtained at bar port as shown in the figure which is the first output port of
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Fig. 3 Simulation results of implemented half adder using MZIs

MZI-3. Figure 3 shows the results of MATLAB analysis of the implemented half
adder. The first and second rows in Fig. 3 represent the input control signals A and
B, respectively, used in the simulation. The third and fourth rows denote the outputs
obtained which are the sum and carry obtained through XOR and AND operations.

4.2 Implementation of Half Adder Using BPM

Proposed half adder structure can be analyzed using the beam propagation method.
Ti:LiNbO3 channel waveguides are used to define the optical propagation imple-
menting the half adder operation. The design and simulation parameters used are
given in Table 1.

In simulation analysis, transparent boundary conditions (TBCs) have been
employed with 1000 mesh points involved. Transverse magnetic field polarization
has been used in the simulation analysis, and 0.5 and 1.3 are the scheme parameter
and propagation steps used. The results of simulation using BPM are shown in Fig. 4,
where the half adder is seen to give acceptable results through proper selection of

Table 1 Parameters used in
design of proposed device

Parameters Value or modal of parameter

Wavelength (λ) 1.33 μm

Electrode separation (d) 6 μm

Substrate refractive index (n) 1.47

Electro-optic coefficients (r) 3.66 × 10−10 m/V

Interferometer arm length (L) 10,000 μm
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Fig. 4 Layout of proposed half adder

control signals. The operating principle of the proposed structure can be well mon-
itored using the truth table, Table 2. The results of simulation-based analysis have
been compared with the BPM results for its validation and verification as shown in
Figs. 4 and 5.

Table 2 Inputs and outputs at port ends of MZIs

Control/input
signals

Outputs

A B Port 1 (C = A AND B) Port 2 Port 3 (S = A XOR B)

0 0 0 1 0

0 1 0 0 1

1 0 0 0 1

1 1 1 0 0

Fig. 5 Results of the half adder using beam propagation method
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5 Study of Different Parameters Influencing
the Performance of Half Adder

5.1 Impact of Ti Strip Thickness on IL and ER

Impact of Ti strip thickness on power performance of the half adder has been inves-
tigated by varying the thickness of Ti strip from 0.05 to 0.09μm and graphs are plot-
ted between the extinction ratio vs the thickness of titanium strip and insertion loss
vs thickness of titanium strip. And we obtain the highest value 28.68 dB of extinction
ratio and lowest value of insertion loss 0.024 dB at the 0.05μm thickness, we increase
or decrease the titanium thickness, the extinction ratio will be low, and insertion ratio
will be high.

5.2 Impact of Arm Gap on ER

In this, the arm gap, i.e., gap between the waveguides in the electrode region, is
varied from 31 to 35 μm and variation in the output power of the half adder has been
studied. Figure 6 depicts the results obtained in this analysis, where the variation of
ER with increase in arm gap is plotted. The highest value of ER attained is 29.97 dB
when arm gap of 32 μm is considered and ER is found to decrease as we increase or
decrease the arm gap (Fig. 7).

Fig. 6 a Variation of ER with increase in thickness of Ti strip and b variation of IL with increase
in thickness of Ti strip
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Fig. 7 Variation of
extinction ratio with arm gap

6 Conclusion

In this paper, electro-optic effect has been used in realization of half adder circuit
using MZIs and beam propagation method has been used for simulation. The advan-
tage of the proposed design is that it requires less number of components than those
implemented using SOA-MZI [10]. The results have been compared and verified
using MATLAB simulations. The impact of Ti strip thickness variation and arm gap
between the waveguides on the device performance has also been analyzed via evalu-
ation of IL and ER. It can be concluded from the analysis that optimum performance
of the device can be ensured when an arm gap of 32 μm and Ti strip thickness of
0.05 μm are chosen. The values of ER and IL are obtained theoretically; the lowest
value of IL obtained in this work is 0.024 dB, and themaximum value of ER obtained
is 26.86 dB.
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Dual-Band Plasmonic Filter Using
Nanoslit-Loaded Ring Resonator

Yazusha Sharma, Rukhsar Zafar, Ravi Jangir, Ghanshyam Singh
and Mohammad Salim

Abstract Plasmonics plays a key role in dealing with the demerit of the diffraction
limit which is offered by traditional optical-based devices. Here, we have investigated
a simple plasmonic dual-band optical filter that operates on desired optical band.
The filter is based on metal-dielectric-metal (MDM) waveguide in order to facilitate
sub-wavelength confinement. The MDM waveguide is coupled to nanoslit-loaded
ring resonator. The presence of nanoslit excites the special mode in the resonance
spectrum, known to be Fano modes, and by varying the position of slit, resonance
can be tuned accordingly.

Keywords Plasmonics · Dual-band filter · Metal-dielectric-metal (MDM) ·
Sub-wavelength confinement

1 Introduction

In optical communication system, several transmission bands are defined and stan-
dardized by IEEE or ITU to support different applications. The E band is typically
avoided to curtail the effect of large transmission losses. E band shows high absorp-
tion peak for water content. Wavelength-division multiplexing technique is being
used by several applications to carry multiple wavelengths in order to enhance the
bandwidth. In the current era of optical network, S, C and L bands are being used
thoroughly due to their properties of inhabiting low optical losses in glass fiber [1].
Therefore, most of the optical devices or networks are designed to operate in this
desired band. The optical fiber possesses the tremendous advantage of transferring
the signal worldwide with extreme speed, but the transmitter and receiver end of
optical communication unit is prone to O-E-O conversion [2, 3]. This conversion
is the stumbling block in high-speed optical communication system because data
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needs to be converted before (after) transmission (reception). The high latency dur-
ing conversion is directly related to complexity. This latency can combat if all-optical
devices are designed [4]. In this regard, photonics and its devices have emerged as
a key technology to felicitate the optical/photonics on-chip integrated circuits [5].
Recently, several optical devices and components based on Plasmonics is the area
of the current research [6]. Plasmonics is an approach that studies the interaction
phenomenon of optical signal with dielectric/metal interface. Plasmonics deals with
two sub-branches: propagating plasmons and non-propagating plasmons [6, 7]. Plas-
monics has the inherent advantage of combining the merits of high-speed photonics
with electronics at chip-scale [7]. This fascinating feature of Plasmonics helps to
utilize special optical features that deal with the signal confinement far beyond the
diffraction law [6–9]. The MDM (metal-dielectric-metal) waveguide of multiple
interfaces-based propagating plasmon is considered as the best candidate to design
many optical waveguides to be applicable in on-chip designing such as filters, de-
multiplexers, buffers and sensors. [10–14].Awideband optical bufferwith ultra-large
delay bandwidth product is reported recently which uses MDM plasmonic waveg-
uide [15]. Mirnaziry et al. investigated stubs-based plasmonic filter and also gave
its theoretical analysis [16]. Therefore, MDM-based plasmonic waveguide shows
potential in realizing optical/photonic-based ICs [12–16]. In this paper, we have uti-
lized a similarMDMwaveguide and simulated a dual-band optical filter that operates
on desired optical band. The geometrical parameters are adjusted so that the device
can be designed to operate at desired band (S, C and L). Waveguide geometry and
result analysis are discussed in the next sections.

2 Geometry and Design Parameters

The cross-sectional view and refractive index distribution of the proposed structure
are depicted in Fig. 1a, b. The structure comprises a resonating ring waveguide which
is coupled with a metallic nanoslit. The resonator is excited through a Gaussian-
modulated field centered at 1550 nm.

Fig. 1 a Cross-sectional
view of the proposed
geometry with following
assumed parameters:
w (width of MDM
waveguide) = 50 nm,
r (radius of ring waveguide)
= 150 nm and slot
dimension 50 nm × 50 nm

Silver Air

input output

Metallic slit 

w

w

w
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MDMwaveguide is coupled to a ring resonator and thewidth ofMDMwaveguide,
and the ring is kept same for transferring maximum power fromMDMwaveguide to
resonator. The structural parameters are as: width of the MDM waveguide and ring
resonator (w = 50 nm) and radius of ring resonator r = 150 nm (average of radius
of outer circle and inner circle). The dielectric material of MDM waveguide and the
resonator is chosen to be air medium (n = 1), and the metallic portion is opted to be
silver. Its frequency-dependent relative permittivity is characterized by Drude model
[17]:

εm(ω) = ε∞ − ω2
p

ω2 + iτω
(1)

where ε∞(= 3.7) is the dielectric permittivity, ωp(= 9.1 ev) is the bulk plasma fre-
quency, τ(= 0.018ev) is the electron collision frequency andω. the angular frequency
of the incident wave in vacuum. However, silver suffers from a serious limitation of
being rapidly deteriorated, but the ohmic losses associated with the silver are smaller
as compared to other metals.

3 Simulation, Result and Discussion

The structure is simulated using 2D finite difference in time domain (FDTD)method.
The grid sizes in the x and z directions are chosen to be �x = �z = 2 nm, and
the time step is set as Courant condition. When a p-polarized wave is given as
input to MDM waveguide, SP mode is excited which propagates tightly along the
dielectric/metal interface [18]. The transmission spectrum for proposed structure is
shown in Fig. 2. The transmission spectrum spans over a broad frequency band giving
two peaks (≈ 1550 and 1650 nm) and one notch near 1600 nm.

The nanoslit available in the ring resonator is responsible for notch frequency.
The resonance pattern shown in Fig. 2 is generally known to be Fano resonance
which arises due to the introduction of asymmetry in the perfect structure. Figure 3
explains the magnetic field distribution for the simulated structure. It is depicted that
an extra mode is excited by placing a metallic slit. This mode interferes with the
existing modes and suppresses the transmission to a minimum value as shown in
transmission spectrum. It is the interesting phenomenon of Fano resonance that it
can be tuned by changing the structural parameters [2, 19, 20]. The phenomena of
resonance tuning by changing the structural parameter of MDM plasmonic waveg-
uide are reported recently [20]. The notch or band-stop frequency can be shifted to
the desired frequency by shifting the position of nano metallic slit. Mode profile and
transmission spectrum for different positions of nanoslit are shown in Figs. 3 and 4,
respectively.

It is clear from transmission spectrum that notch frequency experiences blueshift
by changing position of metallic slit (in the order 270◦ −180◦ −90◦ −0◦).One more
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Fig. 2 a Transmission spectrum. b Magnetic field distribution for the proposed structure

Fig. 3 Magnetic field distribution for variation in position of metallic slit (θ = 0◦, 90◦, 180◦)
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Fig. 4 Transmission
spectrum of proposed
structure for different
positions of metallic slit
calculated using FDTD
method

important feature of Fano resonance is the asymmetry associated with the resonance
spectrum [21]. Therefore, asymmetric nature of resonance can also be tailored along
with the tuning of resonance wavelength.

Thus, the proposed structure of ring waveguide with metallic slit proves to be
quite helpful in tuning the operating frequency band or notch frequency to the desired
operating frequency. This opens the wide application area that includes plasmonic
filter, de-multiplexer, sensor, etc.

4 Conclusion

A dual-band optical filter has been simulated that operates on desired optical band.
The optical fiber possesses the tremendous advantage of transferring the signalworld-
wide with extreme speed, but the transmitter and receiver end of optical communi-
cation unit is prone to O-E-O conversion. This conversion is the stumbling block in
high-speed optical communication system because data needs to be converted before
(after) transmission (reception). The high latency during conversion is directly related
to complexity. This latency can combat if all-optical devices are designed. Plas-
monics plays an important role in realizing all-optical devices. Therefore, a MDM
waveguide-based optical filter is proposed. The resonator used in the structure is ring
waveguide which is coupled with metallic slit. The presence of the metallic slit in
the waveguide excites the special modes known as Fano modes. These modes show
quite asymmetric behavior, and the value of transmission coefficient drops to zero
at the vicinity of resonance. The resonance frequency of Fano mode can be tuned
by controlling the position of metallic slit. The desired operating band and notch
frequency can be selected by rotating the position of metallic slit. This unique fea-
ture opens the avenue in desired application area which includes plasmonic filter,
de-multiplexer, sensor, etc.
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Forward Error Correction
Codes—Reed–Solomon and LDPC
for OFDM Over the Optical Fiber
Communication Systems

Usha Choudhary and Vijay Janyani

Abstract In this paper, authors have compared the performance of two popular
optical FEC codes, Reed–Solomon (RS) and low-density parity-check (LDPC), to
improve the performance of an OFDM over the optical fiber communication system.
Both RS and LDPC codes improve the BER performance at receiver with different
laser power levels. For received optical power 3 dBm, RS coded OFDM shows BER
(2.32 * 10−14), LDPC codedOFDMshows (1.39 * 10−15), whereas BER recorded for
uncoded OFDM for this laser power range is (9.17 * 10−12). Data array size in LDPC
is almost two times compared to RS code and uncoded OFDM. Required optical
power at receiver (receiver sensitivity) for laser power 0 dBm for uncoded OFDM
(18.89 dBm), RS coded OFDM (13.88 dBm) and LDPC coded OFDM (12.69 dBm).
LDPC outperforms in almost every aspect like decoder complexity, processing delay,
BER and can be selected for improvement in nonlinearity and dispersion issues for
closely spaced subcarriers in ODFM for optical fiber.

Keywords OFDM · LDPC · Reed–Solomon · BER

1 Introduction

Orthogonal frequency-division multiplexing (OFDM) over the optical fiber is capa-
ble to reduce the dispersion (chromatic, polarization mode and intermodal) in the
medium, very similar to the mitigation of ISI in wireless channel [1–3], if sufficient
guard length or cyclic prefix length is provided. In case of optical fiber channel,
most important challenge for transmission of OFDM is high peak-to-average power
ratio (PAPR). High input power raises the nonlinear effects in fiber material that is
basically a dielectric material and the effective refractive index changes with input
power level [4]. Nonlinearity in optical fiber results in spreading of the frequency
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spectrum of optical pulse resulting in four-wave mixing (FWM), inelastic scatter-
ing (SBS, SRS) and these have a interrelation with chromatic dispersion (CD) and
polarization mode dispersion (PMD) [5]. Closely spaced orthogonal subcarriers are
affected differently so the overall bit error rate (BER) will be influenced by the worst
affected subcarriers. Forward error correction (FEC) codes will help to improve the
error performance as well as larger code length permits the use of slower speed
opto-electrical components [6]. Two very popular FEC codes Reed–Solomon (RS)
and low-density parity-check (LDPC) codes with OFDM for optical fiber systems
are compared in this paper regarding total power transmitted and BER performance.
Paper is organized as follows: Sect. 2 covers the optical OFDM, Sect. 3 is about dif-
ferent FEC schemes, Sect. 4 is for simulation and results, and finally the conclusion
is presented in Sect. 5.

2 Optical OFDM

An overlapped spectrum of orthogonal subcarriers makes the OFDM one of the most
bandwidth efficientmulti-carrier schemes.N orthogonal subcarriers can be generated
with single digital signal processor (DSP) unit that calculates the N point IFFT of
mapped symbols [7] and this DSP provides a range of flexibility in network param-
eters without any major change in existing hardware and network setup. Incoming
bitstream is first mapped with PSK or QAM modulation and then converted in par-
allel form to calculate N point IFFT. N point IFFT x(n) of any sequence x(k) can be
written as

IFFT{x(n)} = 1

N

N−1∑

n=0

x(k)e
j2πkn
N , n = 0, 1, . . . N − 1 (1)

Here, k = log2M, for M-ary modulation scheme. Similarly, FFT is calculated at
receiver side to demodulate the OFDM signal. OFDM gives best spectral efficiency,
eliminates the ISI because of multipath as well as it makes PAPR very high and
it is very sensitive for phase and frequency offset because it may cause the loss
of orthogonality among the carriers and reception is highly erroneous. OFDM in
optical domain was first demonstrated more than 30 years later to its first study in
RF channel [8] because of two major obstacles: first, OFDM signal is bipolar in
nature, whereas optical signal should be unipolar, and second, OFDM is basically
coherent detection scheme, whereas most of the optical fiber networks were direct-
detection type. Addition of sufficient DC bias to OFDM signal to make it unipolar
and clipping the negative polarity of OFDM signal are two basic methods to resolve
the first issue, whereas coherent OFDM in optical domain is a complex system
but it helps to mitigate the dispersion very effectively and makes the dispersion
management simpler that can be included inDSP sectionwithout need of extra optical
components like DCF, FBG and OPC [9]. If guard interval or cyclic prefix interval
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in OFDM symbol is larger than total possible dispersion or temporal broadening of
optical pulse, inter symbol interference (ISI) can be avoided almost completely [6].
So OFDM in optical fiber domain comes with some extra challenges and provides a
future possibility for flexible, very high speed and adaptive data link setup.

3 Forward Error Correction Codes

Message bits (k) are converted into codeword (n) bits to add the redundancy that helps
to recover the message after attenuation and distortion throughout the transmission
channel, code rate is defined asR= k/n [10]. In optical domain, first-generation codes
were mainly BCH/RS codes, whereas RS (255, 239) was more popular for long haul
communication systems.Combination of different codeswas experimented in second
generation and third generation mainly includes turbo codes and LDPC codes [6].
In case of OFDM, we would like to select the FEC scheme that can improve the
BER performance in presence of nonlinearity in optical fiber channel. RS code is
basically a concatenated code and it may be classified in burst error-correcting codes.
These codes can be applied to high speed transmission up to 40 Gbps. RS codes RS
(255, 239) were first choice for optical fiber communication as it transmits at Gbps
range that suffers with intra channel nonlinearity and is quite prone to burst error
[11, 12]. LDPC code first proposed by Gallager in 1960 has become a favorite FEC
for real-time high speed transmission. LDPC has a large size generator matrix that
has very low density of 1’s; with number of 1’s per column and per row constant.
This is a soft iteratively decodable code that performs much better regarding BER,
decoder complexity and maximum possible channel capacity [13–15]. In this paper,
the performance of both RS (255, 239) and LDPC (64800, 32400) is compared with
an OFDM transmitted signal over optical fiber. It is demonstrated how inclusion
of a particular FEC affects the BER performance and required power for given
reference BER. Figure 1 shows a direct-detection OFDM with FEC for optical fiber
communication system.

4 Simulation and Results

Performance analysis for uncoded OFDM and OFDM with FEC as RS (255, 239)
and LDPC (64800, 32400) is observed with simulation tool Optsim 2017.03 and
MATLAB. OFDM generation with 100 point IFFT, QPSK symbol mapping, with
and without FEC encoder is done with MATLAB and final data is sent over the
electrical input of MZM optical modulator for transmission over the fiber. Data
stream with length (32400,1) is generated for initial input to LDPC encoder as we
would like to make a similar base for all three schemes so same data length is used
for uncoded OFDM and RS encoder, although for completing the message symbol in
RS encoder padding of some zero bits is done as last bits. After generation of coded
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Fig. 1 Block diagram for an OFDM system with FEC over the optical fiber channel

and uncoded OFDM signal, the size of data array that finally feeds the electrical
recorder in Optsim is observed and normalized electrical power transmitted to optical
modulator is calculated. Electrical power is calculated by squaring and summing the
each data element. Unipolar OFDM is generated by adding the bias. Figure 2 shows
the schematic setup for simulation and Fig. 3 is electrical signal that comes from
recorder to optical modulator.

Fiber span is a combination of two fiber sections as D− and D+ with dispersion
coefficient −40 and 20 ps/nm/km and length of 2 km and 4 km, respectively [13].
Optical signal is received at sensitivity receiver with PIN photodetector, bit rate
10 Gbps, −3 dB two sided bandwidth 300 GHz, reference BER 1 * 10−12 and
receiver sensitivity under test conditions−23.93 dBm. Simulation results show BER
at received optical power that is recorded for laser power as variable (−3 dBm to +
3 dBm). Electrical recorder at receiver sends the data to MATLAB for demodulation
and decoder. For comparison of all three types of OFDM uncoded, RS code and
LDPC code, we also observed the required optical power at sensitivity receiver for
pre-decided reference BER. Table 1 shows the simulation parameters.

Simple OFDM sends data array size (20250,1) for electrical input to optical mod-
ulator, RS-OFDM sends (21750,1) and LDPC-OFDM sends (40500,1). Normal-
ized power calculated by squaring and summing the data array (Electrical power =
sum(x2)) and it comes 1.5 * 10+3, 2.02 * 10+4, 1.072 * 10+4, respectively, for uncoded
OFDM,RS-OFDMandLDPC-OFDM. FEC code increases the total transmitted data
length (n > k) as well as total transmission power is also increased. In second case,
if we keep the total optical power transmission constant than the inclusion of FEC
decrease the energy per bit that results very low value of Eb/No per bit [10].

Figure 4 compares the total optical power required at sensitivity receiver with
respect to laser power varying from−1 dBm to+3 dBm for all three types of OFDM
and Fig. 5 is comparison of BER at received optical power at receiver.
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(a) Uncoded OFDM (b) RS coded OFDM (c) LDPC coded OFDM 

Fig. 3 Electrical signal for different OFDM signals; X-axis: time scale: 2 nsec per unit; Y-axis:
0.1 a.u. per unit

Table 1 Simulation
parameters

No. of IFFT points 100

Cyclic prefix 25

Symbol mapper QPSK

LDPC encoder (n, k) 64800, 32400

RS encoder (n, k) 255, 239

Fiber length 4 km D+, 2 km D−

Laser power −3 to +3 dBm

Reference bit rate 10 Gbps

−3 dB two sided bandwidth 300 GHz

Reference BER 1 * 10−12

Fig. 4 Optical power required at receiver for reference BER 1 * 10−12
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Fig. 5 BER for received optical power at receiver

5 Conclusion

Transmission of OFDM over optical fiber comes with many challenges and doubts
about the accommodation of new technology with existing resources and chances
for commercial success. Advancement in DSP units can handle the scope of flexi-
bility and adaptive system requirements. OFDM with FEC can resolve the issue of
nonlinearity and dispersion much efficiently so we compared two very popular FEC
schemes for optical domain with OFDM. Simulation results show that FEC both
RS and LDPC increase the required optical power at receiver front end still BER is
decreased. LDPC needs almost twice data array size still BER performance is better
when compared to RS code. We can further study the LDPC code for clipped OFDM
also that is quite favorable for low power, slow speed data transmission in an adaptive
data rate channel conditions.
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Theoretical Study of Transmission
Coefficient and IV Characteristic
of Double Barrier GaAs/Ga1−xAlxAs
Heterostructure at Different
Composition ‘x’

Manish Kumar Yadav, Bramha P. Pandey and Dharmendra Kumar

Abstract In this paper, we have theoretically investigated the impact of dif-
ferent composition ‘x’ of the barrier height on transmission coefficient and IV
characteristics of GaAs/Ga1−xAlxAs double barrier heterostructure. In this study,
GaAs/Ga1−xAlxAs based double barrier heterostructure is selected at operating tem-
perature 10 K. The calculated results show that IV characteristic and transmission
coefficient are the crucial measurable quantity to anticipate the double barrier het-
erostructure property. When the height of barrier is less, then the transmission coeffi-
cient and IV characteristics of GaAs/Ga1−xAlxAs double barrier heterostructure are
high. The calculated results are in good agreement with the available reported results
from the other workers.

Keywords Transmission coefficient · Resonant tunneling · IV characteristics ·
Alloy composition · Fermi-dirac distribution

1 Introduction

Recently, the challenges of silicon technology are the quantum mechanical tun-
neling effect, whereas bandgap engineering devices excel in quantum mechanical
effects, thus produces faster switching property of devices [1]. The single layer
of semiconductor is required in silicon technology, whereas a bundle of numerous
nanometer-scale thin films of layer semiconductors having dissimilar bandgap are
incorporated in bandgap engineering devices [2]. Shockley had patented of the BJT
describing the advantages of using junction having multiple semiconductors, while
Kroemer [3] investigated the use of semiconductor heterostructure andCapasso [4, 5]
inspected dubbed ‘bandgap engineering’. The reported previous work has been done
on heterostructure, laid the base for the development of modulation-doped technique
by Dingle [6] and this development is followed by the discovery of high electron
mobility transistor (HEMT) [7].
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A double heterostructure can be formed by introducing a thin layer having narrow
bandgap of a material ‘A’ between two layers of a material ‘B’ with wider bandgap.
When the thickness of the layer ‘A’ is sufficiently thin compared to the de-Broglie
wavelength, it pertains the quantum confinement effect and is known as single quan-
tum well (QW). The appropriate doping in quantum well results thermally generated
intrinsic or extrinsic charge carriers which tried to degrade energy level of the system
and charge carriers accumulated in quantum well [8, 9]. The heterostructure is gen-
erally two forms asymmetric or stepped quantum well [10]. Both types of quantum
well formed through inserting an alloy layer between well and barrier. The simple
double heterostructure is used to form various potential structures such as superlat-
tices, asymmetric or symmetric and double/multiple quantum wells for light source.
The chirped superlattice active region of a mid-infrared laser is most complicated
layer structure till the date [11]. Type-I system possesses the wider bandgap and nes-
tled within the material; therefore, holes or electrons drop into quantum well within
the same layer of material. Type-I system is useful for fast recombination because
charge carriers (electrons and holes) are confined in the same layer of semiconductor
materials. Type-II system in which bandgap of the materials is arranged in such a
manner that the quantum well formed in the active region is in distinct layer of semi-
conductor materials. This results that the hole and electron are confined in different
layers of the semiconductor materials. Type-II system leads to longer recombina-
tion times of hole and electron [12]. The quantum well is made of peculiar layers
of materials having the narrow and wide bandgap semiconductors. The band offset
ratio is the difference in energies of conduction band to the difference in energies
of valence band. The band offset is the most useful experimental values. In earlier
work, growing of thick layers of Al-GaAs [13] or GaAs [14] and broad analysis of
their optical properties of heterostructure quantumwell was done. The quantumwell
heterostructure has wider area of applications including modern electronic devices
such as heterojunction bipolar transistors (HBT), resonant tunneling devices (RTD)
and modulation-doped field-effect transistors (MODFET) and also in optoelectronic
devices and structures such as quantumwell, superlattice optical laser diodes [15–17]
and photodetectors [18].

In this paper, we have theoretically investigated the impact of different compo-
sition ‘x’ of the barrier height on IV characteristics and transmission coefficient of
GaAs/Ga1−xAlxAs double barrier heterostructure. The QWWAD simulation tool is
used and the material properties of this investigation are given in Table 1 [19]. In this

Table 1 Properties of
material used in simulation
setup are bandgap Eg (eV),
electron effective mass (m*),
material density ρ (kgm−3),
lattice constant A0 (Å) and
band alignment

Properties Values

Bandgap Eg (eV) 1.426 + 1.247x

Electron effective mass (m*) (0.067 + 0.083x) m0

Material density ρ (kgm−3) 5317.5

Lattice constant A0 (Å) 5.65(1–x) + 5.66x

Band alignment �VVB = 0.33�Eg, �VCB =
0.67�Eg
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Fig. 1 Structure of GaAs/Ga1−xAlxAs double barrier heterostructure

study, GaAs/Ga1−xAlxAs based double barrier heterostructure is selected at operat-
ing temperatures of 10 K. The calculated results reveal that when the height of barrier
is less, transmission coefficient and IV characteristics of GaAs/Ga1−xAlxAs double
barrier heterostructure are high. The calculated results are in good agreement with
the available reported results from the other workers.

2 Structure Specification

Figure 1 shows GaAs/Ga1−xAlxAs multiple barrier heterostructure. For our cal-
culation, we have studied double barrier heterostructure as shown in box of
above structure. The design has single well (active region) surrounded by two
barriers of Ga1−xAlxAs. The active regions act as an injector. The design has
been theoretically investigated including three different double barrier structure
including 30 Å Ga1−xAlxAs (barrier)/20 Å GaAs (well)/30 Å Ga1−xAlxAs (bar-
rier), 30 Å Ga1−xAlxAs (barrier)/30 Å GaAs (well)/30 Å Ga1−xAlxAs (barrier),
30 Å Ga1−xAlxAs (barrier)/40 Å GaAs (well)/30 Å Ga1−xAlxAs (barrier) based on
different alloy composition such as (x = 0.2, 0.4, 0.6, 0.8) [20].

3 Results and Discussion

In this paper, we have theoretically investigated the impact of different composi-
tion ‘x’ of the barrier height on transmission coefficient and IV characteristics of
GaAs/Ga1−xAlxAs double barrier heterostructure. In this study, GaAs/Ga1−xAlxAs
based double barrier heterostructure is selected at operating temperature T = 10 K.
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3.1 Transmission Coefficient

Transmission coefficient defined as the possibilities of any one electron (when strik-
ing on a barrier structure) will tunnel through structure and contributes current flow
[19]. According to Ferry’s concept [21], transmission coefficient is given by

T (E) =

⎧
⎪⎨

⎪⎩

1

1+
(

K2+k2
2Kk

)2
sinh2(kL)

; E < V

1

1+
(

K2−K ′2
2KK ′

)2
sin2(K ′L)

; E > V
(1)

where K =
√
2m ∗ E

�
, k =

√
2m ∗ (V−E)

�

where E stands for carrier energy, L stands for barrier width, k and K stand for wave
vector.

If E > V, then k = iK ′, where K ′ =
√
2m∗(E−V )

�
; where m* stands for effective

mass through barrier structure, è stands for plank’s constant.
Figure 2 shows transmission coefficient versus energy of GaAs/Ga1−xAlxAs dou-

ble barrier heterostructure for different composition (x = 0.2, 0.4, 0.6, 0.8) at well
width 20 Å, 30 Å and 40 Å, respectively. Figure 2a shows highest transmission coef-
ficient (~1) as well width 20 Å, at electron energy 139.011, 201.696, 246.219 and
277.842 meV for composition 0.2, 0.4, 0.6 and 0.8, respectively. It is inspected that
by keeping barrier thickness fixed, maximum value of transmission coefficient exists
at ‘x’ = 0.2, and also, we have observed when we have changed the composition
of the material, height of the barrier is also changed accordingly, and due to this,
the peak value of the transmission coefficient is also changed. If we increase the
composition ‘x,’ height of the barrier is also increased, and because of this, peak
of transmission coefficient becomes lower and move toward higher resonant energy.
This is because electron tunneling is difficult through barrier having high height and
confinement effect results in increased resonance energies when the barrier height
increase as per Eq. (1) [19].Wehave compared the calculated resultswith the reported
results from other workers which show a good agreement with the reported work
[22–25]. Figure 2b shows highest transmission coefficient (~1) as well width 30 Å,
at electron energy 103.948, 144.081, 168.493 and 184.424 meV for composition 0.2,
0.4, 0.6 and 0.8, respectively. Figure 2c shows highest transmission coefficient (~1)
as well width 40 Å, at electron energy 80.596, 107.468, 122.209 and 131.400 meV
for composition 0.2, 0.4, 0.6 and 0.8, respectively. And, it is also examine that for
composition 0.6 and 0.8 transmission coefficient coefficient becomes high 2nd time
due to the existence of 2nd quasi-bound state. This is because when the thickness of
the well is large, then the electron deep penetrates into the well [19].
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Fig. 2 a Transmission coefficient versus energy for 30 Å Ga1−xAlxAs/20 Å
GaAs/30 Å Ga1−xAlxAs double barrier heterostructure at different composition (x = 0.2, 0.4, 0.6,
0.8). b Transmission coefficient versus energy for 30 Å Ga1−xAlxAs/30 Å GaAs/30 Å Ga1−xAlxAs
double barrier heterostructure at different composition (x = 0.2, 0.4, 0.6, 0.8). c Transmission
coefficient versus energy for 30 Å Ga1−xAlxAs/40 Å GaAs/30 Å Ga1−xAlxAs double barrier
heterostructure at different composition (x = 0.2, 0.4, 0.6, 0.8)
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3.2 IV Characteristics

The number of carriers that tunnel through the double barrier structure at any field
is equal to the current. It is described by multiplying number of carriers with the
probability of specific carriers tunneling at any particular energy [19].

I ∝
∫

band
T (E) f FD(E)ρ3D(E)dE (2)

Integral is done over the density of state having three-dimensional or bulk form,
and energy of carriers and Fermi–Dirac distribution function when the carriers
approaching the structure of barrier which are lies in bulk band.

where f FD stand for Fermi–Dirac distribution function, ρ3D(E) stands for density
of state in (3D) bulk forms, T (E) stands for transmission coefficient [19].

ρ(E) = 1

2π2

(
2meff

�2

)3/2

(E − �E)1/2�(E − �E) (3)

f FD = 1

exp([E − (EF + �E)]/KT ) + 1
(4)

where�E stands for gain in energywith respect to the double barrier center, T stands
for temperature, meff stands for effective mass of structure and è stands for plank’s
constant .

Figure 3a–c shows IV characteristic of GaAs/Ga1−xAlxAs double barrier het-
erostructure for different composition (x = 0.2, 0.4, 0.6, 0.8) at well width 20 Å,
30 Å and 40 Å, respectively. It is observed that when the height of the barrier is less,
then the feasibility of electron tunneling is high, and because of this, transmission
coefficient becomes high, and hence, current andmodulation efficiency also becomes
high.When the barrier height is increased, then transmission coefficient is decreased,
and hence, it is observed that current and modulation efficiency is also decreased.
This is because feasibility of electron tunneling is less due to the barrier having high
value of height as per Eq. (2) [19].

4 Conclusion

In this present investigation, it is concluded that transmission coefficient and IV
characteristic are the crucial measurable quantity to estimate the double barrier het-
erostructure property. This study predicts that at temperature (T = 10K), the less bar-
rier height makes feasible to high electron tunneling. Therefore, transmission coef-
ficient becomes high which results current and modulation efficiency also becomes
higher. When the barrier height increases, transmission coefficient decreases, and
hence, current and modulation efficiency also decreases.
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Fig. 3 a IV characteristic curve for 30 Å Ga1−xAlxAs/20 Å GaAs/30 Å Ga1−xAlxAs double bar-
rier heterostructure at different composition (x = 0.2, 0.4, 0.6, 0.8). b IV characteristic curve
for 30 Å Ga1−xAlxAs/30 Å GaAs/30 Å Ga1−xAlxAs double barrier heterostructure at differ-
ent composition (x = 0.2, 0.4, 0.6, 0.8). c IV characteristic curve for 30 Å Ga1−xAlxAs/20 Å
GaAs/40 Å Ga1−xAlxAs double barrier heterostructure at different composition (x = 0.2, 0.4, 0.6,
0.8)
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Polarization Encoded Multi-logic
Functions with Direct Detection

J. K. Saini, A. Saharia, T. Ismail, I. S. Fahim, M. Tiwari and G. Singh

Abstract In this paper, a new scheme for the realization of an optical logic circuit
using Mach–Zehnder modulators (MZM) with direct detection has been proposed.
Amplitude and phase information of the optical signals have been used for the dif-
ferentiation of optical signals into four different states that can be represented using
two binary inputs, while direct detection has been used for the effective mapping of
these states with their respective binary outputs. The realization of seven logic gates,
two reversible optical logic gates (Feynman and double Feynman gates) and half
adder and half subtractor in a single optical circuit is achieved successfully. High
extinction ratios (ERs) up to 50 dB are obtained while keeping the data rate constant
at 10 Gbps.

Keywords All optical logic function ·Mach–Zehnder modulator · Polarization ·
Vector addition

1 Introduction

Recently, it has been observed that high-speed performance can be achieved by recon-
figurable computing. Next-generation computing systems and optical networks rely
on using high-speed optical logic gates as key elements for the implementation of
signal processing functions [1]. Optical functions like signal processing, data encod-
ing, address recognition, parity checking, counters, etc., necessitates requirement of
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optical–electrical–optical conversions [2–7]. Two schemes based on nonlinear optics
and modulators are of vital importance [8]. Where the first type is considered peri-
odically poled lithium niobate (PPLN) [9], silicon-nanowire [10], nonlinear optical
loop mirror (NOLM), highly nonlinear fiber (HNLF) [11], and semi-conductor opti-
cal amplifier (SOA) [12] are used. But this type suffers from the drawback of the
requirement of high drain current for SOA and its poor speed limit [13, 14]. HNLF-
based logic gates present very high dispersion and nonlinearly chirp noise signal
when used with long fiber length [14]. The second type is Mach–Zehnder modulator
(MZM) and Mach–Zehnder interferometer (MZI) that focused mainly on intensity
information [8, 15].

In this paper, a new scheme for reconfigurable logic circuit has been proposed that
is based onMZMwith a polarization phase shifter. Amplitude, as well as phase polar-
ization of optical signal, has been utilized here along with usage of direct detection
[16] at the output port. The function is easily implemented by adjusting the biasing
of MZM and the phase shift of the optical signal. The advantage of this methodol-
ogy is that different optical logic functions are implemented with the same hardware
that has high scalability and simple configuration. 3-input 3-output hardware circuit
has been proposed with three MZMs, two polarization phase shifters and switches.
Extinction ratio [17] of all the logic function is as high as 50 dB has been observed.
Eleven logic functions including universal gates, other logical and optical gates like
OR, AND, XOR, XNOR, NOT, Feynman, and Double Feynman, and logic functions
likeHalf adder and Subtractor [18, 19] can be realized using threeMZMs and varying
their biasing and phase parameters involved at speed of 10 Gbps.

2 Operating Principle

The circuit schematic as shown in Fig. 1 comprising of the continuous wave laser
(CW laser), three MZMs driven by three binary data input sequences which are
connected in parallel, three photodetectors, two polarization phase shifters, and two
switches. 3-input 3-output ports are designed for different optical logic functions,
and adjustment of input signal amplitude and phase gets used for the selection of the
logic function of interest. The basic formula for an output of MZM is shown below:

|E | = 1

10
I
20

{
cos

[
π

2Vπ

(Vin(t) − Vbias)

]
e j πVbias

2Vπ

}(
ax

bye jθ

)
e jϕ (1)

where I is the insertion loss of MZM, Vπ is the half-wave voltage, V in(t) shows
input signal voltage, and V bias shows biasing voltage of MZM. For a typical 3 ×
3 logic circuit, we can arrange input and output ports according to the requirement
of that particular logic circuit. The 2 × 1 logic gate performs mapping of all the
four combinations of the two binary inputs [(0, 0), (0, 1) (1, 0), (1, 1)] to their
desired/respective output state (0 or 1). The key factor behind this is vector addition.
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Fig. 1 Block diagram for logic gate implantation using MZMs describing operating principle of
logical OR gate a constellation at MZM 1 output, b constellation at phase shifter output, c constel-
lation at MZM 3 output, and d constellation after vector addition. Black dots denote ‘0’ and ‘1’
logic

For half adder, half subtractor, and Feynman gate, we need 2× 2 logic circuit so two
input ports and two output ports are used and the rest are open circuited. For double
Feynman gate, all the three input ports and three output ports are used.

Taking OR Gate, for example, all MZMs are at the null point. Here, we use port-
1 and port-3 for the input signal and port 5/6 for the output signal. So, MZM1 and
MZM3are driven by two different signalswith the same voltages.As shown in Fig. 1a
and c, after passing the two input signals through both theMZMs, they undergo same
polarization phase, so the first signal is passed through the polarization phase shifter
and it gets rotated by 120° (Fig. 1c). The purple and blue dots in Fig. 1d representing
the constellation of combined signal denote all the four input combinations of the
binary inputs. The two combinations of these four signals are detected in the electrical
domain by photodetector thus OR gate is realized. For the NOT gate, port-1 is taken
as the input port and port-4 as the output port. Similar to the realization of the OR
gate discussed, all other logic gates can be configured by adjusting the amplitude
and phase as stated in Table 1. Feynman gate uses port-1 and port-3 as input ports,
and outputs are taken at port-4 and port-5, whereas for double Feynman gate, all
input and output ports are taken. For double Feynman gate, the key is positioned to
port-2. For half adder and half subtractor, 2 or 3 logic functions are needed to work
simultaneously. Here, port-1 and port-3 are used as the input ports and port-5 and
port-6 are used as output ports for both half adder and half subtractor.

For half adder, port-4 works as a sum port and port-6 as a carry port, and for
half subtractor, port-5 works as a difference port and port-6 as a borrow port. For
half subtractor key-1 is switched to position 1 so MZM-2 performs NOT operation,
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Table 1 A configuration of eleven optical logic circuits

S. No. Biasing Polarization phase shift

MZM (1) MZM (2) MZM (3) Phase shift
(1)

Phase shift
(2)

1 NOT +Quad
point

Zero point Zero point 0 0

2 OR Zero point Zero point Zero point 120 120

3 AND Zero point Zero point Zero point 45 45

4 NOR +Quad
point

+Quad
point

+Quad
point

15 15

5 NAND +Quad
point

+Quad
point

+Quad
point

120 120

6 XOR Zero point Zero point Zero point 180 180

7 XNOR Zero point Zero point +Quad
point

180 180

8 Feynman Zero point Zero point Zero point 180 180

9 Double
Feynman

Zero point Zero point Zero point 180 0

10 Half adder Zero point Zero point Zero point 180 45

11 Half
subtractor

Zero point +Quad
point

Zero point 180 45

now A and Ā both are present and XOR & AND operations are operated by shifting
key-2 to position 2. Likewise, 11 logic circuits are realized by adjusting phase and
amplitude of the signal in one circuit.

3 Results Analysis

As shown in Fig. 1a, CW laserwith 10dBmpower, 100 kHz linewidth, and 193.1THz
operating frequency has been employed. The three MZMs in parallel driven by input
binary data of 2 V amplitude get biased and polarized accordingly based on the input
binary data for the realization of different logic gates and functions, the details of
which have been summarized in Table 1. The input signal of 10 Gbps is generated
using the input bit sequence, and the eye diagram detection and waveform recording
has been done by the use of an oscilloscope, the results of which are shown in Fig. 2.
As shown in Fig. 3, ERs of different logic functions have been obtained by formula
as shown below.

ER = 10 log

(
PON
POFF

)
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Fig. 2 Simulation results of all logic function

We consider 10 dBm for ON power and −100 dBm for OFF power of the laser.
As the difference between PON and POFF widens, the receiver can easily distinguish
between level ‘0’ and level ‘1.’ Thus, a high value of ER is always desirable. It is
clear from Fig. 3 that there is a significant variation in ER value even at the same
data rate which depends on the setting of parameters as mentioned in Table 1.
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Fig. 3 Extinction ratio of all logic functions

4 Conclusions

This paper proposes a new scheme to realize different kinds of optical logic func-
tions and combination circuits based on three MZM modulators. As a result of this
circuit, complexity is reduced to the manifold. Both phase and intensity of the optical
signal are employed to create the four combinations of the input signal. Pin diode
photodetector is used to directly detect the output states of the circuit. Large ERs of
the value 50 dB are calculated that is higher than reported in [4].
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Parametric Analysis of Optical
Microring Resonator

A. Saharia, R. K. Maddila, T. Ismail, I. S. Fahim, M. Tiwari and G. Singh

Abstract This article presents the parametric analysis of the optical microring res-
onator. It includes the numerically simulated analysis. Themathematical formulation
represents the several relations that could influence the performanceof opticalmicror-
ing resonator. The simulations give the graphical representations of ring resonator
performances by the alteration of various parameters. In this paper, we have analyzed
the variations in quality factor, extinction ratio and the resonance peak of an optical
microring resonator with changes in effective refractive index, length of the ring and
the group index. The variation has been analyzed through numerical simulations and
represented in the form of plots.

Keywords Microring resonator ·Quality factor · Extinction ratio · Resonance peak

1 Introduction

Optical microring resonator is emerging as the most preferred device for optical
circuit generation. In most of the applications of optical communication, the ring
resonators are used as a basic element for complex circuit generation. The optical
waveguides with nonlinear characteristics showed a vital role for various optical
applications like switching,multiplexing, compression and logic operations [1].With
the always increasing scope for future optical circuits, the resonant structures are
finding its application for various complex integrated optical circuits. Meanwhile,
with the advantage of lowpower consumption and ultrahigh speed, it is also applied in
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existing signal processing circuits for efficient working to achieve desirable transfer
function [2], logic function [3] and time delay element [4] in a circuit. Along with
this, an optical resonant structure finds lots of application in optical signal processing
[5–7] by virtue of its various qualities like low loss, large free spectral range (FSR),
signal generation and frequency conversion. The microring resonator performances
are generally based on the resonance response of the device and the values of the
parameters like quality factor, output gain and losses. Researchers have analyzed
the variation in the parameters with different materials [5]. They have shown how
different materials affect the resonance condition of the ring.

Along with this, the variation in the modulating voltage causes the change in the
quality factor of the ring resonator, and due to this, it is difficult to stabilize the
ring waveguide quality factor at a particular value when the modulating voltage is
varying. With each shift in modulating voltage, the resonance peak of the ring also
shifts to a new position. In this article, we have analyzed various other parameters
which are varied to find variation in the values of quality factor, extinction ratio
and output gain. The article has been structured in the following manner: Sect. 2
composed of mathematical relation associated with a ring resonator, Sects. 3 and 4
show the calculations for quality factor, output gain and extinction ratio, followed
by conclusion and acknowledgment.

2 Mathematical Analysis

The mathematical relations for resonance condition for a ring resonator and shift in
resonance are depicted through Eqs. (2) and (3), respectively. The quality factor (Q)
of the ring and its relation with a full width half maximum (FWHM) can be given
by [5]

FWHM = λres/Q (1)

λres = neffL

m
(2)

δλ = �n

neff
λres (3)

where “�n” shows the change in refractive index, λres is the resonant wavelength,
neff is the effective refractive index of the material, L is optical path length (ring
circumference) and δλ is the resonant shift. The coupling of the signal between ring
and bus waveguide and vice versa is a function of the gap distance between the ring
and the bus waveguide. The coupling efficiency between a ring and bus waveguide
is given by [6, 7]
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κ(s) = ωε0cos
( kxw

2

)

2P
(
k2x + α2

)
(
n2 − n20

) ×
√

πR

α
exp

(
−α

(
s + w

2

))

×
[
αcos

(
kxw

2

)
sinh

(αw

2

)
+ kxsin
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kxw

2

)
cosh

(αw

2

)]
(4)

where “s” is the gap distance ring and adjacent waveguide, kx is the transverse
propagation constant, α is energy loss rate in the cladding, R is the radius of the ring,
w is the width of the waveguides and P is the mode power [6, 7]. The factors kx, α
and P are given as [6, 7]

kx =
√
n2k2 − β2 (5)

α =
√

β2 − n20k
2 (6)

P = β

2ωμ0

(
w

2
+ 1

α

)
(7)

where n is the refractive index of the material and n0 is the refractive index of the
cladding. Considering air as cladding, so n0 is 1 and β is the propagation constant
which is assumed to be same in the bus and ring waveguide. In another relation, the
quality factor is as given below [6, 7]

Q = ωresτ = 2π2Rn

λresκ2
(8)

where Q is the loaded quality factor when the cavity is assumed to be lossless, τ

is the energy decay time constant, R is the radius of the cavity, λres is the resonant
wavelength and κ is the coupling efficiency. The quality factor is directly proportional
to the radius of the ring waveguide or ring length; therefore, higher the ring radius,
more is the quality factor of the ring resonator. The quality factor of the ring also
depends on the effective refractive index, and the quality factor reduces when the
effective refractive index increases.

3 Simulation and Analysis

The ring has been designed with ring length 80 µm and with adjacent waveguide
gap of 0.003 µm; other design specifications of ring resonator are shown in Table 1.

In order to perform the parametric analysis of ring resonator, the ring has been
connected with an optical source (Fig. 1) and its output spectrum has been analyzed
through optical network analyzer. The modulation has been performed through the
ring by connecting the ring to the optical modulator and a modulation voltage DC
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Table 1 Properties of the
ring resonator

Coupling coefficients 1 and 2 0.3 each

Effective index 2.29

Group index 4.42

Waveguide modes TE

Ring length 80 µm

Fig. 1 Optical microring
resonator analysis setup

source. The output resonance peak, Q factor and extinction ratio have been analyzed
by varying effective index, length of the ring and group index.

3.1 Parameter Affecting the Resonance

Ring Length:

The ring length is the circumference of the ring; it is one of the parameters which
affects the resonant condition of the resonator. Along with this, it also affects the
quality factor and extinction ratio of the ring resonator. For the purpose of analysis,
we have taken 4 ring lengths of 80, 100, 120 and 140 µm. The variation of length
shows the variation in resonance peaks with the increasing ring length. We can also
determine the change in quality factor and extinction ratio with the increasing ring
length.

The variation in ring length from 80µm to 140µm shows the change in resonance
peaks; also, the quality factor has been increased considerably from 1968 to 3444 as
shown in Fig. 2a while increasing the ring length. The increase in ring circumference
also increases the extinction ratio 17.27–65.66 as shown in Fig. 2b. With the above
observations, we can find the behavior pattern of the ring resonator. The effective
refractive index was kept at 2.29 and coupling coefficient at 0.3 for all calculations.
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Fig. 2 Variation of parameters with ring length: a quality factor, b extinction ratio and c resonance
peak
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Effective Refractive Index:

The variation in resonant output, quality factor and extinction ratio with the variation
in effective refractive index values is also analyzed. When we connect ring resonator
with electric modulator, the change inmodulating voltage would change the effective
index of the ring; therefore, we have determined the ring response for effective index
variation as well.

We have determined the response of ring resonator for three different effective
refractive indexes as shown in Fig. 3a–c. The resonator has shown the nonlinear
variation with extinction ratio, and resonator shows the highest quality factor of
2445 with the ring effective index of 2.25. The quality factor decreases when the
effective index increases. We can also see the variation in resonance peaks with the
increasing effective refractive index. The ring length is kept at 80 µm, and coupling
coefficient is kept at 0.3 for all calculations.

Group Index:

The last parameter analyzed in this study is group index, and the resonance response,
extinction ratio and quality factor have been calculated for the ring of radius 80 µm,
effective index of 2.29 and coupling coefficient of 0.3. The calculation has been
performed for 3 different group indexes of 2.0, 4.42 and 6.0.

The variation in the group index is shown inFig. 4a–c explaining that an increase in
group index also increased the quality factor of ring resonator as it shows 3345 for 6.0
from 1118 for group index 2.0. The three different group indexes show three different
materials of the ring resonator. The extinction ratio, on the other hand, showed the
highest value at 4.42. The resonance peaks show not so significant variation as it
does not affect much by group index variation. The variations in all these parameters
have a significant impact on ring resonator performance, especially when connected
in cascade circuit.

4 Conclusion

This article demonstrated the analysis of ring resonator for different parametric vari-
ations. In this paper, we have proved the mathematical relation for the increase in
a quality factor of the ring resonator with an increase in ring radius. We have also
demonstrated the variation in the quality factor for different group indexes which
showed that material with the highest group index will have the highest quality fac-
tor. Along with this, we have also shown the variation of quality factor with the
increasing effective index, effective index of the ring changes when we apply exter-
nal voltage for modulation, and we have shown the dependency of the quality factor
over effective index too. All these parameters have a significant effect on the perfor-
mance of ring resonator. The application of ring resonator in integrated optics [8–10]
would need these parameters to be optimized at specific values; with this analysis,
we can find the possible reasons for the variation in behavior pattern of ring resonator
which would be very much required in complex optical circuits.
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Fig. 3 Variation of parameters with effective index: a quality factor, b extinction ratio and
c resonance peak



314 A. Saharia et al.

Fig. 4 Variation of parameters with group index: a quality factor, b extinction ratio and c resonance
peak
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Asymmetric CPW-Fed Multistubs
Loaded Compact Printed Multiband
Antenna for Wireless Applications

Ashok Kumar, Jitendra Kumar Deegwal, Arjun Kumar and Karan Verma

Abstract An asymmetric coplanar waveguide-fed branched multistubs resonators
loaded printed antenna is presented for multiband operation. By incorporating an
asymmetrical long and short L-shaped branched stubs, the lower resonances for
2.4 and 3.5 GHz bands are achieved while the higher resonance for 5.5 GHz band is
achieved by embedding horizontal stub on asymmetric CPW-fed printed antenna. By
placing multistubs resonators at suitable location on asymmetric CPW-fed printed
antenna, it is likely to excite the triple resonances at 2.44/3.66/5.25 GHz frequen-
cies and antenna exhibits the bandwidths of 5.73% (140 MHz, 2.36–2.50 GHz),
16.98%(630MHz, 3.40–4.03GHz), and14.65%(800MHz, 5.06–5.86GHz), respec-
tively. The design procedure and antenna characteristics of the proposed multistubs
loaded multiband antenna are presented.

Keywords Multistubs resonators · Multiband antenna · Printed antenna

1 Introduction

Printed antennas are widely used in wireless communication systems owing to the
essential characteristics such as lightweight, low cost, easy fabrication, and low
profile. CPW-fed antennas can be easily integrated with the surface-mount devices
as compared to microstrip-fed antennas owing to the presence of radiator and ground
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in a solitary plane. Further, the wireless device that works at multiple frequencies has
led to the design of diverse categories of antennas. Therefore, the CPW-fed printed
antenna is a worthy solution for the reason that diverse resonance modes can be
easily achieved. In the open literature, the various CPW-fed/microstrip-fed/ACS-
fed printed/planar antenna structures have been investigated [1–9] to achieve the
diverse design objectives. Numerous low profile printed multiband antennas have
been realized by employing multiple radiating elements in the form of an inverted
L-shaped and T-shaped strips/stubs [1–3], F-shaped slot [4], split-ring resonator
(SRR) [5], stub-loaded rectangular patch [6, 7], vertex-fed pentagonal ring slot [8],
and a meandered strips [9]. Unfortunately, the reported multiband antennas have
been important shortcomings such as massive size and unusable bandwidths. In
comparison, this work has small size (14.5 × 30 × 1.6 mm3) and simple structure
to realize the desired bands for wireless applications.

In this paper, a compact asymmetrical CPW-fed antenna loadedwith twoL-shaped
branched stubs and a horizontal stub is proposed to achieve triple-band characteristics
for 2.4/5.2/5.5 GHz WLAN and 3.5/5.5 GHz WiMAX applications. The reflection
coefficient behavior of each configuration is compared to demonstrate the influence of
distinct stubs on the antenna behavior, and also, the current distributionwith radiation
patterns at three resonant frequencies is discussed. Antenna design, configuration,
and analysis of the proposed multistubs loaded printed antenna are described in
Sect. 2. The conclusion is made in Sect. 3.

2 Design Procedure, Antenna Configuration, and Analysis

This section is describing the design procedure, antenna configuration, and analysis
of the proposed antenna. The initial antenna design starts from an asymmetric CPW-
fed printed antenna [i.e., Ant. 1]. The structure of the first stage of the proposed
antenna is shown in Fig. 1 [see Ant. 1], is formed from an asymmetrical 50 � CPW-
fed rectangular antenna, and is simulated on CST MWS simulation software. From
the |S11| response of Ant. 1, shown in Fig. 2, it is noticeable that the antenna exhibits
resonance at about 4.2 GHz. In the second stage, by integrating an asymmetrical long
L-shaped stub in Ant. 1, Ant. 2 is formed and it creates the additional resonance at
about 2.6 GHz. To shift the resonances in lower side to become usable bands of Ant.
2, an asymmetrical short L-shaped stub is integrated into Ant. 2 with a specific gap in
the upper side to form Ant. 3. Further, by embedding a horizontal stub in Ant. 3 with
a specific gap in the lower side, Ant. 4 [proposed antenna] is formed to create surplus
resonance band at about 5 GHz in Ant. 3 without affecting the lower resonances.

These antennas are designed on a FR-4 dielectric substratewith εr = 4.3, thickness
of 1.6mm, and tanδ = 0.025. These are fed by an asymmetrical CPW feedwith width
Wf = 2.5 mm and identical gaps of 0.3 mm. |S11| comparison of the evolution stages
[see Fig. 1] is shown in Fig. 2. The comparison of design stages and their respective
impedance bandwidths (IBWs) and fractional bandwidths (FBWs) is summarized in
Table 1. The geometry of the proposed antenna with labeled parameters is illustrated



Asymmetric CPW-Fed Multistubs Loaded Compact Printed Multiband … 319

Fig. 1 Step-by-step evolution of the different antenna structures

Fig. 2 |S11| comparison of
the evolution stages of the
antenna structures

Table 1 Comparison of impedance and fractional bandwidth variations for evolution stages of the
antenna structures

Antenna stages Stub type Bandwidths (GHz, f r , %) Antenna response

Ant. I No stub 3.84–4.67, 4.19, 19.50 Single-band

Ant. II Asymmetrical long
L-shaped stub

2.39–2.61, 2.50, 8.80 Dual-band

3.98–4.71, 4.20, 16.82

Ant. III Asymmetrical long
L-shaped stub and short
L-shaped stub

2.35–2.51, 2.44, 6.50 Dual-band

3.39–4.00, 3.67, 16.53

Ant. III Asymmetrical long
L-shaped stub,
short L-shaped stub and
horizontal stub

2.36–2.50, 2.44, 5.73 Triple-band

3.40–4.03, 3.66, 16.98

5.06–5.86, 5.25, 14.65
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Fig. 3 Geometry of the proposed asymmetrical CPW-fed multistubs loaded printed antenna

inFig. 3. Theoptimizeddimensions of the proposedmultiband antenna are as follows:
L= 30mm,W = 14.5mm,W1 = 8.5mm,W2 = 2.9mm,W3 = 8mm,Wf = 2.5mm,
Wg = 9.2 mm, Ws = 1 mm, L1 = 18.2 mm, L2 = 6.8 mm, Lf = 13.5 mm, Lg=
6.5 mm, d = 5.3 mm, d1 = 8.5 mm, and d2 = 3 mm.

To elucidate the mechanism of resonances, the surface current vectors at three
resonances at 2.44, 3.66, and 5.25 GHz are illustrated in Fig. 4a–c, respectively. It
can be perceived from Fig. 4a, the current mainly on the asymmetrical long L-shaped
stub (i.e., Lg, d, W1, and L1 pointed out in Fig. 3) in the forward direction which
designates that the first resonance mode is excited at about 2.44 GHz.

Correspondingly, it can be observed from Fig. 4b that the current mainly on the
asymmetrical short L-shaped stub (i.e., Lg, d1, W2, and L2 pointed out in Fig. 3) in
the forward direction which can lead to excite the second resonance mode at about
3.66 GHz. The third resonance mode is excited at about 5.25 GHz due to current flow
in forward direction on horizontal stub (i.e., Lg, d2, andW3 pointed out in Fig. 3) as
shown in Fig. 4c. So, it may be concluded that the respective resonances are mainly
reliant on the total length of respective multistubs resonators.

Further, the design procedure for the excitation of resonances, the resonant fre-
quency fri , and effective dielectric constant εeff can be calculated by Eqs. (1) and (2)
as:

fri = c

2Lti
√

εeff
; i = 1, 2, 3 (1)

εeff ≈ εr + 1

2
(2)
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Fig. 4 Surface current distributions of the proposed multistubs loaded antenna at three resonance
frequencies: a 2.44 GHz, b 3.66 GHz, and c 5.25 GHz

where c = speed of light in vacuum (3 × 108 m/s), εr = dielectric constant of the
substrate, and Lti = total length of the ith stub.

The total length of first (i = 1), second (i = 2), and third (i = 3) resonances can
be calculated by Eqs. (3), (4), and (5) as:

Lt1 = Lg + d + W1 + L1 = 38.5 mm (3)

Lt2 = Lg + d1 + W2 + L2 = 24.7 mm (4)

Lt3 = Lg + d2 + W3 = 17.5 mm (5)

For first resonance, the simulated fr1 is 2.44 GHz while calculated by (1) is
2.39 GHz. Correspondingly, for second and third resonances, the simulated fr2 and
fr3 are 3.66 and 5.25GHzwhile calculated by (1) are 3.73 and 5.26GHz, respectively,
which is much close. Hence, the calculated resonances using design procedure are
well agreeing full-wave simulation procedure.

Further, the effect of variation in length L2 of asymmetrical short L-shaped stub
and lengthW3 of horizontal stub is studied while other parameters are kept constant
as illustrated in Fig. 5a, b, respectively. When the length L2 varied from 5.8 mm to
7.8 mm, it mainly affects second resonance and shifted toward lower frequency side
from 3.78 GHz to 3.54 GHz, respectively, while first and third resonances are almost
unaffected. Similarly, when lengthW3 varied from 7 mm to 9 mm, it mainly affects
third resonance and shifted toward lower frequency side from 5.79 GHz to 4.81 GHz,
respectively, while first and second resonances are almost unaffected. From Fig. 5, it
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Fig. 5 Surface current distributions of the proposed multistubs loaded antenna at three resonance
frequencies: a 2.44 GHz, b 3.66 GHz, and c 5.25 GHz

has been realized that L2 = 6.8 mm and W3 = 8 mm are taken for the desired band
of operation.

The co- and cross-polarized components of the proposed antenna at three reso-
nance frequencies 2.44, 3.66, and 5.25 GHz in xz- and yz-plane are shown in Fig. 6.
Omnidirectional co-polarized patterns in xz-plane and bidirectional co-polarized pat-
terns in yz-plane are observed. The gain at 2.44/3.66/5.25 GHz is 1.97/2.29/3.41 dBi,
respectively, as displayed in Fig. 7.

Fig. 6 Radiation patterns of the proposed multistubs loaded antenna at three resonant frequencies
at a 2.44 GHz, b 3.66 GHz, and c 5.25 GHz
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Fig. 7 3D patterns of the proposed multistubs loaded antenna at three resonant frequencies at
a 2.44 GHz, b 3.66 GHz, and c 5.25 GHz

3 Conclusion

An asymmetrical CPW-fed compact printed multiband antenna with branched mul-
tistubs resonators is proposed. By incorporating two L-shaped branched stubs and
a horizontal stub at a suitable position on asymmetric CPW-fed printed antenna,
the triple resonances at 2.44/3.66/5.25 GHz are achieved. It provides bandwidths
of 140 MHz (2.36–2.50 GHz), 630 MHz (3.40–4.03 GHz), and 800 MHz (5.06–
5.86 GHz). The design procedure and analysis of the proposed multistubs resonator
are presented. Owing to the small size, multiband functionality, very simple struc-
ture with good radiation patterns, the proposed antenna is suitable for WLAN and
WiMAX applications.
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Nanorod Dimer-Based Optical Fiber
Plasmonic Sensor

Manoj Kumar Falaswal, Nitesh Mudgal and Ghanshyam Singh

Abstract A fiber optic localized surface plasmon resonance (LSPR)-based sensing
is analyzed by determining the optical scattering cross section of gold nanorods using
discrete dipole approximation method. This method is flexible and most powerful
electrodynamic method to analyze the optical properties of particle having arbitrary
geometry. To detect the shift in plasmonic resonance peak of gold nanorod on the
tip of silica fiber, a finite difference time domain (FDTD) simulation is adopted. The
proposed plasmonic sensor senses the change in the refractive index of the ambient.

Keywords Optical sensor · Localized surface plasmon resonance · Finite
difference time domain

1 Introduction

The surface plasmonphenomenonwasobservedbefore a century in 1907byZenneck.
He solved Maxwell’s equations especially for surface wave. Further, he added that
surface electromagnetic (EM) wave occur at the interface of two media provided that
one medium should be lossy dielectric, e.g., metals (gold, silver, copper, aluminum),
whereas another should be lossless medium, i.e., pure dielectric [1]. Furthermore, he
presented that lossy part of dielectric function or extinction coefficient is accountable
to bind the EM wave along the above said interface. Later, in 1909, Somerfield
validated that electric field amplitude of the surface wave setup inverse relation
with the square root of the horizontal distances measured from the source pole [2].
The phenomenon of SPR was flourished in 1957 by Ritche by exciting the surface
plasmons on themetal surface [3]. Later, Otto arranged a configuration having prism-
coupled attenuated total reflection which couples the bulk EM wave to surface wave
[4]. Later, Kretschmannmodified the Otto configuration by removing the thin air gap
between substrate and plasmonic metal layer, and it is the best famous configuration
till date [5].
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The confinement of surface plasmons in subwavelength nanoparticle generates
localized surface plasmon (LSP) [6]. The surface plasmon resonance condition is
achieved after the wave vector matching of incident light with the surface plasmon
[7]. And, if the plasmonic material is subwavelength nanoparticle, it is known as
localized surface plasmon resonance (LSPR) [7]. Optical sensors based on the exci-
tation of LSPR have grate potential to sense the change in surrounding refractive
index. Fiber-based LSPR sensing structures are being explored widely because opti-
cal fiber sensors offers has distinguish features, e.g., potential for remote sensing,
small size, and robustness [8–10]. The laser is used to launch the light at one of the
ends of the fiber. The entered light is guided by fiber as a result of total internal reflec-
tion. The sensing can be accomplished either outside or inside of the fiber. Here, the
outside sensing is adopted. Sample which is to be detected is made in contact with
the fiber core at the fiber cross section. The change in the concentration of sample
changes the refractive index as a result of which property like transmission spectra,
field intensity, phase, scattering cross section, wavelength, polarization, etc. of the
guided light is changed. Conversely, the changes in these properties of the light can
be measured to detect change in the refractive index of the sample.

Various techniques such as interferometer, evanescent wave absorption spec-
troscopy, photoluminescence, Doppler effect, surface plasmon resonance (SPR), and
LSPR are being used for the sensing purposes [11]. Among all, the LSPR is the best
choice because it can detect minute change in the refractive index of the sample.
Generally used plasmonic materials are gold, silver, copper, and aluminum [12], out
of which gold has highest stability against oxidation and corrosion [13]. The thin
layers of these plasmonic metals exhibit near field optics of surface plasmon wave
suitable for larger dimensionmolecules up to 200 nm [6]. In contrast to layered depo-
sition, the discrete nanorod structure exhibits near field optics of surface plasmon
wave suitable strong sensitivity for relatively smaller dimension molecules. Hence,
gold nanorods are used to detect the change in the refractive index of sample.

LSPR-based sensing has vast application in the detection of chemical, biochemi-
cal, biomolecule, gas, etc. [14–16]. Because of the extraordinary detection property
and performance, LSPR sensors are used in the study of interaction between differ-
ent biomolecules, e.g., proteins, nucleic acids, peptides, receptors, antibodies, and
lipids, in the investigation of viral binding for surface functionalization, in antiviral
drug discovery tools, in food safety, in mines to sense the toxic and hazardous gas
leakages, etc. [15]. Hence, in the proposed article, nanorod-based LSPR is used to
detect the minute change in the refractive index of sample.
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2 Principle of Operation

2.1 LSPR in Nanorods

Nanoparticles of noble metals, e.g., silver and gold, have strong optical excitation at
near-infrared and visible wavelengths. These metals are capable of creating highly
sensitive LSPR against surrounding. The longitudinal localized surface plasmon res-
onance of gold nanorods is greatly sensitive counter to the change in the concentration
of ambient. Hence, gold nanorods are widely used for sensing against ambient refrac-
tive index change. From experimentation point of view, gold nanorods can be easily
fabricated using the seeded growthmethod. One can tune proper resonantwavelength
by changing the aspect ratio.

Localized surface plasmons (LSPs) are excited by conducting electrons ofmetallic
nanostructures which are coupled to the electromagnetic field [6]. LSPs are non-
propagating in nature. LSPs are excited in metallic nanorod dimer if it is placed
in linearly polarized EM field whose direction is parallel to the axis of nanorods.
And, the dimension of element should be in subwavelength region of incident light
[17]. However, at optical frequencies, the precise EM response of the metal given
by its complex dielectric constant must be accounted. The kinetic energy of the
electrons replaces the magnetic energy of the inductance in EM response of the
particle for small enough particles. This results in a size-independent LSPR which
can be examined by shape and dielectric constant of the particle.

Since the resonance in nanorods depends on the aspect ratios of the rod geometry,
regardless of size elongated rods resonates at longer wavelengths than spherical
particles [18]. The crucial properties of nanorods can be defined in terms of shape-
dependent depolarization factor N, their volume V, and the dielectric constant εr of
the rod material (εr = εrod/εmed), where εmed is dielectric constant of surrounding
medium. The polarizability α in the case of nanorods at operating wavelength λ can
be given as [19];

α = V

(1/(∈r −1)) + N − i(4π2V/3λ2)
(1)

Much research attention is being given toward plasmonic coupling between a
pair of metallic nanorods also called dimer. To understand the plasmonic coupling
effect, these nanoparticle dimers or plasmonic “molecules” works as basic system
which can be used to study the interactions between individual molecules. As shown
in Fig. 1, plasmonic near-fields of two metallic nanorods approaching toward each
other overlapwhich creates strong coupling between them. This strong coupling gen-
erates high electric field in between them and distance-dependent wavelength shift
of the plasmon mode. This effect can be understood using the plasmon hybridiza-
tion method [20–22]. In the plasmon hybridization, the coupled mode is assumed
as antibonding and bonding combinations of the individual particle plasmon modes.
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1.Isolated rod

2.Weak Coupling

3.Strong Coupling

Fig. 1 Optical properties of coupled gold nanorods for field enhanced

In addition, the dependency on distance provides a useful parameter to measure the
distance between two metallic particles in biological systems.

Figure 2 shows the schematic structure of gold nanorods dimer on the tip of
single-mode silica fiber. In FDTD simulation, we employed one point time monitor
to measure the field in between nanorods dimer and studied the effect of change in
surrounding refractive index on the resonance peak. During simulations, rod radius
is considered to be 12 nm, whereas length is varied in the range of 50–100 nm.

Fig. 2 Nanorod on the tip of
a single-mode fiber
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The distance between two consecutive rods is varied from 5 to 10 nm. In FDTD
simulation, the light source was used plane light source, and all the boundaries were
kept perfectly matched layer (PML) type.

3 Results and Discussion

From practical aspects, it is convenient to have nanorods with constant cross section
and varying length. Thus, the relation between length of the nanorods and detuning
looks similar to radio frequency regime, with longer (shorter) rods having longer
(shorter) resonances wavelength. In order to observe the effects of coupling between
two nanorods, two rods are placed on same axis having gap of 5 and 10 nm. For the
FDTD simulation, grid size is considered to be 2 nm in x-, y- and z-directions. And
FDTD time step is assumed to 0.57 nm. Figure 3a–c depicts the value for Ex, Ey, and
Ez component of electric field, and Fig. 3d shows the square of normalized electric
field value at resonance wavelength of 690 nm in between two gold nanorods.

Fig. 3 Electric field distributions at cross section of two gold rod at steady-state value a Ex com-
ponent, b Ey component, c Ez component, and d electric field square value at middle of two gold
rod having length of 60 nm and cross section diameter 24 nm
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Fig. 4 Variation of normalized electric field along with incident wavelength for different
combinations of length and gap between two nanorods

Figure 4 shows square of normalized electric field (E/Eo) value at the middle of
two gold nanorods having particular diameter and different (length, gap) combina-
tions: (50 nm, 5 nm), (50 nm, 10 nm), (100 nm, 5 nm) (100 nm, 10 nm). In case
of two nanorods, enhancement is higher than single nanorod of same length due to
coupling effect. We can also see from this figure that there is a shift in resonance
wavelength. It can easily be observed in Fig. 4 that the resonance peak shifts toward
higher wavelength (red shift) by increasing the length of the nanorod. In contrast,
the resonance peak shifts toward lower wavelength (blue shift) by increasing the gap
between two nanorods. This can be understood by simply approximating the array
of interacting point dipoles. For in-phase illumination, the resonance shift direction
can be determined by assuming the coulomb forces associated with the polarization
of the particles. The charge distribution of neighboring particles either decreases or
increases the restoring force acting on the oscillating electrons of each particle in the
chain. Depending on direction of polarization of exciting light, this corresponds to
red shift of the SPR for the excitation of longitude polarization of light.

The broader and shallower peak degrades the resolution and quality factor of the
sensor [23, 24]. Although the resonance peak corresponding to length 100 nm and
gap 10 nm is at highest wavelength and has highest peak, for the high resolution and
quality factor the narrower peak should be preferred. But, here the beam width of the
peak corresponding to length 100 nm and gap 10 nm is within limit, and hence, it can
be considered for further detection of change in the refractive index of the sample.

In Fig. 5, the normalized electric field is varied corresponding to incident wave-
length for different refractive index of sample at considered length (100 nm) and gap
(10 nm) of nanorods. The considered samples are air, water, acetone, isopropanol
which are arranged in increasing order of their refractive index, i.e., 1, 1.33, 1.3586,
and 1.3776, respectively. It is seen that the resonance peak shift toward higher wave-
length (red shift) as the sample‘s refractive index increases. This signifies the change
in the refractive index of the sample. Consequently, in terms of biosensor or chem-
ical sensor, it can be said that the red shift signifies the adsorbance or absorbance
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Fig. 5 Variation of normalized electric field along with incident wavelength for different refractive
index of sample at considered length (100 nm) and gap (10 nm) of nanorods

of any molecule or biomolecule on the surface of nanorods because this absorbance
increases the sample’s refractive index in the vicinity of nanorod. It can also be
observed from Fig. 5 that the resonance peak becomes broader and shallower as
the refractive index of the sample increases which may degrade the resolution and
quality of the sensor beyond a certain limit.

4 Conclusion

A fiber optic sensor based on localized surface plasmon resonance is presented. Its
response to modifications in shape, size, and ambient refractive index is appraised.
Plasmonic gold nanorods are used onSiO2. FDTDmethod is used to obtainmaximum
field enhancement on the optimized dimension. The gap and the aspect ratio of the
nanorods dimer structures are changed and concluded that gap of 10 nm and length
of 100 nm gives the maximum enhancement in field. We observed red shift in LSPR
peak by changing the ambient refractive index. It is believed that the proposed sensor
can be used to sense a minute change in the refractive index of the sensor which can
be fruitful in bio-sensing.
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Optimal Pricing for RAP
in Heterogeneous Wireless Railway
Networks

Vaishali and Sandeep Santosh

Abstract To facilitate the journey of passengers, the modern railway system should
support a wide range of on-board high-speed Internet services. The Rail-trackAccess
Points (RAPs) are an interesting idea to solve the increasing demands of passengers.
These RAPs are deployed to support high-speed data rates. They are complementary
to the cellular network base stations (BSs). In this paper, RAP and BS coexist in
the network, and to utilize the RAP services, revenue model has been introduced. It
also analyses the delay performance of the proposed user—RAP association scheme.
Eventually, the passenger decides whether to associate with the RAP or not.

Keywords Payoff · Access points · Revenue · Arrival rate · Mean delay time

1 Introduction

The growth of wireless communication is at every corner of the world. It has now
become the integrated part of human life. There is an increase in the use of personal
wireless devices such as smart phones, tablets and laptops by the people. The trans-
port industry in the past years has witnessed a high demand for Internet services
to provide on-board passengers with Internet access on one hand and to ensure the
safety of people and trains on the other hand [1]. As in case of high-speed trains,
most of the journeys take a long duration; passengers may like to check their emails,
surf a website or go for a real-time multimedia streaming by accessing Internet.
To provide on-board Internet services, a heterogenous network architecture can be
constructed that contains a series of RAPs. However, the RAP can only support inter-
mittent wireless network coverage due to limited transmission power, and hence, the
delay time experienced by the passenger is one of the most delicate issue in railway
communication network. As heavy data traffic flushes data delivery, RAPs are used
complement to the BSs.

This work focusses on the problems of service regulations faced by any RAP
connection in a heterogeneous wireless railway network, where with the help of
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queueing game theoretic approach, a RAP and BS coexist together. It considers the
revenue model and derives association delay time on RAPs connection behaviours,
i.e. a condition where a passenger should join the RAP or not. The performance
evaluation is provided for the heterogeneous wireless railway networks to elucidate
the proposed passenger-RAP association scheme.

2 Related Works

Many researches have been conducted on modern railway system to vantage passen-
ger’s journey. An investigation on the optimal power allocation strategy via access
points is studied for uplink transmission in high-speed trains [2]. In [3], the delay
performance of the Internet multimedia streaming to satisfy passenger’s demand in
the railway network is discussed. A delay analysis model is proposed in high-speed
train scenario through switch ports in carriages [4]. In recent literatures, the delay
performance analysed on demand data delivery has sometimes came out to be inaccu-
rate results [5]. In [6, 7] end-to-end delay bound is analysed for the data applications
under the heterogeneous network for one server, but the cooperation between RAPs
and BSs is not considered in both the works. Therefore, it is needed to focus on the
delay performance in railway communication system.

Researchers have shown their interests in queueing theory. Now it is all passen-
ger’s choice whether to associate with a queue or not; this shows that passengers are
ready to wait for the service in queue or to leave the queue in order to maximize their
own profit [8]. Hence, a reward–cost framework is easy to construct which expli-
cates the passenger’s choice. Z. Han et al. studied the queueing control in cognitive
radio networks with random service interruptions [9]. With an optimal threshold, an
individual decides whether a data packet should associate with the queue or not [10].
Since the channel characteristics are unknown to the system, this kind of technique
cannot be used everywhere, especially in heterogenous wireless railway network. Z.
Chang et al. investigate a pricing strategy based on the queue length and the reward
[11]. In [12], a social optimal strategy was developed from the view point of the
customers that can be implemented on RAP. In [10], the channel ON-OFF process
is discussed by using renewal theory. Here, the channel ON-OFF process is taken
as the breakdown of the RAP. Hence, the first and the second moment of service
time is required to do the analysis. Since it is inefficient to access the BSs for the
railway networks, the much higher data transmission rate of RAP can complement
the connectivity.

Motivated by the previous problems, our contribution to this paper is summarized
below:

• To study a RAP heterogenous wireless railway network model, several Rail-track
Access Points are widely deployed on a predefined railway line. It is assumed that
passengers can decide whether to join the RAP service or to remain connected to
the cellular network.



Optimal Pricing for RAP in Heterogeneous Wireless Railway … 335

• A symmetric game is proposed to maximize the passenger’s reward which is
influenced by the delay time that they may face in the queue of the RAP. Hence, an
optimal pricing is presented during the data transmission to facilitate the passenger
in deciding whether to associate with the RAP or not.

The remaining of the manuscript covers the systemmodel of the proposed scheme
in Sect. 3, study of payoff model and queueing analysis in Sect. 4, Sect. 5 presents
the simulation results followed by the conclusion in Sect. 6.

3 System Model

The system model of a railway communication network using RAP is shown in the
Fig. 1. The RAPs are deployed along the railway track in such a manner that it gives
intermittent coverage due to limited transmission power. Hence, passengers can only
get connected to the services when they are in transmission range of RAPs. The
packet delay and also the fast handover are neglected here. It is assumed that the
allocation of network resources to the RAP and BS is handled by central controller.
Therefore, the passenger’s request can enter the queue and wait till they get served.

It is assumed that the train follows a straight path, and the information can be
generated in advance regarding the speed and the location of the train. As shown
in Fig. 1, the train can travel between source and destination stations in the time
duration [Ts, Te]. We consider a scenario in which three RAPs are deployed along
the railway line, and hence for passengers, there exist three separated time durations

Fig. 1 System model
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in which they can transfer the data packets. This can be represented by
[
T i
s , T

i
e

]
and

i ∈ [1, . . . , I ]. Here, within the ith RAP, T i
s represents the start time and T i

e is the
end time of the delivery. Assume that T i

s ≤ T i
e , Ts ≤ T 1

s , Te ≥ T 1
e for i ∈ [1, . . . , I ].

These RAPs are working cooperative in nature.

3.1 Service Process and Data Arrival Process

By considering the proposed system model, the passengers will decide whether they
will associate with the RAP or not. If the queue of the RAP is full and no more data
can be taken from the passenger, we assume that it can be transferred to the cellular
base station. The customer arrival rate λ follows the exponential process and is i.i.d.
in nature. For the simplicity of model, consider an M/G/1 queuing system to analyse
the average queueing delay T (waiting time + service time) with service rate μx

assumed to follow exponential distribution and i.i.d. at the RAP. The service time of
the customer is denoted by μy . The breakdown of RAP is given by the exponential
rate β. In rural area, the service interruption is less, thus β = 1, whereas for urban
area β = 2. To save the cost of deployment and to satisfy the customer’s demand, in
urban region more RAPs are deployed as compared to the rural region. Here assume
that T i+1

s − T i
e is distributed exponentially at rate ε which is the time taken by the

train to cover two isolated RAPs, and the serving time T i
e − T i

s of the RAP follows
exponential process at a rate φ. The service order follows first come, first served
(FCFS) rule, and also the queue information will be transferred to the next RAP
when the train is not in the coverage range of the RAP.

During time duration t, the state of the queue is given by a pair (N(t), I(t)) at the
RAP,which consists the status of the train position I(t) and the number of customers in
the system, i.e. length of the queueN(t). I(t)= 1 when the train is in the transmission
range, otherwise I(t) = 0.

4 Queueing Analysis on User Association

The data transmission rate of RAP wireless link is much higher as compared to the
base station wireless link. It is assumed that the customer after getting served by RAP
can get reward for the successful service, and also the cost of a customer that he is
going to pay for the service will be the function of waiting time in the queue. Hence,
considering the cost and reward a customer can get, he needs to make an irrevocable
decision onwhether to connect with the RAP as the customer after association cannot
quite until being served. Since, the gap between two adjacent RAPs is very big, the
customers will send create arriving requests by forming a queue before entering the
covering range and will decide if they can wait in the queue until being served. This
queue will get update each time a train passes the range. For the customers, we
introduce one more term payoff that will be the difference between cost and reward.
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This work considers the scenario where all the RAPs deployed are working in
cooperative manner. Optimal pricing technique is shown on one RAP. Here the cus-
tomers are aware of the status of the queue, and their aim is tomaximize their payoffs.
The revenue generated by the RAP is also formulated here.

4.1 Revenue Model

The customers of the train have the data packets to be transferred. They can obtain
a reward ψ after they get served by the RAP which can be any form of benefit. For
customer, we represent the cost by χ(T ) which increases with T. Here we plead a
linear example, and assume that χ(T ) = CT where C is the value of unit cost. We
assume that for m = 0, K is positive to avoid the trivial situation when m = 0 and K
= 0, which leads to

ψ >

(
1 + ε

φ

)
C

μx
+ Cε

φ(λ + φ + ε)
. (1)

For customers, we can make use a generic payoff model, commonly referred as
queueing analysis [13, 14].

When the train is moving, the queue information is forwarded from one RAP to
the next RAP, and accordingly, T is derived theoretically. For a customer, the payoff
is given by

K = ψ − CT (2)

This function is defined by T which includes service time and waiting time T
that depends on the status of the queue and the decision of the customers regarding
association with the RAP. If there is a positive payoff, the customers prefer to join
the RAP but if there is a negative payoff, the customers choose not to connect with
the RAP. If the payoff is 0, the customers take neutral decision. In this sense, the
customers are said to be risk neutral in nature [15]. Using the parameter of waiting
time in the queue denoted by W induced by the arrival rate λ, the average queueing
delay T is obtained as,

T = W + μE . (3)

Using Pollaczek–Khinchin formula [17], the average waiting time is given by,

W = λμ2
E

2(1 − λμE )
. (4)

When the service time of RAP μx and the service time of incoming customers μy

both follow exponential distributions, then the first and secondmoments are obtained
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as

μE = 1

μy

(
1 + β

μx

)
(5)

μ2
E = 2

μ2
y

+ 2β

μ2
xμ

2
y

+ 2β

μ2
xμy

+ 4β

μxμ2
y

(6)

By using (3) and (4), obtain T as

T = λμ2
E

2(1 − λμE )
+ μE . (7)

To study the revenuemodel, analyse the probability q of the customers who decide
to join the queue. Customers selfishly choose q to obtain non-negative reward and
finish the service with arrival rate λ. Then, there exists a unique equilibrium arrival
rate λe as follows

λe = 2(ψ − K − CμE )

2ψμE − 2KμE + Cμ2
E − 2Cμ2

E

. (8)

For a given effective rate λe

q(ψ − CT − K ) = 0. (9)

In particular, the customer decides whether to join or balk based on the revenue
charged by the RAP. By considering the fact that the RAP’s goal is to maximize the
revenue by fixing an admission fee, the revenue model can be obtained as

πK = λeK . (10)

In order to make (10) into a convex form, replace πK to πλe and develop an
equivalent form as given

πλe = λe[ψ − CT ]. (11)

As T is convex and an increasingly continuous function, the πλe in the interval
(0, 1/μE ) is strongly concave function. Here by the setting first derivative of πλe to
zero, it produces a unique optimal solution λo

e as follows

λo
e = 1

μE
−

√
Cμ2

E	

μE	
(12)
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where 	 = Cμ2
E + 2ψμE − 2Cμ2

E . To achieve the maximum revenue from cus-
tomers, the RAP can adjust the arrival rate λo

e of the incoming customers in the
queue.

4.2 Queuing Analysis When Both I(T) and N(T) Are Known

Here, for customers arriving with the data requests, both N(t) and I(t) can be gener-
ated [16]. A pure threshold strategy (PT1) is considered when the customers will be
knowing the queue length and the train position, specified by the pair (me(0),me(1)).
The customer decides according to the threshold me(I (t)) of the queue length
whether to associate or not. We can define PT1 as at arriving time t, inspect (N(t),
I(t)), and if N(t) ≤ me(I(t)), then associate with RAP otherwise remain connected to
cellular network by default. Hence, just before the arrival of customer, the expected
waiting time is given as

T (m, i) = (m + 1)

(
ε

φ
+ 1

)(
1

μ

)
+ (1 − i)

(
1

ε

)
. (13)

Accordingly, the thresholds (me(0),me(1)) where PT1 is a poorly dominant
strategy can be presented as

((me(0),me(1)) =
(⌊

ψμφ − Cμ

C(ε + φ)

⌋
− 1,

⌊
ψμφ

C(ε + φ)

⌋
− 1

)
. (14)

Based on (13), the payoff of the customer who enters the queue with state (m,i)
is given by

K (m, i) = ψ − CT (m, i). (15)

It is observed from (15) that if K(m,i) > 0, a customer will join with the RAP. We
assume that the connection between customer and BS is occurring in a natural way
and if the customer finds it beneficial, they will connect to the RAP. The payoff is
considered to be positive in this case. In the case when the customer decides to stay
in the cellular network, the payoff is assumed to be less than 0. Hence, if K(m,i) =
0 for m, the customer will connect to the RAP if and only if the total customers in
the queue m = me(i), ∀ ∈ {0, 1} and (me(0),me(1)) can be found in (14).

5 Numerical Results

Simulation results are obtained on the system model to explore the effect of several
parameters on the behaviour of the passengers of the train. The equilibrium strategy
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for arrival rate is satisfied by considering different situations. Figure 2 describes
the relationship between the payoff K and customers’ equilibrium arrival rate λe.
With the increase in arrival rate, the price also increases. With the higher number of
customers in queue of the RAP, the price charged is also increased.

Figure 3 shows the shape of revenue analysed for different values of channel
availability β. For β = 1, there is higher number of passengers trying to associate
with RAP, and hence, the revenue generated by the RAP is higher for lesser value of
β.

For the case studied, it is assumed that the queue length and train position are
known to the upcoming passengers. In Fig. 4, the expected mean time is plotted
with the number of customers m in queue. It shows that when the greater number
of customers chooses to wait for getting served in the queue, expected delay time

Fig. 2 Individual customer
arrival rate λe versus payoff
K with ψ = 100, C = 1 in
four case: (a) β = 2,
μy = 1.2, μx = 0.5; (b)
β = 2, μy = 1.2, μx = 0.6;
(c) β = 1.5, μy = 1.2,
μx = 0.5; (d) β = 1.5,
μy = 1.2, μx = 0.6

Fig. 3 Revenue versus
equilibrium arrival rate with
R = 100, C = 1, μy = 1.2,
μx = 0.5 at β = 1 and β = 2
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Fig. 4 Expected mean delay
time versus m when μx =
5, φ = 0.2, ε = 1, λ = 0.5,
ψ = 25,C = 1.

increases. But after a certain extent, customers will avoid to join RAP andwill remain
in the cellular network.

From Fig. 5, we can find the thresholds; accordingly, the customer will choose to
stay in the queue. We can see the monotonical decrease with the distance between
two adjacent RAPs in the thresholds me(I (t)),∀I (t) ∈ {0, 1}.

With the increase in ε, a greater number of data transmissions fail. It can be found
that the threshold is higher for I(t)= 1, i.e. when the train is travelling in the coverage
network of RAP. The customers prefer to join RAP and sustain a longer queue.

Fig. 5 Thresholds versus ε

when μx = 5, φ = 0.2, ψ =
25,C = 1, λ = 0.5
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6 Conclusion

In this chapter, a scenario of modern railway communication system is discussed
where a series of Rail-track Access Points (RAPs) that are capable of providing
high-speed Internet are deployed randomly across the railway lines. To satisfy the
customer’s demand, this system is adequate for providing a wide variety of on-board
services. The problems faced by the customer in a heterogeneous wireless railway
network while connecting to the RAPs are analysed here. We carried out the analysis
on the expected mean delay time when the queue length and the status of the system
are known to the arriving customers of the RAP. To decide whether to join the RAP
or not, the revenue model is proposed. The proposed user RAP association scheme
can help in providing data connectivity in heterogeneous wireless railway network.
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Novel Design of Compact Half
Equilateral Triangular MSAs
Gap-coupled with Sectoral Patches

Amit A. Deshmukh, Vivek Chaudhary, M. Shah, C. Kudoo and A. Mhatre

Abstract Multi-resonator gap-coupled design of compact half equilateral triangular
microstrip antenna with another half equilateral triangular patch and smaller angle
sectoral patches is proposed. Thewideband response is the result of coupling between
TM10 modes on fed and parasitic patches. The simulated and measured impedance
bandwidth of more than 800 MHz (>56%) is obtained. Antenna exhibits pattern
maxima in the direction perpendicular to the plane of antenna and exhibits linear
polarization. Across the bandwidth, maximum peak broadside gain of 8.5 dBi has
been realized. With the realized bandwidth and gain characteristics, proposed equiv-
alent configuration can find applications in mobile communication designs; further,
they also can be used in personal communication systems.

Keywords Half equilateral triangular microstrip antenna · Broadband microstrip
antenna · Sectoral microstrip antenna ·Multi-resonator configuration

1 Introduction

With the advent of personal and mobile communication systems, requirement of
antennas which are low profile in design aswell as which do not disturb the properties
of hosting surface is needed, and here, microstrip antenna (MSA) finds application
due to its above-required properties [1, 2].Wideband equivalents ofMSAs have been
realized by using multi-resonator designs wherein second resonant mode is added
either by using parasitic patch or by embedding slot inside the patch [3–12]. The slot
cut technique was first introduced in 1995 and ever since it has been widely used for
enhancing the antenna impedanceBW [8]. Although slot cut antennas do not increase
patch area but are relatively complex in design aspect. Against this, gap-coupled con-
figurations are simpler to design [3]. The compact MSA has been realized either by
cutting slot inside patch that only affects fundamental mode resonant length or by
shorting the patch nearer to its fundamentalmode [13, 14]. But these compact antenna
techniques degrade antenna parameters like bandwidth (BW), radiation pattern and
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gain. By using the symmetry of field distribution at fundamental patchmode in circu-
lar MSA and equilateral triangular MSA (ETMSA), compact MSA has been realized
and they are referred to as semi-circular MSA and half ETMSA (HETMSA). This
compactMSA offers 50% reduction in patch size against their full equivalents. These
compact designs offer similar pattern characteristics to that with full configuration
but have smaller BW and gain. Present paper puts forward novel design of gap-
coupled HETMSA with smaller dimensions parasitic HETMSA and narrow-angle
sectoral MSAs. The BW enhancement is attributed to the coupling between TM10

modes on fed and parasitic patches. The proposed configuration yields simulated and
measured impedance BW of larger than 800 MHz (>56%). This BW is larger than
the BW obtained using gap-coupled design of ETMSA along with sectoral patches
as reported in [15]. Also, the peak gain obtained here is larger than as realized in
[15]. Therefore, a new contribution in present design is in simpler wide configura-
tion with enhanced antenna characteristics. The IE3D simulations have been used
in present paper first for analyzing and optimizing HETMSA variations, and N-type
50 � connector is used to feed antennas. The finite ground plane having side length
of 35 cm is selected. Measurements have been carried out using ZVH–8, FSC 6 and
SMB 100A inside antenna lab.

2 Wideband HETMSAs Gap-coupled with Sectoral Patches

The gap-coupled configurations ofHETMSAs and thatwith parasitic sectoral patches
are shown in Fig. 1a–f. Initially, gap-coupled configuration of two HETMSAs is
studied. Further, its BW improvement is realized using two pairs of 30° sectoral
patches.

The configurations are discussed in 1200MHz frequency range. Thus, side length
of equivalent ETMSA ‘S’ is selected for this TM10 mode frequency. MSA is fab-
ricated on FR4 substrate (h = 0.16 cm, εr = 4.3 and tan δ = 0.02). Patch param-
eters are selected for total substrate thickness (h + ha) of nearly 0.1λg (2.56 cm).
For these parameters, equivalent ETMSA using proximity feeding yields BW of
500 MHz (~38%). An increment in its BW is realized by first splitting ETMSA into
two HETMSA of unequal side length and further optimizing parasitic HETMSA
side length ‘S1’ and strip parameters. Impedance BW here depends upon spacing
between TM10 mode frequencies on two HETMSAs as shown in Fig. 2a. For ‘S1’
= 9 cm, multi-resonator design of two HETMSAs yields maximum simulated and
measured BW’s of around 677 MHz (48.86%), which is higher than the ETMSA
BW.

Further, two sectoral patches of unequal radius ‘r1’ and ‘r2’ are gap-coupled to
two HETMSAs design. Here, BW depends upon the spacing between TM10 mode
frequencies on respective patches as shown inFig. 2b. The position of sectoral patches
‘x’ that changes the coupling between various resonantmodes governs the impedance
BW. For ‘x’ = 3.3, ‘r1’ = 6.5 and ‘r2’ = 6 cm, optimum response is realized.
Using simulation, this gap-coupled antenna yields BW of 750 MHz (53.19%). The
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Fig. 1 a, b Gap-coupled HETMSAs fed using proximity coupling strip and its gap-coupled
configurations with c, d two and e, f four sectoral patches

experimental BW is 763MHz (54%). This BW is nearly 5% higher as compared with
HETMSAs gap-coupled design. Multi-resonator design using only sectoral patch
‘1’ has also been studied, which yields BW of 689 MHz (49.91%). To realize more
symmetrical configuration with reference to proximity feed, sectoral patches were
also gap-coupled along the side length of parasitic HETMSA of smaller side length
as shown in Fig. 1(e, f). For symmetry, here dimensions of additional sectoral patches
are taken to be the same. An optimumwider BW is obtained for ‘x’= 3.3, ‘x1’= 2.5,
‘r1’ = 6.5 and ‘r2’ = 6 cm, as shown in Fig. 3a. Using simulation, impedance BW
is 820 MHz (58.24%) and that using experiment, it is 829 MHz (59.58%). Co-polar
broadside gain variation across the impedance BW and the radiation pattern nearer
to band start and stop frequencies are provided in Figs. 3d and 4a–d, respectively.

The pattern across BW and at start and stop frequencies exhibits maxima in the
bore-sight direction with cross polarization radiation component less than 10 dB
as compared with co-polar component with E and H-planes along � = 0° and
90°, respectively. Thus, antenna exhibits linear polarization over the BW. Broad-
side antenna gain is larger than 6 dBi across most of impedance BW with peak gain
of 8.5 dBi.

Thus in comparison, with respect to ETMSA design using proximity feed, pre-
sented configuration of HETMSAs with four sectoral patches yields 20% increment
in VSWR BW. Although patch area has increased with addition of parasitic sec-
toral patches, since sectoral patches occupy the adjoining area of HETMSAs, overall
increment in gap-coupled patch size is not significant. Proposed gap-coupled design
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Fig. 2 Impedance graphs for gap-coupled design of a twoHETMSAs, twoHETMSAs gap-coupled
to b two and c four sectoral patches

also yields higher peak gain against ETMSA. As compared with gap-coupled design
reported in [15], proposed configurationyields 9% increment inBW.Against reported
variations of slot cut antennas in the same frequency range, proposed design offers
higher BW and is simpler in design. These are all the novelty in proposed design.

3 Conclusions

Novel gap-coupled design of compact HETMSA along with parasitic HETMSA and
two pairs of 30° sectoral patches is presented. The wideband response is achieved
due to coupling between TM10 modes frequencies of various patches. Proposed
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Fig. 3 a Optimum return loss (S11) plots b top and c side views of fabricated antenna, and d gain
variation across the BW for HETMSAs gap-coupled to four sectoral patches fed using proximity
strip

antenna yields BW of more than 800 MHz (~58%). It exhibits pattern maximum in
direction perpendicular to antenna plane and yields peak gain of above 8 dBi. With
these antenna characteristics, equivalent designs of proposed configuration will find
applications in mobile as well as personal communication systems.
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Fig. 4 Radiation pattern nearer to a, b band start and c, d band stop frequencies for HETMSAs
gap-coupled with four sectoral patches fed using proximity strip
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Study of Approaches to Implement
the Prism-Based Surface Plasmon
Resonance Sensors

Nitesh Mudgal, Manoj Kumar Falaswal, T. Ismail, I. S. Fahim,
Manish Tiwari and Ghanshyam Singh

Abstract Surface plasmon resonance (SPR) sensors are increasingly in demand
due to their high sensitivity, better accuracy, and improved detection limit. Such per-
formance parameters make these sensors suitable for biological and medical field’s
applications. During the last decade, prism coupling-based SPR sensors had been a
preferred choice among the designer and developers across the globe. This article
summarizes a review of prism coupling-based SPR photonic sensors. Important per-
formance characteristics of such sensors have also been studied with respect to their
detection accuracy, sensitivity, quality parameter, etc.

Keywords Refractive index · Optical prism · Diffraction grating · Optical
waveguide-based biosensor

1 Introduction

The concept for research of SPR sensor began about a century ago when R.W.
Wood found the first phenomena of light scattering by exciting surface plasmon
waves [1]. Further attenuated total reflection (ATR) method was utilized by Otto and
Kretschmann (1968) for excitation of the surface plasmon. Thereafter, SPR sensors
have drawn attention for their use in the environment and biomedical science [2, 3].
SPR can be defined as an oscillation of charge density over the surface of an interface
of two oppositely signed dielectric media, i.e. one metal and other one dielectric as
shown in Fig. 1.
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Fig. 1 Schematic representation of charge density at the interface of two different media metal and
dielectric

These charge density oscillations are electromagnetic waves (transverse magnetic
polarized wave) having a maximum value at the interface of two different media and
evanescently propagating decay in both media.Wave vector of surface plasmon (βsp)

is given by

(1)

where is incident light wavelength, and∈diele and∈metal are the dielectric constants
of dielectric medium and metal, respectively [4].

2 Approaches for Surface Plasmon Resonance Sensors

It is clear from Eq. (1) that wave propagation in dielectric always has a smaller value
than propagation constant of surface plasmon, so it is impossible to excite surface
plasmon by incident light directly to the metal–dielectric surface interface. In order
to match incident light momentum to surface plasmon wave (SPW), it is required to
improve momentum of the incident light wave that can be attained by prism light
coupling, grating, and optical waveguide light coupling approach [5]. A brief study
of each light coupling approach for SPR sensor has been described in the below
sections.

2.1 Prism Coupling Approach

Light coupling using prism configuration is a most common ATR method based on
Kretschmann configuration due to its simplicity and variable parameters, where a
prism having high refractive index (npr) is interfaced with metal–dielectric surface;
here, refractive index of dielectric (ndiele) is less than prism refractive index (npr >

ndiele) [6]. Kretschmann configuration for prism coupling in ATR method is shown
in Fig. 2.

Resonance condition for prism coupling will be satisfied when an incident wave
vector is equal to the wave vector of surface plasmon, i.e.
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Fig. 2 Kretschmann
configuration for prism
coupling in the ATR method

(2)

From this equation, an incident angle can be calculated as:

θ = sin−1

[(
1

npr

)
Re

{√ ∈metal ∈diele

∈metal + ∈diele

}]
(3)

In a prism coupling approach, it is not necessary to have accurate control on
plasmon metal layer thickness. The major disadvantage of this approach is high-cost
set-up because prism is mounted on a goniometer which will increase the overall
sensor set-up cost. Other cumbersome work is to make synchronization of rotation
of prism table with the detector to acquire high-intense SPR light signal [6].

2.2 Grating Approach for Light Coupling

A diffraction grating is another approach for light coupling in SPR sensors based
on diffraction of light. In 1902, Wood gives the concept of diffraction of light from
diffraction grating for the surface plasmon excitation [1]. Schematic representation
of grating is shown in Fig. 3. In this approach, light is made to an incident from a
dielectric medium having refractive index ndiele on to the surface of the metal grating.

Fig. 3 Grating approach of light coupling in the SPR sensor
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Later, the concept of diffraction angle was added in this grating approach of light
coupling in the SPR sensor.

Diffraction angle for any order of diffracted light can be calculated from below
equation [7, 8].

(4)

where θk is the angle of diffracted light of kth order, θ is the angle of incident light,
is incident light wavelength and ∩ is the period of a groove for grating.

The condition for resonance in this grating configuration can be given by the
following expression.

(5)

where and∇β is shifting of the propagation constant due to the grating configuration.
The mathematical modelling of the grating-based SPR sensor is more complicated
than that for the prism-based SPR sensors. Therefore, data analysis for grating-based
SPR sensor is more difficult. Limitation of grating-based SPR sensors for certain
applications is that the flow cell and analyte should be optically transparent because
the incident light beam is transmitted through sample [9].

2.3 Optical Waveguide Light Coupling Approach

Another approach for excitation of the surface plasmon is guided modes in dielectric
planar waveguide where guided modes can be noticed as a strategy for improving
sensor performance. Excitation phenomenon of SPW in waveguide SPR sensor is
illustrated in Fig. 4.

When a guided mode is propagated in the waveguide, it enters and penetrates
in the metal layer and then at outer surface of metal later it couples with surface
plasmon. Coupling occurs when both propagation constant of guided mode (βmode)

and real part of surface plasmon propagation constant (βsp) are equal;

Fig. 4 Excitation of SPW in
optical waveguide SPR
sensor configuration
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βmode = Re{βsp} (6)

The advantages of waveguide-based SPR sensors include compactness, rugged-
ness, easiness in coupling, easier way to control the polarization light for triggering
the surface plasmon excitation, small size, elimination of the effect of stray light, etc
[10, 11].

3 Performance Parameters for SPR Sensor

Main performance parameters of an SPR sensor include accuracy, sensitivity,
dynamic range, detection limit, and quality parameter. Detection accuracy of a sen-
sor gives the degree of closeness for which sensor output reaches the true value of
measurand (refractive index, the concentration of analyte, etc.). It is given in terms
of signal-to-noise (SNR) ratio and should have high value. It can be calculated from
the resonance curve of reflectivity and can be expressed as

SNR = �θresonance

�θ0.5
(7)

Here, �θ0.5 is half minima spectral width of the resonance curve. Sensitivity (S)
of a sensor can be expressed as the ratio of change in the value of sensor output
(angle, wavelength, polarization, intensity, phase, etc.) to the change on the value of
measurand (refractive index, analyte concentration, etc.).

The sensitivity of a sensor, utilizing the angular modulation approach, depends
on the value of the change in the resonance angle with a change in sensing layer
refractive index. If the change in resonance angle increases with a refractive index
change, then sensor sensitivity increases. The sensitivity of a sensor depends on
the method of modulation approaches (angular modulation, intensity modulation,
wavelength modulation method, etc.) and excitation approach of surface plasmon
(prism-based coupling, grating coupling, optical waveguide coupling, etc.).

Dynamic range of SPR sensor is a span ofmeasurand values that can be detected by
using the sensor, whereas detection limit is the lowest value of analyte concentration
that can be observed by using the sensor. Quality parameter (Q) of a sensor can be
given in terms of sensor sensitivity and spectral width of half minima and can be
represented as

Q = S

�θ0.5
(8)

Sensor resolution describes the smallest change in measurand which gives a rea-
sonable change in sensor output values. Resolution of a sensor depends on the level
of noise at sensor output. The sources of sensor output noise are shot noise and
fluctuations of intensity of emitted light [12, 13].
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4 Sensing Structure Configurations for SPR Sensor

In this section, performance parameters like sensitivity, accuracy, detection limit,
and a quality parameter of various prism coupling-based SPR sensors have been
summarized and listed in Table 1.

4.1 Prism Coupling-Based SPR Sensors

High resistivity for oxidation and non-reactive property with other metals make gold
more practical among all available metals [14]. In order to prove the performance
of the sensor, the hybrid metal layer (gold–graphene) makes high adsorption of
biomolecules due to a large surface area of the graphene layer [15]. In 2012,Maharana
[16] reported a chalcogenide–graphene multilayer-based SPR affinity biosensor for
refractive index having the range from 1.33 to 1.42. Schematic representation for
this design is shown in Fig. 5.

The sensitivity and the detection accuracy were found to be 52 degree/RIU and
0.134/degree, respectively, for 632.8 nm wavelength. For 1000 nm wavelength, sen-
sitivity and detection accuracy were found to be 36 degree/RIU and 2.320/degree,
respectively [16]. Due to the excellent property of transparent metal oxide operating
in infrared and visible spectrum region, indium tin oxide (ITO) is supportive com-
position without band to band transition forming no island in small thickness layer
grown over dielectric layer [17]. In 2014, Sharma et al. [18] incorporated this trans-
parent metal oxide material in designing SPR sensor with silica glass material prism
and analysed this sensor using an angular interrogation method. Design structure for
this sensor is shown in Fig. 6. For the optimum value of ITO layer thickness (50 nm)
and incident light wavelength (1600 nm), the author found highest sensitivity of 164
degree/RIU for refractive index having a range from 1.30 to 1.35 [18].

Graphene is a single layer of carbon atoms arranged in hexagonal honeycomb
lattice structure. The large surface area with excellent absorption properly make
graphene as a choice of top layer in biosensors [19].

In 2016,Verma et al. [20] proposed a chalcogenide prism and graphene-based SPR
biosensor for detection of bacteria with affinity layers of three different refractive
indices such as 1.5265 for nicotine, 1.49268 for toluene, and 1.4370 for [poly (tri-
fluoroethyl methacrylate)]. This structure comprises a gold layer (50 nm), graphene
layer (0.34 nm), and affinity layer (3 nm) deposited on a chalcogenide prism surface.
With affinity layer of refractive index (1.4370) for [poly (trifluoroethyl methacry-
late)], detection accuracy, sensitivity, and value of quality parameter were obtained
as 1.9960/degree, 38.4945 degree/RIU, and 28.51444/RIU, respectively.

Similarly, for the affinity layer of refractive index (1.4936) for toluene, detection
accuracy, sensitivity, andvalue of quality parameterwere obtained as 1.97984/degree,
38.74843 degree/RIU, and 28.283524/RIU, respectively. Similarly, for the affin-
ity layer of refractive index (1.5265) for nicotine, detection accuracy, sensitivity,
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Fig. 5 Schematic representation of experimental set-up of chalcogenide-/gold-/graphene-based
SPR sensor; reproduced from Ref. [16]

Fig. 6 Schematic representation of silica glass prism/ITO layer-based SPR sensor; reproduced
from Ref. [18]

and quality parameter were obtained as 1.97255/degree, 38.88757 degree/RIU, and
28.179399/RIU, respectively. The author further compared this design with conven-
tional chalcogenide SPR biosensor. This design was found 6.47 times more sensitive
than the conventional design of chalcogenide SPR sensor [20].

In 2017, Saifur Rahman et al. [21] designed and numerically analysed a sen-
sor with hybrid layer (gold–molybdenum disulphide (MOS2)–graphene) for DNA
hybridization detection. The author reported better sensitivity by adding monolayer
of MOS2 between graphene and gold layers. In this design, the author optimized the
parameters of each layer anddepositedover the surface ofSF10glass prismhaving the
index of 1.732. Sensing medium for this proposed structure was phosphate-buffered
saline. The optimum value of thickness and complex refractive index (ng) of gold
(Au) layer were considered as 50 nm and ng = 0.1726 + 3.4218i , respectively [9].

For graphene layer, complex refractive index ng and optimum thickness had been
taken as ng = 3 + 1.1487i and 0.34 nm, respectively [22]. The optimum thickness
and complex refractive index nm for molybdenum disulphide (MOS2) had been kept
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as 0.65 nm and nm = 5.9 + 0.8i , respectively [23, 24]. For the above considered
optimum values of thickness and indices, the author found a high value of sensitivity
(87.8 degree/RIU), better detection accuracy (1.28), and improved quality parameter
(17.56) for this proposed sensor [21].

In 2018, Kushwaha et al. [25] proposed a sensor using a hybrid metal layer with
improved sensitivity. Proposed sensing structure comprises zinc oxide (ZnO) layer
(40 nm) deposited over the SF10 prism surface. Further gold layer (42 nm), molyb-
denum disulphide (0.65 nm), and graphene layer (0.34 nm) were deposited over
the ZnO layer. The author considered a range of refractive index (1.33–1.45) for
sensing medium. Angular interrogation technique had been used for analysis of
the reflectance curve of this sensor. For optimum values of each layer thickness and
632.8 nm incidentwavelength, the author reported a sensitivity of 101.58degree/RIU,
a quality parameter of 15.11/RIU, and detection accuracy of 1.81 [25].

5 Summary

This paper reviewed SPR technology and its application in sensing. Firstly, the con-
cept of surface plasmon and condition for plasmonic resonance have been described.
Secondly, different approaches, i.e. prism coupling, grating, andwaveguide approach
for light coupling, have been dentally explained and condition for light coupling
for each approach has been discussed. Finally, work of previous years on prism
coupling-based SPR sensors has been reviewed and has tabulated their performance
characteristics in respect of detection accuracy, sensitivity, value of quality parameter,
etc.
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Wideband Designs of Unequal Lengths
Slot Cut Microstrip Antennas Backed
by Slotted Ground Plane

Amit A. Deshmukh, Amita Mhatre, M. Shah, C. Kudoo and S. Pawar

Abstract Wideband designs of unequal lengths slot cut rectangular microstrip
antennas backed by slots cut ground plane are proposed. The slots in ground plane
(GP) alter TM02 and TM11 mode frequencies of equivalent GP, whereas additional
slots on rectangular patch alter its TM11, TM02 and TM12 mode frequencies, and an
optimum spacing between them results in wider bandwidth. Maximum impedance
bandwidth of 579 MHz (>50%) is obtained with unequal slot lengths on the GP
as well as the radiating rectangular patch. All the slot cut designs yield broadside
radiation across the impedance bandwidth and exhibit elliptical polarization. Peak
broadside gain of larger than 7 dBi is obtained in the optimum configuration.

Keywords Broadband microstrip antenna · Defected ground plane microstrip
antenna · Rectangular slot · Higher-order resonant mode

1 Introduction

Ever since the invention of microstrip antenna (MSA), also referred to as patch
antennas in 1969, various methods have been adapted for enhancing its impedance
bandwidth (BW) [1, 2]. The methods which have been commonly referred are use
of multiple patches in planar gap-coupled or stacked configurations, use of modified
feeding techniques like, and L-probe and widely referred technique of embedding
slot in the patch [1–6]. Alternately by embedding slots in ground plane, enhance-
ment in BW and realization of multi-band response has been reported [7]. These
designs are referred to as defected ground plane structure (DGS) MSAs. When the
dimensions of patch and ground plane are fixed, then with reference to the boundary
condition applied to patch geometry, resonant modes in the structure are fixed [8].
Any modifications in patch with respect to slots will only alter the frequencies and
impedance at respective modes to achieve wider BW as explained in [9]. A similar
study to put forward the effects of slots on patch and ground plane together has not
been discussed in literature. The present work addresses this research gap and novel
wideband configurations using slots on patch, and the GP is presented in this paper.
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Initially, design of rectangular MSA (RMSA) backed by unequal lengths slot cut
rectangular shape ground plane is discussed. Slots alter TM11 mode frequency of
equivalent GP which along with TM10 mode in RMSA yields impedance BW of
165 MHz (17.81%). Further, three unequal length rectangular slots are embedded
on RMSA. These slots modify patch TM11, TM02 and TM12 mode frequencies that
enhance the impedance BW further. With two equal lengths out of the three slots,
antenna yields BWof 575MHz (52.5) andwith all three unequal length slots, antenna
offers BW of 579 MHz (53.05%). Marginal increment in BW here is attributed to
close spacing between modified patch resonant mode frequencies. All the proposed
designs exhibit pattern maxima in the direction orthogonal to the plane of antenna.
Designs with slots on the patch and the GP yield peak broadside gain of above 7 dBi.
Proposed antennas in this paper were first optimized using IE3D simulations using
N-type feed. Measurements have been carried out using ZVH–8, FSC 6 and SMB
100A. Although widely referred slot cut technique is used in present designs, an
insight into functioning of antenna when multiple slots are present on patch and GP
is presented here in terms of resonant modes. Similar kind of detailed study for DGS
MSA is not available in literature, and thus, this is the novelty in proposed study.

2 RMSA Embedded with Slots Backed by DGS

Design of RMSA fed using proximity strip backed by unequal length slots cut DGS is
shown in Fig. 1a, b. To maximize radiation efficiency, air substrate has been selected
here. Here, three slots each have been embedded on the GP and the radiating patch.
To optimize forwider BW, a detailed parametric studywas carried out and impedance
graphs for ground slots length variation are shown in Fig. 1c, d. The surface current
distributions have been referred for different slots dimensions as present on the patch
and ground plane. Based on resonant modes behaviour as observed in RMSA andGP,
it was concluded that slots on ground modify equivalent ground rectangular patch’s
TM02g and TM11g (‘g’ for ground plane mode) modes. This mode identification was
confirmed also by simulating ground plane as the patch and patch as theGP. Themax-
imum BW with slots on ground plane is results of optimum spacing between TM11g

and patch’s TM10 mode. For ‘xf ’= 2.5, ‘Lg1’= 6.5, ‘Lg2’= 8.5 and ‘Lg3’= 11 cm,
respective simulated and measured BW’s with only unequal lengths ground slots is
165MHz (17.81%) and 174MHz (18.2%). Here, the BW realized is smaller. TheBW
enhancement can be realized by modifying higher-order resonant modes and bring-
ing them closer to TM10 mode on RMSA. With the placement of offset feed location
(xf = 3.0, yf = 3.6 cm), BW seems to be increased. This increment is attributed
to excitement of TM11 mode on the rectangular patch which yields simulated BW
of 508 MHz (45.33%). However, radiation pattern variation across impedance BW
was noticed because of orthogonal current components at TM11 mode. To minimize
this, additional slots namely ‘Lp1’, ‘Lp2’ and ‘Lp3’ were introduced on RMSA as
shown in Fig. 1a. Further parametric study was carried out and the impedance graph
showing effects of these slots on various resonant modes is provided in Fig. 1e, f.
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Fig. 1 a, b Slots cut RMSA backed by DGS fed using proximity strip and its impedance graphs
for variation in c, d ground plane slot lengths, Lg1, Lg2 and Lg3 and e, f slot lengths on rectangular
patch, ‘Lp1’, ‘Lp2’ and ‘Lp3’
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Here, initially, all three lengths (Lp1, LP2, LP3) were increased in equal steps. Further
only middle (LP2) and bottom (LP3) horizontal lengths were increased, and later, the
bottom horizontal length was increased. These lengths increment are orthogonal in
direction to surface current at resonant TM02 and TM12 modes. Due to this, their
frequencies reduce as observed from the impedance graphs. For the same ground
slot and feed point parameters, with three equal length slots on the patch (Lp1 =
3.6 cm), respective simulated and measured impedance BW of 524 MHz (48.93%)
and 532 MHz (50.28%) is realized as shown in Fig. 2a.

The design with equal slots on RMSA yields broadside pattern across BW with
cross-polar component of radiation less than 10 dB with reference to co-polar com-
ponent. However, cross-polarization level increases towards higher frequencies of
BW which is attributed to orthogonal components of surface current at TM02 and

Fig. 2 a Return loss plots (S11) for equal lengths slot cut RMSA backed by DGS, b gain variation
across BW for wide band variations, c return loss plots and d fabricated antenna for slots cut RMSA
backed by DGS for Lp2 = Lp3
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TM12 modes present towards higher frequencies. Due to this broadside antenna gain
reduces towards higher frequencies as shown in Fig. 2b. To improve gain, variation
effects of an increase in slot lengths were studied. Unequal increment in slot length is
realized, and only lengths Lp2 and Lp3 were increased. This increment further reduces
TM02 and TM12 mode frequencies as shown in Fig. 1f. A wider BW is obtained for
Lp2 = Lp3 = 5.4 cm as shown in Fig. 2c.

SimulatedBWis 575MHz (52.78%),whereasmeasuredBWis 577MHz (53.6%).
In this design also, antenna gain reduces towards higher frequencies of BW due to an
increase in cross-polarization component as shown in Fig. 2b. But due to larger Lp2

and Lp3, this reduction is smaller against equal slot length condition. The fabricated
antenna for this variation is shown in Fig. 2d. To minimize gain variation, slot length
Lp3 is only increased. From impedance graph, it was noticed that modal frequencies
marginally changes. An optimum response in terms of BW and gain variation is
obtained for Lp3 = 6.9 cm as shown in Figs. 2b and 3a.

Respective values of impedance BW using simulation and experiment are
579 MHz (53.05%) and 583 MHz (53.81%). The antenna with unequal slots length
on patch yields peak gain of above 7 dBi and shows lesser reduction in gain towards
higher frequencies of BW as observed from Fig. 2b. Polar pattern plots as shown in
Fig. 3c–f shows maximum of radiation in a plane orthogonal to antenna plane and
shows cross-polar component less than 8 dB throughout the BW, thereby realizing
elliptical polarization. Thus, proposed study explains functioning of slot cut DGS
wideband designs in terms of patch and GP modes. A similar study highlighting
effects on patch modes in DGS structures is not explained in detail in the literature.

3 Conclusions

Wideband designs of unequal lengths slot cut RMSA backed by unequal lengths slot
cut rectangular ground plane are presented. The optimum response in terms of BW,
pattern and gain variation is obtained using three unequal length slots on patch and
GP. It yields impedance BW of around 580 MHz (>50%) with peak gain of 7 dBi.
The antenna exhibits broadside pattern and shows elliptical polarization across the
BW. With the realized antenna characteristics, proposed design will be useful in
application in various mobile and personal communication devices.
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Fig. 3 a Return loss plots, b fabricated design and c–f pattern at two frequencies over impedance
BW for RMSA with larger Lp3 backed by DGS
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Single Feed Corner Trimmed Circularly
Polarized Diagonal Patch Antenna

Shipra Bhatia and M. V. Deepak Nair

Abstract In this paper, a circularly polarized diagonal-shaped microstrip patch
antenna for Wi-Fi and mobile applications is proposed. The radiating patch is diago-
nally trimmed from the opposite corners by length L/2 (i.e., 12 mm) and it resonates
at 2.64GHzwith circular polarization. This is achieved using a simple structure of the
microstrip antenna which consists of a single layer, single feed patch with smaller
size as compared to conventional microstrip patch antenna. This paper presents a
comparison of resonant frequency and a change in polarization from linear to circu-
lar by simply trimming the corners of the patch with different lengths. The proposed
patch antenna is simulated in ANSYS HFSS and a prototype of antenna is fabricated
and tested using Keysight Vector Network Analyzer N9925A. Experiments and sim-
ulations show that the proposed 12 mm trimmed antenna is capable of providing a
gain of 2.17 dBi with an axial ratio of 4.05 dB.

Keywords Corner trimmed · Circular polarization ·Microstrip antenna ·Mobile
applications · Single feed

1 Introduction

Since the last many years, microstrip patch antennas have been widely investigated,
designed, and implemented in wireless communication systems such as remote sens-
ing, satellite communication, mobile handsets, and many more [1]. This increasing
demand of microstrip patch antenna is due to its light weight structure, small size,
cost effectiveness, easy feeding techniques, multi-band and multi-polarization capa-
bility of a single antenna [2, 3]. Normally, patch antenna radiates linearly polarized
waves and this happens when normal feed configuration is used with no further geo-
metrical modifications in it [4, 5]. By changing feed arrangement or by modifying
patch geometry, circular and elliptical polarizations can be obtained [6]. Circularly
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polarized waves are generated when electric field with two orthogonal components
have the same magnitude and 90 degree phase difference [7]. Circular polarization
can also be obtained by changing the physical structure of the patch or by chang-
ing feed position in a patch or by using dual feeds in place of a single feed. One
of the simplest ways to achieve circular polarization is by feeding the patch at two
adjacent edges to excite two orthogonal modes [8]. Several antenna designs have
been proposed in [7–11]. In [7] and [8], circular polarization has been achieved by
introducing different shapes of slots in the patch. In [9], a hexagonal shape patch
antenna has been designed for circular polarization. In [10], a circularly polarized
patch antenna with dual slots is designed. In [11], the concept of introduction of slots
and aperture-coupled feeding technique has been used to obtain circular polarization.

In the first subsection of following section, a simple square-shaped untrimmed
patch antenna with a single feed has been proposed. In addition to that, geometry
of the antenna in which two opposite corners of the radiating patch are trimmed to
quarter length L/4 (i.e., 6 mm) is also shown. In the second subsection, the trimmed
length is increased to half of the patch length L/2 (i.e., 12 mm). The dimension of
the substrate is 36 × 36 × 1.58 mm3. The concept of trimming opposite corners of
the patch with a single feed point at the same position as that of untrimmed square
patch antenna has been used in this design.

2 Antenna Design and Geometry

2.1 Compact Linearly Polarized Untrimmed Patch Antenna
and Elliptically Polarized 6 mm Trimmed Patch Antenna

Figure 1a shows the fabricated untrimmed square patch antenna with a single feed.
The antenna is fabricated using a thin sheet of FR4 substrate with a dielectric constant

Fig. 1 a Fabricated untrimmed antenna bGeometry of 6 mm trimmed antenna c Fabricated 12 mm
trimmed antenna
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of 4.4 and loss tangent of 0.02. The square patch of dimension 24 × 24 mm2 is co-
axially fed to resonate at the frequency of 2.4 GHz. The feed point location is found
to be best suited using ANSYS HFSS which comes out to be at the center along
x-axis and 6.03 mm from edge of the patch along the y-axis [12]. Designed patch
antenna with trimmed corners of length L/4 (i.e., 6 mm) is shown in Fig. 1b and
change in frequency and polarization w.r.t. variation in length of the trimmed part
are observed. The geometry of the patch antenna is same in all the three designs
except the variation in length of trimmed corners.

2.2 Compact Circularly Polarized 12 mm Trimmed Patch
Antenna

Figure 1c shows the fabricated prototype of patch antenna with corners trimmed
by length L/2 (i.e., 12 mm). This antenna design overcomes the complexity of using
multiple feeds or introduction of different slots to obtain circular polarization. Ideally,
axial ratio for circularly polarized wave is 0 dB but practically, it is not possible to
achieve pure circularly polarized wave. Therefore, range of acceptable axial ratio
value is considered up to 6 dB for practical applications [13, 14].

3 Results and Observations

For experimental verification of the proposed designs, Keysight Microwave Vector
Network Analyzer N9925A was used. All the following experimental results were
obtained from the VNA. The results and observations from the proposed antenna
prototype are shown in the subsections below.

3.1 Return Loss and Gain

Figure 2 depicts the reflection coefficient curves of all the three designs for VSWR <
2. It is found that the untrimmed patch antenna resonates at 2.744 GHz (−19.06 dB)
with a gain of 3.30 dBi. The 6 mm trimmed antenna resonates at two frequencies,
i.e., 2.776 GHz (−14.43 dB) and 3.096 GHz (−18.7 dB) with a gain of 3.11 and
3.19 dBi. This dual band resonance is due to automatic excitation of higher order
modes because of larger aspect ratio as compared to 12 mm trimmed antenna. Larger
aspect ratio will lead to orthogonal frequencies spaced closely. Antenna with 12 mm
trimmed corners resonates at 2.648 GHz with the highest return loss of −22.5 dB
and a gain of 2.14 dBi.
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Fig. 2 Reflection coefficient curves of proposed antenna designs

3.2 Axial Ratio and Radiation Pattern

Figure 3a depicts E-plane (phi = 0 degree) polar plot for comparison of axial ratio
value of proposed designs. This polar plot is drawn at different values of theta for
a particular resonant frequency. The axial ratio is measured at 0 degree value of
theta. From the obtained results, proposed untrimmed antenna has an axial ratio of
51.97 dB (linear polarization), whereas the antenna with 6 mm trimmed corners has
an axial ratio of 7.452 and 15.78 dB (elliptical polarization) corresponding to two
resonant frequencies. The antenna with 12 mm trimmed corners has an axial ratio
of 4.05 dB (circular polarization). Figure 3b and c shows the E-H radiation pattern
plot for proposed designs. It is observed from the figure that untrimmed antenna
has highest radiation intensity, whereas the minimum radiation intensity is obtained
from 6 mm trimmed patch antenna. The below plots are shown for only one resonant
frequency (2.776 GHz) of 6 mm trimmed antenna.

Fig. 3 a Axial ratio polar plot b E-plane radiation pattern polar plot c H-plane radiation pattern
polar plot for proposed antenna designs
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Fig. 4 Total surface current density in a 6 mm trimmed patch antenna b 12 mm trimmed patch
antenna c H-field vectors in 12 mm trimmed patch d E-field vectors in 12 mm trimmed patch

3.3 Surface Current Density and Field Patterns

Figure 4a and b shows the surface current density for 6 and 12 mm trimmed patch
antenna. Green and yellow colors in the patch depict high current density at that part
of antenna. Figure 4c shows H-field vectors at the surface of the patch. The field
vectors travel from feed point and cover whole area of patch. Figure 4d depicts E-
field vectors which are perpendicular to the x-y plane. Red and green colored vectors
show high field density at that part of patch.

4 Conclusions

Proposed three antenna designs are compared based on resonant frequency, gain,
and axial ratio. Untrimmed linearly polarized antenna resonates at 2.744 GHz with a
gain of 3.30 dBi, whereas antenna with 6 mm trimmed corners resonates at 2.776 and
3.096 GHz. This trimmed design provides a gain of 3.11 and 3.19 dBi with elliptical
polarization. Antenna with 12 mm trimmed corners resonates at 2.648 GHz with
an A.R. of 4.05 dB making it circularly polarized. These designs offer advantage
of reducing complexity due to slots and multiple feeds. Thus, by increasing the
length of trimmed corners and keeping all other parameters of the antenna same, the
polarization can be moved from linear to circular.
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UWB Antenna for Breast Cancer
Detection Using Back Scattering

Praveen Kumar Rao and Rajan Mishra

Abstract Traditional medical imaging systems are not able to identify tumor in
human fast and reliable way. Imaging systems as computed tomography scan, mag-
netic resonance imaging, etc., bring human health-related issues because of the ion-
ization effect. In this study, the design and performance analysis of a 3D antenna has
been done for microwave imaging application to diagnose cancer. A folded radiat-
ing structure, directive 3-D antenna has been used for the application of microwave
imaging for clinical diagnosis. By optimizing the complete dimension, projected
antenna is achieved with a reduced size of 20 × 20 mm2. In addition, the antenna
was modeled with four layers of woman breast phantom tissues. This shows that
the projected antenna is an appropriate equipment which can be used to construct a
microwave diagnostic procedure meter for early women breast cancer detection.

Keywords Ultra-wideband ·Monopole antenna · Flexible antenna · Phantom
model · Breast cancer detection · Scattering signal

1 Introduction

Breast cancer is the second leading cause of cancer in women today after lung
cancer. In most of the cases, the method used for breast cancer diagnosis is MRI,
but it is having hazardous health issues of x-ray wave interfacing directly to the
human body. X-ray mammography is having more than 20% false detection rate and
value is higher in breast cancer diagnosis in young girls [1, 2]. Ultrasound and MRI
scans are alternatives but these techniques are expensive and high chances of wrong
decision probability. Moreover, not safe to use regularly due to ionization effect and
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Table 1 Imaging methods used for cancer detection

Modality Complexity Cast Resolution

Gamma camera High/moderate Moderate Moderate

X-ray Moderate Moderate High

PET High High High

Radiometry Low Low Low

IR Moderate High/moderate High

MRI High High High

Ultrasound Moderate Moderate Moderate

painfulness [3, 4]. This contrast is fundamental hypothesis for passive diagnostic
technique, it helps in thermal mapping for breast tissues, and from that the presence
ofmalignant cells is inferred.Microwavediagnostic technique has specific lowcost of
prices and less technological issues, conjointly low in comparison with the opposite
method as shown in Table 1 [5, 6].

Microwave imaging is the most reliable method used to detect the breast cancer.
It is able to detect breast cancer in early stage effectively. Other advantages are low
cost, non-ionizing, secure and non-invasive. However, UWB technology is a safe
breast screening tool, but accurate diagnosis is needed to be improved [7, 8]. It uses a
low power and low wavelength wave for scanning, and the drawback of this method
is that there is back reflection from breast [5, 6].

The above-mentioned antennas are not versatile instead have bulky structure,
hence, flexible antennas are designed for the woman breast by taking into consid-
eration the outcome of biological tissues for the economic radio bands except [9,
10]. So, during these antennas, we have tried to be a little flexible antenna exploiting
RT/duraid 5880(tm) substrate. The simulation results of designed antenna show that
it can be used for early breast tumors detection by constructing a microwave imaging
instrument. Moreover, to point out its impact on the antenna S-parameter response,
the projected antenna is employed in touch with biological woman breast tissue.

2 Flexible Antenna Design

The geometries of the designed UWB antenna are given in Fig. 1. 20 × 20 mm2

Rogers RT/duraid 5880(tm) substrate with a thickness of 0.254 mm. The relative
permittivity of Rogers RT/duraid 5880(tm) is 2.2. The feed circuit may be a coplanar
waveguide cable having 50-� ohmic. All the numerical simulations are calculated
with high-frequency structure simulator (HFSS) software to verify the effectiveness
of the wideband (Table 2).
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Fig. 1 Geometry of the
flexible antenna

Table 2 Parameter of antenna

Parameter Value
(mm)

Parameter Value
(mm)

Parameter Value
(mm)

Parameter Value
(mm)

W1 20 W2 12 W3 9.3 W4 3

L1 20 L2 3 L3 6 L4 4

W5 3 W6 3 W 1 L5 2.8

L6 7.7 L7 8.8

3 Microwave Imaging

In this, our aim is to find backscattering signal from the tumor which consists of
dielectric inclusion, for this we used breast phantoms with single tumor which have
very high dielectric consent [11]. Off the shelf, breast phantom is also used for
microwave imaging. The size of phantom is 20 × 20 × 26.5 mm which is nearly
equality dielectric property like human breast. These phantoms have four layers [12,
13], which are defined as skin layer, tissues layer, canoes barest tumor and air layers.
The phantom dielectric is shown in Table 3. The tumor cell consists of water which
has high dielectric constant as compared with low water tissues. Figure 2 shows the
setup of microwave imaging system in which two antennas are studied face to face
at distant 16 mm between these two antennas. The mechanical system is used to
rotate the antennas 360° around the phantom. Step motor is used for the rotation of
antennas at 360°. This rotation control by Arduino Uno control circuit. These two
antennas alsomaintain 6.5mmdistant from breast phantom. Tomeasure the antennas
scattering signal, the antenna is connected to vector network analyzer (VNA). All
these steps are controlled by the PC which is also connected to VNA. In microwave



380 P. K. Rao and R. Mishra

Table 3 Breast layers
properties [14]

Tissue Permittivity Conductivity Thickness
(mm)

Muscle 52.4 1.91 5

Glandular
tissues

20.1 0.5 20

Fat 5.2 0.1 10

Skin 38 1.46 1.5

Fig. 2 Block diagram of breast cancer imaging system

imaging system, we are not using a human due to safety propose. To rotate the
antennas around the phantom, and collect the data for localize the exact position of
tumor.

4 Breast Phantom Model

Firstly, to design breast phantommodel as shown in Fig. 3, simple four layers stabbed
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Fig. 3 Geometry of breast
phantom model with antenna

model using different biological tissues is applied. Table 3 shows electrical and phys-
ical properties like electrical permittivity and conductivity at 6.4 GHz and thickness
according to the average for each tissue layer.

5 Result and Discussion

Figure 4 shows that reflection cofficient of antenna for different steps. For step 1
the bandwidth is 2–4.5 GHz. For step 2 bandwidth is zero. For step 3 bandwidth is
3.2–6.5 GHz and step 4 gives maximum bandwidth as 3.5–7.5GHz.

The reflection coefficient of these antennas are shown in Fig. 5 which shows that
step 4 antenna gives good radiation performance in band 3.5–7.5 GHz.

The current distributions of the simulated UWB antenna are shown in Fig. 4. The
current distribution got in both the condition with and without phantom. Figure 6a
shows the current distributionwithout phantomandFig. 6b shows the current distribu-
tion with phantom. Without phantom current distribution higher with respect to with
phantom so parameters like gain and radiation efficiency decrease with frequency.

At frequencies 5 GHz, the distributed radiation pattern with respect to gain (dBi)
for E- and H-plane is shown in Fig. 7. According to radiation plot, the scheduled
antenna shows nearly omnidirectional radiation pattern in H- and E-plane.
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Fig. 4 Simulated reflection cofficient in different structures of step antenna

Fig. 5 Comparison between
simulated IS11I (dB) with
phantom and simulated IS11I
(dB) without phantom of
scheduled antenna

6 Conclusion

This research focuses on designing a cost-efficient 3D antenna for portable biomedi-
cal diagnosis usingmicrowave imaging systems. The proposed structure of the folded
3D design gives the antenna compactness. The proposed CPW-fed antenna is used
as a transceiver in breast tumor detection system based on automated PC controlled
microcontroller.MATLABprogramming has been used for transmitter, receiver, data
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Fig. 6 Surface current distribution of antenna at frequencies a without phantom, 5 GHz, b with
phantom 5 GHz

Fig. 7 Simulated radiation pattern of the scheduled antenna for E-plane and H-plane with respect
to dBi, a E-plane 5 GHz, b H- plane 5 GHz

acquisition system and image processing. The dielectric properties variation of the
phantom affects the variation of scattering signal. This system is easy to install,
compact in size and of low cost. The system was analyzed using breast phantom. In
conclusion, the obtained results of imaging system validate it for the earlier breast
tumor detection.

Acknowledgements This work is part of UPCST sponsor project.
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Implementation of SAC-OCDMA System
Using Generalized Codes Over FSO
Channel

Sharwan Kumar Jangid and Ritu Sharma

Abstract In this paper, the spectral amplitude coding technique for optical code
division multiple access (SAC-OCDMA) system is implemented over free space
optic (FSO) channel using generalized codes. The generalized codes are constructed
using a generalized code construction algorithm for the weight greater than 2. This
algorithm provides the same code length increment for an additional user. The gen-
eralized code performance is analyzed for different transmission distance in FSO
channel, BER, and different data rates using direct detection.

Keywords FSO · Generalized codes · Direct detection and SAC-OCDMA

1 Introduction

The optical code division multiple access (OCDMA) system assigns different codes
to each user, and all the users can access same transmission medium asynchronously
and simultaneously. Due to this property, OCDMA systems are more suitable for
those networks, where traffic is asynchronous such as local area network.

The OCDMA system is affected by multiple access interference (MAI), which
degrades the system performance, when a large no. of users are active in the sys-
tem. There are many OCDMA techniques that have been developed to enhance the
system performance, and one of them is spectral amplitude coding—optical code
division multiple access technique (SAC-OCDMA). The multiple access interfer-
ence (MAI ) is completely removed in SAC-OCDMAsystems by using ideal in-phase
cross-correlation property of codes. SAC-OCDMAsystem provides codes in spectral
domain [1–9]. For the SAC-OCDMA, many coding techniques have been developed
such as modified quadratic congruence code for prime weights [1–9], Khazani–Syed
(KS) code [2], modified double weight (MDW) code [1–9], enhanced double weight
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code (EDW) [9], and many others. The EDW and MDW code have odd weight and
even weight greater than 2, respectively. These codes use mapping technique for a
large no. of users.

A generalized algorithm for code construction is reported in [1], which can gen-
erate codes (generalized codes) like EDW and MDW for any weight greater than
2 without mapping. It maintain cross-correlation value almost one (λC≤1). Length
and other properties are similar to MDW and EDW codes [1, 9].

Free space optic is a technology that can provide point-to-point communication
with high speed. In many communication links, such as aircraft to ground, satellite
to ground, building to building, and ship to ship, the FSO technology can be used
[2–10]. FSO communication technology can be used as an alternative to optical fiber,
where fiber laying is difficult [2, 8]. The FSO communication technology is highly
susceptible to attenuation due to turbulence and weather conditions. The FSO link
is generally affected by two types of losses, i.e., geometric losses and atmospheric
losses. Geometric losses are due to misalignment of antennas and link distance, and
atmospheric losses are mainly due to scattering, absorption, etc.

In this paper, SAC-OCDMA system is implemented over free space optic (FSO)
channel using generalized codes.

The performance of the system is evaluated using FDTD-based simulation soft-
ware for different data rates and transmission distance. Numerical results obtained
are also compared.

2 Description of the SAC-OCDMA System Using
Generalized Codes

The basic block diag. of the system (SAC-OCDMA) is shown in Fig. 1. It consists
of a transmitter section for each user. Each user transmitter section consists of a light
source (LED), encoder, user data, and modulator. The each user output is combined,
encoded, and transmitted to FSO communication channel. The received signal is
split and decoded at the receiver end. The received signal after decoding is sent to
the detector of each user.

Fig. 1 Block diagram of SAC-OCDMA system
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3 SAC-OCDMA System Implementation Using
Generalized Code

Snapshot of the simulation setup in Optisystem is shown in Fig. 2. The generalized
code construction algorithm for SAC–OCDMA system is stated below [1]:

• Choose W (weight of code) and N (no. of users),
• Calculate L (code length) using L = N × (W − 1)
• Construct base matrix M per Eq. (1).
• Repeat base matrix (M) up to (N − 1) times.
• In last column of matrix U, R1 is placed at last row and R2 is placed at first row.
• Fill empty places with zeros.

The generalized code for W = 4 and N = 3 is given in Eq. (3).

M =
[
R1

R2

]
=

[⌊
W−2
2

⌋
0s

⌊
W+1
2

⌋
1s⌊

W
2

⌋
1s

⌊
W−1
2

⌋
0s

]
(1)

M =
[
0 1 1
1 1 0

]
(2)

λ1 λ2 λ3 λ4 λ5 λ6 λ7 λ8 λ9

U =
⎡
⎣0 1 1
1 1 0
0 0 0

0 0 0
0 1 1
1 1 0

1 1 0
0 0 0
0 1 1

⎤
⎦user1
user2
user3

sum = 1 0 1 1 0 1 1 0 1 (3)

Fig. 2 Snapshot of simulation setup for SAC-OCDMA (W = 4, N = 3) using direct detection
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Table 1 Simulation
parameters [2, 11]

Parameter Value

Source line width (�v) 3.75 THz

Bit rate 1.25, 2.5 and 5 Gbps

Quantum efficiency (η) 0.6

Transmitted power (Pt) 10 dBm

Atmospheric attenuation (a) 8.68 dB/km

Transmission distance (S) 2 km, 4 km

Transmit aperture diameter (d1) 0.05 m

Receive aperture diameter (d2) 0.2 m

Beam divergence (D) 2 mrad

In matrix U, the sum of all unique codes provides (W − 2) wavelengths for each
user which is non-overlapping. These wavelengths are corresponding to 1’s in binary
sum. In detection process, the non-overlapping wavelengths are used.

4 Results and Discussion

4.1 Simulation Results and Discussion

FDTD-based simulation software is used for performance evaluation of the SAC-
OCDMA system (Table 1).

Figure 3 shows the BER performance using direct detection technique at different
transmission distance and data rates. In simulated result, only first user’s BER values
are considered and three data rates are used, i.e., 1.25, 2.5, and 5 Gbps. The graph
shows that BER increases at higher data rates for the same transmission distance. At
higher data rates, required bandwidth increases, and therefore, noise in the system
increases [1]. Thus, the systemperformance degrades at higher data rates. The system
BER increases with increasing transmission distance. This system can support up
to 1.5, 1.3, and 0.8 km for data rates 1.25, 2.5, and 5 Gbps, respectively, when
transmitted power is 10 dBm (Fig. 4).

4.2 Numerical Results and Discussion

To calculate the system BER performance, the Gaussian approximation is used [1,
7] Table 2:
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Fig. 3 Results of SAC-OCDMA system when transmitted power = 10 dBm at different data rates

Fig. 4 Eye diagram for channel 1 at 1.25 Gbps, distance 1.5 km
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Table 2 Parameters for
numerical calculation

Parameter Value

Electrical BW (B) 0.625, 1.25, 2.5 GHz

Bit rate 1.25, 2.5, 5 Gbps

Operating wavelength (λ0) 1550 nm

Receiver noise temperature (Tn) 300 K

Receiver load resister (RL) 1030 �

Electron charge (e) 1.6 × 10−19 C

Planck’s constant (h) 6.66 × 10−34 J/S

Boltzmann’s constant (Kb) 1.38 × 10−23 J/K

• All the light sources are ideally unpolarized and its spectrum is flat for given
bandwidth [v0 − �v/2, v0 + �v/2], where v0 = central optical frequency and �v
= source bandwidth.

• For all users, each bit stream is synchronized.
• For all users, received power is equal.
• Spectral width of each frequency component is identical.

Following SNR and BER equations [1] used in calculations:
FSO channel link budget equation [11]

Psr = Pt × (d2)2

(d1 + (D × S))2
× (10)(−a× S

10 ) (4)

SNR for generalized code using direct detection technique

SNR =
(
RPsr(W−2)

L

)2

eBR
[
Psr(W−2)

L

]
+ 4KbTn B

RL

(5)

BER for generalized code using direct detection technique

BER = 1

2
erfc

√
(SNR/8) (6)

whereR= ηe/hv0 is the responsivity and Psr= broadband effective power at receiver.
Figure 5 shows the numerical results based on Eqs. (4), (5), and (6). The BER is

plotted against transmission distance for SAC-OCDMAsystemat different data rates,
i.e. 1.25, 2.5, and 5 Gbps. According to numerical results, this system can support
up to 1.3, 1.4, and 1.5 km at 10 dBm transmitted power for 5, 2.5 and 1.25 Gbps
data rates, respectively. As the distance increases, channel loss also increases, which
degrades the system BER performance.
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Fig. 5 Numerical results of SAC-OCDMA system for different data rates

5 Conclusion

In this paper, the three users SAC-OCDMA system is implemented and analyzed
using generalized code over FSO channel at 8.68 dB/km atmospheric attenuation.
This value of attenuation is generally considered for heavy rain environment. The
simulation result shows that the system can support up to 1.5, 1.3, and 0.8 km
under heavy rain condition for data rates 1.25, 2.5, and 5 Gbps, respectively, when
transmitted power is 10 dBm.

The system has achieved acceptable BER (10−9) at different data rates in numer-
ical result as well as in simulation results. The numerical result shows better result
due to some approximation used in calculation, and numerically, it can support up
to 1.5, 1.4, and 1.3 km at 10 dBm transmitted power for 1.25, 2.5, and 5 Gbps data
rates, respectively.
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Design and Investigation of Octagonal
Patch Antenna Using Artificial Magnetic
Conductor for 5G Applications

Ashok Kumar, Arjun Kumar, Ashok Kumar and M. V. Karthikeyan

Abstract In this paper, the impact of artificial magnetic conductor (AMC) enabled
octagonal patch antenna is presented for 5Gapplications. The different configurations
of three AMC square cells and modified square unit cells supported octagonal patch
antenna are analyzed. By usingmicrostrip inset feed and quarter-wave transformer, it
is feasible to provide better impedance matching. It is designed on Rogers RT/duroid
5880 substrate with εr = 2.2 and size of 10 × 10 mm2. The simulated impedance
bandwidth is 17.45 GHz, which is 57%more than the basic octagonal patch antenna.

Keywords Metamaterials · Artificial magnetic conductor (AMC) · Octagonal
patch · Patch antenna · 5G frequencies

1 Introduction

In recent times, low data speed due to the shortage of bandwidth is the major draw-
back in wireless cellular networks. To resolve this problem, the fifth-generation
communication system use millimeter-wave bands [1]. The current generation, i.e.,
fourth-generation (4G) unable to fulfill the consumer’s requirements due to poor cov-
erage, low data speeds, dropped connection and flexibility [2]. The 5G technology is
the extended version of 4G technology, which provides large bandwidth, high gain,
compact size and high data speed up to Gbps [3]. The antenna is a fundamental com-
ponent of wireless systems that must be designed to fulfill customer demands such
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as large bandwidth, high gain and stable radiation patterns. The antenna for wireless
communication system must be small size, lightweight, high gain, easy to manufac-
ture, cost effective and easy to integrate with wireless communication devices [4, 5].
The patch antenna is appropriate for such applications and used for wide bandwidth,
circular polarization and dual-band frequencies [6]. Themetallodielectric EBG, elec-
tromagnetic bandgap and photonic bandgap-based structures and array are used for
enhancing the performance of printed antennas and circuits [7, 8]. On the other hand,
the AMC structures were also used to enhance the antenna performance because they
are the metamaterials that exhibit a specific property such as reflection phase and
amplitude [9–11]. A CPW-fed T-shaped antenna with frequency reconfigurability
for millimeter-wave applications is proposed [12]. A microstrip patch antenna with
parasitic element for 5G application with 4.28 GHz bandwidth is proposed [13].
Therefore, the octagonal patch is preferred in this paper due to having character-
istics of low profile, easy to fabricate and simply structured. The AMC structure
considered from [14] to analyze the octagonal patch antenna. The aim of various
configurations based on design is to analyze how different configurations will affect
the characteristics of an antenna. In this paper, the study of various configurations of
octagonal patch antenna is integrated with two different designs of AMC unit cells.
The simulated results are compared to octagonal patch antenna with patch AMC and
without patch AMC.

2 Unit Cell AMC Geometry

The geometry of square AMC and modified AMC unit cell is shown in Fig. 1. Both
AMC unit cells are designed on Rogers RT/duroid 5880 substrate material with
dielectric constant (εr) = 2.2, thickness of substrate = 1.52 mm and loss tangent

Fig. 1 a Square AMC, and b modified AMC unit cell [14]



Design and Investigation of Octagonal Patch Antenna … 395

Fig. 2 aReflection phase of square andmodified unit AMC cells, b reflectionmagnitudes of square
and modified unit AMC cells

(tan δ) = 0.0009. Initially, a square AMC of size 3.392 × 3.392 mm2 is designed
for 28 GHz frequency. Further, a square AMC is modified and analyzed for 28 GHz
frequency. It is observed that the size of themodifiedAMC is reduced, and the overall
size is 2.2838 × 2.2838 mm2.

The reflection phase and magnitude behavior of unit AMC cells are depicted
in Fig. 2a, b, respectively. In Fig. 2, 0° phase reflection value of unit square and
modified AMC cell is about 27.9 and 28 GHz frequency indicates that the unit cell
AMC structure has an operating band of 26.4–29.3 and 26.8–29.2 GHz in the range
of ±90° phase, respectively. Hence, the square AMC unit cell has large bandwidth
as compared to modified AMC unit cell so square AMC unit cell can be used for
bandwidth enhancement. Consequently, the reflectionmagnitude of about 0.9968 and
0.9965 is observed from Fig. 2b for square and modified unit AMC cell, respectively.
Hence, both AMC unit cells act as a good reflector as the reflection magnitude is
about 1.00 and can be used for gain enhancement.

3 Antenna Design Configurations

3.1 Basic Octagonal Patch

The geometry of basic octagonal patch antenna with inset feed is shown in Fig. 3. By
optimizing the length and width of the inset feed line, 50 � impedance is achieved
for matching at operating frequency of antenna. The design parameters of the basic
octagonal patch antenna are as follows:Ls=10mm,Ws=10mm,Wf =0.76mmand
width of inset feed= 0.2 mm. To keep the resonance frequencies of 5G applications,
three AMC cells are considered as a patch AMC unit cells and incorporated on
the octagonal patch antenna to see their impact on basic octagonal patch antenna
performance.
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Fig. 3 Geometry of basic
octagonal patch antenna

3.2 Different Configurations of Octagonal Patch Antenna
with AMC

Initially, a basic octagonal patch antenna is integrated with three square patch AMC
cells as shown in Fig. 4 (i.e., configuration 1) then bandwidth and gain of the antenna
enhanced because of three square AMC cells act as a reflector.

Further, one square AMC is replaced through a modified AMC in the ratio of 1:2
as shown in configuration 2 of Fig. 4 then resonance frequencies are shifted toward
lower side due to increase the electrical length of modified AMC cell. Hence, the
bandwidth and gain of configuration 2 are slightly reduced. In configuration 3, the
modified patch AMC is introduced as the ratio of 2:1 along with square patch AMC
then bandwidth is slightly reduced, and gain is improved. In addition, the overall
operating band shifted toward lower side in configuration 2 and 3. The aim of these
different configurations is to see the impact on 5G resonance frequencies, bandwidth
and gain of the basic octagonal patch antenna. To meet aforementioned requirement,
the third square AMC is replaced through a modified patch AMC then the antenna
performance is slightly improved due to three modified AMC unit cell behaves as a
reflector.

4 Results and Discussion

The comparison of reflection coefficients for different configurations of Fig. 4 with
basic octagonal patch antenna is depicted in Fig. 5. The comprehensive results are
summarized in Table 1.
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Fig. 4 Four different configurations of AMC cells enabled octagonal patch antenna

From Table 1, four different configurations with patch AMC unit cells offer large
bandwidth and high gain as compared to octagonal patch antennawithout patchAMC
unit cell. The octagonal patch antenna with square patch AMC unit cells provides
large bandwidth and gain due to increase patch area size and acted as good reflector.
The simulated normalized radiation patterns at 28GHz for different configurations of
AMC cells in octagonal patch antenna in E-plane and H-plane are shown in Fig. 6a,
b, respectively. It can be seen that the antenna can radiate directional patterns in both
the planes.
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Fig. 5 Reflection coefficient for four different configurations of AMC cells enabled octagonal
patch antenna

Table 1 Tabulated results of
different configurations of
octagonal antenna with AMC
cells

Design pattern IBW (GHz) % Increment of
BW

Gain (dB)

Antenna
without AMC

23.10–25.62 – 6.48

32.30–36.10

Antenna with
configuration 1

22.55–40 57 7.95

Antenna with
configuration 2

22.08–38.66 54 6.28

Antenna with
configuration 3

21.88–36.64 48 6.64

Antenna with
configuration 4

22.38–36.85 47 6.72

The proposed antenna with different configurations has large bandwidth and large
gain as compared to previous researches at 28GHz frequency [2, 12, 13]. Table 2 is the
summarized performance comparison of proposed work with previously published
work on 5G antennas.
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Fig. 6 a E-plane radiation patterns for different configurations of the octagonal antenna, bH-plane
radiation patterns for different configurations of the octagonal antenna

Table 2 Tabulated results of different configurations of octagonal antenna with AMC cells

References Size in terms of λg BW (GHz) Peak Gain (dB)

[2] 2.57 λg × 2.57 λg 1.5 6.60

[12] 1.54 λg × 1.54 λg 6 4.5

[13] 1.0 λg × 1.31 λg 4.26 6.72

Our work 1.35 λg × 1.35 λg (without AMC) 2.98
3.35

6.48

1.35 λg × 1.35 λg (configuration 1) 17.45 7.95

1.35 λg × 1.35 λg (configuration 2) 16.58 6.28

1.35 λg × 1.35 λg (configuration 3) 14.76 6.64

1.35 λg × 1.35 λg (configuration 4) 14.47 6.72

5 Conclusions

The small size octagonal patch antennawith two different AMCunit cells is proposed
for 5G frequency band applications. Four configurations of octagonal patch antenna
with combination of square and modified AMC unit cells are studied. The simulated
result reveals that antenna has small size, wide impedance bandwidth, high gain and
directive radiation patterns and makes it suitable for future 5G applications.
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Numerical Investigation of T-Shape
Waveguide-Based Directional Coupler

S. Radhakrishnan, Ajit Kumawat, G. Thavasi Raja and D. Sriram Kumar

Abstract Silicon-on-Insulator (SOI)-based structure has a lot of advantages and
overcomes the limitation of conventional copper- and fiber-based technologies. SOI
waveguide-based directional coupler is broadly used in high-speed networks and
hybrid interconnects due to its high index difference. The SOI directional coupler
(DC) is designed with odd and even modes of TE and TM for symmetric and asym-
metric structures. For symmetric structure, TM mode requires lower coupler length
for the coupling power of cross-port and parallel port power, and for asymmetric
structure, TE mode requires larger coupler length for the coupling power of cross-
port and parallel port power. Coupler was designed using an effective index method
with optimized structural parameter such as coupler length, polarization dependence,
and wavelength. Finally, the proposed coupler and its performance were investigated
in terms of coupling efficiency, cross-talk, and coupling length.

Keywords Directional coupler · Cross-talk · Coupling length · Coupling power ·
Coupling efficiency

1 Introduction

The Si-wire WG (SWG) is made up of Si core and Sio2 or air cladding material. The
SWGhas several advantages and overcomes the boundary of conventional Si-ribWG
[1]. At 1550 nm wavelength, SWG produced high index difference for symmetric
(� ≈ 2) and for asymmetric (� ≈ 2.4). In SWG, power transmission is high, and
bending loss is low when compared to the conventional rib WG [2, 3]. There are
so many applications in SWG such as array-WG-grating (AWG) [4], wavelength
converters [5], photonic crystal lens [6], and switches [7]. The waveguide-based
directional coupler acts as a polarizer rotators [8], polarizer-dependent coupler [3],
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multiplexer [9], etc. The micrometer range coupling of the SWG-based directional
coupler (DC) characteristics, and its fabrication had studied [2]. Preserving the same
polarization of DC is a major factor because of the small dimensions of the waveg-
uide [3]. Multimode waveguide has several advantages such as low loss, fabrication
simplicity, polarization independence and reduces the higher-order mode genera-
tion are also feasible [10]. Symmetric and asymmetric waveguide design and their
performance analysis were studied and achieved the minimal cross-talk in the first
window at 1.35µm [11]. There was a study for lower-to-higher-order mode coupling
in a forward direction and lower-to-lower-order mode coupling in a backward direc-
tion [12]. Phase-matching condition for TM mode is perfectly satisfied, while TE
mode shows large phase mismatch [13]. In this letter, we propose a novel structure
of passive directional coupler or mode converters using symmetric and asymmetric
configurations.

The proposed numerical investigation has made with coupling length, coupling
gap, coupler width, and coupler configuration using the effective index approach.
There are various numeric steps followed to find out the cross-talk, cross-port power,
parallel port power, and coupler length for symmetric and asymmetric configurations.
This paper covers the novel structure of WG coupler for symmetric and asymmetric
design and configurations with their performance analysis.

2 DC Design and Performance Analysis

The proposed symmetric waveguide structures are shown above, and their mode
profile is also taken with a help of COMSOL tool. Even and oddmodes are generated
at the initial input wavelength of 1550 nm. The core region of the proposed structure
is 800 nm × 500 nm with a refractive index of 3.47. The refractive index of upper
cladding is one. The gap between the waveguide is 200 nm. The proper coupling of
waveguide depends on various parameters such as the gap, width, coupling length,
and operating wavelength. The perfect coupling is possible in the proposed structure
with effective index (neff) 2.514594 (odd-TM), 2.515325 (even-TM), 2.846308 (odd-
TE), and 2.846819 (even-TE) with the coupling gap of 200 nm. The coupling lengths
(LC) were calculated using numerical calculations. While calculating the coupling
length, wavelength is also a major parameter. Using coupling length, the normalized
distance (qz) was calculated. Due to the higher effective index difference between
the odd and even modes of TM, the TM mode requires a lower coupler length than
TE in the symmetric configuration. Coupling lengths are dominated byWG distance,
wavelength for effective mode coupling, and index difference (Fig. 1).

In Fig. 2(a1), the dimension of the left-hand side core region of the proposed
structure is 400 nm× 500 nm, and the right-hand side of the core region is 800 nm×
500 nmwith a refractive index of 3.47. As same as the symmetric structure, here also
we can use input wavelength 1550 nm. Due to the structural dimension variation, the
mode coupling appears in either right side or left side for the wavelength of 1550 nm.
To achieve the effective coupling in asymmetric structure, the gap in WG, WG
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Fig. 1 a1 Cross section of the proposed symmetric coupler structure, a2, a3 TM mode profile of
odd and even, respectively, a4, a5 TE mode profile of odd and even, respectively

Fig. 2 a1 Cross section of the proposed asymmetric coupler structure, a2, a3 TM mode profile of
odd and even, respectively, a4, a5 TE mode profile of odd and even, respectively

width, coupling length, and operating wavelength are more important parameters. In
this case, the mode confines at the effective index values of 2.437677 (even-TM),
2.039326 (odd-TM), 2.306696 (odd-TE), and 2.736455 (even-TE) at the coupling
gap of 200 nm. The asymmetric effective index difference is contrast with symmetric
structure. Due to the higher effective index difference of odd and even modes, the TE
mode requires higher coupler length than TM. So the proper coupling depends on
the coupling lengths which were dominated by normalized distance, width, effective
index difference, and operating wavelengths.

The Fig. 3 describes that the transmission and coupling intensity with coupler
length L. Here, as shown in Fig. 3a, c, parallel port and cross-port powers are coupled
well in symmetric WG, but in asymmetric WG, it has not coupled properly as shown
in Fig. 3b, d. The sin and cosine wave of transmitted power (Pa) and coupled power
(Pb), respectively, for symmetricWGand asymmetricWGhas been plotted in Fig. 3c,
d. Optical power is calculated with parallel port power (Pa) and cross-port power
(Pb). It can be expressed as [3, 14]

Pa(z) = Pparallal/Pin = 1 − F sin2(qz) (1)

Pb(z) = Pcross/Pin = F sin2(qz) (2)



404 S. Radhakrishnan et al.

Fig. 3 a Transmitted/coupled power for TE and TM modes—symmetric, b asymmetric, c clear
view of coupling between TE and TM—symmetric, and d asymmetric

By using the normalized distance qz = πL/2Lc [3, 14], the coupling efficiency
(F) of symmetric waveguide is unity. By observing the coupling of symmetric graph
(Fig. 3a), the coupler length of TE is larger thanTMwhich has been explained clearly;
TE mode is coupled around 0.21 µm and TM is coupled around 0.15 µm. Coupling
length (Lc) is nothing but the coupler length (L) that helps light coupling to transfer
from one WG to another with the function of effective index difference between
odd and even modes and wavelength Lc = λ

2 × �neff [3, 14]. In Fig. 3c, we can
see that there is no coupling loss for symmetric WG, i.e., Pa + Pb = 1. Therefore,
the coupling efficiency is F = 1. The asymmetric structure in Fig. 3b shows that
the coupling Length of TE is larger than TM and it has been clearly explained that
TM modes are coupled around 0.3 µm coupler length and TE modes are coupled
around 0.42 µm coupler length. In Fig. 3d shown that there is some coupling loss
in asymmetric WG, i.e., Pa + Pb < 1 [14] and obviously the coupling efficiency F
< 1. Using the difference between the transmitted and coupled power Pa(z) − Pb(z),
we can calculate the coupling loss. Due to the greater difference in the dimension of
WG and phase mismatch between the interference waves, the losses of asymmetric
WG were found higher than the symmetric WG.
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Fig. 4 Effective index versus coupling gap for a TM and b TE modes—Si-wire (800 × 500 nm2)

In Fig. 4, the effective index neff of TE modes has higher values than TM modes.
In TM, even and odd modes are merging when we increase the coupling gap with
respect to effective index. The required coupling gap is more for merging the even
and odd modes in TE than TM. If the waveguide width and wavelength are fixed,
the TEmn or TMmn mode exists at the corresponding effective index. Therefore, the
effective index of the WG is responsible for the particular mode generation. For
example, the value of effective index for TM00 mode at 1550 nm is 2.51. Similarly,
for 1450 nm with same waveguide width, the effective index value is 2.57.

In Fig. 5, the different coupled modes for different wavelength have been
explained. It means that the effect of wavelength change will reflect in mode cou-
pling. This is resultant of effective index of the odd and even modes as the function
of wavelength and coupling length. Ultimately, wavelength is fixed for optimum
coupling. But in all wavelengths, some undesired mode is coupled with the desired
signal. This unwanted mode coupling is called cross-talk, and it can be expressed as
a ratio of logarithmic function of undesired power to desired power.

WGs Crosstalk(dB) = 10 log[pu/pd] ≈ 10 log
[
cos2(qz)

]
(3)

Fig. 5 Cross-talk versus coupler length for a symmetric and b asymmetric
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Here pu and pd are unwanted and coupled power at the cross-port, and it will be
approximately equal to the square of cosine value of normalized distance. As per
reference [15], the TE and TM modes of cross-talk were found with similar results.
In our proposed structure, cross-talk is a function of wavelength and coupler length.
From the plot of symmetric structure of cross-talk, we have observed the increasing
wavelength from 1.2 to 1.4µm, and the curves are moved to the right for TE00 mode.
In Fig. 5a, first shift describes about lower cross-talk −23 dB at the wavelength
λ = 1.3µm in 0.6 µm coupler length and higher cross-talk −55 dB at the same
wavelength in 2 µm coupler length. Therefore, at some particular wavelength, the
effect of increasing the coupling length will be the result of increasing the cross-
talk. From the reference [11, 15], −20 dB is considered as an acceptable range of
cross-talk. As same as symmetric WG, the curve of the asymmetric WG is shifted
in the right side as shown in Fig. 5b. But in the first shift onward, there was a higher
cross-talk −28 dB at the wavelength 1.3 µm in 1.25 µm coupler length. So there is
no need of further shift analysis for asymmetric structure.

3 Conclusion

The observation of Si-wire WG and DC properties with their numerical analysis is
considered for our proposed coupler design. The modes’ confinement and polariza-
tion are to be influenced byWGwidth and effective index. From the design and result,
we have investigated the transmitted and coupled power with the coupler dimension
of 800 × 500 nm, and by this investigation, we come to know that in coupling TM
modes are dominant over TE modes for symmetric structure and asymmetric struc-
ture. Symmetric and asymmetric passive couplers were designed using FEM tool
with effective index and coupler length approach. The performance of the coupler
is investigated with cross-talk, coupling length, normalized distance, and coupling
efficiency. In our proposed structure, an enhanced coupling length is found for lower
WG width and distance. The coupling efficiency depends on WG dimension and the
smallerWGpair, and it is more efficient than largerWGpair. Therefore, the proposed
coupler is suitable for small-scale integration and can be well and good platform of
nano-optical devices. We have achieved the lower cross-talk about −23 dB as com-
pared with the existing model cross-talk about −35 dB, and the required coupler
length of our proposed system is lower than the existing system. From all these
investigations, we found that symmetric coupler has lower cross-talk than asymmet-
ric coupler and TM modes require short coupling length than TE for mode coupling
of both couplers.
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Design and Analysis of Slot Coupled
Antenna on Different Dielectric Materials

G. Anjaneyulu and J. Siddartha Varma

Abstract This work presents a slot coupled patch antenna with a square patch
located on the top layer for the X- and Ku-band frequencies. The patch and feed
are placed on two different dielectric substrates and separated with a gap between
them, which is filled by foam having low dielectric constant. Two types of slots,
H-shaped and unequal X-shaped, are etched on the ground plane, and the results
are compared. Two different dielectric materials with different relative permittivity
values are used in the simulation, and the results are compared. The simulated antenna
has a wide bandwidth of 2.38 GHz from 11.62 to 14.00 GHz. These antennas have
applications in satellite and wireless communications.

Keywords Slot coupled patch ·Wide bandwidth · High gain · Circular
polarization · Cross slot

1 Introduction

The rapid growth in society demandsmore advancedwireless communicationdevices
with less radiating structures and more efficient systems. Microstrip patch antennas
are one such best choice because of their low weight and many other advantages
[1]. So many different techniques are available to design an efficient patch antenna,
but a major disadvantage of microstrip antenna is its narrow bandwidth. Aperture
coupling is one of the popular feeding mechanisms, and it allows separation between
the feed and radiating element with a ground layer in the middle. This type of feeding
is called non-contacting feed and helps as shielding from spurious radiation.

Aperture coupled feeding technique is presented by Pozar [2], and many
researchers provided the design methods for designing slot coupled antennas [3,
4]. Antennas with U-shaped and E-shaped slots are etched on the ground plane to
enhance the bandwidth and are presented in [5–8]. AF-shaped slot antenna for having
a wide beam width and circular polarization is presented [9], and also, slot coupled
antenna with corrugated ground plane [10] is also designed.
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This aperture coupled antennas are designed for different applications. A loop-
shaped slot [11] antenna for WLAN and WiMAX applications, simple line slot [12,
13] for wireless applications and branch-like feed line [14] is also used for ultra-wide
band which is also presented. Apart for the wide bandwidth, slot coupled is also used
to generate high-gain circularly polarized antenna and is presented in [15] and by
placing an foam in between the two substrates to increase the bandwidth and using
FSS layer [16] to increase gain and aperture coupled can also be used in the array
configuration [17] also to enhance gain furthermore.

In this presentedwork, an aperture coupled antennamicrostrip antenna is designed
on two different dielectric substrates having different relative permittivity, and both
the results are compared and analysed. Two different shaped slots are etched on the
ground and Rohacell foam is also placed in between the two substrates to enhance
the bandwidth. The design methodology and discussions on results are presented in
the following sections.

2 Design Methodology

Figure 1 shows an antenna structure with a square patch on the top layer and two
different slots on ground plane, which is on the second layer and feed placed on
the third layer. The dielectric substrates used in the proposed antenna are RT duroid
5880 with a relative permittivity of 2.2 having a thickness of 1.6 mm and another

Fig. 1 Antenna geometry with a H-slot, b X-slot
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Table 1 Optimized values of
the proposed structure

Design
variable

Value (mm) Design
variable

Value (mm)

Substrate
length (L-sub)

40 H-slot length
(SL)

3.3

Patch length
(LP) for RO
4003C

6 H-slot width
(SW)

1.2

Patch length
(LP) for RT
5880

8 X-slot length
(SL1)

9

Feed length
(FL)

20.8 X-slot length
(SL2)

6

Feed width
(FW)

1.5 X-slot width
(SW)

1

Foam
thickness

3.2 Gap (g) 3.2

material is Rogers RO 4003C with a relative permittivity of 3.55 having a thickness
of 0.508 mm. A Rohacell foam material with relative permittivity of 1.07 with a
thickness of 3.2 mm is inserted between the two substrates. The proposed antenna
is fed using a 50 � microstrip line feed. Complete list of dimensions is provided in
Table 1.

The variation in the patch length between the two substrates is due to the difference
in the relative permittivity. The H-shaped slot dimensions are fixed after the paramet-
ric study to have better impedance bandwidth, and X-type slot has an unequal slot
length to achieve circular polarization. The typical aperture coupled patch antenna
consists of two dielectric substrate layers, the patch is printed on the top layer of first
substrate and ground plane is on the top layer of second substrate and feed is placed
on the bottom layer. There is a gap between two substrates, and Rohacell foam of
thickness g is used to fill the gap. In this design, a similar dielectric material is used
on both layers.

3 Results and Discussion

The analysis of the proposed antenna has been carried out using the commercially
available finite element-based ANSYSHigh Frequency Structure Simulator (HFSS).
Several iterations of parametric analysis are done to have better performance of
the antenna. Results of two different substrates are compared in this section, for
convenience RO 4003C is referred to as sub-a and RT 5880 is referred to as sub-b in
discussion.

The reflection coefficient versus frequency plot of different antennas is shown in
Fig. 2, and here antenna with two different slots with and without foam is presented.



412 G. Anjaneyulu and J. Siddartha Varma

Fig. 2 S11 versus frequency for different dielectric materials, a RO 4003C, b RT 5880

As shown in Fig. 2, patch antenna with foam placed in between the two layers have
wide bandwidth compared to the others. Patch antenna designed on the dielectric
substrate RO 4003C has slightly more bandwidth than the other substrate, because
of the higher relative permittivity of the substrate. From the above analysis, it is
clearly proved that overall thickness of the antenna is directly proportional to the
impedance bandwidth of patch antenna. It is observed that sub-a has dual band
characteristics with X-slot. Comparison of antenna parameters of both dielectric
materials is provided in Tables 2 and 3.

Gain versus frequency for the two dielectric materials is shown in Fig. 3, and it
can be seen that sub-a has more gain close to 7 dBi with both the substrates along
with the foam. Antenna variations without foam for sub-a also have a decent gain of
5.3 and 3.7 dBi. But in sub-b patch antenna without foam has high gain than with
the antenna with foam, and reason for this is relative permittivity of the substrate.

Table 2 Comparison of antenna parameters for substrate RT 5880

Antenna
parameter

RT 5880

H-slot H-slot with foam X-slot X-slot with foam

Resonant
frequency
(GHz)

13.9 12.5 13.8 12.6

Impedance
bandwidth
(<−10 dB)

13.41–14.19 GHz
(0.77 GHz)

12.12–14.07 GHz
(1.95 GHz)

13.53–14.15 GHz
(0.62 GHz)

12.03–13.82 GHz
(1.79 GHz)

Gain (dBi) 6.5 5.04 5.2 3.88

Axial ratio
bandwidth
(<3 dB)

– – 13.94–14.13 GHz
(0.19 GHz)

12.74–13.29 GHz
(0.55 GHz)
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Table 3 Comparison of antenna parameters for substrate RO 4003C

Antenna
parameter

RO 4003C

H-slot H-slot with foam X-slot X-slot with foam

Resonant
frequency
(GHz)

14.2 13 13, 14.5 14.35

Impedance
bandwidth
(<−10 dB)

14.06–14.25 GHz
(0.19 GHz)

11.62–14.00 GHz
(2.38 GHz)

12.97–13.22 GHz
14.42–14.60 GHz

12.67–15.03 GHz
(2.36 GHz)

Gain (dBi) 5.3 6.97 3.7, 3.6 6.75

Axial ratio
bandwidth
(<3 dB)

– – 14.38–14.70 GHz
(0.32 GHz)

13.30–14.20 GHz
(0.90 GHz)

Fig. 3 Gain versus frequency for different dielectric materials, a RO 4003C, b RT 5880

Antenna with unequal X-slot has achieved circular polarization, and Fig. 4 shows
axial ratio plot for both sub-a and sub-b. It is seen that sub-a with X-slot with foam
has wider axial ratio bandwidth of about 0.90 GHz having minimum value of 0.3 dB.
Radiation pattern of antenna at frequency of 13 GHz is shown in Fig. 5 for both
substrates.

4 Conclusion

An aperture coupled antenna with two different dielectric materials is presented
in the paper. A square patch with H-slot and unequal X-slot on the ground plane
with and without foam placed between two substrates is compared in this work.
Patch antenna which has foam placed between two substrates has more impedance
bandwidth compared to antenna without foam. Patch antenna designed on RO 4003C
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Fig. 4 Axial ratio versus frequency plot of antenna

Fig. 5 Radiation pattern of antenna with foam at 13 GHz. a H-slot on RO 4003C, b X-slot on RT
5880

substrate has high gain of about 7 dBi compared to the RT 5880 material. Antenna
having X-slot on the ground plane is having circular polarization characteristics with
good axial ratio bandwidth of 0.90 GHz.

These simulated antennas are useful in the X- and Ku-band frequencies for
wireless applications.
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The Effect of Atmosphere on FSO
Communication at Two Optical Windows
Under Weather Condition
of Bhubaneswar City

Jagana Bihari Padhy, Adyasha Satarupa and Bijayananda Patnaik

Abstract Free-space optical (FSO) network is the optical wireless technology used
for future ultra-high-speed communication applications. The quality of FSO links is
highly affected by the surrounding atmospheric conditions such as haze, rain, and
fog. The performance of FSO system is highly dependent on the visibility parameter.
This paper proposes the effect of various weather conditions on FSO communication
under the weather conditions in Bhubaneswar city. The analysis is done based on the
measured real-time visibility data of the Indian Meteorological Department (IMD)
for Bhubaneswar city. The predicted atmospheric attenuation found is then compared
for the two wavelengths (850 and 1550 nm). Finally, the free-space optical link has
been estimated from the measured visibility data and predicted attenuation data.

Keywords Scattering coefficient · Attenuation · Free-space optics · Link margin

1 Introduction

Free-space optical (FSO) communication is known as the optical wireless technol-
ogy of future generation. FSO uses a narrow laser beam operating in the infrared
region for data communication. It has significant importance because of its bene-
ficial features such as unlicensed spectrum, high data rate, huge bandwidth, highly
secure, less power consumption, and required less mass. Hence, it is a prime alterna-
tive to conventional radio frequency (RF) networks [1]. It uses optical laser carrier
in the infrared frequency to establish terrestrial links, space links, etc. However, the
quality of FSO links is highly affected by the surrounding atmospheric conditions
such as haze, rain, and fog. The performance of FSO system highly depends on
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the visibility parameter. In the past literature, various methods have been adopted
to mitigate the effects of atmosphere and to increase the FSO link distance. Dabiri
et al. [2] proposed an FSO model by considering the background noise, thermal, and
amplified spontaneous emission noise and derived an closed-formed expression for
ergodic capacity, outage capacity, and outage probability with the help of analytic
and simulation results. Shumani et al. [3] analyzed and simulated the FSO-based
system for a city of Malaysia, on haze weather under different optical wavelength
and calculated the link distance for FSO system at different visibility conditions.
Mansour Abadi et al. [4] proposed an FSO system and investigated the effects of
various link parameters on the performance of the FSO system. Here, the authors use
the measuring parameters such as detection threshold, Q-factor, and bit-error-rate
(BER) for the evaluation of the system. The FSO network also greatly affected by
the atmospheric turbulence and scintillation causes fluctuation in air refractive index,
as a result there is loss due to beam spreading and image dancing. Generally, these
effects are wavelength dependent of the optical signal.

In this paper, we analyze the effect of different atmospheric attenuation parame-
ters from the real-time data collected from Indian Metrological Department (IMD)
for the Bhubaneswar city (India) using two wavelengths that are 850 and 1550 nm
[1]. Various atmospheric constraints such as air, haze, rain, fog, and snow are consid-
ered for the analysis. The effect of scattering loss and the attenuation to the system
performance is investigated under different wavelength and by varying the transmis-
sion distance. This presented a simulation model for FSO system to be adopted by
the Bhubaneswar city atmosphere based on the theoretical perspective. For the first
time, this type of model has been proposed for Bhubaneswar city as an effective FSO
system targeting the change in weather condition. This will be helpful to implement
in the development of the smart city.

2 Concept and Principle

The performance degradation of FSO system has occurred due to the environmen-
tal constraints of the earth’s atmosphere. The performance analysis of FSO-based
systems is generally carried out by considering the following parameters.

2.1 Choice of Wavelengths for FSO

Selection ofwavelength in FSOcommunication is a very important design parameter,
as it affects the detector sensitivity and the link performance of the system. The
wavelength selection for an optical system is carried out by considering the three
main objectives (i) eye and skin safety (ii) low attenuation window, and (iii) the
working range of optical components available in the market [5, 6]. Accordingly, the
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Table 1 Specification for
visibility equipment

Distance 10 m to 75 km

Tolerance +2%

Laser source 850 and 1550 nm

Weight of sensor head 7 kg

Forward scatter meter angle 45°

Working temperature range (°C) −50 to 60

optical radiations can be classified into two categories: (i) 780–850 nm wavelengths
and (ii) 1520–1600 nm wavelengths.

2.2 Visibility Data

The maximum detection range of the propagated optical signal is known as visibility
ormeteorological visual range [7]. For human eyes, the visibility sensitivity is carried
out at 550 nm wavelength. In technical point of view, visibility is the distance where
light loses 2% of its original power. The data for visibility were taken from the Indian
MeteorologicalDepartment (IMD). The datawere recorded on hourly observation for
three months period from August to October 2018. About 2300 data were collected
for these three months.

The electronic sensor used to collect the visibility data is working in the principle
of forward scattering meter technology. Here, the sensors calculated the amount of
light scattered due to haze, fog, or smoke particles present in the atmosphere. The
specification of visibility measuring equipment is given in Table 1.

Lower visibility occurs when the concentration and size of particles are higher
compared to average visibility. It reduces the efficiency of FSO systems and causes
increased scattering and attenuation.

2.3 Geometric Attenuation

Geometric attenuation is a loss factor which arises due to the beam divergence of an
optical signal propagating through free space. It comprises three main parameters
necessary for improving the performance of FSO link: minimizing the divergence
angle, link distance, and increasing the receiver aperture area [8]. It causes the light
beam to diverge from the propagating path. This loss is time invariant for a specific
FSO system. Geometrical attenuation is directly proportional to the link distance [2].

Mathematically, geometric attenuation is expressed in dB as [2]

GAtt(dB) = 10 log(L .θ/D)2 (1)
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where θ is the beam divergence angle,D is the aperture diameter of the receiver, and
L is the link distance.

2.4 Absorption and Scattering Loss

The laser beam is greatly affected by the smallest particles such as gas molecules
and aerosol present in earth’s atmosphere during propagation. Depending on the size
of particles and wavelength of laser, scattering is classified into three types [1, 9]:

(i) r � λ is Rayleigh scattering, (ii) r ≈ λ is Mie scattering, and (iii) r � λ is
non-selective scattering.

To determine the scattering coefficient in hazy days [2],

σ = 3.91

V

(
λ

550

)−q(v)

(2)

where V is the visibility data (kilometers), λ is the wavelength (nm), and q(υ) is the
size distribution of scattering particles.

q(v) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

1.6 for V > 50 km
1.3 for 6 < V < 50 km
0.16 V + 0.34 for 1 < V < 6 km
V − 0.5 for 0.5 < V < 1 km
0 for V < 0.5 km

(3)

The visibility is influenced by three factors: coherence angle of the source, the
difference between the propagation paths, and the detector location with respect to
the source.

2.5 Atmospheric Attenuation

The losses due to the absorption and scattering of laser photons in the atmosphere
are due to various aerosols and gaseous molecules existing in the air. It is calculated
with the help of the scattering coefficient of free space. In this work, the laser source
is operated at 850 nm and 1550 nmwhich lies within the low atmospheric absorption
spectrum. Hence, the absorption effect to the performance analysis is neglected in
this work. The total attenuation loss is mainly concentrated on scattering loss. The
atmospheric particle size with respect to the transmission laser wavelength defines
the type of scattering. Atmospheric attenuation is calculated using exponential Beer–
Lambert law [4].
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τR(dB) = −10 log

(
PR
PO

)
= −10 log

(
e−βL

)
(4)

where τR is the attenuation coefficient, PR is the received power, PO is the source
power, total extinction coefficient, and L is the link distance.

Based on the FSO parameters as shown in Table 1, we calculated the total
attenuation as a combination of both scattering attenuation and geometric attenuation.

2.6 Link Margin

Link margin (dB) is the difference between received signal powers to the threshold
signal power at the receiver. Link margin is calculated based on the meteorological
data obtained atBhubaneswar city under different climate conditions.The linkmargin
is useful to predict the possibility of FSO link in an optical network to satisfy the
quality of services for a web route for data transmission [5].

Lmarigin = Pe − |SR| − Ageo − Ahaze − Asci (5)

where Lmarigin is the link margin (dB), Pe is the total emitter power (dBm), SR is
the receiver sensitivity, Ageo is the geometrical attenuation, Ahaze is haze attenuation,
and Asci is scintillation attenuation.

3 Results and Discussion

The above system has been simulated in MATLAB environment with the FSO sys-
tem parameters taken as per the real scenario. The system parameters are laser source
power, receiver sensitivity, transmitter and receiver aperture area, operating wave-
length, and beam divergence. The values are 13.8 dBm, −65 dBm, 0.025 and 0.08,
850 nm and 1550 nm, and 2 mrad, respectively. Figure 1 shows the measured vis-
ibility data distribution for Bhubaneswar city from August 1, 2018, to October 31,
2018. The data are collected from Indian Metrological Department (IMD) for the
Bhubaneswar city (India). The readings are taken on an hour basis for individual
day. Then, the average value of each day has been considered for the analysis. About
2300 data were collected for these three months. Figure 2 shows the variation of the
scattering coefficient with average visibility. The size distribution is considered for
two different wavelengths to obtain the plot. The dimension of scattering particles is
taken into consideration as (0.585)1/3. It was observed that for 850 nm wavelength,
the scattering coefficient showed a higher value under average visibility compared
to 1550 nm wavelength in simulation result. Furthermore, the wavelength of 850 nm
wasmuchmore scattered than 1550 nmwavelength. Figure 3 shows the plot between
beam divergence angles to link distance at an operating wavelength of 1550 nm. It
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Fig. 1 Measured visibility
data distribution for
Bhubaneswar city from
August 1, 2018, to October
31, 2018
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Fig. 2 Scattering coefficient
versus average visibility for
two different wavelengths of
850 and 1550 nm
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is observed that for a minimum value of divergence angle of 2 mrad, the geometric
loss is 5–40 dB for a link distance of 0.5–3 km with a receiver aperture of 0.08 m.
This is best suitable for FSO system in the city. Whereas for divergence angle of 10
mrad, the geometric loss is 35–70 dB for a link distance of 0.5–3 km which is not at
all suitable for the FSO system. Figure 4 shows the graph between attenuation loss
versus the link distance between transmitter and receiver. It is observed from the plot
that the third window of optical signal with frequency of operation of 1550 nm has
very immune to first window optical signal with an operating frequency of 850 nm.
The achieved link distance is a prime factor for the evaluation of a FSO system.
From equation −2, it is clear that the attenuation directly depends on the operating
wavelength. It is concluded that 1550 nm is useful.
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Fig. 3 Geometric loss
versus distance (km) for
different divergence angle
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Fig. 4 Atmospheric
attenuation versus
transmission range of
0.5–3 km for wavelength of
850 and 1550 nm
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Figure 5a, b shows the total attenuation at 1550 and 850 nmwavelength versus link
distance for different visibility. At a lowest visible distance, the systemwith 1550 nm
working wavelength shows a loss of 44 dB, whereas for the system with 850 nm the
loss is 65 dB at a link distance of 3 km. Similarly, at the highest visible distance, the
system with 1550 nm working wavelength shows a loss of 12 dB, whereas for the
system with 850 nm the loss is 20 dB at a link distance of 3 km. It is found that the
attenuation effects are lowest at 1550 nm compared to 850 nm for different visibility
data.

Finally, the link margin of the FSO system has been calculated by varying the
link distance from 0 to 3 km at visibility distance of 1.395, 2.95, and 4.00 km. To
calculate the link margin, here we have considered the haze attenuation and the
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Fig. 5 a Total attenuation versus link distance (km) at different visibility levels for 1550 nm. bTotal
attenuation versus link distance (km) at different visibility levels for 850 nm

Table 2 Link margin at different visibility data for a link distance of 0–3 km of the FSO system

Link
distance

Visibility = 1.395 km Visibility = 2.957 km Visibility = 4.0 km

(km) 1550 nm 850 nm 1550 nm 850 nm 1550 nm 850 nm

0 Inf Inf Inf Inf Inf Inf

0.5 79.39489 75.92968 83.3696 81.33737 84.77415 83.37918

1 58.28547 51.35505 66.23489 62.17044 69.04399 66.25406

1.5 42.92907 32.53407 54.85383 48.75715 59.06748 54.88259

2 29.92958 16.06874 45.82843 37.69952 51.44662 45.86677

2.5 18.22024 0.894188 38.09379 27.93267 45.11654 38.14172

3 7.327336 −13.4639 31.1756 18.98225 39.6029 31.23312

geometric attenuation. The emitted transmitter power is 13.8 dBm, and the receiver
sensitivity is −65 dBm. It is found from the observed result as shown in Table 2.
The link margin is highest for the system with a working wavelength of 1550 nm
compared to its counterpart not only at lowest visibility but also at highest visibility.

4 Conclusion

In this paper, we analyzed the effect of different atmospheric attenuation parameters
from the real-time data collected from the Indian Metrological Department (IMD)
for the Bhubaneswar city (India). As we know, the link reliability is an important
parameter for FSO-based network; hence, the adverse impact of climate change on
FSO has been investigated for two wavelengths that are 850 and 1550 nm. It is found
that the impact on FSO communication with 1550 nm wavelength is less, as signal
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attenuation is greatly reduced. Therefore, the 1550 nm wavelength is more preferred
for FSO communication. Also, the link margin for different visibility range obtained
for 1550 nm wavelength was better than at 850 nm wavelength. It is concluded that
1550 nm wavelength is highest. The system analysis can further be analyzed for a
different model of visible data distribution. The system may further be expanded by
considering the turbulence effect and its impact to the performance of the system.
Also, the analysis may be extended for complete year weather data exploration for
different climate condition.
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Design and Analysis of SRR-Inspired
Ultra Wideband Antenna

Ritesh Kumar Saraswat, Antriksh Raizada and Himanshu Garg

Abstract The paper presents a compact and low cost SRR-based ultra wideband
(UWB) antenna for wireless communication. The proposed antenna has the oper-
ability to cover the UWB range from 3.1 to 10.6 GHz. It is design on Forgotten
Realms 4 (FR-4) substrate having a thickness of h = 1.6 mm with a trapezoidal-
shaped feedline as well as ground plane. Radiating patch consists of splits rings are
utilized in the regular 8-sided polygon to get better results. The proposed antenna
with compact size of 22 × 32 × 1.6 mm3 is analyzed with the help of simulated
results. In overall, UWB band antenna has steady radiation characteristics.

Keywords Mictrostrip trapezoidal-shaped feedline · Octagonal polygon ring ·
Split-ring resonator · Ultra wideband

1 Introduction

In present scenario, UWB technology is emerging field for wireless communication
system which is increasing rapidly. UWB system plays an important role in com-
munication system such as pulse radar where UWB antenna is the key element for
such systems. UWB technology has been proposed for various wireless applications
as imaging radar, localization, and indoor communication [1].

The federal communication commission (FCC) allocated the frequency band from
3.1 to 10.6 GHz authorized for ultra wideband (UWB) range. Due to the UWB range,
the field of broadband antenna design for wireless systems is emerging rapidly and
newchallenges are also arising in this research process [2]. TheUWBantenna is oper-
ating over wider bandwidth for impedance matching with omnidirectional radiation
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characteristics. Due to wider bandwidth, it reduces fading and multipath effect with
low-power requirements. UWB radio system is transmitting the short duration pulses
with more effectively and accurately for small range. UWB applications are becom-
ing very popular because of reliability, security, and high speed data transmission
over smaller distances. For the UWB system implement a compact size microstrip
patch antenna for transmitting as well as receiving purpose for wireless communica-
tion applications [3–6]. The designing of small-size microstrip patch antenna with
good performance is quite a challenging task [7, 8].

In this article, a compact split-ring resonator (SRR)-based polygon ring is pro-
posed covering the major UWB wireless applications. The proposed antenna com-
prises an 8-sided polygon structure followed by several iterations with slits for better
results in the required operating frequency. The advantage of employing a polygon
ring is that it provides more area to be covered with less amount of electrical con-
tact or material and hence, it facilitates the antenna design to be small and compact
with cost effectiveness. Thus, the designed antenna has a very compact size, low
profile, and low cost. The design considerations and the most significant antenna
characteristics are presented in the subsequent sections.

2 Proposed Antenna Configuration

The UWB antenna has a dimension of 22 × 32 mm2 and is been fabricated on a 4.3
permittivity Forgotten Realms 4 (FR-4) substrate having a thickness of h= 1.6 mm,
as shown in Fig. 1. The trapezoidal-shape microstrip line is used for supplying
antenna having dimension L8 = 3.16 mm, L7 = 2.2 mm and L11 = 11 mm to provide
better impedance match with the coaxial cable connector. It has a trapezoidal-shape

Fig. 1 Evolution of the proposed antenna



Design and Analysis of SRR-Inspired Ultra Wideband Antenna 429

ground plane having dimension L9 = 22mm, L10 = 10mm, and L12 = 9.5 mmwhich
provides good radiation characteristics in the desired direction and also provides
better gain and directivity. Firstly, an 8-sided polygon ring is designed having a
radius of 10.5 mm and an edge length of 8 mm as the radiating patch. Then the
radiating patch is modified by etching cylinder with radius 7.7 mm and drawing
another polygon ring with radius of 7.8 mm and edges of length 6 mm. The etching
of cylinder and drawing of polygon ring are continued for next three iterations with
different radius and edge length. Then, the slots are etched with length equal to
polygon ring and having similar width of 0.5 mm for each polygon ring.

The radiating patch consists of four different polygon rings having radius as
follows R1 = 10.5 mm, R8 = 7.8 mm, R7 = 5.2 mm, and R6 = 3.02 mm and these
have an edge length of L1 = 8 mm, L2 = 6 mm, L3 = 4 mm, and L4 = 2.5 mm,
respectively. The final antenna dimensions after series of parametric studies are as
follows, L5 = 0.5 mm, L6 = 32 mm, G1 = 2.1 mm, G2 = 2.2 mm, G3 = 2 mm, G4

= 1.4 mm, R2 = 7.7 mm, R3 = 5.1 mm, R4 = 3 mm, and R5 = 1.5 mm. The image
of the proposed antenna is shown in Fig. 1. The structure of the radiating patch and
its characteristics are modified to provide better performance in the operating UWB
band [8–10].

3 Result and Discussion

Simulations of proposed octagonal ultra wideband monopole antenna are performed
by using the appropriate simulator. The feedline width (L7, L8) and the shape (Trape-
zoidal) of the conventional octagonal ultra wideband monopole antenna play an
important role in determining the range of frequencies upon which the antenna could
function [8–10].

3.1 Return Loss Characteristics

As shown in Fig. 2, the impedance bandwidth after simulation for |s11| < −10 dB
is found in the range from 3.0 to 14.1 GHz. This frequency band covers the UWB
frequency band ranging from 3.1 to 10.6 GHz. The UWB band is observed below
the −10 dB mark as represented by Fig. 2.

3.2 Gain of Antenna

Figure 3 represents the proposed antenna 3D gain plots which are observed and
simulated for a number of resonant frequencies such as 2.4, 5.4, 7.5, and 10.0 GHz
and also for distinct values of phi and theta in maximum radiation direction. It can
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Fig. 2 Simulated return loss characteristics of the proposed antenna

Fig. 3 Simulated gain (dB) of the proposed UWB antenna for different frequencies
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Fig. 4 Gain of the proposed design in UWB range for simulation mode

also be observed that at lower frequency levels (<6 GHz), the gain starts decreasing
below the 4 dB reference level, whereas it starts improving for higher frequency
levels (>6 GHz). Also with increasing frequency, the directivity increases, so that
the gain is improved [11, 12]. The gain of UWB antenna design is shown in Fig. 4.
It can be concluded that the antenna has an acceptable gain of 3.7 dB in UWB mode
[11–14].

3.3 Radiation Efficiency

As shown in Fig. 5, the simulated radiation efficiency of the proposed antenna varies
in the range of 98.9–78.5% in case of UWB mode. So, we can conclude that in all
operating bands, the antennamaintains its efficiency above 70%and it starts decaying
with increment of frequency [11–14].

3.4 E-Plane and H-Plane Radiation Patterns

The radiation patterns of the proposed design for principle E- and H-plane are indi-
cated in Figs. 6 and 7, respectively. These radiation patterns are plotted for some
selected frequencies such as 2.4, 5.4, 7.5, and 10 GHz. They are plotted for two
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Fig. 5 Simulated radiation efficiency of the proposed UWB antenna

different planes (E-Plane and H-Plane). It can be observed from Fig. 6 that the E-
Plane radiation pattern is quasi-omnidirectional in nature, whereas from Fig. 7 that
H-Plane radiation pattern resembles dumb-bell shape [12–14]. It can be observed
from the radiation patterns that they are stable with respect to frequency.

4 Conclusion

AUWBoctagonal shapeSRR-based antenna coveringUWBbandhaving frequencies
from 3.1 to 10.6 GHz are evaluated with gain, efficiency, and radiation patterns
presented in this paper. The radiating element consists of pairs of octagonal concentric
split rings single-port antenna which can find wide applications in UWB band such
as imaging radar, communication, and localized application.
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Fig. 6 E-plane radiation pattern at different frequencies for the proposed antenna
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Fig. 7 H-plane radiation pattern at different frequencies for the proposed antenna

References

1. Aiello GR, Rogerson GD (2003) Ultra-wideband wireless systems. IEEE Microwave Mag
4(2):36–47

2. Breed G (2005) A summary of FCC rules for ultra wideband communications. High Frequency
Electronics, 42–44 (2005)

3. Liang JX, Choo CC, Dong CX, Parini CG (2005) Study of a printed circular disc monopole
antenna for UWB systems. IEEE Trans Antennas Propag 53(11):3500–3504

4. Aanandan CK (2007) Square monopole antenna for ultra wide band communication applica-
tions. J Electromagn Waves Appl 21(11):1525–1537

5. Geran F, Dadashzadeh G, Fardis M, Hojjat N, Ahmadi A (2007) Rectangular slot with a novel
triangle ring microstrip feed for UWB applications. J ElectromagnWaves Appl 21(3):387–396

6. Xiao JX, Yang XX, Gao GP, Zhang JS (2008) Double printed Ushape ultra-wideband dipole
antenna. J Electromagn Waves Appl 22(8):1148–1154

7. Liu L, Xiong JP, Yin YZ, Zhao YL (2008) A novel dual F-shaped planar monopole antenna
for ultra wideband communications. J Electromagn Waves Appl 22(9):1106–1114

8. Saraswat RK, Chaturvedi AK, Sharma V, Jagmohan (2016) Slotted ground miniaturized UWB
antenna metamaterial inspired for WLAN and WiMAX applications. In: IEEE international
conference on computational intelligence and communication networks (CICN), India, pp
213–216



Design and Analysis of SRR-Inspired Ultra Wideband Antenna 435

9. Saraswat RK, Kumar M (2015) A frequency band reconfigurable UWB antenna for high gain
applications. Prog Electromagn Res B 64:29–45

10. Saraswat RK, Kumar M (2016) Miniaturized slotted ground UWB antenna loaded with
metamaterial for WLAN and WiMAX applications. Prog Electromagn Res B 65:65–80

11. Saraswat RK, Kumar M (2015) A reconfigurable patch antenna using switchable slotted struc-
ture for polarization diversity. In: IEEE international conference communication systems and
network technologies (CSNT-2015), India, pp 11–14

12. Saraswat RK, Kumar M, Gurjar S, Singh CP (2015) A reconfigurable polarized antenna using
switchable slotted ground structure. In: IEEE international conference communication systems
and network technologies (CSNT-2015), India, pp 15–19

13. Saraswat RK, Kumar M (2016) Planar frequency-band reconfigurable switchable slotted
ground UWB antenna. In: IEEE international conference communication systems and network
technologies (CSNT-2016), 5–7 Mar 2016, India

14. Saraswat RK, Kumar M, Ram G, Singh A (2016) A reconfigurable microstrip bowtie patch
antenna with pattern diversity. In: IEEE international conference communication systems and
network technologies (CSNT-2016), 5–7 Mar 2016, India



Secrecy Performance Analysis
for Multi-hop and Single-Hop Relaying
Model

Shweta Pal and Poonam Jindal

Abstract Physical layer security is the foremost concept for providing security to a
wireless communication network. Three-hop wireless relaying model consisting of
single source and destination node, along with two relay nodes and an eavesdropper,
is analysed in this paper. Performance analysis of this multi-hop network is done
by comparing different parameters of it with a conventional single-hop wireless
model. The results demonstrated that secrecy rate improves by increasing the distance
between relay and eavesdropper (R-E) and distance dE for all the cases. On the other
hand, it is found that the increase in relay-to-destination distance dRD and distance
dEH results in decreasing secrecy performance. Furthermore, an increase in value of
path loss exponent degrades the system’s performance. For all cases, AF protocol
improves secrecy rate by 11.9% for single-hop while 42.86% for multi-hop scenario
as compared to DF protocol.

Keywords Physical layer security · Amplify-and-forward · Decode-and-forward ·
Multi-hop network · Secrecy rate

1 Introduction

With the advent of growing advancement in wireless network, communication nowa-
days becomes more prone to various security breaches that make the network inse-
cure. Physical layer security (PLS) has emerged as a new archetype which has gained
a lot of importance among research areas for providing security to wireless commu-
nication network. It has been observed that in PLS, a secure communication without
any key exchange is obtained, provided that channel capacity of main channel is
better than that of channel capacity of wiretap channel. Gaussian wiretap channel
expresses this conclusion in a more precise and illustrative way in [1], where pos-
itive secrecy rate is obtained using different cooperative schemes. The range of a
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wireless network is generally large enough, so whenever two remotely nodes want
to communicate with each other, a strong signal link between both of them is essen-
tial [2]. Cooperative communication, which was proposed earlier, is an effective
way to achieve this for a basic single-hop conventional network. However, for better
coverage extension, multiple relays are connected in series. Such network where
communication from source end to destination end is carried out through a number
of relay nodes is termed asmulti-hop network (MHN). The concept ofMHN involves
reducing the transmission power of each participating node and thus apparently leads
to shorter frequency reuse distance and lower interference level [3]. In comparison
with single-hop network, multi-hop relaying network is a favourable solution for
extending the coverage area of a single access point and thus enhances the system’s
performance for different wireless communication network especially for wireless
sensor network (WSN), Internet of Things (IoT) and small-scale indoor networks.

Whenever the source-to-destination condition of the channel is poor as compared
to the source-to-eavesdropper channel condition, positive secrecy rate is difficult
to obtain. To countermeasure this situation, various node cooperation approaches
were utilised [4], where in order to enhance the secrecy rate, multiple relay nodes
are made to cooperatively work together. In order to improve secrecy rate further
[5], relays are designed in such a fashion so as to choose one of the three differ-
ent modes of operation: cooperative jamming (CJ), decode-and-forward (DF) and
amplify-and-forward (AF). MHNs based on half-duplex amplify-and-forward pro-
tocol are presented in [6] to improve the network coverage of a region, and however,
since multiple phases of time are deployed in it, it suffers loss in spectral efficiency.
Recently, path combining and the path selection schemes are introduced in [7] for
MHNs so that high-performance gain can be obtained. While the abovementioned
work considered a relaying model with dual-hop, a secure communication via multi-
hop relaying system is worth inspecting in which multiple hops are taken for transfer
of information.

A three-hop wireless relaying system consisting of a single source node, sin-
gle destination node along with two relay nodes and an eavesdropper is considered
in this paper. A conventional multi-hop relaying model is considered in [8], whose
secrecy performance is being compared with conventional single-hop wireless relay-
ing model. Further, the manuscript is categorised as follows. The system model for
multi-hop relaying network is introduced in Sect. 2. Achievable secrecy rate for
both single- and multi-hop models is calculated in Sect. 3. Section 4 presents the
performance analysis, followed by the conclusion in Sect. 5.

2 System Model

Systemmodel for single-hop relaying network is depicted in Fig. 1 [9], which employ
a single source node point (S), single destination node point (D), a relay node (R), a
passive eavesdropper (E) and a power beacon node (B). Noise present at each of the
individual network node is assumed to be AWGN, i.e. additive white gaussian noise
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Fig. 1 System model for a
single-hop relaying model

Fig. 2 System model for a
multi-hop relaying network

with variance = σ 2 and mean = 0. Complex channel gains related from S to E, S to
R, R to E, R to D, B to R and B to S are represented as HSE , HSR, HRE , HRD, HBR,
HBS resp. and there is no self-interference found in the system.

Performance of this conventional single-hop network is compared with a 3-hop
multi-relaying model [10] consisting of a single source and single destination node
point, one eavesdropper node and two trusted relays R1 and R2 as depicted in Fig. 2.

During the first transmission phase, each of the relay nodes performs decode-
and-forward technique by interpreting or decoding the message signal from the prior
adjoining node. In the next transmission phase, it re-encodes and retransmits this
message signal towards destination. In this paper, it has been considered that both
destination and relay nodes suffer from propagation loss and receive signal from
their prior adjoining node only, whereas eavesdropper may overhear source as well
as relays message [11, 12]. The type of fading effect experienced by channels is flat
fading. Complex channel gains from to S to R1, R1 to E, R2 to E, R1 to R2 and from R2

to D are denoted by H∗
S1, H

∗
1e H

∗
2e H

∗
12 and H∗

2D , respectively. Similar to single-hop,
here also noise at each individual node is assumed to be complexAWGN, i.e. additive
white gaussian noise with variance = σ 2 and mean = 0 and no direct link between
S-E is possible. After receiving the desired signal from the prior adjoining node, each
of the relay node transmit a jamming signal while operating in a full duplex mode.
Self-interference signal at each of the FDR is perfectly cancelled.
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2.1 DF Protocol

It is a decode-and-forward protocol involving 2-stage process. During first transmis-
sion stage, the information signalw(N) is transmitted fromS toR1 and simultaneously
jamming signal j(2N) is transmitted from R1 to E as described in Fig. 3. The signals
received at relay and eavesdropper for 2N th time slot is given [12] as:

Y1(2N ) = √
PSHs1w(N ) + n1(2N ) (1)

YE (2N ) = √
PSHsew(N ) + √

P1 j H1e j (2N ) + nE (2N ) (2)

where P1 j is jamming power of relay R1 to E, n1(2N) is AWGN noise present at R1,
nE (2N) is AWGN noise present at E.

In the second stage, relay performs decoding followed by encoding of received
signal. Finally, this re-encoded version is forwarded to destination and jamming
signal j(2N + 1) is simultaneously transmitted to eavesdropper by R2 as depicted in
Fig. 4. Received signals at E and D during (2N + 1)th time slot are given as:

yE (2N + 1) = √
P1H1ew(N ) + √

P2 j H2e j(2N + 1) + nE (2N + 1) (3)

yD(2N + 1) = √
P2H21w(N ) + n2(2N + 1) (4)

where P2 j is the jamming power present at R2, and n2(2N + 1) is AWGN noise
present at R2.

Fig. 3 Transmission of
signal during 2N th time slot

Fig. 4 Transmission of
signal during (2N + 1)th
time slot
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2.2 AF Protocol

It is also a dual-stage process similar to DF scheme. In the first stage, S sends signal
to R which is overheard by E simultaneously. Signal reached at both R and E is
mathematically represented by Eqs. (5) and (6). Signals arrived at R and E during
this stage are also same as represented in Eqs. (4) and (3). In the next stage, source S
transmits a jamming signal j(2N) towards E, whereas R forwards amplified version
of the received signal towards D. Received signals at nodes D and E at (2N + 1)th
time slot are given as [13].

yD(2N + 1) = G
√
P2H21yR(2N ) + n2(2N + 1) (5)

yE (2N + 1) = G
√
P1H1e yR(2N ) + √

P2 j H2e j (2N + 1) + nE (2N + 1) (6)

whereG is the scaling factor given as G = 1√
P1.|H1e|2+N0

, and N0 is the AWGN noise

variance.

3 Achievable Secrecy Rate

In this paper, secrecy rate has been evaluated as a performance metric. Achievable
secrecy rate is characterised as the rate at which source transmits a message signal
to a receiver through a secure and reliable link. It is generally evaluated in terms of
secrecy capacity which is given by the following expression:

CS = [CT−CE ]
+ (7)

where CE and CT are the eavesdropper channel and data transmission capacity,
respectively, and [X ]+ = max(X, 0). Achievable secrecy rate for both single- and
multi-hop with DF and AF cooperation protocols is given as:

3.1 Single-Hop Relay Network

3.1.1 DF Protocol

Using Eqs. (1), (2), (3) and (4), rate of signal transmission at D and E is given as
[14]

RD = 0.5 log2(1 + PrγRD) (8)
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RE = 0.5 log2

(
1 + PsγSE

1 + Pr jγRE
+ PrγRE

1 + PsjγSE

)
(9)

where γRD = |Hrd |2
σ 2 , γSE = |Hse|2

σ 2 , γRE = |Hre |2
σ 2 . Further, secrecy rate is calculated

using Eqs. (8) and (9) as Rs = max{RD − RE , 0}, where

RD − RE = 0.5 log2

(
1 + PrγRD

1 + PsγSE

1+Pr jγRE
+ PrγRE

1+PsjγSE

)

(10)

3.1.2 AF Protocol

Using (1), (2), (5) and (6), rate of transmission at D and E is given as [13]

RD = 0.5 log2
(
1 + G2(PsγRD)

)
(11)

RE = 0.5 log2

(
1 + PsγSE

1 + Pr jγRE
+ G2PsγRE

1 + PsjγSE

)
(12)

where γRD = |Hrd |2
σ 2 , γSE = |Hse|2

σ 2 , γRE = |Hre |2
σ 2 . Secrecy rate is again calculated

using Eqs. (11) and (12) as: Rs = max{RD − RE , 0}, where

RD − RE = 0.5 log2

⎛

⎝ 1 + G2PrγRD

1 + PsγSE

1+Pr jγRE
+ G2PsγRE

1+PsjγSE

⎞

⎠ (13)

3.2 Multi-hop Relay Network

3.2.1 DF Protocol

The transmission rates at D and E are given as:

RD = 0.5 log2(1 + P2γ2D) (14)

RE = 0.5 log2

(
1 + P1γ1E

1 + P2 jγ2E
+ P2γ2E

1 + P1 jγ1E

)
(15)

where γ2D = |H2d |2
σ 2 , γ1E = |H1e|2

σ 2 , γ2E = |H2e|2
σ 2 . We compute the achievable secrecy

rate using Eqs. (14) and (15) as Rs = max{RD − RE , 0}, where
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RD − RE = 0.5 log2

(
1 + P2γ2D

1 + P1γ1E
1+P2 jγ2E

+ P2γ2E
1+P1 jγ1E

)

(16)

3.2.2 AF Protocol

Using Eqs. (5), (6), (11) and (12), rate of transmission at node D and E is given as
[14]

RD = 0.5 log2
(
1 + G2(P1γ2D)

)
(17)

RE = 0.5 log2

(
1 + P1γ1E

1 + P2 jγ2E
+ G2P2γ2E

1 + P1 jγ1E

)
(18)

where γRD = |Hrd |2
σ 2 , γSE = |Hse |2

σ 2 , γRE = |Hre |2
σ 2 . The achievable secrecy rate using

Eqs. (17) and (18) is calculated as:
Rs = max{RD − RE, 0}, where

RD − RE = 0.5 log2

⎛

⎝ 1 + G2P1γ2D

1 + P1γ1E
1+P2 jγ2E

+ G2P2γ2E
1+P1 jγ1E

⎞

⎠ (19)

4 Performance Analysis

This section aims to present numerical results to investigate the secrecy performance
of multi-hop relay system using both DF and AF techniques where level of security
is improved with the help of relays operated in FDR mode. The performance of this
system employing 3-hop multi-relaying network is evaluated in form of secrecy rate
and is then compared with conventional single-hop wireless system. It is assumed
that all the significant nodes including S, D, R1 and R2 are located in a LOS (line of
sight) configuration as shown in Fig. 2, whereas E is located vertically away from
the line. Also, all nodes are employed with equal power allocation (EPA) scheme. In
Fig. 2, dS1, d12 and d2D represent the distances from S − R1, R1 − R2 and R2 − D,
respectively. Furthermore, the distance from relayR1 toE (d1E) and the distance from

relay R2 to eavesdropper E(d2E) are computed with the help of d1E =
√
d2
E + d2

EH

andd2E =
√
d2
E + (d12 − dEH )2, respectively. In order to investigate effect of various

distances on secrecy rate, we consider that the channel between any of the two
nodes will follow a LOS model, i.e. d−C/2e j�, where ‘d’ denotes distance between
any two nodes, while ‘F’ is random phase distributed evenly within the range of
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Fig. 5 Secrecy rate versus
Dre or d1E

[0, 2π ). All the simulation results are obtained using MATLAB R2014a software. In
the following results, we assume noise power to be −30 dBm, total transmit power
= 30 dBm [15], path loss exponent ‘c’ is 3.5 and conversion efficiency as unity.

Case 1: Secrecy rate versus relay-to-eavesdropper distance: Fig. 5 represents the
plot of secrecy rate versus Dre or d1E, i.e. relay-to-eavesdropper distance using DF
and AF schemes for both single-hop and multi-hop relay network. Parameters for
conventional system are taken as: DSR = 10 m, DBR = 7 m, DBS = 7 m and DRD

= 15 m, while for multi-hop network distance parameters are: DS1 = 25 m, D12 =
25 m, D2D = 30 m and De = 45 m, Deh = 15. Value of path loss exponent for both
cases is 3.5. Results indicate that for both AF and DF techniques, there is a hike in
secrecy rate with increase in DRE (d1E) for single- and multi-hop model.
Case 2: Secrecy rate versus relay-to-destinationdistance: Fig. 6 represents the plot
of secrecy rate versus relay-to-destination distance, i.e. DRD or d2D for both single-
and multi-hop model for DF and AF schemes with parameters for conventional
system as: DBR = 7 m, DBS = 7 m DSR = 10 m and DRE = 15 m and for multi-hop
model as: DS1 = 25 m, D12 = 25 m, De = 45 m, Deh = 15 and c = 3. 5. The plot
illustrates that secrecy rate decreases as DRD increases for both the cases.
Case 3: Secrecy rate Versus Path Loss Exponent (c): Fig. 7 shows the plot of
secrecy ratew.r.t path loss exponent for both single- andmulti-hopmodel. Parameters
for conventional system are taken as:DRD = 15 m,DBR = 7 m,DBS = 7 m andDSR =
10 m and DRE = 15 m, while for multi-hop network distance parameters are: DS1 =
25 m,D12 = 25 m,D2D = 30 m,De = 45 m,Deh = 15. It is indicated by the plot that
transmission becomes less secure with increase in the value of path loss exponent as
the channel performance degraded for both the cases.
Case 4: Secrecy Rate Versus dEH: Fig. 8 shows the plot of secrecy rate w.r.t. dEH
distance in the system for both single- andmulti-hop systemwith conventional model
parameters as: DRD = 15 m, DBR = 7 m, DBS = 7 m and DSR = 10 m and De = 12 m
and multi-hop parameters as:DS1 = 25 m,D12 = 25 m,D2D = 30 m andDe = 45 m.
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Fig. 6 Secrecy rate versus
DRD or D2D

Fig. 7 Secrecy rate versus
path loss exponent

Plot shows that when the distance between two relay nodes increases, secrecy rate
decreases.
Case 5: Secrecy Rate Versus dE: Fig. 9 represents the plot of secrecy rate w.r.t dE
distance in the network model for both single- and multi-hop network using AF and
DF schemes. Distance parameters for single-hop are: DRD = 15 m, DBR = 7 m, DBS

= 7 m and DSR = 10 m and Deh = 8 m and for multi-hop are: DS1 = 25 m, D12 =
25 m, D2D = 30 m and Deh = 0 m. It is shown that when the distance dE increases,
secrecy rate tends to decrease.



446 S. Pal and P. Jindal

Fig. 8 Secrecy rate versus
dEH

Fig. 9 Secrecy rate versus
dE

The results for the comparison between secrecy performance of both conventional
and multi-hop network are illustrated in Table 1. AF performs better than DF for all
the cases giving 11.87% better secrecy rate for single-hop and 42.86% for multi-hop
network.

5 Conclusion

In this paper,we examine the secrecyperformanceof a 3-hopwireless relaying system
model under total transmit power constraint of 30 dBm. A novel FDR approach for
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Table 1 Performance comparison of single-hop and multi-hop network w.r.t their secrecy rate

Secrecy rate (bps/Hz) Single-hop network Multi-hop network

AF DF AF DF

w.r.t dE 3.78 3.42 0.6759 0.1735

w.r.t dEH 4.36 3.56 0.5548 0.3632

w.r.t drd /d2D 6.25 5.75 4.20 0.9967

w.r.t dre/d1e 3.89 3.47 0.3191 0.267

w.r.t path loss exponent 9.13 8.57 4.131 3.5995

multi-hop model has been implemented, where each FDR transmits jamming signal
toE and simultaneously receives information signal from the prior node. Performance
has been analysed for both DF and AF relaying techniques. Results demonstrated
that secrecy rate improves by increasing Dre and dE for all cases, while it tends to
decrease for distance dRD and dEH . Furthermore, it has been observed that an increase
in the value of path loss exponent degrades the system’s performance. AF protocol
improves secrecy rate by around 11.87% for single-hop while 42.86% for multi-
hop network. Multi-hop wireless network is a favourable solution as compared to
single-hop for extending the coverage area of a single access point and thus enhances
the system’s performance for wireless communication network but as far as secrecy
performance is concerned, conventional system gives better results as compared to
multi-hop model.
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Investigation of Substrate Integrated
Waveguide (SIW) Filter Using Defected
Ground Structure (DGS)

Amrita Dixit, Ashok Kumar, Ashok Kumar and Arjun Kumar

Abstract In this paper, the behavior of substrate integrated waveguide (SIW) with
conventional defected ground structures has been studied and compared their per-
formance in terms of size reduction, quality factor, and filter selectivity. Various
dumbbell-shaped defected ground structures (DB-DGS) have been investigated with
SIW having filtering characteristics at 3-dB cutoff at 2 GHz by keeping the same
dimension for all structures. This article holds good studies for beginners in filter
designing. For comparative analysis, all the simulations have been carried out using
HFSS 19.1.

Keywords Substrate integrated waveguide (SIW) filter · DB-DGS · Q-factor ·
High-frequency structure simulator (HFSS)

1 Introduction

In this modern era of mobile communication, the researchers are forced to take
challenges for developingmicrowave andmillimeterwave componentswith compact
size, cost-effective, low profile, and enhanced performance. There are few popular
technologies such as low-temperature co-fired ceramic (LTCC), low-temperature
co-fired ferrite (LTCF) along with the structure such as photonic band gap (PBG),
energy band gap (EBG), defected ground structure (DGS) that are available for
improving the performance of the microwave components, and among all the above-
mentioned techniques, DGS is very popular technique to reduce the component size
with enhanced performance. In 2003, substrate integrated waveguide (SIW) filter
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Fig. 1 An SIW and its equivalent rectangular waveguide [5]

was proposed which was having small size, low cost, and high Q-factor [1–4]. SIW
is the best technique to convert non-planar structure to planar structure with high Q.

Low-temperature co-fired ceramic (LTCC) technology is used to synthesize SIW
filter to convert a non-planar waveguide into planar form. The SIW is an artificial
waveguide synthesized and constructed with rows of metalized via-holes embedded
in the same substrate used for the planar circuit as shown in Fig. 1. In SIW, the side
walls of rectangular waveguide are replaced by the rows of metallic via-holes which
convert the conventional waveguide into planar structure. So, SIW has a property of
highQ-factor and low radiation losses same asmetallicwaveguidewith the advantage
of compact size. SIW only supports the transverse electric modes. If TM mode
generates it will create loss through unbounded via window along the transversal
direction.Due to the absence of TMmode in SIW, leakage losses are lowwhich create
favorable condition for the bandpass filter design because certainmode problems due
to out-of-band parasitic responses can be avoided. This gives a distinct feature to SIW
technique for filter designing [6].

For reducing the size of the SIW filter, different techniques are used as SIW
filter loaded with split ring resonator [7, 8], folded SIW filter [9, 10], combline
SIW filter [11, 12], and half-mode SIW filter [13]. These applications have some
drawbacks, such as low value of Q-factor and high insertion loss, so these methods
have limited applications. Figure 2 shows the one example of conventional SIW filter
with non-resonating node, CSRR DGS, and half mode.

2 Design Specifications/Goals

The design goals and the specification are shown in Table 1, and these specifications
are used for designing various conventional DB-DGSs in this paper. In Table 1, the
target resonance frequency is 2.5 GHz and the cutoff frequency is 2 GHz. For all
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Fig. 2 a SIW filter with non-resonating node [7]. b SIW with square CSRR DGS [8]. c Field
distribution in half-mode SIW filter (HMSIW) and SIW filter [13]

Table 1 Design goals and
specifications

S. No. Specification Value

1 Cutoff frequency (f c) 2 GHz

2 Insertion loss (S21) <−0.8 dB

3 Reflection coefficient (S11) >−15 dB

4 Neltec 9348(tm) dielectric constant (εr ) 3.48

5 Loss tangent (δ) 0.003

6 Height of substrate 1.5 mm

7 Thickness of conducting plate 0.07 mm

DB-DGS, dimensions are kept constant for 2 GHz. The overall size of this SIW filter
is 40 mm × 40 mm which is kept same for all the DB-DGS structures.

3 Design Configurations of Various DB-DGS

In this paper, the concept of defected ground structure (DGS) is introduced. DGS
is most popular technique for the size reduction and bandwidth enhancement of the
filter among the three basic techniques, i.e., photonic band gap (PBG), energy band
gap (EBG), and DGS. In DGS, single or few geometrical slots are etched on the
ground plane. This paper presents the performance of SIW filter with different DB-
DGSs as shown in Fig. 3. In this paper, dumbbell-shaped pattern of DGS is used
because it is simple and easy to design. Dumbbell-shaped DGS gives the slow wave
effect in band gap and pass band. All dimensions are calculated for the SIW filter.
In some research papers [14–16], different shapes of DGS structure are studied to
achieve wide stopband, better selectivity, compact size, and lower insertion loss.

All different shapes of DGS are etched on the ground plane of SIW filter having
the specification shown in Table 2.
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Fig. 3 Various shapes of DB-DGS, a square dumbbell, b circle-shaped dumbbell, c triangular-
shaped dumbbell, d hexagonal-shaped dumbbell, e spiral dumbbell, and f CSRR DGS

Table 2 Dimensions of various DB-DGS structures at 2 GHz cutoff frequency

S. No. Design
configuration
of DB-DGS

a (mm) b (mm) lh (mm) wh (mm) sl (mm) ll (mm)

1 Square 4 4 6 1 – –

2 Circle 3 – 6 0.5 – –

3 Triangle 6 – 6.5 0.5 – –

4 Hexagonal 5 – 10 3 – –

5 Spiral – – 8 0.5 0.25 1

6 CSRR – – 8 0.5 0.5 0.5

4 L-C Equivalent Circuit Modeling of DB-DGS

The L-C equivalent of DB-DGS can be drawn in parallel combination as shown in
Fig. 4. The value of effective capacitance (C), effective inductance (L), sharpness
factor (SF), and quality factor (q-factor) can be computed using formulas [17–19].

Equivalent circuit of DB-DGS

C = 5 f 2C
π

[
f 20 − f 2C

]pF (1)

L = 250

C(π f0)2
nH (2)
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Fig. 4 Equivalent circuit of SIW with DGS [15]

SF = fc
f0

(3)

QL = f0
� f3

(4)

Qe = QL

10−I L/20
(5)

1

QU
= 1

QL
− 1

Qe
(6)

where f c—cutoff frequency, f 0—resonant frequency, �f 3—3-dB cutoff frequency,
C—capacitance, L—inductance, SF—sharpness factor, QL—loaded Q-factor, Qe—
external Q-factor, QU—unloaded Q-factor

5 Study of Different Parameters of DB-DGS

Figure 5 shows the simulated S-parameter (S11) of all DB-DGS structures. For all
DB-DGS structures capacitance, inductance, Q-factor, and sharpness factor are cal-
culated using the formula given in Eqs. (1)–(4). All calculated values are shown in
Table 3. Filter dimensions are kept constant for all structures. The sharpness factor
for all filters is approximately the same except the triangle-shapedDGS. For triangle-
shaped DGS, the capacitance value is also small as compared to other structures. The
capacitance and sharpness factor are related to each other . In all structures, CSRR
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Fig. 5 S-parameters results of simulated proposed filter

has the highest capacitance and so its sharpness factor is also highest close to 0.933.
For all DB-DGS structures, Q-factor is also calculated. Highest Q-factor is obtained
in square- and circle-shaped DB-DGS. In Fig. 5, 3-dB cutoff frequency is almost the
same for all DB-DGS structures and return loss graph shows that highest bandwidth
is obtained in spiral-shaped DB-DGS structure. All structures have desired return
loss greater than 10 dB.

6 Conclusions

In this paper, various topologies of DB-DGS are compared and analyzed. All DB-
DGS configurations are simulated and compared with their return loss characteristics
for the SIW filter. Highest quality factor is obtained 111.5 for square- and circle-
shaped DGS while highest sharpness factor is obtained for CSRR structure. For the
given structures, spiral-shaped DB-DGS has large bandwidth.



Investigation of Substrate Integrated Waveguide (SIW) Filter … 455

Ta
bl
e
3

V
ar
io
us

pa
ra
m
et
er
s
of

di
ff
er
en
tD

B
-D

G
S
st
ru
ct
ur
es

at
2
G
H
z
cu
to
ff
fr
eq
ue
nc
y

S.
N
o.

D
es
ig
n

co
nfi

gu
ra
tio

n
of

D
B
-D

G
S

In
se
rt
io
n
lo
ss

(S
21
)

f c
3-
dB

cu
to
ff
(G

H
z)

f 0
re
so
na
nt

fr
eq
ue
nc
y

(G
H
z)

3-
dB

ba
nd
w
id
th

(M
H
z)

C
ap
ac
ita

nc
e

(C
)
in

nF
In
du
ct
an
ce

(L
)
in

nH
Q
-f
ac
to
r

Sh
ar
pn
es
s

fa
ct
or

1
Sq

ua
re

0.
36
9

2.
24

2.
44

54
0

3.
81

1.
12

11
1.
56

0.
91
8

2
C
ir
cl
e

0.
36
9

2.
22

2.
44

54
0

3.
44

1.
23

11
1.
56

0.
90
9

3
T
ri
an
gl
e

0.
36
8

2.
24

2.
5

61
0

2.
89

1.
4

10
2.
49

0.
89
6

4
H
ex
ag
on
al

0.
39
4

2.
23

2.
45

60
0

3.
45

1.
22

96
.5
6

0.
91

5
Sp

ir
al

0.
46
7

2.
55

2.
8

83
0

3.
03

1.
06

66
.5
7

0.
91

6
C
SR

R
0.
75
5

2.
22

2.
38

33
0

4.
8

0.
93

87
.2
3

0.
93
3



456 A. Dixit et al.

References

1. Weng LH, Guo Y, Shi X, Chen X (2008) An overview on defected ground structure. Prog
Electromagn Res 7:173–189

2. Hong JS, Karyamapudi BM (2005) A general circuit model for defected ground structures in
planar transmission lines. IEEE Microw Wirel Compon Lett 15(10):706–708

3. Lim JS, Park JS, Lee YT, Ahn D, Nam S (2002) Application of defected ground structure in
reducing the size of amplifiers. IEEE Microw Wirel Compon Lett 12(7):261–263

4. Dominic D, Wu K (2003) Single-substrate integration technique of planar circuits and
waveguide filters. IEEE Trans Microw Theory Tech 51(2):593–596

5. Chen XP, Wu K (2014) Substrate integrated waveguide filter: basic design rules and
fundamental structure features. IEEE Microw Mag 15(5):108–116

6. Wu K (2001) Integration and interconnect techniques of planar and nonplanar structures for
microwave andmillimeter-wave circuits status and future trend. In: Proceedings ofAsia–Pacific
microwave conference, Taipei, Taiwan, pp 411–416

7. Dong YD, Yang T, Itoh T (2009) Substrate integrated waveguide loaded by complementary
split-ring resonators and its applications to miniaturized waveguide filters. IEEE TransMicrow
Theory Tech 57(9):2211

8. Wei S, Sun XW, Yin WY, Mao JF, Wei QF (2009) A novel single-cavity dual mode sub-
strate integrated waveguide filter with non-resonating node. IEEE MicrowWirel Compon Lett
19(6):368–370

9. Nikolaos G, Izquierdo BS, Young PR (2005) Substrate integrated folded waveguides (SIFW)
and filters. IEEE Microw Wirel Compon Lett 15(12):829–831

10. Alotaibi SK, Hong JS (2008) Novel substrate integrated folded waveguide filter. Microw Opt
Technol Lett 50(4):1111–1114

11. Barrera JD, Huff GH (2010) An adaptive SIW filter using vertically-orientated fluidic material
perturbations. In: Adaptive hardware and systems (AHS), pp 205–208

12. Martinez JD, Sirci S, Taroncher M, Boria VE (2012) Compact CPW-fed combline filter in
substrate integrated waveguide technology. IEEE Microw Wirel Compon Lett 22(1):7–9

13. Wang Y, Wei H, Dong Y, Liu B, Tang H, Chen J, Yin X, Wu K (2007) Half mode substrate
integrated waveguide (HMSIW) bandpass filter. IEEEMicrowWirel Compon Lett 17(4):265–
267

14. Shen W, Yin WY, Sun XW (2011) Compact substrate integrated waveguide (SIW) filter with
defected ground structure. IEEE Microw Wirel Compon Lett 21(2):83–85

15. Liu C, An X (2017) A SIW-DGS wideband bandpass filter with a sharp roll-off at upper
stopband. Microw Opt Technol Lett 59(4):789–792

16. Li W, Tang Z, Cao X (2017) Design of a SIW bandpass filter using defected ground structure
with CSRRs. Act Passiv Electron Compon 2017

17. Rahman AB, Verma AK, Boutejdar A, Omar AS (2004) Control of bandstop response of Hi-
Lo microstrip low-pass filter using slot in ground plane. IEEE Trans Microw Theory Tech
52(3):1008–1013

18. Kumar P, Mahmood R, Kishor J, Shrivastav AK (2009) Control of band stop responses of very
compact sizemicrostrip filter of improvedQ factor& sharp transition by using hexagonal trans-
metal DGS. In: Emerging trends in electronic and photonic devices & systems, ELECTRO’09,
pp 383–386

19. Papapolymerou J, Cheng JC, East J, Katehi LP (1997) A micromachined high-Q X-band
resonator. IEEE Microw Guided wave Lett 7(6):168–170



Energy-Efficient MAC-ROUTE
Cross-layer Optimal Distance Chain
Protocol for Wireless Sensor Network

P. M. Prathibhavani and T. G. Basavaraju

Abstract Sensor nodes in wireless sensor networks (WSNs) are tiny devices with
limited energy, computing ability, storage capacity, sensing capacity, and movement.
The main issues accountable for energy expenditure in WSNs are numerous; among
them, unnecessary high transmission range is the important issue to address. This
chapter explores to optimize the energy consumption across MAC and network lay-
ers to prolong the lifetime of WSN. The energy efficiency must be supported across
MAC, and network layers of protocol stack through a cross-layer design are high-
lighted in this work. In this context, designed MAC-ROUTE cross-layer technique
for chain-based protocol addressed unnecessary high transmission range. The sim-
ulation is carried out using MATLAB, and it is observed that proposed protocol is
efficient than existing chain-based routing protocols of WSN. The simulation result
shows that proposed protocol accomplishes maximum network lifetime compared
to existing chain-based routing protocols.

Keywords WSN · MAC-ROUTE · Network lifetime · Optimal distance · Chain
based · Cross-layer

1 Introduction

Sensor nodes of WSNs are extensively used and are small in size, with special sens-
ing capability and battery-powered with limited lifetime duration. The key purposes
of WSN primarily consist of health monitoring, military, vehicles tracking, envi-
ronmental monitoring (speed, temperature, pressure, and distance), home, and other
commercial applications [1, 2]. Even though WSNs have extensive applications,
limited transmission range and limited storage are some important demerits along
with non-replenishable battery power [3–5]. By designing an energy-efficient and
scalable routing algorithm, these limitations must be addressed [6–8].
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Routing protocols’ classification in WSN is divided into various categories based
on flat, location, QoS, and hierarchical [9–11] deployment. In these available classi-
fications, for network scalability and competent communication, hierarchical-based
routing protocol is the most excellent choice in real-time application [12].

Clustering of nodes in large-scale WSN environments is required to achieve scal-
ability and to prolong network lifetime [6–8, 13]. During clustering, entire network
is divided into tiny groups called clusters; perhaps each group consists of number of
group members and a cluster head. During data transmission, group member trans-
mits their sensed data to their cluster head which aggregates in turn and transmits the
same to sink using greedy algorithm [6, 7]. In small-scale cluster-based networks,
the member nodes communicate to sink node with high power transmission when
they are far away from the sink; this leads to less network lifetime [14].

Cluster-based protocols have disadvantage of dynamic cluster formation and com-
municationwith high power transmissionwhich in turn directs tomore energy expen-
diture. Chain-based routing protocol overcomes the disadvantages of dynamic cluster
formation and high power transmission. Chain-based protocols are energy efficient
by creating chain between cluster head and cluster member with possible short dis-
tance. In comparison with cluster-based protocol, the main drawback of chain-based
protocol is high network delay [15]. Chain-based protocols address energy efficiency
and delays to some extent with low load balance [16–19]. Sharing of information
between MAC and network layer to schedule the optimal path improves the lifetime
of network with less delay. Hence, it is required to design and implement chain-
based cross-layer scheduling protocol called Energy-Efficient Cross-layer Optimal
Distance Chain Protocol.

This research paper includes following sections. Section 2 includes literature
survey, while Sect. 3 describes the analysis of existing protocols. Section 4 describes
the operations of proposed protocol. Section 5 compares simulation outcomes of
proposed and aforementioned methods. The last section concludes the paper with
future scope.

2 Literature Survey

Lifetime maximization is considered as one of the key metrics to assess the accom-
plishment ofWSN protocols, and the performance ofWSN protocols is evaluated by
one of the key metrics, Lifetime Maximization, tackled in the literature from various
methods like data aggregation, energy-efficient routing, and radio optimization and
sleep/wake-up schemes. In the WSN topology, low-energy adaptive clustering hier-
archy (LEACH) [20] is one among the important clustering protocols. In LEACH,
the entire network is partitioned into clusters, and each cluster will have an elected
cluster head. Each cluster member node communicates to cluster head (CH), which
in turn to base station (BS).

The hierarchical routing protocol, LEACH, reduces energy consumption with
multi-hop communication thandirect transmissionprotocols.Unfortunately, LEACH
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suffers from many drawbacks such as LEACH is not suitable for dense network and
adopts a randomized cluster head selection which leads to reduce the lifetime of
network. To extend the lifetime of CH (ELCH) [21], the protocol is alienated into
two phases, setup phase and steady-state phase. Neighbor selects the CHduring setup
phase based on the ratio of residual energy to distance. Sensed data gets collected
at CH and transmits the same to BS through multi-hop transmission during steady-
state phase. In EERA [22], forwarding node is selected as cluster head based on
reliability and residual energy. Cluster head will have information of all its member
nodes, and it stores the same in forwarding table [23]. CAMP divides the region into
zones; each zone has some designated CH nodes. A non-cluster member transmits
the data using intelligent routing process (IRP). Cluster not only performs routing
but also involves in the overall routing process. This protocol is called cluster-aided
multi-path routing.

Authors Khalid Haseeb et al. proposed [24] AECR protocol to improve energy
conservation and data delivery performance, based on nodes’ distribution and gen-
erate balanced-sized clusters to avoid random cluster formation. Protocol optimizes
both intra- and inter-cluster routing paths for data delivery improvement and also
reduces the excessive energy consumption with improving load distribution. Exploit-
ing network conditions, CH shifted dynamically among nodes. In DCRR [25], CH
selection is dynamic in the incident region according to residual energy. CH collects
the data and sends the same to sink along the network backbone. Here CH can trace
the changing period of incident and also nodes outside the cluster use this fluctuation
to send data periodically.

In order to make chain-based hierarchical protocols compete with cluster-based
routing protocols, some changes are necessary to incorporate in existing chain-based
energy-efficient hierarchical routing protocols. PEGASIS [26] is one of the important
energy efficient chain-based protocols in WSN. In this protocol, each member node
communicates the sensed information with a neighbor node and conveys the same
to BS through cluster head. In PEGASIS, chain formation and data communication
method reduces the energy consumption and performs better in comparison with
LEACH by about 100–300% for diverse network size and topologies. PEGASIS
achieves better than LEACH in terms of scalability, robustness, and also lifetime by
reducing the overhead of dynamic cluster formation.

Young-Long Chen et al. proposed phase-based coverage algorithm (PBCA) [27]
with existing PEGASIS to find the redundant nodes and make them to sleep.
PBCA simulation results perform better compared to LEACH and PEGASIS pro-
tocols. Authors Young-Long Chen et al. combine the PEGASIS with IBCA [28]
to find surplus nodes and make them to sleep by means of IBCA. IBCA simula-
tion results perform better compared to LEACH, PEGASIS, and PBCA protocols.
MH-PEGASIS [29] is a variant of PEGASIS and is energy efficient than original
PEGASIS [reference-EECBSIGIWSN]. Ideal PEGASIS is a variant of PEGASIS,
where deployment is fixed and known locations are used to place nodes. Due to fixed
placement location, the distance is same between each node that causes each node
takes leadership position in turn. To extend network lifetime, authors [30] Young-
Long Chen and Jia sheng Lin et al. proposed Intra-Grid PEGASIS. Grid PEGASIS
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uses PEGASIS as base in association with grid. Compared to ideal PEGASIS and
PEGASIS, network life time of Grid PEGASIS is better and energy consumption is
similar to ideal PEGASIS with more delay.

This work deduced energy consumption of Grid PEGASIS and ideal PEGA-
SIS is similar. Here design and implementation of novel MAC-ROUTE protocol is
proposed called Energy-Efficient Cross-layer Optimal Distance Chain Protocol to
address above-mentioned limitations.

3 Mathematical Energy Model of Ideal PEGASIS
and Intra-Grid PEGASIS

To calculate total energy expenditure in each round, network uses data communi-
cation model to provide mathematical model. The transmission energy is ETx(l, d),
where l bits of data packets transmit over distance d from transmission end to receiv-
ing end. Transmission energy ETx(l, d) is sum of transiting electron ETx-elec(l, d)
circuitry energy and amplifier power ETx-amp(l, d) energy, shown in Eq. (1) [4].

ETx(l, d) = ETx - elec(l, d) + ETx - mp(l, d)

=
{
Eele × l + εfs × l × d2, d < d0
Eele × l + εmp × k × d4, d ≥ d0

(1)

ERx(l) = Eele × l (2)

where Eelec is electronic circuit’s l bit of energy for transmission and ETx-amp(l, d) is
the amplifier signal energy expenditure during communication process l × εmp ×dα .
Based on threshold value d0 = √

εfs/εmp, data transmission will take place using
multi-path or free space, where εfs is free space model, εmp is multi-path decay
model, and α is attenuation exponent for wireless electromagnetic wave with value
of 2 for free space and 4 for multi-path decay model. The energy consumption at the
receiving end to receive l bits of information is ERx(l) shown in Eq. (2).

While in ideal PEGASIS, state is ideal that causes fixed placement and known
location leads to leader position turn by each node. In this section, analysis of ideal
PEGASIS and Intra-Grid PEGASIS energy consumption model is carried out. There
are two types of nodes in ideal PEGASIS, mid-node and end node. To determine the
energy required to complete one round based on two leader cases, i.e., end node and
mid-node act as leaders.

In given network random deployment of N nodes in the region of M × M m2,
the spacing between each node d is the same, and then d = √

E2/N , where E is
edge length. Energy consumption for electronic circuitry is Eelec, and energy con-
sumption for data aggregation is Eda. Mid-node energy consumption is addition of
received information from other sensor node, the aggregation of information, and
final transmission of collected information to the next sensor node [4].
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Mid-node energy consumption is given in Eq. (3)

Emid = Eelec × l + Eda × l × 2 + Eelec × l + l × Efs × d2 (3)

End node energy consumption is given in Eq. (4)

Eend = Eelec × l + l × Efs × d2 (4)

To determine the whole energy required in one round under ideal PEGASIS
network architecture is given as shown in Eq. (5).

Ernd_existing = 2N × Eele × 2N × Eda × l + M2 × l × Efs + l × Emp × d4 (5)

In paper [30], deduced mathematical model for ideal PEGASIS and proposed
Intra-Grid PEGASIS topology to overcome limitations of ideal PEGASIS and
extended the lifetime of WSN. Simulation results showed lifetime of Intra-Grid
PEGASIS longer than PEGASIS and originate that energy expenditure in each round
of ideal PEGASIS and Intra-Grid PEGASIS topology is alike.

4 Energy-Efficient Cross-layer Optimal Distance Chain
Protocol (EECLODC)

To design mathematical model for proposed protocol, consider first-order radio
model [17]. To extend network lifetime, in this section proposed Energy-Efficient
Cross-layer Optimal Distance Chain Protocol (Fig. 1). To design proposed proto-
col, the concept of Euclidean distance to find optimal distance (minimum distance)
in association with MAC-ROUTE cross-layer communication (source_address,
destimation_address, midnode_address, leadernode_address) is used.

Fig. 1 Network architecture
of EECLODC protocol
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Proposed protocol is categorized into three stages, namely setup phase, chaining
phase, and data communication phase, as discussed below.

A. Setup phase

Step 1. N number of sensors deployed randomly in an area ‘A’.
Step 2. Divide an area ‘A’ vertically into two equal halves.
Step 3. Name two halves as left half (A_left = A/2) and right half (A_right =
A/2).
Step 4. Find optimal distance ‘dl’ among left half using Euclidean.
Step 5. Repeat Step 4 to find optimal distance ‘dr’ among right half using
Euclidean.
Step 6. Find minimum distance among ‘dl’ and ‘dr and assign to ‘d’, where d
= min(dl, dr).
Step 7. With distance ‘d’, divide the entire area horizontally into ‘Sn’ number
of slots (Sn = A/d, where n = 1, 2, 3, 4, …).

B. Chaining phase

Step 1. Among each slot, far node of A_left and A_right from mid of network
elected as end node.
Step 2. Start chaining from end node simultaneously in both left half and right
half.
Step 3. Elect leader node near to mid of network with high residual energy.

C. Data communication phase

Step 1. Initiate data communication from end node.
Step 2. Neighbor node fuses its data with end node and repeats till it reaches
leader node.
Step 3. With multi-hops or single hop, leader node transmits data to sink node.
Step 4. Above steps repeat for all Sn slots.

In this researchwork, randomdeployment ofN nodes in an area ofA=M ×M m2.
Divide an area ‘A’ vertically into two equal halves (A_left, A_right) and find optimal
distance (dl, dr) among both the halves using Euclidean. Find minimum among these
optimal distances using min(dl, dr) and assign to d. With distance d, divide the area
A into Sn number of slots, i.e., Sn = A/d, where n = 1, 2, 3, 4, …. Deployed sensor
nodes will be dividing into three types of nodes—end nodes, mid-nodes, and leader
nodes.

Energy consumed in mid-sensor (Emid) is shown in Eq. (6)

Emid = Eelec × l + Eda × l + l × Efs × d2 (6)

Energy consumed in end sensor (Eend) is shown in Eq. (7)

Eend = Eelec × l + l × Efs × d2 (7)
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Table 1 Simulation
parameters

Parameter Value

Network size 100 m × 100 m

Eint 0.25 J

Nodes 100

Location of BS (50, 100)

Efs 10 pJ/bit/m2

Emp 0.0013 pJ/bit/m4

Eda 5 nJ/bit/signal

Eele 50 nJ/bit

Radio attenuation exponent Free space ∝= 2

Energy consumed in leader sensor (Eleader) is shown in Eq. (8)

Eleader = Eelec × l + l × Emp × d4 (8)

From above Eqs. (7), (8), and (9), the total energy consumption for one round of
proposed protocol is shown in Eq. (10).

Ernd_proposed = Eend + n(Emid) + Eleader (9)

Ernd_existing > Ernd_ proposed (10)

where n is number of hops between mid-node and leader node. Substituting the
values of parameter shown in Table 1 into Eqs. (5) and (9) comes to the conclusion
that proposed protocol is more energy efficient than ideal PEGASIS and Intra-Grid
PEGASIS.

5 Results and Discussion

MATLAB simulation is used to validate mathematical Eq. (10) and to simulate
network lifetime of proposed and existing protocols. Simulation is carried out for
random deployment of 100 sensor nodes (Fig. 2) in the sensing area 100m× 1m, BS
location is (50, 100)with energy ofEele is 50 nJ/bit,Eda for each data is 5 nJ/bit/signal,
and parameters are given in Table 1.

This section compares the network lifetime of proposed protocol (EECLODC
protocol) with existing protocols, PEGASIS, Intra-Grid PEGASIS, and ideal PEGA-
SIS. Figure 3 shows the network lifetime of PEGASIS, Intra-Grid PEGASIS, ideal
PEGASIS, and proposed protocol, where the sensor area is divided randomly in an
area of 100 m × 1 m with initial energy of Eint = 0.25 J. From Fig. 3 found that in
PEGASIS, first node dies in round 270, in ideal PEGASIS, first node dies in round
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Fig. 2 100 m × 100 m node
deployment
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601, in Intra-Grid PEGASIS, first node dies in round 562, and in proposed protocol
first node dies in round 870, so stability period of proposed protocol is 35.40% more
than existing protocol Intra-Grid PEGASIS. Figure 3 shows that the network lifetime
of proposed protocol is better than the existing protocols.

Figure 4 shows energy consumed per transmission, and Fig. 5 depicts average
consumption of energy by a node per transmission for proposed protocol. Above sim-
ulation results prove that the proposed protocol is better in terms of network lifetime,
energy consumption, and average energy consumption than existing protocols.

6 Conclusion

This chapter explores to optimize the energy consumption across MAC and network
layers to prolong the lifetimeofWSN.The energy efficiencymust be supported across
MAC and network layers of protocol stack through a cross-layer designwhich is vali-
dated. In this context, designedMAC-ROUTE cross-layer technique for chain-based
protocol addressed unnecessary high transmission range through optimal distance
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Fig. 4 Energy consumed per
transmission
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Fig. 5 Average energy
consumed by a node per
transmission
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selection. The simulation is carried out using MATLAB, and it is observed that pro-
posed protocol is efficient than existing chain-based routing protocols of WSN. The
simulation result shows that proposed protocol accomplishesmaximumnetwork life-
time compared to existing chain-based routing protocols. As a future enhancement,
optimize the proposed protocol using real-time testbed.
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Baud Rate-Based Hierarchical Multihop
Routing Protocol for WSNs

G. V. Sowmya and M. Kiran

Abstract In wireless sensor networks (WSNs), the data sensed by the sensor node
are forwarded to the sink node either by direct communication or by multihop com-
munication. The disadvantage of direct communication is that the sensor nodes con-
sume more energy to reach the sink node as each sensor node has to work alone to
reach the sink node, and if the sink node is too far, condition gets worsens. Contrary
to direct communication, the multihop communication saves energy as it forwards
the data to the nearest neighbor node which in turn forwards the data toward the sink
node. In multihop communication, choosing the best neighbor node for forwarding
the data is the most challenging task. Hence, in this article, a novel hierarchical
multihop routing protocol for WSNs referred to as “Baud Rate-Based Hierarchi-
cal Multihop Routing Protocol for WSNs” has been proposed which uses Shannon
channel capacity model ‘C’ and neighbor node distance to choose the best neighbor
node; the chosen neighbor node will be capable of transmitting data with high baud
rate, thereby increasing the throughput of the network. Further, the proposed model
also increases the lifetime of the network as the nearest neighbor node will be cho-
sen for the data transfer which saves the energy of the sensor node. The proposed
algorithm is compared against the LEACH routing protocol and multihop LEACH
protocol and is implemented in MATLAB. The quantitative and qualitative analysis
of the simulation results depicts that the proposed algorithm performs better against
the parameters remaining energy of the sensor nodes, network lifetime, and data
throughput when compared to LEACH and multihop LEACH protocols.
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1 Introduction

Wireless sensor networks (WSNs) contain large set of sensor nodes, randomly
deployed in the environment for monitoring environment parameters such as temper-
ature, pressure, and humidity. The data from environment are sensed by the sensor
node and then delivered to the base station for further processing [1]. This method
is called data collection, which is the basic function of WSNs. In data collection
mechanism, each sensor node sends the data to the sink either by direct commu-
nication or by multihop communication. In direct communication, the sensor node
depletes more energy as it has to reach the base station all alone, and the condition
worsens when the sink node is too far. Thus, direct communication reduces the net-
work lifetime. In multihop communication [2], all sensor nodes forward the data to
its nearest neighbor node toward the base station using multihop path, and hence, it
saves energy, thereby increasing the lifetime of the network. In multihop communi-
cation, selection of neighbor node along the path to the sink node is very important
and is very challenging task. In the literature, many parameters are considered for
selecting the best neighbor node for forwarding data to the sink node, namely hop
count value and residual energy of node [3], weight of the node [4], etc. Through
theoretical and simulation study, these parameters have been proven to be the good
parameters for neighbor node selection.

As sensor nodes have limited resources, different parameters hinder its data trans-
mitting capability such as low power, limited energy, limited buffer size, and limited
bandwidth. Data rate of sensor node can be considered as an important parameter
for neighbor node selection, as it contributes to the network throughput. Thus, in the
proposed model among the pool of neighbor nodes, the node having the high data
transmitting rate and nearest neighbor node will be selected for data forwarding.
Using Shannon channel capacity model, the data rate ‘C’ of each neighbor node and
its distance will be calculated and will be used to choose the best neighbor node.
In the proposed model, the neighbor node having high data transfer rate is selected.
Hence, the proposed model increases the throughput of the network, and nearest
neighbor node will be selected for data transfer; the proposed model also increases
the lifetime of the network.

The rest of the paper is organized as follows: in Sect. 2, related work and the
identified research gap are discussed; in Sect. 3, the proposed model is discussed in
detail; the simulation results and its analysis is given in Sect. 4. Section 5 concludes
the paper with future work.



Baud Rate-Based Hierarchical Multihop Routing Protocol for WSNs 471

2 Related Work

The literature finds many protocols which use distance as the parameter for neigh-
bor node selection in WSNs. Also, very limited articles have used Shannon chan-
nel capacity model for neighbor node selection in WSNs. In this section, the most
important articles which use multihop concept are discussed.

Heinzelman et al. [5] proposed low-energy adaptive clustering hierarchy
(LEACH) routing protocol for WSNs; the protocol works in two phases, setup phase
and steady phase. In setup phase, among the randomly deployed nodes, one of the
node will be chosen as cluster head (CH) which receives the messages from base
station (BS) and forwards the same message to other nodes. In steady-state phase,
non-CH nodes send data to CH, CH aggregates the received data, and then, the aggre-
gated date will be sent to BS. The simulation results show that the LEACHgives good
results against the parameters, energy dissipation, and alive nodes when compared
to direct transmission and minimum transmit protocol

Sawant et al. [6] have studied the affect of changing the transmission power and
baud rate on transmission distance. The authors have shown that the transmit power
and baud rate are related to transmission distance in WSNs by Shannon channel
capacity formula and log-distance path loss model.

A weighted and intra-cluster multihop (LEACH-WM) routing protocol forWSNs
was proposed by Zhang et al. [4]. LEACH-WM has two phases similar to LEACH,
i.e., setup phase and steady-state phase. During the steady-state phase, data are for-
warded to BS from CH, through weight relay node. Depending on neighbor node’s
residual energy and its distance from the BS, relay node is elected. LEACH-WM is
simulated in OPNET and metrics such as lifetime, dead nodes, and alive nodes are
evaluated.

Xingguo et al. [7] have proposed a LEACH-based algorithm forWSNwhich uses
optimized threshold formula for selecting the CH. Optimized threshold is a function
of remaining energy, the average energy of the rest of the nodes, and the total residual
energy of rest of the nodes. The proposed algorithm is implemented in ns-2 and is
compared with LEACH for its performance evaluation. The proposed algorithm is
superior to LEACH protocol in terms of amount of data packet sent by the nodes and
network lifetime, and energy utilization is shown by simulation results.

The network lifetime and throughputwere improved by adapting dual transmitting
power levels and CH replacement technique in MODLEACH protocol proposed
by Mahmood et al. [8]. MODLEACH’s simulation results show improvement in
throughput and network lifetime when compared to LEACH. In MODLEACH, due
to dynamic cluster formation, the distance between BS and the CH may be too far,
and some of the cluster node might also be far away from its CHs. Hence, more
energy is consumed.

Xianing [9] has proposed energy LEACH and multihop LEACH protocols for
WSNswhereCHusesmultiple hops instead of single hop to reachBS. In the proposed
algorithm, theCHwill forward the data to its neighbor CH,which in turn forwards the
data to its neighbor CH so as to reach the BS. Thus, an optimal path among the CHs is
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selected to reach theBS.MultihopLEACHprotocol is implemented inMATLABand
is compared with LEACH and energy LEACH protocol for performance evaluation.
It is observed from the simulation result that multihop LEACH has more residual
energy and survived longer than both energy LEACH and LEACH protocol.

River formation dynamics-based multihop routing protocol (RFDMRP) proposed
by Guravaiah and Leela Veluswamy [3] is based on river formation dynamics mech-
anism for the selection of best neighbor node in multihop communication. RFDMRP
uses two parameters, namely hop count and residual energy, for selecting the best
neighbor node to forward data. RFDMRP has better results than the LEACH and
MODLEACH protocol.

The survey reveals that there are less articles in the literature which have used
multihop communication to reach the BS. Further, the parameters used for selecting
the neighbor nodes in multihop routing algorithm are very limited, perhaps only
energy and distance. Hence, this article concentrates on multihop communication
for WSNs which uses Shannon channel capacity ‘C’ along with the distance to find
the optimal neighbor node for the data transfer

3 Proposed Methodology

Shannon channel capacity is the maximum rate at which information can be trans-
mitted over communication channel of a specified bandwidth in the presence of noise
and then formulated a complete theory of information and its transmission [10]. The
study of smooth surface is considered, and two-ray ground path loss model is used.

The proposed algorithm uses the same approach used in the LEACH protocol for
creating cluster and for selecting CH. Further, like LEACH protocol, the proposed
algorithm will also have several rounds in which each round involves CH selection
and cluster member selection. The selection of the CH is completely stochastic, and
CH has to be chosen in the beginning of each round. A node which is a CH in the
current node cannot become CH in the consecutive rounds; it has to wait till all the
nodes in the clusters play the role of CH. Once the CH and cluster members are
chosen, using time-division multiple access (TDMA) channel access scheme, CH
assigns each member a time slot for transmitting the data. The nodes are allowed to
send the data only during its time slot.

The second phase of each round involves selection of the best neighbor CH for
forwarding the data. For this, Shannon channel capacity ‘C’ for each neighbor CH
is found using Eq. (1).

C = BW log2(1 + Pr /(No ∗ BW)) (1)

where BW is channel bandwidth in Hz, Pr is received power in watts, and No is noise
power (k * T, where k is Boltzmann constant, 1.3806503 × 10−23 m2 kg s−2 K−1,

and T is temperature in degree Kelvin). In order to find Pr in Eq. (1), Eq. (2) will be
used;
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Pr(d)[dB] = Pt[dB] − Pl(d)[dB] (2)

where Pr(d)[dB] is power received in dB at a distance ‘d’ from transmitter, Pt[dB]
is power transmitted in dB, and Pl(d)[dB] is path loss in dB at a distance ‘d’ from
transmitter. For finding Pl(d)[dB] in Eq. (2), two-ray ground path loss model is used
which is shown in (3);

Pl(d) = 40log d − 10(logGt + logGr + 2log hr + 2log ht) (3)

where d is distance between transmitter and receiver, Gt and Gr are gain of trans-
mitting and receiving antenna, and ht and hr are height of transmitting and receiving
antennas. Now, by substituting Eq. (2) in Eq. (1),

C = BW log2(1 + (Pt[dB] − Pl(d)[dB])/(k ∗ T ∗ BW)) (4)

Equation (3) is substituted in Eq. (4) to get bit rate ‘C’;

C = BW log2(1 + (Pt[dB] + 40log d − 20log hr − 20log ht)/(k ∗ T ∗ BW)) (5)

Thus, using Eq. (5), ‘C’ for each neighbor CH will be calculated.
Before forwarding, data received from non-cluster nodes will be aggregated at

the CH and then will be forwarded to the neighbor CH. The complete algorithm is
given in Fig. 1.

  1.    if the node is non CH then
2.     Sense the data.
3.     Wait for its turn for transmission.
4.     When its turn comes, forward the data to CH
5.   end if.

1.  if the node is CH then
2.      Aggregate the collected data from non CH
3.      Calculate the 'C ' for each neighbor CH using eqn. (5)
4.      Chose the highest ‘C’ of neighbor CH and forward the aggregated data. 
5.  end if. 

1.   if the node is BS
2.   Receive the data from CH and process it.
3.   end if. 

Fig. 1 BRM algorithm
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4 Simulation Result and Analysis

The proposed algorithm is developed and tested using MATLAB and is compared
against classical LEACH [5] protocol and the latest multihop LEACH [9] protocol
for its qualitative and quantitative analysis against the performance parameters such
as number of nodes alive and total number of data packets reaching the BS; the
remaining energy and energy consumed were considered. Several simulations were
carried out and the average of these simulation results is discussed in this section.
The proposed model is tested for different node densities with 100, 200, and 300
nodes randomly deployed in the 200 m × 200 m area to check its scalability factor.
The sensor node’s initial energy was set at 0.5 J, and transmitting energy (Et) was set
as 50 J. The energy consumption of a sensor node for transmitting data using space
model (Efs) andmultipath fading (Emp) was set as 10 pJ/bit/m2 and 0.0013 pJ/bit/m4,
respectively. Power transmitted (Pt) was set as 50 db, bandwidth (BW) was set as
900 MHz, and temperature was set to 1000 K.

Figure 2a–c shows the number of alive nodes over simulation rounds for 100, 200,
and 300 nodes, respectively. In LEACH, all the nodes expire very soon as each node
directly communicates with the BS, thereby depleting more energy for data transfer.
In multihop LEACH, though each CH node uses multiple hops to reach the BS, it
may choose neighbor node which may not be resource rich, hence ending up with
more energy depletion. On the other hand, the proposed model gives better results
when compared to LEACH and multihop LEACH for two reasons; firstly, it uses
multihop to reach BS, and secondly, it will choose the resource-rich neighbor node
for data forwarding in terms of high baud rate. Hence, the lifetime of the nodes is
extended in the proposed model when compared to LEACH and multihop LEACH
protocol.

Figure 3a–c shows the total data packets received at the BS successfully for 100,
200, and 300 nodes, respectively. In LEACH, total data packets received at the BS
will be less as all the non-CH nodes expire very soon due to direct communication
with the BS. And in muiltihop LEACH, since the path loss is not considered while
choosing the neighbor CH node for data transfer, the chosen neighbor node may not
forward the data efficiently. Whereas in the proposed model, as the neighbor node
will be chosen which has less path loss, more data packets will be relayed to the BS.
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Fig. 5 Energy consumption in the network

Figure 4a–c shows the remaining energy in the network for 100, 200, and 300
nodes, respectively. The proposedmodel consumes less energy compared tomultihop
LEACH and LEACH algorithm as the nearest neighbor node will be chosen for data
transfer. Since neighbor node will be nearer, each node depletes less energy for data
transfer. Similarly, the graph plotted for energy consumption of each round is shown
in Fig. 5a–c for 100 nodes, 200 nodes, and 300 nodes, respectively.

5 Conclusion

In this article, an efficient multiphop communication model is proposed for WSNs.
The proposed model uses Shannon channel capacity model ‘C’ and the distance to
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find the best neighbor node for relaying the data. Since the high baud rate neighbor
node will be chosen, the proposed model shows good improvement in the packet
transfer. And since nearest neighbor node is chosen for relaying data, the network
lifetime is also increased.

A study is also made about the total number of alive nodes for the proposed
model. Using MATLAB, the proposed model is studied for its efficiency, and the
results are compared with LEACH and multihop LEACH protocol. The proposed
model has shown good results against the parameters network lifetime, number of
packets delivered to BS, and energy consumption when compared the LEACH and
multihop LEACH.
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Performance Analysis of Underwater 2D
OCDMA System

Ajay Yadav and Ashok Kumar

Abstract The performance of two-dimensional optical code-division multiple
access system is analyzed in the presence of weak turbulence and different water
types. For weak turbulence, lognormal probability density function is used in the
performance analysis. The different water types are pure sea, clear ocean, and coastal
water. The error probability of 10−9 is achievable for all the water types with four-
user OCDMA system. Also, error probability is very high (>10−3) in the presence
of coastal water as compared to pure sea and clear ocean.

Keywords UWOC · 2D · OCDMA · OCFHC/QCC · HL

1 Introduction

In underwater wireless optical communication (UWOC), high data rate can be
achieved as compared to acoustic communication which has been used for several
decades. UWOC systems offer larger bandwidth, high security, and low latency as
compared to acoustic communication systems [1]. For a multi-user UWOC system,
optical code-division multiple access (OCDMA) can play an important role as it pro-
vides secure communication as well as large bandwidth. In OCDMA-based UWOC
system, optical codes are used where each user is assigned an optical codeword.
The optical codes are divided into one-dimensional (1D), two-dimensional (2D),
and three-dimensional (3D) codes depending upon whether time, time, and wave-
length or space, and time, wavelength, and space or polarization, respectively, are
used as dimensions in the code design. In this research work, a 2D one-coincidence
frequency hopping code/quadratic congruence code (OCFHC/QCC) is used for the
performance evaluation of UWOC OCDMA system [2].
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UWOC systems are generally used for short-distance communication due to
absorption, scattering, and turbulence effects in the underwater channel. Absorp-
tion and scattering cause attenuation of the optical signal. The turbulence is due
to random fluctuations in refractive index of the water which results in fading of
the optical signal [3]. In addition, beam divergence also affects the performance of
UWOC OCDMA system by decreasing power density at the receiver. The effect
of absorption and scattering on the path loss is studied using Beer–Lambert’s law.
The different water types which have been considered are pure sea, clear ocean, and
coastal water. Pure sea is water from sea or ocean with salinity of 3.5%. Pure sea-
water is denser than fresh water (naturally occurring water) and pure water (water
without impurities). The other water type, i.e., clear ocean water, consists of very
clear water like in the Tongue of the Ocean (TOTO), Bahamas islands. TOTO is a
deep oceanic trench separating the islands of Andros and New Providence. Coastal
water is the third water type which is the near-shore coastal water like in San Pedro
Channel, California, USA. Further, lognormal fading is used formodeling turbulence
in the underwater optical channel [4]. In underwater optical channel with OCDMA
system, multiple access interference (MAI) also affects the performance of OCDMA
system. MAI can be mitigated to a large extent by using double hard limiters (HLs).
HL decreases the effect of MAI by removing interference pulses from the undesired
users in the system. The rest of the paper is organized as follows: Sect. 2 describes
the UWOC OCDMA system. The underwater channel is modeled in Sect. 3 which
considers the effect of beam divergence, turbulence, and different water types. The
performance analysis and its results are discussed in Sects. 4 and 5, respectively.

2 Underwater Wireless Optical Communication OCDMA
System

The information bits from the N users are intensity modulated using on–off keying
(OOK) as shown in Fig. 1. The modulated bits are assigned optical codeword using
encoder. The encoder consists of wavelength division multiplexer, fiber-optic delay
lines, and wavelength division demultiplexer. The encoder output is combined using
N × 1 coupler and transmitted through the optical antenna. The transmitted optical
signal is attenuated by absorption and scattering of different water types: pure sea,
clear ocean, and coastal water. The salinity and different temperatures of underwater
cause fading of the optical signal. In receiver, the attenuated and faded optical signal is
received by the optical receiver antenna. Further, the optical signal is split with 1×N
coupler. TwoHLs are used to remove the interference patterns in theOCDMAsystem.
Thedecoder between theHLs correlateswith the receivedoptical signal andgenerates
autocorrelation peak and cross-correlation values. The second HL is followed by
photo-detector and threshold detector to recover the transmitted information bits at
the receiver.
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User 1
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N×1 Coupler

Optical antenna
Underwater wireless 
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Optical antenna

1×N Coupler

HL 1

HL N

Decoder 1

Decoder N

HL 1

HL N

Fig. 1 2D OCDMA system for underwater wireless optical channel

3 Channel Modeling

In UWOC, the optical signal spreads out due to beam divergence and attenuated by
absorption and scattering. Using Beer–Lambert’s law, the path loss factor γ is given
by [2]

γ = Ar

π
(

φsL
2

)2 e
−σ L (1)

where Ar is the area of optical antenna at the receiver, φs the beam divergence
angle (radian), L the link length (meters), and σ the attenuation coefficient (m−1),
respectively. The value of σ for different water types is shown in Table 1.

The optical signal is also affected by underwater turbulence. For a random process
which represents received optical signal, the weak underwater turbulence is charac-
terized by lognormal probability density function (pdf). Lognormal pdf is used for
weak turbulence since it resembles well with the actual atmospheric turbulence.
Lognormal pdf is defined as [2]

fX (x) = 1√
2πσ 2

X x
exp

(
−

(
ln x + σ 2

X/2
)2

2σ 2
X

)
(2)

Table 1 Water type and
attenuation coefficient in
underwater wireless optical
communication

Water type Attenuation coefficient (m−1) [3]

Pure sea 0.056

Clear ocean 0.150

Coastal water 0.305
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Here, X represents the random variable, x is the real number which corresponds
to this random variable values, i.e., f X (x) = d/dx(P(X ≤ x)) where P(X ≤ x) is the
probability that X ≤ x. σ 2

X is the log-amplitude variance. For weak turbulence, σ 2
X=

0.16 [1].

4 Performance Analysis

The performance is analyzed in the presence of MAI, turbulence, and different water
types. The 2D UWOC OCDMA system is assumed chip synchronous and slot asyn-
chronous. Avalanche photo-detector (APD) with photon count approach is used for
detection of optical signal at the receiver. The received power PR after the beam
divergence, attenuation in the underwater channel, and coupling loss due to receiver
coupler is given by

PR = γ
PT
N

(3)

where PT is the transmitted power from the transmitter antenna and N is the number
of users in the OCDMA system. The photon absorption rate αs for photons which
fall on the APD considering the effect of fading on the optical signal is given as [2]

αs(x) = ηx PR
h f

(4)

Here,ï is the quantumefficiency, f the averageoptical frequencywhich is obtained
from the average optical wavelength λ, i.e., f = cλ, c the speed of light, and h the
Planck’s constant.

In the receiver, the first HL removes the interference patterns from the received
optical signal. The interference patternswhich could not be removedwith the first HL
are eliminated with the second HL. HL snips the pulses which are above threshold
Th to a fixed value and below Th to zero. The APD output for data bit ‘1’ is given by

pY1(y|i, x, b = 1) = 1√
2πσ 2

1 (x)
exp

(
− (y − μ1(x))

2

2σ 2
1 (x)

)
(5)

where i denotes the number of pulses of the intended user which are interfered,μ1(x)
is the mean, and σ 2

1(x) is the variance. Similarly, the APD output for ‘0’ data bit is

pY0(y|i, x, b = 0) = 1√
2πσ 2

0 (I, x)
exp

(
− (y − μ0(I, x))

2

2σ 2
0 (I, x)

)
(6)
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Here, I = (I1, I2, …, Iw) denotes the interference vector where total marks are
equal to weight of the code (w). μ0(I, x) is the mean and σ 2

0(I, x) the variance. The
second HL would clip the intensity above Th to wαsim(|I|). |I| denotes the number of
nonzero elements of the code.

The 2DOCDMA system uses OCFHC/QCC for time and wavelength assignment
in two dimensions. The probability of hits between two codewords of OCFHC/QCC
is given by

h1,2 = n1,2
2
(
(m − 1)

(
mk1

1 − 1
)
mk1

1 − 1
) (7)

h2,2 = n2,2
2
(
(m − 1)

(
mk1

1 − 1
)
mk1

1 − 1
) (8)

where n1,2 and n2,2 are the number of one hit and two hits, respectively. n1,2 and
n2,2 are counted in MATLAB using cross-correlation function. m, m1, and k1 are the
prime numbers. OCFHC/QCC construction method is given in [5]. The pdf of MAI
PI(i, t) is given by

PI(i, t) =
(
w
i

)(
i
t

)
(−1)i−t

(
h0,2 + h1,2

t

w
+ h2,2

t(t − 1)

w(w − 1)

)N−1

(9)

In this expression, h0,2 denotes the probability of zero hits out of maximum value
of 2 which is given by

h0,2 = 1 − h1,2 − h2,2 (10)

The probability of error Pe for intensity modulation, i.e., OOK, in the presence
of |I| interfering users is [6]

Pe(|I |, x) = 1

2

[
Q

(
μ1(x) − Th

σ1(x)

)
+ Q

(
Th − μ0(|I |, x)

σ0(|I |, x)
)]

(11)

The total probability of error PE in the presence of MAI, turbulence, and different
water types can be evaluated as

PE = Pe1 + Pe2 (12)

where Pe1 and Pe2 are expressed as

Pe1 = Min
Th

∞∫

0

w−1∑
i=0

i∑
t=0

PI(i, t)Pe(|I |, x) fX (x)dx (13)

and
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Pe2 = Min
Th

∞∫

0

w∑
i=0

PI(w, t)Pe(|I |, x) fX (x)dx (14)

Thus, the performance of double hard-limited OCDMA system considering the
effect of MAI, turbulence, and different water types is evaluated using (12).

5 Results and Discussion

The variation in PE of OCFHC/QCC-based 2D UWOCOCDMA system with varia-
tion in PT andN is discussed in this section. The various parameters which have been
used for the performance evaluation are shown in Table 2. The different water types
which have been considered are pure sea, clear ocean, and coastal water. The weak
turbulence is characterized by lognormal pdf in the analysis. The performance of 2D
OCDMA system is better than 1D OCDMA system as demonstrated in [7]. Thus,
we have used 2D OCDMA system for performance evaluation in the underwater
channel.

For N = 4, L = 20 m, and receiver aperture Dr = 5 cm, PE decreases with an
increase in PT as shown in Fig. 2 for different water types in the presence of weak
turbulence. The decrement inPE is due to an increase in the number of photons which
are falling on the APD with an increase in PT. PE = 10−9 when PT is 3.78, 11.96,
and 25 dBm for pure sea, clear ocean, and coastal water, respectively.

PE increases with an increase in N for all the water types as shown in Fig. 3. The
increment inPE is due to an increase inMAIwith increment inN.WhenPT =15dBm,
PE = 10−6 if N equals 16 and 15 for pure sea and clear ocean, respectively. PE is
very high for coastal water due to very high attenuation (absorption and scattering)
from the organic and inorganic matter in the coastal water as compared to pure sea
and clear ocean.

The 2DOCDMA system provides secure communication in the underwater chan-
nel. The effect of turbulence, attenuation from different water types, noise, beam
divergence, and MAI from the interfering users degrades the performance of the 2D
OCDMA system. The OCDMA-based secure communication can be used between
submarines, warships, and ships.

Table 2 Various parameters
of 2D UWOC OCDMA
system

Symbol Quantity Value

ï APD quantum efficiency 0.8

L Propagation length 20 m

w Code weight 7

n Code length 49

R Data rate 1 Gbps
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Fig. 2 Probability of error versus transmitted power in the presence of different water types

Fig. 3 Probability of error versus number of users for the different water types

6 Conclusion

The performance of 2D OCFHC/QCC-based OCDMA system is analyzed in the
underwater channel. The different water types which have been considered are pure
sea, clear ocean, and coastal water.With four-user OCDMA system, error probability
of 10−9 is achievable irrespective of the water type in the underwater channel. Error
probability of OCDMA system is more with coastal water as compared to pure sea
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and clear ocean. 2D OCFHC/OOC-based OCDMA system can be used for secure
communication between submarines, naval warships, boats, and ships.
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Next-Generation PON with Enhanced
Spectral Efficiency: Analysis and Design

Mukesh Kumar Gupta, Ambrish and Ghanshyam Singh

Abstract This model depicts a detailed analysis of spectral efficiency and reach
enhancement in next-generation passive optical network (NG-PON). The DPSK
modulation format mitigates stimulated Raman scattering (SRS) effects in the fiber
and boosts channel capacity with the multi-gigabit transmission rate. At 20 km fiber
length, a power loss of 8 dB was observed that is compensated to 7 dB with a pump
power of 180 mW. A system is analyzed at 10 Gbps data rate to 128, 32 users
for 20 km and 55 km, respectively, in permissible BER. The DPSK modulation with
interferometry detection technique provides 0.3 (bits/s)/Hz higher spectral efficiency
in comparison with other modulation formats.

Keywords Wavelength-/time-division multiplexing (WDM/TDM) · Distributed
Raman amplification (DRA) · Differential phase shift keying (DPSK) · Stimulated
Raman scattering (SRS) · Passive optical network (PON) · Subcarrier multiplexing
(SCM)

1 Introduction

In the optical communication system, the wavelength-division multiplexing passive
optical network (WDM-PON) technique is one of the most promising technologies
for the broadband access network [1–3]. For long reach, optically amplified hybrid
WDM-TDM-PONs are in huge demand due to its low cost and high bandwidth [4–6].
A basic PON system uses a 1490 and 1550 nmwavelength for downstream transmis-
sion for combined data/voice and video traffic distribution [7, 8]. A data and video
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signal together in WDM-TDM system at short distance degrade the performance
of data signal significantly due to Raman cross talk [9]. The Raman amplification
used in optical fiber communication system has attracted a lot of attention as they
have broad amplification bandwidth and flexible central wavelength [10, 11]. The
discrete Raman amplification and distributed Raman amplification are two main cat-
egories used in Raman amplification [12]. The gain and typical transmission length
for distributed Raman amplification are larger and improve system performance too.
The transmission rate of the WDM system can be enhanced by increasing either
spectral efficiency or a wider optical bandwidth or both. The spectral efficiency limit
is determined by the information-theoretic capacity per unit bandwidth. The DPSK
modulation technique allows information to encode in two degrees of freedom per
polarization, and its spectral efficiency limits are much higher in typical terrestrial
systems [12–16]. The constant intensity-modulated systems have only one degree of
freedom, which reduces spectral efficiency [15]. We can also do some other modula-
tions like QPSK and DQPSK as they have high OSNR sensitivity, but they are more
complex in design and their implementation cost is very high [17–19].

In practice, most of the PON systems have 20 km physical reach with 32 splits
and 28 dB of link budget [20]. An FTTHwith GEPON system operating at 2 Gbps is
proposed by Kochar et al. [21]; the system was simulated for different users like 32,
48 and 64 at 20 km fiber length with booster amplifier. The complete setup depicts
better performance for 56 users. Hesham et al. [22] observe the effect of power for a
GPON system. They propose 9 dBm power is suitable to achieve 128 users for 20 km
fiber length. This methodology is implemented for the WDM systems, where more
than one wavelength is multiplexed and the average power is increased which results
in the increase in nonlinearity and degrading the systemperformance.Kaler et al. [23]
propose a Gigabit Ethernet Passive Optical Network (GEPON) for 0–20 km optical
fiber length for the different numbers of user and achieve that 15km is a suitable length
for the 10 Gbps data rate system. Cheng et al. [24] demonstrate a 20 km TWDM-
PON system for dual-rate transmitter, delay modulation using DML for 10 Gbps
transmission. Power over fiber technique is proposed by Penze et al. [25] to achieve
the 10 Gbps data rate system for 32 users at 50 km. This technique can be a deployed
to amplify entire optical band but fails to amplify individual selective wavelength.
Acharya et al. [11] demonstrated a system with a remote Raman amplification where
a continuous wave counter-propagating pump is injected from one of the optical
network units. The setup was tested for 1.25 Gbps data rate for 32 or 64 users for
40 km and 25 km length, respectively. As per our knowledge in video overlay PON
network, the remote Raman pump is the best choice.

In this paper, we discuss effective distributed Raman amplification inWDM-PON
using DPSK modulation for enhancement of reach and system capacity. The benefit
of using DPSK modulation along with Raman amplification results in enhanced
spectral efficiency of the signal due to DPSK and increased transmission length by
Raman amplification; hence, the signal can be transmitted for long distance with the
higher transmission rate. The spectral efficiency is directly proportional to system
capacity which is also a most economical mean to increase DWDM system capacity.
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It has also been stated in previous work that the spectral efficiency is also reduced in
constant intensity or direct detection.

2 Modeling and Equation Analysis

2.1 Effective Raman Gain

The larger effective area Aeff of the fiber is beneficial for optical amplification as it
reduces nonlinear effects when we launch high signal power. Moreover, in Raman
pumping the gain increases when effective area of the fiber decreases. The effective
Raman gain (Ge) is the ratio of Raman gain coefficient over an effective area of the
fiber. Mathematically, it can be defined as gR

Aeff
, which is more practical parameter

than Raman gain coefficient in Raman amplifier. We can determine the effective area
for Raman gain as Aeff = aEffπ

(
Diameter

2

)2
; here, aEff is a dimensionless number,

which is related to actual effective area of the mode to the core diameter. Similarly,
the Raman gain coefficient gR describes how Stokes power raises as pump power
is transferred to it through stimulated Raman scattering (SRS). The Raman gain in
terms of power can be described as

dPs
dz

= γR

Aeff
PpPs ≡ gRPpPs (1)

Here, γR is the nonlinear strength γR = 2πn2/(λAeff), n2 is nonlinear refractive
index and λ is the signal wavelength. The power evolutions for signal and pump
waves along an optical fiber can be described by using different equations called
propagation equations. The signal and pump equation can be expressed as

dPs
dz

= gRPsPp − αsPs (2)

dPp
dz

= −ωs

ωp
gRPsPp − αpPp (3)

where Ps and Pp are signal and pump powers, respectively, gR is the Raman gain
efficiency for the wavelength of signal and pump, ωs and ωp are the frequencies of
signal and pump waves and αs and αp are attenuation coefficients of optical fiber
at signal and pump wavelength. If we consider the signal power low enough as
compared to pump power, then pump depletion is negligible. After solving Eq. (2),
when pump is off the obtained output power is attenuated due to fiber loss only.

Ps−off(L) = Ps(0) exp(−αsL) (4)
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When the pump power is high enough to stimulate the Raman effects than its
power is transferred to high wavelength week signal, and signal gets amplified. The
amplification of the signal can be described from the following equations

Ps−on(L) = Ps(0) exp

(
gRP0Leff

K Aeff
− αsL

)
≡ G(L) (5)

where the P0, Ps(0) are input pump power and stock power at zero fiber length,G(L)

is the net signal gain andG(L) in dB is given byG(L) = 4.34
[
gRP0Leff

Aeff
− αsL

]
, where

L is the amplifier length and Leff = 1−exp(−∝pL)
∝p

is effective length of the fiber. The
net signal gain G(L) can be less than 1 (net loss) if the Raman gain is not sufficient
to overcome the fiber loss. Then, the Raman on–off gain GA in dB can be defined as

GA = 10 log10

(
Ps−on(L)with pump on

Ps−off(L)with pump off

)
(6)

where L is the length of the fiber and Ps−on(L) with pump on is considered without
amplified spontaneous emission (ASE) noise and thermal noise. After substituting
the value of Eqs. (3) and (4), the effective Raman gain can be obtained as

Ge = gR
Aeff

= 2πn2
λA2

eff

= GA

4.343LeffPpump
(7)

Here, Ppump is the pump power launched into the fiber and gR
Aeff

is the depolarized
effective Raman gain.

2.2 Spectral Efficiency Limit

The performance analysis of broadband Raman amplifiers is affected by several
factors which should be controlled. The Raman spontaneous scattering in Raman
amplifiers appears as a noise signal as a random phase associated with spontaneously
generated photons. The spectral efficiency in DWDM can be defined as the ratio of
channel capacity to the channel spacing. The channel capacity in communication
is the maximum number of bits that can be transmitted through a channel without
any error. This is common to all modulation formats because it does not depend
upon encoding or decoding schemes. Hence, this can also be defined as the optimal
probability density of the transmitted signal. If we consider S as spectral efficiency,C
as capacity per channel, B as occupied bandwidth per channel and� f as the channel
spacing, then S = C/� f denotes spectral efficiency limit.

The ASE spectral density is defined as
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SASE = nsphν0gRG(L)

L∫

0

Pp(z)

G(z)
dz (8)

The parameter nsp is defined as nsp(	) = 1/
[
1 − exp(−h	/κBT )

]
, where 	 =

|μ − ν| is the Raman shift and T denotes absolute temperature of the amplifier. The
spectral density is constant and presents at all frequencies (white noise). In practice,
the noise exists only over the amplifier bandwidth and will further be reduced by
placing an optical filter at the amplifier output. According to this consideration, we
can calculate the total ASE power after the amplifier

PASE = 2SASEBopt = 1.4SASERb (9)

Here, Bopt is the bandwidth of optical filter and Rb is the bit rate for signal trans-
mission. The factor of 2 indicates two polarization modes of the fiber span. ASE can
be reduced by 50% if a polarizer is used after the amplifier. In our consideration,
if we are not using any polarizer the signal-to-noise ratio of the amplified signal is
given by

SNRo = Ps−on(L)

PASE
= G(L)Ps(0)

PASE
(10)

In DPSK modulation technique, the information is encoded in an optical signal
having a nominally constant intensity. Now at high SNR, the capacity can be defined
as [9]

C = Bopt

[
1

2
log2(SNRo) + 1.10

]
(11)

Hence, spectral efficiency is [9]

S = Bopt

� f

[
1

2
log2(SNRo) + 1.10

]
(12)

The unit of spectral density is b/s/Hz. It is necessary to consider a heterodyne
or phase diversity homodyne with differentially coherent (one-bit delay) demodu-
lation of DPSK signal. This is only applicable to coherent detection because for
non-coherent it never offers high spectral efficiency. Homodyne receiver requires
bandwidth approximately equal to the symbol rate Rs which is just half of the het-
erodyne receiver bandwidth. Hence, we prefer homodyne receiver which requires
a pair of balance receiver for detection. The optical DWDM demultiplexer is used
that provides narrowband filtering of the received signal and ASE. In the absence
of fiber nonlinearities, with proper dispersion compensation and matched filtering,
all formats of DPSK should provide the same SNR and spectral efficiency. Under
interferometric detection of DPSK, aMach–Zehnder interferometric detector is used



490 M. K. Gupta et al.

with a path difference of one-symbol duration that compares phase transmitted in
successive symbols which provides intensity-modulated output that is detected by
using a balanced receiver.

3 Simulation Model of Hybrid WDM-/TDM-PON
Architecture

Thegeneral features of the proposed topology are illustrated inFig. 1. The highlighted
segments for WDM-PON are optical line terminal (OLT) and optical network unit
(ONU). The triple play (i.e., voice, video and data) services are considered, with
data/voice signal transmission range from 1450 to 1500 nm and video signals within
1550–1560 nm range. The radio frequency (RF) video signals are having wavelength
1542, 1550 and 1558 nm, and data/voice signals are having wavelength 1482 and
1490 nm. All signals are exhibited with pseudorandom bit sequence (PRBS) gener-
ator (bit rate 10 Gbps), non-return to zero (NRZ) modulator and phase-modulated
(PM) continuouswave (CW) lasers. The subcarriermultiplexing (SCM) is themethod
of combining (or multiplexing) many different communication signals so that they
can be transmitted along the optical fiber. The video transmitter consists of a summer
to combine two electrical signals and a CW laser modeled with a phase modulator.
Each SCMsignal is using two channels from the standardNational Television System
Committee (NTSC) and cable television (CATV) frequency plan. The channel num-
ber (2, 78), (3, 79) and (4, 80) combinations for each 1542 nm, 1550 nm and 1558 nm

Fig. 1 Simulation model of proposed distributed Raman amplified WDM-PON architecture
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video signal are taken, respectively. Each channel is transmitting separate frequency
as shown in Fig. 1 within the frequency range 55–1000MHz. Themultiplexed output
of all input signals is transmitted via forward input of the bidirectional single-mode
fiber (SMF), and other backward input is reserved for Raman pumping to achieve
Raman amplification. A bidirectional single-mode fiber (SMF) with core diameter
8.2µm is used for data transmission. An average fiber attenuation of ~0.25-dB/km is
taken into consideration. The nominal channel spacing and Raman gain coefficient
are 100 GHz and 9.8E−14 m/W, respectively. Raman amplification also depends
on two equal and unequal pump power (i.e., E-PP and UE-PP) configurations. In
both configuration processes, lower wavelength data signals transfer their energy to
higher wavelength signals due to stimulated Raman scattering (SRS) property of the
fiber. A splitter/WDM de-mux is used to transmit these services to different, e.g.,
32, 64, 128, etc., users/splits. The video and data/voice signals are Raman amplified
using pump of wavelengths 1481 nm, 1497 nm, 1513 nm, 1405 nm and 1415 nm,
respectively. A WDM-mux is used to combine all these pump wavelengths, and the
multiplexed output is applied via a remote optical node unit to the bidirectional fiber.
The backward pumping configuration is preferred for Raman amplification as non-
linear effects are least in this case and the signal power is smallest throughout the link
length. Raman gain is calculated and analyzed per signal before service distribution
to the subscribers.

At optical network unit (ONU), the received signals are separated into video and
data signals using a suitable filter because the phase deviation in the modulator has
been identified as a parameter that can affect the transmission.

It has already been reported in previous research work that the DPSK modulated
signal gets more power (approximately >3 dB) at optical network unit (ONU) ter-
minal when using suitable demodulation techniques [16]. It is also to be noticed that
in this technique there is no extra component introduced, such as an SOA or highly
nonlinear fiber or EDFA, besides remote Raman pumps.

4 Results and Discussion

The launching powers, with and without Raman pump powers, are shown in Fig. 2. It
was observed that half power (approximately) of the signal is reduced just after 20 km
fiber span. If we again increase the transmission length, the complete signal loss can
be observed beyond the 40–50 km fiber length. At receiver, the eye diagrams of
the pump signal can be observed by using electrical BER visualizer. The increased
number of users also reduces the received power for each individual user. Hence
if Raman pump is in the offstage (i.e., without pump), the received power with
an increased number of users will also reduce the transmission length. Thus, the
amplification of signals is required to achieve the desired reach and the number of
users. The higher wavelength signals have higher gain in comparison with lower
wavelength data/voice signals as defined in past research work. It is also essential
that each signal must have at least 7 dB gain enhancement for both pump power



492 M. K. Gupta et al.

Fig. 2 Received power and
eye diagram analysis with
and without Raman pump at
20 km fiber length before
ONU

configurations to achieve the desired transmission length or a number of users or
both. If we compare eye height and signal quality of all signals, the higherwavelength
signals will always have wider eye-opening and better signal quality in comparison
with lower wavelength signals.

In equal pump power (E-PP) configuration, the 100 mW pump power is taken for
each pump wavelength whereas for unequal pump power (UE-PP) configuration, the
pump power decreases with increasing pump wavelength. It can be observed from
the plot of Fig. 3a that the Raman gain at any fiber length is higher for E-PP than
in the UE-PP pumping mode. Raman gain is dominant for shorter fiber length, and
Raman on–off gain always increases with increasing transmission distance. Raman
gain increases up to the effective length of the fiber and decreases beyond it due to
nonlinear effects. The Raman on–off gain is calculated (see Eq. 6) after observing
the received power at fiber end for both on and off stages of Raman pumps. Effective
Raman gain is observable from the plot that initially this gain increases and after
some fiber length it becomes saturated due to constant Raman gain coefficient and
effective area of the fiber. The resulting analysis for both OSNR and spectral effi-
ciency parameters behaves in the same way as Raman gain with respect to each fiber
span. The only difference is that they are oppositely related to the Raman gain at each
pump power configuration. This signifies that OSNR, as well as spectral efficiency,
is higher and Raman gain is lesser for E-PP case at any fiber span or vice versa.

In each configuration, reach and data transmission rate are dependent on the effec-
tive Raman gain and spectral efficiency parameters. The maximum 55 km reach is
achieved for 32 users, and beyond this length, the received power at the photodetector
is below its acceptable level; hence, no communication can be achieved.
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Fig. 3 Raman gain, optical signal-to-noise ratio, effective Raman gain and spectral efficiency
analysis with increasing fiber length

5 Conclusion

The DPSK modulated distributed Raman amplifier in a WDM passive optical net-
work system is designed and analyzed parametrically. The numerical data of system
model design is employed to obtain the best performance characteristics of optical
fiberRaman amplifiers in an optical communication system. The result analysis of the
WDM-PON system provides 55 km transmission reach for 32 users and 0.3 bits/s/Hz
higher spectral efficiency with 10 Gbps transmission speed. The network system effi-
ciency is upgraded by increasing the transmission bit rate, distance and capacity of
the system to support the maximum number of users or subscribers. There are many
more interesting challenges that remain for future work. One can use bidirectional
Raman pumping configuration for Raman amplification under the effect of temper-
ature variation along the fiber cable. This yields the highest system capacity per
channel and ultra-long-haul transmission distance for advanced optical communica-
tion system. Further investigations of nonlinear effects, including nonlinear phase
noise on DPSK systems, are also feasible for longer transmission distance.
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Comparative Analysis of a Novel Shape
Patch Antenna for Wi-Max Band
with Genetic Algorithm Optimization

Priyanka Jain, Raghavendra Sharma and Vandana Vikas Thakare

Abstract The size reduction ofmicrostrip patch antenna is an important design con-
sideration for the communication development in practical aspects.Here, amicrostrip
patch antenna is designed with different slits of L and parallel shape with a substrate
of FR-4 (εr = 4.4) in order to decrease the antenna size and improved its gain.Genetic
algorithm optimization is used to optimize the antenna structure. In this paper, three
different antennas are designedwith same structure but having different size of patch.
The optimization with genetic algorithm is corporate with high-frequency structure
simulator (HFSS) to obtain the optimal values of patch antenna. The simulation
results give the reduction in size 18% than 44% and the increase in gain 5.3 and
8.6 db in the optimized design.

Keywords Rectangular Patch antenna · High-frequency structured simulator ·
Optimization · Genetic algorithm · Gain · Directivity

1 Introduction

Microstrip antennas have developed for microwave and millimeter wave applica-
tion, for this reason they put forward a number of divergent rewards in excess of
conservative microwave antennas [1–3]. These advantages consist of miniature size,
simple fabrication, light mass, and uniformity by the present surface of vehicle,
aeroplane, artillery, and straight incorporation through the developing electronics
[4, 5]. Microstrip patch antennas (MSA) are known with many names, for example,
imprint antennas (be capable of in print straight on top of a circuit panel), planar
antenna, microstrip patch antenna or else basically microstrip antennas (MSA) [6].
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MSA commonly consists of a conducting patch, a conducting ground flat surface, a
dielectric substrate sandwich in the middle of two, in addition to a feed coupled to
the patch all the way through the substrate [7–10].

In recent years, there is a requirement for additional compact antennas as a result
of fast reduce in the dimension of individual communication devices [11–13]. As
communication devices develop into lesser because of better incorporation of elec-
tronics, the antenna becomes an appreciably big fraction in generally enclose capacity
[14–16]. These grades a command for reductions in antenna dimension. In totaling,
small shape antenna designs are also significant for the permanent wireless request.
The microstrip antennas used in an extensive range of applications as of message
systems to satellite and biomedical applications.

2 Microstrip Patch Antenna Design

The MSA used the material “FR4_EPOXY” for the dielectric substrate which has
dielectric constant of 4.4 and height of dielectric substrate is 1.6 mm. The dimension
of antenna is given in Table 1. The patch is fed with coaxial probe (50 �) which
is easy to formulate and have simulated radiation. In proposed feeding method, the
coaxial connector applies as of ground from end to end of the substrate and is joined
to the radiating patch, whereas the external conductor extends from ground up toward
substrate.

Here, Fig. 1 shows the image of patch antenna in dimension. Figure 2 shows the
return loss of antenna which is −22.71 at 2 GHz frequency and −13.82 at 1.5 GHz
frequency. There is a band of frequency from 1.5 GHz to 2 GHz, and VSWR of the

Table 1 Dimension of
antenna

Resonance frequency (fr) 2.4 GHz

Dielectric constant (εr) 4.4

Height of the substrate (h) 0.5 mm

Length of patch (L) 38.5 mm

Width of patch (W ) 28 mm

Dimension of La 21 × 1 mm

Dimension of Lb 21 × 1 mm

Dimension of Lc 11.5 × 1 mm

Dimension of Ld 11.5 × 1 mm

Dimension of Le 11.5 × 1 mm

Dimension of Lf 11.5 × 1 mm

Dimension of Lg 3 × 1 mm

Dimension of Lh 3 × 1 mm

Radius of circular slot R 3 mm
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Fig. 1 Image of patch
antenna
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Fig. 2 Return loss of antenna

antenna is also below 2 which is 1.95 and 1.75 at these frequencies. Figures 3 and 4
show the gain and radiation pattern of antenna, which is 2.4 db.
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Fig. 3 Gain of antenna

3 Optimization of Patch Antenna

To get the finest probable result, the antenna has been optimized in a numeral behav-
ior. Here, the optimization of patch antenna is done by the HFSS software. For this
optimization procedure, genetic algorithm is used. The algorithms proceed through
the subsequent input. TheMaximum no. of generations is 20, the no. of parents is 10,
and no. of individuals in the mating pool is 10. The individual crossover probabil-
ity is 1 and variable crossover probability is 1, uniform mutation probability is 0.05,
individual mutation probability is 1, and Pareto front value is 10. The next-generation
parameters are, i.e., the no. of individuals—5. Here, the length (L) and width (W )
of the microstrip patch antenna have been optimized; the bandwidth and return loss
also have been simultaneously optimized. The result of the optimization is shown in
Table 2.

After the optimization in all the possible ways the best results as shown in Table 2
and from this table, a best result will be designed practically which is highlighted.
In Table 3, the dimension of re-designed optimized antenna is given, and software
implementation of the design is shown in Fig. 5.

In Fig. 6, the return loss of optimized antenna is shown which is −14.42 at
1.783 GHz and −29.21 at 4.32 GHz and the VSWR of the antenna is also below 2
which is 1.52 and 1.71 at these frequencies. It shows the effectiveness of optimization
by which we get the better result with reduced size of antenna. Figures 7 and 8 show
the gain and radiation pattern of antenna which is 5.3 db.



Comparative Analysis of a Novel Shape Patch Antenna … 501

-25.00

-20.00

-15.00

-10.00

90

60

30

0

-30

-60

-90

-120

-150

-180

150

120

HFSSDesign1Radiation Pattern 5

Curve Info

dB(GainTotal)

Setup1 : LastAdaptive
Freq='0.5GHz' gain='9' length='38.5mm' Phi='0deg' r

dB(GainTotal)
Setup1 : LastAdaptive
Freq='0.5GHz' gain='9' length='38.5mm' Phi='10deg 
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Table 2 Optimization result of the microstrip patch antenna

Variation Gain Length Return loss Width

1 6.430357 56.2060991241188 mm 29.73830378 25.940183721427 mm

2 9.43878 32.7655949583422 mm 28.83861812 19.8243964964751 mm

3 5.017197 49.0552766502884 mm 14.61552782 38.2700277718436 mm

4 5.936506 39.4088335825678 mm 30.25663015 27.3022858363598 mm

5 6.782479 21.4424802392651 mm 13.47547838 25.2548600726341 mm

4 Double Optimization of Patch Antenna

For a personalized device, we required more small size antenna, and for this, we
again do the optimization with the same parameter of this small size antenna. Table 4
shows the best possible optimization result. The optimization of the patch antenna is
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Table 3 Dimensions of the
optimized microstrip patch
antenna

Resonance frequency (fr) 2.4 GHz

Dielectric constant (εr) 4.4

height of the substrate (h) 0.5 mm

Length of patch (L) 32 mm

Width of patch (W ) 19 mm

Dimension of La 18 × 1 mm

Dimension of Lb 18 × 1 mm

Dimension of Lc 11.5 × 1 mm

Dimension of Ld 11.5 × 1 mm

Dimension of Le 11.5 × 1 mm

Dimension of Lf 11.5 × 1 mm

Dimension of Lg 3 × 1 mm

Dimension of Lh 3 × 1 mm

Radius of circular slot R 2 mm

Fig. 5 Image of patch
antenna

done by genetic algorithm procedure, and it proceeds with the same input parameters
again.

After the optimization, we get the best probable results as shown in Table 4, and
the best result from this tablewill be designed practicallywhich is bold. In Table 5, the
dimension of re-designed optimized antenna is given, and software implementation
of the design is shown in Fig. 9.

In Fig. 10, the return loss of optimized antenna is shown which is −16.67 at
2.51 GHz and−30.90 at 4.44 GHz, and the VSWR of the antenna is also below than
2 as 1.12 and 1.27 at these frequencies. The gain and radiation pattern of antenna is
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given in Figs. 11 and 12 which is 8.6 db. It shows the effectiveness of optimization
by which we get the better result with reduced size of antenna.

5 Conclusion

In this paper, the result shows that genetic algorithms are extremely valuable for
optimization of antenna, and also, these algorithms are designed for diverse RF opti-
mization problem. The result shows, three microstrip patch antennas at 2.4 GHz are
developed with the same design, but their dimension depends on their optimization
result based on GA implanted in HFSS tool. Different parameter of antenna is opti-
mized such as operating frequency, bandwidth, and radiation pattern through this
tool. Primary parameters of antenna are set up as well as run the model of antenna
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Fig. 7 Gain of antenna

in HFSS atmosphere, and after that, the fitness function is estimated. We select the
first optimal entity according to the frequency in addition to the antenna reflection
coefficient. The procedure is repeated until the optimal composition is originated for
creating the new design. The comparative analysis of these three antennas is shown
in Tables 6 and 7. Here, two types of comparison are done for this antenna which is
dimension based and performance based. In dimension-based comparison (Table 6),
the size is analyzed, and in performance based (Table 7), the result of antenna is ana-
lyzed based on different parameters like return loss, VSWR, etc. We also investigate
a double-optimized antenna at 2.4 GHz. The antenna parameters are compared in
Tables 6 and 7 and from these comparison tabs show that we get very good result after
optimization and also achieve the new design with the 44% reduction in size and gain
6 dB which is also very good for antenna performance and practically implantation.
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Fig. 8 Radiation pattern of antenna

Table 4 Optimization result of the microstrip patch antenna

Variation Gain Length Return loss Width

1 6.430356761 56.2060991241188 mm 29.73830378 25.940183721427 mm

2 9.43877987 32.7655949583422 mm 28.83861812 19.8243964964751 mm

3 5.01719718 49.0552766502884 mm 14.61552782 38.2700277718436 mm

4 5.936506241 39.4088335825678 mm 30.25663015 27.3022858363598 mm

5 6.782479324 21.4424802392651 mm 13.47547838 25.2548600726341 mm

6 5.455015717 55.961706900235 mm 32.99798578 19.3304849391156 mm

7 12.10029908 21.6551484725486
mm

28.53379925 17.9239478743858
mm

8 12.00141911 57.6207541123691 mm 11.94332713 14.0452894680624 mm

9 6.469634083 43.4307306131169 mm 26.26779992 33.2522965178381 mm

10 8.256065554 47.8250907925657 mm 28.31559191 25.4308908352916 mm



506 P. Jain et al.

Table 5 Dimensions of the
optimized microstrip patch
antenna

Resonance frequency (fr) 2.4 GHz

Dielectric constant (εr) 4.4

Height of the substrate (h) 0.5 mm

Length of patch (L) 21 mm

Width of patch (W ) 17 mm

Dimension of La 12 × 1 mm

Dimension of Lb 12 × 1 mm

Dimension of Lc 11.5 × 1 mm

Dimension of Ld 11.5 × 1 mm

Dimension of Le 11.5 × 1 mm

Dimension of Lf 11.5 × 1 mm

Dimension of Lg 2 × 1 mm

Dimension of Lh 2 × 1 mm

Radius of circular slot R 4 mm

Fig. 9 Image of patch
antenna
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Fig. 11 Gain of antenna
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Table 6 Comparison of antennas on dimension based

Dimension Antenna Optimized antenna Double-optimized antenna

Resonance frequency (fr) 2.4 GHz 2.4 GHz 2.4 GHz

Dielectric constant (εr) 4.4 4.4 4.4

Thickness of the substrate
(h)

0.5 mm 0.5 mm 0.5 mm

Length of patch (L) 38.5 mm 32 mm 21 mm

Width of patch (W ) 28 mm 19 mm 17 mm

Dimension of La 21 × 1 mm 18 × 1 mm 12 × 1 mm

Dimension of Lb 21 × 1 mm 18 × 1 mm 12 × 1 mm

Dimension of Lc 11.5 × 1 mm 11.5 × 1 mm 11.5 × 1 mm

Dimension of Ld 11.5 × 1 mm 11.5 × 1 mm 11.5 × 1 mm

Dimension of Le 11.5 × 1 mm 11.5 × 1 mm 11.5 × 1 mm

Dimension of Lf 11.5 × 1 mm 11.5 × 1 mm 11.5 × 1 mm

Dimension of Lg 3 × 1 mm 3 × 1 mm 2 × 1 mm

Dimension of Lh 3 × 1 mm 3 × 1 mm 2 × 1 mm

Radius of circular slot R 3 mm 2 mm 4 mm

Table 7 Comparison of antennas on result parameter based

Parameters Antenna Optimized antenna Double-optimized antenna

Bandwidth (MHz) 203 210, 250 230, 280

Return loss 13.82, 22.71 14.42, 29.21 16.67, 30.90

VSWR 1.95,1.75 1.52, 1.71 1.12, 1.27

Frequency range (GHz) 1.5–2 1.783–4.32 2.54–4.44
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Analysis of Transmission Spectra
of a Metal–Liquid Crystal–Metal
Waveguide Structure with Different
Metallic Layers

Ronak Dadhich and Ritu Sharma

Abstract In this paper, the transmission spectrum of liquid crystal waveguide
between two metallic layers is studied and evaluated with finite difference time-
domain (FDTD) technique. By putting a consistent electric field to the structure, the
transmission range can be regulated effectively. The physical standard of this phe-
nomenon is considered from the electro-optic effect of liquid crystals and the phase
of surface plasmon polaritons (SPPs) in the waveguide. The numerical analysis has
explained that an extensive tuning scope of the transmission range is achievable. For
the switching purpose, the interaction of the optical properties and electrical switch-
ing of the proposed structure are utilized. In this paper, a correlation of transmission
range of nematic liquid crystal E7-based waveguide with various metals (Cu, Ag,
and Au) is effectively accomplished. For miniaturization and tuning purpose, this
proposed structure can be proved as a proficient component in ultrahigh nanoscale
coordinated photonic circuits.

Keywords Nematic liquid crystal · Optical waveguide · FDTD · Electro-optic
effect

1 Introduction

Liquid crystals (LCs) have proved useful material in free-space and waveguide
structure-based optical switches. In the near-infrared spectrum, LCs are transparent
to any data format. A small quantity of material is useful to process a large number
of devices, and therefore, it is cost-effective. As other materials (such as in polymers,
silica on silicon, and glass) are based on optical fibers and optical waveguides, LC
has a range of refractive index between 1.4 and 1.6. It provides a large electro-optic
effect due to the high susceptibility of LCs molecular reorientation to the external
electric field. It is related to high birefringence alongwith low scattering losses scales
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at a usable range of wavelength in the fiber optic systems. In the view of electro-
optic effect in inorganic materials, for example, LiNbo3 cannot be utilized for the
manufacturing of large-dimensional switching matrices in the waveguide geometries
because of less unwavering quality and reproducibility over vast regions [1].

The LC waveguide appears to be brilliant for future millimeter wave (MMW)-
based advances. It is preferred because of its small size along with lightweight and
can work productively beneath 30 GHz. The reorientation of LC’s director changes
the permittivity of LC with respect to the polarized wave with a magnetostatic or
electrostatic field. Along these features, LC will turn into an interesting material
for the application based on MMW devices. LC can be utilized as a tunable dielec-
tric material, for example, the substrate for microstrip in the waveguide [2]. LC
waveguide-based devices attain a speed in the microsecond range [3]. Nowadays, in
meta-material research, optical waveguides based on SPP become an area of interest.
One of the special features of these dielectric waveguides is the possibility to beat the
diffraction limit for acknowledging high integrated nanoscale photonic devices [4,
5]. Waveguides based on an insulator between metallic layers become popular due
to their solid optical subwavelength control of electromagnetic energy coupled with
SPPs propagating in a profound dielectric core among plasmonic conducting struc-
tures [6–8].Ongoing exploration in the plasmonic region has prompted vital advances
being developed of different metal–insulator–metal (MIM) plasmonic devices, for
example, wavelength sorters [9], bends and splitters [10, 11], Mach–Zehnder inter-
ferometers [12], andY-shaped combiners [13]. SPP filters are one of themain parts in
the SPPmix stage. Distinctive SPP channel structures based on theMIMwaveguides
have been proposed to include tooth-shaped channels [14], ring resonator channels
[15, 16], and Bragg-grating filters. There are few techniques to actualize tunable
plasmonic structures such as excitation in terms of temperature [17], optical con-
trol, mechanical control, and voltage control [18] provide effective regulation in the
device’s optical properties. Conceivable uses of the devices based on LCs can be
found in, however, are not limited to, optical correspondence frameworks and light-
ing applications [19]. The transmission spectrum can be managed by utilizing liquid
crystal in the structure’s insulator area and presenting this structure to a consistent
remotely connected electric field region. Henceforth, there is no need to change in
the geometrical parameters of the channel. The inspiration for considering LC is the
probability of utilizing the guidelines in controlling the plasmonic signals [20].

This paper is composed of pursues. Subsequently, after the introduction, a concise
survey of the 2D structure of M-LC-M waveguide is reported in Sect. 2. In Sect. 3,
the dispersion relations of different metals by Lorentz-Drude model are expressed.
At that point, the results of this design with variations in the molecular director’s
angle are presented and explained in Sect. 4. The explanation of fundamental phys-
ical standard of the procedure of dynamic transmission reaction control based on
the dependency of effective refractive index on misalignments of LC molecules is
investigated. At last, the paper is completed with the conclusion in Sect. 5.
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2 2D Structure of M-LC-M Waveguide

Under this investigation, the proposed structure containing a waveguide section of
2L width with its interfaces normal to the x-axis, which is loaded up with nematic
liquid crystals (NLC) is shown in Fig. 1 and comprises two metallic layers at both
sides. It behaves as a waveguide for the propagation of SPP as a waveguide mode
for TM-polarized waves along the z-direction (Fig. 2).

LC layer’s width (2L) is selected too small as compared to incident light’s wave-
length for excitation of fundamental SPP mode only. Here, the LC layer’s width is
kept 100 nm.

Effective refractive index depends on different alignments of the LC molecular
director. In the representation of the molecular director’s orientation, θ shows a

Fig. 1 Structure of M-LC-M waveguide

Fig. 2 Molecular director’s
orientation
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twist angle between Z-axis and an optical axis of the molecular director which can
be altered by applying voltage, so that active transmission response control can be
easily achieved.

3 Numerical Analysis

The dispersion behavior of different metals which are used in M-LC-M waveguide
has been evaluated by Lorentz-Drude model. For dispersive behavior of metals,
Lorentz model cannot be used. However, Drude model can be used to describe dis-
persive behavior of metals but not for bounded electrons in the material. It has also
a limitation when the dielectric constant depends on the wave vector. To overcome
these limitations, the Lorentz-Drude model can be used efficiently. It also increases
the accuracy compared to the other two models because it contains numerous Sell-
meier coefficient. The summation of numerous resonance Lorentzian functions and
the frequency-dependent dielectric permittivity can be depicted as [21]:

(1)

where ›r,∞ denotes the relative permittivity at the infinite frequency, m indicates the
number of oscillators,Am implies oscillator strength, stands for plasma frequency,
ωm denotes resonant frequency, é indicates incident ray’s angular frequency, and U
denotes factor of damping or collision frequency.

Differentmetals likeCu,Au, andAg are considered formetallic layers inM-LC-M
waveguide and their dispersive behavior is tabulated in Tables 1, 2 and 3.

Here, metals such as Cu, Au, and Ag have unit relative permittivity at an infinite
frequency, whereasR′ denotes resonance, S represents the strength of the correspond-
ing resonance terms, P denotes plasma frequency, R denotes frequency at resonant
condition, and D indicates collision frequency. The values of S, P, R, and D are
calculated by Lorentz-Drude model by Eq. 1.

Table 1 Estimation of dispersion behavior of copper (Cu) using the Lorentz-Drude model at R′ =
5

R′ S P (rad/s) R (rad/s) D (rad/s)

1 5.75e−1 1.645350e16 0.00e00 4.55e13

2 6.10e−2 1.645350e16 4.42e14 5.74e14

3 1.04e−1 1.645350e16 4.49e15 1.60e15

4 7.23e−1 1.645350e16 8.05e15 4.88e15

5 6.38e−1 1.645350e16 1.69e16 6.54e15
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Table 2 Estimation of dispersion behavior of gold (Au) using the Lorentz-Drude model at R′ = 6

R′ S P (rad/s) R (rad/s) D (rad/s)

1 7.60e−1 1.371880e16 0.00e00 8.05e13

2 2.40e−1 1.371880e16 6.30e14 3.66e14

3 1.00e−2 1.371880e16 1.26e15 5.24e14

4 7.10e−1 1.371880e16 4.51e15 1.32e15

5 6.01e−2 1.371880e16 6.53e15 3.78e15

6 4.38e−2 1.371880e16 2.02e15 3.36e15

Table 3 Estimation of dispersion behavior of silver (Ag) using the Lorentz-Drude model at (R′) =
6

R′ S P (rad/s) R (rad/s) D (rad/s)

1 8.45e−1 1.3690e16 0.00e00 7.29e13

2 6.50e−2 1.3690e16 1.24e15 5.90e14

3 1.24e−1 1.3690e16 6.80e15 6.86e15

4 1.10e−2 1.3690e16 1.24e16 9.87e15

5 8.40e−1 1.3690e16 1.38e16 1.39e15

6 5.64e00 1.3690e16 3.08e16 3.67e15

In general, the anisotropic LC director’s optic axis is arranged in the x–z plane
and then corresponding dielectric tensor for the permittivity of LCs director is shown
as [22]:

=
ε =

⎡
⎣
n2e cos

2 θ + n2o sin
2 θ 0

(
n2e − n2o

)
sin θ cos θ

0 n2e 0(
n2e − n2o

)
sin θ cos θ 0 n2o cos

2 θ + n2e sin
2 θ

⎤
⎦

In the above equation, ne and no stand for the extraordinary and ordinary refractive
indices, respectively. Here, θ represents the tilt angle between z-axis and the optical
axis of the LC director. At room temperature, parameters of nematic liquid crystal,
such asne andno are chosen to be 1.737 and1.518. Themeasure of voltage expected to
switch a modulator based on the nematic liquid crystal is an element of the particular
material utilized, alignment, and cell thickness variation (Figs. 3 and 4).

At θ = 0, the LC particles are adjusted parallel to the rectangular strip with a little
pretwist angle. In this way, the optical tensor basically reduces to the ordinary index
for any of the input light polarization. So, the guided mode cannot be energized.
Henceforth, the waveguide is switched to the cutoff state. As θ expands, the optical
tensor detects extraordinary refractive index, and therefore, guided mode can be
effectively energized and the waveguide is turned into the energized state.
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Fig. 3 Design of M-LC-M waveguide on optiFDTD [22]

Fig. 4 Magnetic field distribution (Hy) of the waveguide

4 Result and Discussion

It can be easily observed that high light restriction has accomplished for little LC
director tilt angles for the given waveguide structure. By increasing the tilt angle,
effective permittivity alters and as a result transmittance increases. It is also demon-
strated that the degree of this light confinement or transmission spectrum can be
varied by varying the tilt angle of the LCmolecules, which can be most conveniently
accomplished through an externally applied voltage.

InFig. 5, the transmittance ofM-LC-Mwaveguide at differentmolecular director’s
angle is shown using different metal layers.
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Fig. 5 Transmittance of
M-LC-M waveguide versus
angle of molecular director

From the graph, it can be observed that transmittance increases with the increment
in the angle of molecular director up to 55° angle. At 60°, highest transmission
spectrum is demonstrated after that it declines gradually. The transmission response
of metals increases in the following manner:

Ag > Cu > Au

The normalized transmittance is defined as Pout/Pin. The transmission spectra
are evaluated and depicted in Fig. 6 for three cases such as the metallic layer of
silver, copper, and gold, respectively. Among thesemetals, silver provides the highest
transmission spectra. It is also estimated from the graph that flat spectra or wide
tuning wavelength range from 1.45 to 1.7 µm is obtained for the designed M-LC-
M waveguide. These three metals increase the electro-optic effect in liquid crystal
waveguide at the dielectric–metal interface compared to other metals.

Fig. 6 Optical power
transmission characteristics
of M-LC-M waveguide in a
specific wavelength range
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5 Conclusion

The transmission spectra of a metal–liquid crystal–metal waveguide structure with
different metallic layers like Ag, Au, Al, and Cu with respect to variations in angle
is analyzed in this paper. Point-by-point qualities of this structure are examined by
numerical recreations to exhibit the practicality of this idea by utilizing the Lorentz-
Drude model of various metals. The orientations of LC particles can be regulated by
applying a low external voltage, thus inducing a variation in the refractive index of
LC by the guided SP mode field can be easily observed. The highest transmission
response at 60° angle of LC molecular director with flat spectra in 1.45–1.7 µm
wavelength range is achieved. It is clearly shown that the transmission response can
be controlled easily without changing the geometrical parameters of structure from
the simulated results.
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Studies of Various Artificial Magnetic
Conductor for 5G Applications

Ashok Kumar, Amrita Dixit, Ashok Kumar and Arjun Kumar

Abstract In this paper, the characteristics of numerous types of artificial magnetic
conductor (AMC) surface structures are investigated on high-frequency structure
simulator (HFSS) and presented. These AMC surface structures are presented with
zero-degree reflection phase property for a planewave at 28GHz frequency band. The
±90° in-phase reflection bandwidth, magnitude, and surface impedance of all AMC
structures are simulated and compared with others. The simulated results show that
all AMC surfaces act as a high impedance surface and good reflector. The simulated
fractional bandwidth of proposed AMC type I, II, III, and IV structures are 4.68%,
7.12%, 9.03%, and 20.64%, respectively. The better performance of the proposed
AMC type IV makes it as useful to improve the antenna’s characteristics.

Keywords Metamaterials · Artificial magnetic conductor (AMC) · Reflection
phase · Bandwidth · HFSS

1 Introduction

The metamaterials are the artificial structures, which have a unique characteristic
such as both permittivity and permeability are negative. It is not found in nature and
plays a vital role in the field of optical and microwave engineering [1]. The numerous
metamaterial structures such as photonic band-gap (PBG) [2], complementary split-
ring resonator (CSRR) [3, 4], defected ground structure (DGS) [5], frequency selec-
tive surfaces (FSS) [6], high impedance surface (HIS) [7], electromagnetic band-gap
(EBG) [8], and artificialmagnetic conductor (AMC) [9] are considered to enhance the
radiation characteristics of microwave components. The great interest of researchers
about AMCs is due to their two interesting properties that are in-phase reflection and
high impedance surface [10]. The first AMC structure was proposed by Walser in
1993 [11]. In 1999, mushroom-like AMC structure is proposed by Dan Sievenpiper,
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with the substrate material TMM6 that mimic the behavior like perfect magnetic
conductor (PMC) over the specific frequency band [12]. AMC is analogous to PMC
surface in specific frequency range, and PMC introduces the zero-degree reflection
phase to the incident waves [13, 14]. The reflection phase of the AMC unit cell is
explained as the phase of reflected electric field component which is normal to the
phase of the incident electric field at reflecting surface. If the reflection phase is
zero degree, then it is called in-phase reflection. The reflection phase of AMC varies
+180° to −180° and crosses the zero degree at its resonant frequency. The practical
bandwidth of an AMC is the frequency range from +90° to −90° on both sides of
resonant frequency in reflection phase graph relative to frequency [9], since in this
range no destructive interference would occur between incident and reflected waves.
AMC is an arrangement of infinitely periodic structure and unit cell is similar to
waveguide. The key difference between AMC and waveguide model is four sides
of boundary conditions. The two walls of PEC boundary are set orthogonally to
electric field and another two walls to magnetic field [15]. The periodic arrangement
of the AMC unit cells acts as high impedance reflector surface and have capacity
to suppress the surface waves. In the antenna array system, when metal patches are
placed at a distance less than λ/4 at the same plane cause the mutual coupling [16].
The mutual coupling is the interaction of electromagnetic field between the antenna
elements. AMC’s structures are used tominimize themutual coupling betweenmetal
plates. Various AMC’s structures are presented in the literature, which are helpful
to enhance the radiation characteristics of antenna element. Some published AMCs
are summarized as in Table 1. The mushroom-like EBG has drawback due to via
as the integration of vias are difficult in design [9]. After that, uniplanar UC-EBG
structure is proposed without vias. The focus of this paper is the comparative study of
AMC unit cell based on reflection phase (degree), reflection magnitude, and surface
impedance.

The outline of this paper is as follows: In Sect. 2, equivalent circuit of AMC unit
cell is presented. Section 3 describes the various proposed AMC unit cell for 28 GHz
frequency. Section 4 explains the results’ analysis of AMC unit cell. Finally, Sect. 5
concludes the broad finding of the study.

2 Equivalent Circuit of AMC Unit Cell

As the wavelength is much smaller than a unit cell (single period), the effective
surface impedance can be explained in terms of lumped components (i.e., inductors
and capacitors). The equivalent circuit of AMC has a parallel capacitor (C) and
inductor (L) with their impedances Z1 and Z2, respectively, as depicted in Fig. 1.

At resonance, the surface impedance of parallel LC circuit is [9]

ZHIS = Z1Z2

Z1 + Z2
= 1/jωC ∗ jωL

1/jωC + jωL
(1)
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Table 1 Published AMCs’ unit cell

Reference Unit cell type f r
(GHz)

AMC BW
(GHz, %)

Substrate
used

Er Overall
size of
AMC cell
W × L ×
h (mm3)

[9] Mushroom-like
EBG

2.45 2.28–2.60,
12.08

TMM 6 6.0 18.2 ×
18.2 ×
2.54

Uniplanar
UC-EBG

2.45 2.38–2.49,
4.88

TMM 6 6.0 20 × 20 ×
2.54

[17] Novel
SHF-band
uniplanar
AMC

5.7 5.52–5.95, 7.3 Arlon 25 N 3.28 11.52 ×
11.52 ×
0.762

[18] JC-based AMC 2.45 4.40–4.90,
10.75

Vinyl 2.5 65.7 ×
65.7 × 1.5

[19] Square patch 28.0 26.24–29.79,
12.7

RT/Duroid
5880

2.2 3.392 ×
3.392 ×
0.254

Modified AMC 28.0 27.24–28.60,
4.88

RT/Duroid
5880

2.2 2.2738 ×
2.2738 ×
0.254

[20] Square Patch
AMC

0.90 0.88–0.92, 4.4 FR-4 4.4 69 × 69 ×
3.2

Fig. 1 AMC/HIS surface a top view and b equivalent circuit [9]

ZHIS = jωL

1 + j2ω2LC
= jωL

1 − ω2LC
(2)
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At resonance condition, the frequency of AMC/HIS can be calculated as:

fr = 1

2π
√
LC

(3)

By putting ω2LC = 1 in Eq. (2), then the ZHIS becomes infinite which shows the
high impedance surface. It means that the surface impedance of AMC/HIS is infinite
at its resonant frequency.

3 Various Types of AMC Unit Cell

The schematic diagrams of four different types of AMC unit cell structures are
depicted in Fig. 2.

These structures are designed on low-loss RT/Duroid 5880 substrate with dielec-
tric permittivity Er of 2.2, substrate thickness of 0.254 mm, and loss tangent 0.0009.
The AMC unit cell type I is designed with center square ring of length LC = 0.3 mm.
It has four arms of length k = 0.7 mm and slots are of length d = 0.25 mm to
achieve better performance. In AMC type II, the stub of length La = 0.3 mm. The

Fig. 2 Schematic diagrams of the proposed AMC surfaces: a AMC type I, bAMC type II, c AMC
type III, and d AMC type IV
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Table 2 Design parameters of various unit cells

S. No. Unit cell
type

Lsub
(mm)

Wsub
(mm)

Lp (mm) Wp (mm) R1 (mm) R2 (mm)

1 AMC
type I

3.3 3.3 2.3 2.3 – –

2 AMC
type II

3 3 2.2 2.2 0.91 –

3 AMC
type III

3.5 3.5 3 3 0.90 0.75

4 AMC
type IV

2.84 2.84 2.0 2.0 0.45 0.25

gap g = 0.3 mm is considered for designing the AMC type III. The AMC type IV
is a rhombic-shaped AMC with slot arms and etched slot dimension d is 0.215 mm.
The design dimensions’ parameters of aforementioned AMC unit cells are given in
Table 2.

4 Comparative Results Analysis of Various Unit Cells

Using full-wave simulation tool HFSS (ver. 19.1), the simulated reflectionmagnitude
versus frequency of proposed unit cells is depicted in Fig. 3. Reflection magnitude
can be calculated from the reflection phase of the AMC structure. As depicted in
Fig. 3, all the proposed structures have reflection magnitude of 0.975, 0.977, 0.979,
and 0.987, respectively. Hence, all the unit cells can be considered as a good reflector
due to the reflection magnitude for all the unit cells is nearly equal to 1.

The surface impedance of various unit cells is depicted in Fig. 4.
The surface impedance for AMC type IV is very high within a specific frequency

range compared to other proposed unit cells because the reflection magnitude of this
unit cell is 0.987, which is almost equal to 1. The reflection phase (degree) diagrams
of all the four proposed AMC unit cells are depicted as in Fig. 5.

The comparison results of proposed unit cells are depicted in Table 3.

5 Conclusions

The four types of AMC structures including different patterns are comparatively
studied using full-wave simulation. The AMC structures are designed with in-phase
property in the vicinity of 28 GHz frequency band. The simulated bandwidth of the
reflection phase for proposed AMC unit cell IV is broader than the other proposed
structures. By using RT/Duroid 5880 substrate, the four-unit cells are proposed. The
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Fig. 3 Reflection magnitude of unit cells: a AMC type I, b AMC type II, c AMC type III, and
d AMC type IV
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Fig. 5 Reflection phase of unit cells: a AMC type I, b AMC type II, c AMC type III, and d AMC
type IV

Table 3 Results’ analysis of various unit cells

S. No. Proposed
AMC pattern

AMC
bandwidth
(GHz)

Bandwidth
(%)

Reflection
magnitude

Overall size of
AMC cellW
× L × h
(mm3)

1 AMC type I 27.30–28.61 4.68 0.975 3.3 × 3.3 ×
0.254

2 AMC type II 26.56–28.52 7.12 0.976 3 × 3 × 0.254

3 AMC type III 27.16–29.73 9.03 0.98 3.5 × 3.5 ×
0.254

4 AMC type IV 23.75–29.22 20.64 0.987 2.84 × 2.84 ×
0.254

better performance of the AMC unit cell makes it useful for 5G applications to
enhance the antenna’s performance.
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A Triple Band-Reject Frequency
Selective Surface with Dodecagon Patch
Element

Jaiverdhan, Dharmveer Yadav, Sanjeev Yadav, M. M. Sharma
and R. P. Yadav

Abstract This paper, proposed a frequency selective surface (FSS) with triple band-
stop characteristics. The structure demonstrated can be effectively used to shield dif-
ferent scientific and technical applications from unwanted electromagnetic radiation.
The compact unit cell consists of a cross-loop surrounded by a dodecagon. The over-
all dimensions of unit cell are 22 mm × 22 mm. The substrate material is RO-3003
with a dielectric constant (εr) 3 and thickness 60 mil. The dimensions of each unit
cell have computed by the lowest cutoff frequency. This FSS structure is designed for
the rejection of three frequency bands, 5.5 GHz, 3.5 GHz and 2.4 GHz, respectively.
The proposed FSS structure provides preeminent electromagnetic shielding because
of its polarization insensitivity and triple-band absorption.

Keywords EMI shielding · Frequency selective surface (FSS) · Wi-Fi/WiMAX ·
Electromagnetic radiation · Dodecagon · Polarization independent

1 Introduction

Nowadays, the requirement of wireless devices is increasing rapidly in wireless
communication. This increment in wireless technology needs a security feature.
Also, the transmission of wireless signals from source to destination without any
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attenuation or interference is an important concern [1, 2]. Currently,many researchers
are working on these interference issues to resolve them. There are serval approaches
reported in the literature to stop or reject unwanted EM radiation [3]. FSS has gained
a considerable focus of research attention recently, and it comprises of periodic
structures with identical elements, having periodicity in one or many dimensions.
FSS has generally used as reflector antenna applications [4]. FSS with the aid of a
spatial filter, performs EM wave filtering efficiently using intrusions of periodic as
well as periodic arrays of dielectric and metallic materials or a combination of both
on the plane of incidence. The inherent advantage of this device is that it provides
angular freedom regarding the angle of incidence, thereby making feasible angular
spectrum filtering as well [1, 3]. FSS is regarded as a superstrate that can be explained
using its three critical characteristics, namely absorption, reflection and transmission.
The frequency-dependent behavior of the systems also leads to thewide classification
of these magnetic filters as, low-pass filter, high-pass filter, band-pass and band-stop
filter. Transmission and reflection characteristics are based on the geometry of patch
and designing parameters [6–10]. The FSS can characterize in two types first one is
active FSS and second one passive FSS. Based on EMwave filtration, FSS is divided
into two types: band-reject FSS and band-pass FSS. FSS work as a band-reject filter
if the periodic element is patch type and work as a band-pass filter if it is used as
an aperture type element. The frequency response of FSS can be controlled by the
geometry of elements used or the spacing between them, patch material used as well
as its lengths andwidths used alongwith the type of substrate used. The dimensions of
FSS elements are also a major designing parameter to provide the desired frequency
response. A stable frequency response achieved if resonance frequencies do not
change with incident EM waves orientation at different angles. An approach used to
protect electronic devices from EM interference is called EM shielding. These EM
radiations are very harmful to the human body [2]. When a building wall get covered
by the FSS wall, these radiations can be effectively blocked as the system is aimed
to block specific predefined frequencies and let other frequencies pass or vice versa
[5]. There are several ways to analyze frequency selective surface as the equivalent
circuit method, finite element method, mode matching, etc. [4]. Application fields
of FSS are wireless security, interference mitigation, radome, filters, dichroic sub
reflectors and artificial magnetic conductor.

In this paper, the triple band-reject FSS is designed and analyzed, which acts as
a reflector for Wi-Fi, WLAN and WiMAX applications. The resonating elements
designed such that FSS structure provides desired frequency response. The proposed
FSS unit cell has been constructed using RO-3003 substrate material on which three
patch elements of different shape has placed. By adjusting the size of these patch
elements, the desired frequency response has achieved. For the simulation of the
unit cell, periodic boundary conditions applied in computer simulation tool (CST)
microwave studio v.17. For the simulation of the unit cell, frequency-domain solver
has been usedwhich is based on the FDTDmethodwith tetrahedral meshing, and it is
excited by Floquet wave-port technique, which does not need any external excitation
source. The proposed design having features of polarization insensitivity, thin and
compact design makes it a suitable candidate for various applications.
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2 FSS Design

2.1 Design of FSS Unit Cell

Figure 1 shows the schematic representation of the proposed FSS unit cell with triple
band-stop capability and optimized dimensions. The construction included the usage
of Rogers RO-3003 substrate material which provides good frequency response and
low losses. Rogers RO-3003 has dielectric constant (εr = 3), loss tangent 0.001
and thickness 60 mil. The overall dimensions of the unit cell are W (mm) × W
(mm). To get desired frequency response, three different shape elements have etched
out over the metallic surface of the substrate material. Vast simulations have taken
place to get optimized parameters of proposed FSS unit cell structure. The list of
optimized parameters has shown in Table 1. To optimize the FSS unit cell, vast
parametric analysis using CST MW studio simulation software has been done. The
unit cell structure is designed to stop three discrete frequencies, i.e., 2.4, 3.5 and
5.5 GHz. These frequencies are used for WLAN, WiMAX and Bluetooth/Wi-Fi
applications. Hence, to design 2.4 GHz frequency band, a square loop of proper
dimension is etched over the substrate material. This is lowest resonance frequency
of over proposed FSS structure. The dimension of this outer square loop is computed
by the following Eq. (1). The 3.5 and 5.5 GHz frequency bands are obtained by
proper arrangement of dodecagon and cross-loop, respectively, as shown in Fig. 1.
The optimized dimension of these elements is computed by parametric analysis of
structure.

Fig. 1 Geometry of the
proposed FSS unit cell with
optimized dimensions
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Table 1 Optimized
designing parameters for unit
cell

Parameter Symbol Values (mm)

Substrate width W 22

Outer square loop width W1 20.45

Outer square loop length L1 20.45

Radius of dodecagon (middle) R2 9.78

Width of cross-loop (inner) W3 6.6

Length of the cross-loop (inner) L3 13.86

Patch width S 0.3

Substrate thickness Ts 1.52

Thickness of copper Tc 0.03

L = W = 1

4 fr
√

μ0ε0

√
εr+1
2

(1)

where W is the outer square loop width (in mm) and L is length (in mm) of the
outer square loop. εr is the substrate dielectric constant and fr, the lowest resonant
frequency in GHz for which we want to design unit cell.

2.2 Finite Array Design

FSS unit cells have been organized in a periodic manner to attain desired frequency
response that used for specific application. A constant periodicity for this array
structure is P mm in both X and Y direction. For an array of 8 × 8 with dimensions,
Wa × Wa (mm2) has designed. The optimized parameters of array structure are
given in Table 2. The array and its enlarged view are shown in Fig. 2. The remaining
parameter of array structure used is similar to FSS unit cell (given in Table 1) in
order to obtain required stopband characteristics.

Table 2 Dimension of 8 × 8
array

Name Symbol Value in (mm)

Periodicity P 22

Substrate thickness Ts 60 mil

Substrate width Wa 176
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Fig. 2 Design of proposed 8
× 8 FSS array and its
enlarged view

3 Simulation Results and Discussion

3.1 Insertion Loss for the Proposed Unit Cell

Insertion loss shows how much power can be reflected or transmitted by the pro-
posed structure. The performance of the FSS array structure is evaluated by applying
periodic boundary conditions to the FSS unit cell. These unit cell elements need
proper alignment and geometry to achieve the desired stopband characteristics. The
proposed design works as a band-reject filter at three frequency bands, viz. 5.5 GHz,
3.5 GHz and 2.4GHz to effectivelymodel for theWLAN,WiMax andWi-Fi applica-
tions, respectively. The simulation result of insertion loss shows howmuch power has
returned due to a reflection of EMwaves from the surface as well as the transmission
coefficient obtained when TE and TM modes of wave propagation are considered.
The value of insertion loss in the form of transmission coefficient at frequencies
5.5 GHz, 3.5 GHz and 2.4 GHz were found to be −60.07 dB, −53.93 dB and −
51.8 dB, respectively, for both modes of wave propagations considered.

• Transmission and reflection

Transmission and reflection are important parameters in the wireless signal trans-
mission mechanism. Transmission parameter shows how much power reached des-
tination. Reflection shows how much power returned back during the transmission
process and the signal neither gets transmitted nor reflected which is shown by the
absorption. Figures 3 and 4 depict the return losses incurred in a FSS unit cell when
TE and TM propagation modes are considered, and Figs. 5 and 6 show the reflection
coefficient in TE mode of proposed frequency selective surface unit cell.
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Fig. 3 Transmission
coefficient of the unit cell in
TE mode

Fig. 4 Transmission
coefficient of the unit cell in
TM mode

Fig. 5 Return loss of the
unit cell in TE mode

Fig. 6 Return loss of the
unit cell in TM mode
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Fig. 7 Surface current of proposed FSS for TE mode at 2.4, 3.5 and 5.5 GHz

3.2 Surface Current

The surface current shows the effect of all patch elements of the unit cell. From
the following figure, it is clear that each patch element has been designed to stop a
particular frequency band. This parameter shows that only that element is responsible
for stopping particular frequency which has a maximum intensity of surface current
at the edges of all patch elements. Figure 7 shows the surface current effect of the
unit cell at three specified frequency band-stop characteristics.

4 Effect of Incidence Angle Variations

Figure 8 shows that the transmission coefficient parameter has negligible changes
with an increase in incidence angle (phi) from 0° and 90°. These minor changes
that are observed reflect the stability of the system frequency response when angular
variations are considered.

Figure 9 shows that the transmission coefficient parameter has negligible changes
throughout the frequency range with an increase in incidence angle (theta) from

Fig. 8 Transmission
coefficient for incident angle
variation for phi = 0° and
90°
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Fig. 9 Transmission
coefficient for incident angle
variation (theta) from −45°
to 45°

–45° to 45°. Therefore, it has proved that the proposed FSS structure is polarization
independent for both TE and TM modes with stable band-stop frequency response.

5 Conclusion

The proposed FSS structure has been designed to stop three bands of frequency,
viz. 2.4, 3.5 and 5.5 GHz to remove electromagnetic (EM) radiation interference.
This proposed structure is designed and optimized in such a way to reject these
frequencies which can use for different scientific and technical applications. The
frequency response is quite stable by the angle of incidence,when normal and oblique
incidences have been considered in both TE and TM mode. Proposed FSS structure
provides stopband characteristics so it can be used for both security and health
applications at airport, school and hospitals to stop unwanted radiation and it can also
use in smartphone covers to remove unwanted radiation during a voice call. In the
future, this work can extend for broadband frequency range or multiple frequency
bands.
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Numerical Investigation of Nonlinear
Parameters of Chalcogenide-Based Holey
Fiber for Supercontinuum Generation
in Mid-infrared Region

Shruti Kalra, Sandeep Vyas, Manish Tiwari and Ghanshyam Singh

Abstract Thepresented paper demonstrates the generation of supercontinuumspan-
ning from 2000 nm to over 6000 nm by pumping pulse of peak power 1 kW in a
highly nonlinear As38.8Se61.2 chalcogenide holey fiber. The conventional cladding
region of a microstructured fiber consists of conventional circular-shaped air holes.
In the proposed design of holey fiber, the shape of air holes was modified as elliptical
air holes. The geometrical parameters of the modeled design of the fiber are selected
to acquire a flat and broad dispersion profile in the anomalous region. The modeled
fiber was numerically simulated to investigate the parameters—nonlinear coefficient
and effective mode area portraying vital role to achieve the generation of supercon-
tinuum. The observations of the investigations demonstrate that the modeled holey
fiber is a suitable design for generating supercontinuum. Additionally, simulations
performed to investigate generation of supercontinuum resulted in spectra spreading
in mid-infrared region. The applications of the supercontinuum generated are also
discussed.
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area · Nonlinear coefficient · Supercontinuum generation
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1 Introduction

Supercontinuum generation (SCG) has attained stupendous interest of all researchers
across the globe since last few decades due to their enormous applications in
nonlinear optics fields like spectroscopy, defense, metrology, biomedical imaging,
biomedicine, sensing, interferometry and various others [1–6].As fundamental vibra-
tional absorptions of most of the vital molecules, used in diagnosis of cancer at early
stage, chemical-specific imaging of biological samples and optical sensing falls in
the region spanning from ultraviolet to mid-infrared which results in significant
role of supercontinuum in the region [7–12]. The fibers made up of chalcogenide,
fluoride, tellurite glasses and waveguides designed with highly nonlinear materials
have been studied and investigated for supercontinuum generation, due to the broad
transmission windows offered in the desired range.

The chalcogenide-based microstructured fibers have emerged as one of the most
suitable and favorable for generation of supercontinuum (SC) due to broad trans-
mission window extending from 2 µm up to 15 µm and higher, the high nonlinear
refractive index of chalcogenide glass and flexibilities in geometry design to tailor
properties of the microstructured fiber [12].

In last few decades, considerable study and investigations have been reported by
numerous various research groups with different chalcogenide glasses. The chalco-
genide glasses with different compositions can be explored, among the group arsenic
based chalcogenides mainly As2S3 and As2Se3 are widely used [13, 14]. It has been
reported by Oh et al. that the As38.8Se61.2 chalcogenide material depicts much flatter
and broader transparency thanAs2Se3 in thewindow ranging from2 to 12µm[15]. In
2016, Diouf et al. reported generation of supercontinuum in mid-IR region spanning
from 2900 to 4575 nm, by pumping 0.88 kW peak power optical pulses in 5 cm long
holey fiber at 3.7 µmwavelength [16]. Here, in this paper, we designed the photonic
crystal fiber (PCF) to obtain the anomalous dispersion profile. The designed PCFwas
further optimized and then numerically simulated to find its suitability to generate
supercontinuum. The designed PCF was pumped with 1 kW power at 3700 nm, and
spectra spanning from 2000 to 6000 nm was obtained.

In the presented paper, a design of a solid-core chalcogenide-based holey fiber
with elliptical-shaped air holes cladding is engineered to obtain broad dispersion
profile in the anomalous region suitable to generate SC in mid-infrared region. The
paper is organized in five different sections in sequence. The description of modeling
linear, nonlinear parameters and SC generation is discussed in Sect. 2 of the paper.
Section 3 presents the structure of PCF designed with As38.8Se61.2 chalcogenide
glass. The numerical simulations and plots of anomalous dispersion profile, effective
mode area and nonlinear coefficients are discussed in the section. Sect. 4 presents the
generation of supercontinuumwith the engineeredphotonic crystal fiber. The analysis
of supercontinuum generation using generalized nonlinear Schrödinger equation is
also presented in the section. The last section concludes the paper.
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2 Modeling Linear, Nonlinear Parameters and SC
Generation

Mathematical modeling of supercontinuum generation in a single-mode holey
fiber design can be represented using generalized nonlinear Schrödinger equation
(GNLSE). The linear loss, both linear and nonlinear effects, higher-order dispersion,
Raman scattering and nonlinear response dependence on frequency are considered
in the GNLSE used. The generation of the optical pulse in a nonlinear single-mode
PCF can be modeled as equation below [17, 18]
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where A(z, t) is the envelope function of slowly varying electric field amplitude,
calculated by employing split-step Fourier method, α is the linear loss, time is repre-
sented by t,ω0 is the carrier frequency, the nth derivative of the propagation constant,
z denotes distance and τ is the retarded time traveling at the envelope group velocity.
The nonlinear coefficient represented as γ is expressed as [17]

γ = n2ω0

c Aeff
(2)

In Eq. 2, n2 is the Kerr-nonlinear refractive index of the fiber, c is the speed
of light travelling in the vacuum, and Aeff is the effective fundamental mode area
of the designed holey fiber. The reported value of the Kerr-nonlinear refractive
index of chalcogenide As38.8Se61.2 is 4.89 × 10−18 (m2 W−1) [16]. The expres-
sion of Aeff relates the effective cross-sectional area of the fundamental mode in the
microstructured fiber as:

Aeff(λ) =
(˜ ∞

−∞ |E |2dxdy)2
˜ ∞

−∞ |E |4dxdy (3)

In equation above, the electric field distribution of the optical fundamental mode
of the chalcogenide As38.8Se61.2 fiber cross section is represented by (E) [17]. Raman
contributions of instantaneous electronic vibrations δ(t) and Kerr nonlinearities are
represented as the delayed Raman response function R(t), which is modelled as
equation below [17]
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Parameters τ 1 and τ 2 relate the inverse of the phonon oscillation frequency and
Raman gain spectrum bandwidth of the fiber material, respectively. The values of
the parameters used in our research work for As38.8Se61.2 chalcogenide glass: τ 1=
23.38 fs, τ 2 = 60.31 fs and f r = 0.031, representing fractional contribution of the
delayed Raman response [16].

3 Structure Design of the Photonic Crystal Fiber

We present a solid-core As38.8Se61.2 chalcogenide PCF design with three rings in the
cladding as depicted in Fig. 1. The shape of the air-holes of the conventional PCF
cladding is circular. The air-holes of the inner two rings were deformed to elliptical
shape keeping the outer ring of the cladding intact as circular air holes. To develop
a clear understanding of the design, we use the nomenclature of minor and major
radius of elliptical- shaped air holes in ring 1 and ring 2 of the PCF cladding. The
pitch value (
) between the rings changes due to change of shape of air-holes, which
at initial design step was kept identical as 2 µm. The air-holes of the outermost ring
of the holey fiber cladding were kept circular in shape of 0.66 radius. The notation d3
in the figure denotes diameter of the circular air holes. Similarly, we have designated
the geometrical dimensions of elliptical air holes as d1a and d1b for inner ring 1 and
d2a and d2b for ring 2 of PCF cladding. The geometrical design values of the air holes
in cladding are mentioned in Table 1.

Fig. 1 Pictorial
representation of the
designed holey fiber

Table 1 Diameters of
air-holes of ring 1 and 2 of
cladding

Ring Diameters of elliptical air holes

Ring 1 d1a = 1.4 µm d1b = 1.32 µm

Ring 2 d2a = 1.3 µm d2b = 1.44 µm
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The geometrical parameters were optimized to achieve dispersion in anomalous
region and the zero-dispersion wavelengths (ZDW) in proximity of the available
pump wavelength in the mid-infrared (MIR) region. The Sellmeier equation is used
to compute the refractive index as function of wavelength of the PCF. In our work,
we have used the Cauchy equations for the transparent region which is illustrated as
[16]

n(λ) =
√
7.65 + 0.73

λ2
+ 0.87

λ4
(5)

The chromatic dispersion is related to material and waveguide dispersion and can
be numerically expressed as below [17]

DC(λ) = DM(λ) + DW (λ) (6)

D(λ) = −λ

c

d2

dλ2
Re[neff(λ)] = −2πc

λ2
β2(λ) (7)

To achieve the dispersion in the anomalous region, the geometrical design param-
eters of the holey fiber were tailored and further optimized. The broad dispersion
profile in anomalous region obtained with numerical simulation of the optimized
PCF is depicted in Fig. 2. The dispersion obtained in anomalous region resulted in
ZDW at 2.7 and 6 µm. The ZDW 2.7 µm was suitable to pump the PCF with peak
pulse at pump wavelength 3.7 µm.

Fig. 2 Dispersion profile plot of the PCF versus wavelength
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Fig. 3 Plot of (Aeff) and (γ ) of designed holey fiber versus wavelength

Nonlinear coefficient and effective area of the fundamental mode of the fiber
are the two essential parameters to obtain supercontinuum generation along with
other nonlinear effects. The simulation of the optimized fiber design resulted in the
numerical values of parameters—effective area and nonlinear coefficient—as plotted
in Fig. 3 for wavelength ranging from 2 to 8 µm. The numerical values of effective
fundamental mode area (Aeff) and nonlinear coefficient (γ ) at pump wavelength
3.7 µm were as recorded as 3.1976 µm2 and 2602 W−1 km−1.

4 Supercontinuum Generation with the As38.8Se61.2 PCF

The formation of supercontinuum is a complex process constituting a specific “mix-
ture” of various nonlinear effects occurring during interaction of intense pumped
pulse traveling in nonlinear medium, resulting in significant spectral broadening
with intense spectral density and spatial coherence [1, 19]. In the presented section,
we examine the generation of broad supercontinuum in MIR region. The linear and
nonlinear parameters of the designed PCF were evaluated along with the chromatic
dispersion profile of the designed PCF to simulate the SCG by pumping at wave-
length 3.7 µm close to one of the ZDWs. The solutions of GNLSE in both frequency
and time domain were obtained by using the split-step Fourier method input pulses
[17]. Figure 4 depicts spectral evolution in 100-mm-long fiber for a secant hyperbolic
input pulse with power of 1 kW and 80 fs. The mathematical expression for secant
hyperbolic input pulse can be expressed as
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Fig. 4 Supercontinuum spectral evolution in the designed PCF
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In the equation above, P0 represents the peak power of the launched input pulse
and T 0 is the input soliton duration. The broadband SC obtained extended from 2000
to 6000 nm by pumping the pulse at 3.7 pump wavelength in the 100-mm-long PCF.

In the anomalous dispersion regime, the formation of supercontinuum is primar-
ily governed by the nonlinear effects like self-phase modulation (SPM), dispersive
wave, soliton dynamics and stimulated Raman scattering (SRS). The initial pulse
broadening in the fiber length is predominantly due to self-phase modulation (SPM).
After traversing in the fiber length, the later broadening of the spectrum is gov-
erned by the nonlinear processes like four-wave mixing (FWM), stimulated Raman
scattering (SRS) and dispersion, thus forming a broadband supercontinuum. The
center wavelengths of the solitons split from initial input pump pulses, due to soli-
ton self-frequency shifting, and move outwards. The number of sub-peaks keeps on
increasing continuously between two major peaks resulting in generation of spectra
[20].

5 Conclusion

The paper numerically demonstrated the broadband supercontinuum generation in
mid-infrared region with As38.8Se61.2 chalcogenide-based 100-mm-long PCF with
elliptical shaped air-hole in cladding. The spectra spanned from 2000 to 6000 nm.
The design was engineered to obtain two ZDW in anomalous regime wide enough
to result in broad dispersion profile. The numerically calculated values of essential
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nonlinear parameters, effective area and nonlinear coefficients, at the pump wave-
lengths of 3.7 µm were 3.1976 µm2 and 2602 W−1 km−1, respectively, suitable to
generate broad supercontinuum. Thiswork is improved results of our previous design
with conventional air holes, where the spanning extended from 2000 to 5800 nm.
The proposed design is a promising PCF design to be used to generate broadband
efficient coherent supercontinuum in MIR region. The generated SC is suitable for
innumerable desirable applications, such as biomedical sensing, optical imaging, gas
sensing, food quality control, diagnosis of several diseases and many more.
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Characterization of Crosstalk Under
Bending and Twisting Condition
in Homogeneous Multicore Fiber

Piyush Ranjan, Dablu Kumar and Rakesh Ranjan

Abstract For the characterization of crosstalk in multicore fiber, the discrete
changes model for real homogeneous cores and conventional coupled mode the-
ory/coupled power theory-based model for perfectly homogeneous cores have been
overviewed in terms of some significant fiber parameters, such as fiber bending
radius, fiber length and twist rate of fiber. The simulated results from both the mod-
els have been compared with each other to determine the crosstalk behavior. It has
been observed that once the various design parameters have been fixed for the mul-
ticore fiber, the DCM model is more effective for the crosstalk estimation than the
conventional models. There is nearly 4 dB difference in estimated crosstalk power
level due to the DCMmodel in comparison with the conventional model. The numer-
ical results state that the crosstalk level increases with increase in the bending radius
and the fiber length and decreases with increase in twist rate.

Keywords Multicore fiber · Crosstalk · Discrete changes model · Bending and
twisting

1 Introduction

High capacity of optical transmission system is becoming crucial in the time of
gradual increasing demand for the optical transmission data. To meet this future
demand, space division multiplexing (SDM)-based multicore fiber (MCF) [1] is one
of the appropriate solution. Themain concern ofMCF is to reduce inter-core crosstalk
(ICXT) due to the presence of the multicores in a single cladding region. The ICXT
increases, when coupling effect between two cores increases. In the recent years,
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the crosstalk (XT) suppression is becoming primary involvement in MCF research
[2, 3] for high-traffic long-distance optical data transmissions. The XT behavior
in perfect homogeneous MCF can be estimated using the coupled power/coupled
mode theory-based approaches [4]. Evidently, the crosstalk level changes with the
change in bending radius of the MCF [5]. In this paper, the impact of fiber bending
with twisting effect have been investigated on the crosstalk behavior. Crosstalk is
calculated using the conventional method, i.e., CMT/CPT, and themethod of discrete
changes model (DCM) [6], in the terms of fiber bending. The numerical outcomes
of coupled mode equation in uncoupled step-index MCF have been compared with
crosstalk estimations from the DCM technique. On comparing DCMmodel with the
conventional model, nearly 4 dB difference in ICXT power level has been observed
for the real homogeneous uncoupled MCF, which is mainly due to the fact that for
real homogeneous fiber, the difference in mode propagation constants between the
neighboring cores can never be zero (i.e., �β �= 0). Therefore, the results obtained
using the DCM approach can be anticipated as more accurate than the conventional
approach.

2 Crosstalk Estimation

2.1 Coupled Mode Theory (CMT) and Coupled Power Theory
(CPT) Based Analytical Model for Crosstalk Estimation

Coupled mode theory (CMT) and coupled power theory (CPT) [4] are used for
the estimation of crosstalk under the perfectly homogeneous condition. The XT,
involving the adjacent cores, is illustrated in terms of the optical power signal, as
some amount of the optical power signal propagated in one of the core is coupled
to other neighboring cores during the signal propagation. The expression of ICXT
for two adjacent cores can be written as, XT (dB) = 10log10 (P2/P1), where P1 and
P2 is the output power from the core n and power coupled from adjacent core m
[7], respectively. The coupled mode equation describing the crosstalk behavior in a
particular core, let core n, of MCF, can be expressed as [6],

dAn(z)

dz
=

Nc∑

m=1
m �=n

(− j)knm(z) exp[− j(�m(z) − �n(z))]Am(z), 1 ≤ n ≤ Nc (1)

where,�(z) = ∫ z
0 βeq

(
z′)dz′, ‘z’ represents the longitudinal axis coordinate in MCF,

‘A’ is the slowlyvarying complex amplitude of the electric field,Nc is the total number
of cores of theMCF, ‘knm’ is the mode-coupling coefficient from core m to core n and
βeq is the equivalent propagation constant of core n, which is based on the equivalent
index model. Similarly, the coupled power equation (CPE) in homogeneous MCF
based on CPT [3] can be given as,
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dPn
dz

=
∑

n �=m

hnm(z)[Pm(z) − Pn(z)] (2)

where, Pn and Pm is average power in cores n and m, respectively, and hnm is power-
coupling coefficient (PCC) between cores n andm. On solving, theCPE in its simplest
form, the expression for PCC is given by,

hnm ∼= 2k2nm Rb

β�
(3)

Hence, the average crosstalk (XTμ) between two neighboring cores in MCF can
be given as [7]

XTμ
∼= hnmL ∼= 2k2nm Rb

β�
L (4)

where knm is mode-coupling coefficient between the cores n and m, Rb is bending
radius, L is length of fiber and β is mode propagation constant. Here, Eq. (4) illus-
trates that the average XT level is directly depending on various fiber parameters,
such as core pitch, length and bending radius of fiber along with the mode-coupling
coefficient, whereas it has indirect dependence on the wavelength of propagation and
core effective refractive index.

2.2 Discrete Changes Model Approach for Crosstalk
Estimation

In discrete changes model approach, the influence of bending and twisting is delib-
erated in the propagation constant of the cores, while the impact of bending and
twisting on the mode-coupling coefficient has not been considered [6]. The optical
field in core n can be represented as [6],

An(z) = An(0) − j
Nc∑

m=1
m �=n

∫ z

0
knm

(
z′) exp

[− j
(
θm

(
z′) − θn

(
z′))]Am

(
z′)dz′ (5)

Equation (1) may be assumed as the initial step for the derivation of the dis-
crete changes model for the perfectly homogeneous MCF, where the major crosstalk
impact takes place at every phase-matching point (PMP) along the length of the fiber.
This results in evolution of discrete random changes-based estimation of crosstalk, as
the phase-offsets between fiber cores are different at each PMPs. These phase-offsets
can be modeled as the ‘random phase shifts (RPSs)’ between the successive PMPs
[8]. Moreover, to implement the discrete changes model for real homogeneousMCF,
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the random phase shift has been applied between two successive PMPs, and theMCF
of length L has been segmented into N + 1 segments [6], where N = number of
RPSs. For a large number of RPSs (N), the coupled optical field in core n at the fiber
output is the discrete sum of field contributions from all the N segments and can be
expressed as,

An(L) ∼= An(0) − j ∗
N∑

k=1

Knm,k exp
[− j�nm,k

]
Am(zk−1) (6)

where, �nm,k represents the RPSs, which is considered as a ran-
dom variable, distributed uniformly between 0 and 2π and Knm,k =∫ zk
zk−1

knm(z) exp− j[(θm(z) − θn(z))]dz = Discrete changes coefficient. Further, the
average ICXT power level can be estimated as follows,

XT = |An(L)|2
|Am(0)|2

∼=
N∑

k=1

∣∣Knm,k

∣∣2 (7)

In order to visualize the impact of field propagation in Knm,k , the impact of phase
propagation difference may be separated and a new normalized discrete changes
coefficient (K ′

nm,k) can be expresses as [6],
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where, xnm = βn�nm/R γ , ynm = �βmn/γ and for very large twist rates (xnm � 1
and |ynm | � 1, i.e., γ 	 βn�nm/R and γ 	 |�βmn|, respectively), the lower order
value has been considered for (ν = 0, 1 and −1) Bessel functions when |�βmn| �=
0. From Eq. (8), it has been observed that, for exceedingly high value of twist rates,
the normalized discrete changes coefficient and the crosstalk power level reduce as
the mismatch between the effective index of core m and n increases.

〈XT〉 =
Nc∑

m=1
m �=n

N
∣∣K ′

nm

∣∣2 ∗ L (9)

Equation (9) has been used to determine the XT behavior for DCM model as
demonstrated in Sect. 3.



Characterization of Crosstalk Under Bending and Twisting … 555

3 Results and Discussion

Here, the consideredfiber design parameters forMCFhave been illustrated inTable 1.
The simulation results based on discrete changes model for real homogeneous mul-
ticore fiber have been compared with the results based on conventional CMT/CPT
approach for perfectly homogeneous MCFs. The effective refractive index parame-
ter has been obtained through the finite element method (FEM) simulation based on
COMSOLMultiphysics software, and which is further used for analytical numerical
computation for estimation of ICXT.

Figure 1 shows the influence of fiber bending radius on mean ICXT power level in
the terms twisting rates of y = π , 2π and 4π rad/m, with fiber length andwavelength
of 250 m and 1550 nm, respectively. The simulation results exhibit that the ICXT
level increases with the increase in bending radius. The XT level also decreases as
twist rate increases. It also compares both the methodologies for XT estimation, in
which,XTbehavior due toDCMmodel ismore effective for real homogeneous cores,
because two cores cannot be similar after the fabrication. There is a difference of
nearly 4 dB in XT power level in comparison with conventional CMT/CMT model.
The bending radius cannot be exceeded from 250 mm, because the DCM model is
only valid under peak bending radius (Rpk), which is obtained as 250 mm during
calculation with the help of mode effective index difference value (�neff = 0.012%).

The ICXT performance with respect to the fiber length in terms of twisting rates
of γ = y = π , 2π and 4π rad/m, with fiber bending radius and wavelength of
140 mm and 1550 nm, respectively, has been demonstrated in Fig. 2. This kind of
result is beneficial to use the MCFs under near end applications, for example, optical
interconnects, etc. Effect of twist rate illustrates that the ICXT level decreases as the
rate of twisting increases.

Figure 3 illustrates the impact of twisting rate [9] on ICXT performance, with
different bending radius values. Here, it has been recognized again that the ICXT

Table 1 Considered parameters for the step-index multicore fiber

Parameter Symbol Value Parameter Symbol Value

Radius of core a 4 μm Mode-coupling
coefficient

kpq 0.1283

Core pitch between
two cores

�nm 30 μm Effective refractive
index of core n

neff 1.4537

Cladding refractive
index

n0 1.45 Fiber bending radius R Variable

Core refractive index n1 1.4573 Twist rate γ Variable

Core–cladding
relative refractive
index difference

�1 0.5% Length of fiber L Variable

Twist offset of core n
(2 ≤ n ≤ 7)

ϕ (n −2) π /3 Operating wavelength λ 1550 nm
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Variation in Fiber bending radius (R
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level reduces with increase in twist rate. This is because of dissimilarity of mode
effective index (neff) between two adjacent cores, which make �neff value large for
real homogeneous cores in MCF. It leads to lessening the coupling between the
adjacent cores, which further help to decrease the ICXT level in MCF.
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Variation in twist rate
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Fig. 3 Crosstalk versus twist rate for the different bending radius values

4 Conclusion

The discrete changes model for real homogeneous multicore fiber and conventional
CMP/CPT model for perfectly homogeneous MCF have been overviewed to char-
acterize crosstalk in terms of some significant fiber parameters, such as fiber length,
bending radius and twist rate. The simulated results from both the models have been
compared, and it has been observed that the DCM approach is more effective than
CMT/CPTmodel approach for average ICXT estimation. This is because, in real sce-
nario, the two adjacent cores in homogeneous MCF do not have same mode effective
index after the fabrication. Hence, nearly 4 dB reduction in ICXT power level with
DCM approach has been achieved in comparison with CMT/CPT-based model. The
numerical results state that the ICXT increases with increase in bending radius and
fiber length. Significant impact of twist rate has also been observed over the ICXT
performance, as the XT level reduces with increase of twist rate. This kind of analysis
may be beneficial to characterize average ICXT behavior before fabrication because
once the MCF is fabricated the XT performance cannot be altered; therefore, it is
essential to do the analysis and appropriate design of MCF, so that the XT perfor-
mance can be improved, for the short-reach applications, like optical interconnects,
etc.
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Design and Crosstalk Analysis
in Homogeneous Trench-Assisted
Multicore Fiber under Single-Mode
Condition

Dablu Kumar and Rakesh Ranjan

Abstract The design of five different core structures (Str.1–Str.5) has been pro-
posed by varying the core radius from 3 to 5 μm, with the optimally corresponding
variations in relative refractive index difference of core–clad, under the single-mode
propagation condition, in order to optimize the crosstalk level in seven-core trench-
assisted multicore fiber. The crosstalk performance has been analyzed with respect
to variations in fiber operational parameters, like fiber-bending radius, operating
wavelength, and fiber length. The motivation of this work is to design the appro-
priate core structure model for multicore fiber, under low crosstalk, low dispersion,
and acceptable mode effective area, which follows the standard rule to be used in
telecom services.

Keywords Multicore fiber · Refractive index profile · Trench-assisted core ·
Crosstalk

1 Introduction

The space division multiplexing (SDM)-based multicore fiber (MCF) is an applica-
ble and encouraging technology to overcome the limitations of transmission capacity
(100 Tbit/s) [1] for a conventional single-mode single-core fiber (SM-SCF), where
the increase in the core diameter may allow to pass more number of modes, which
simultaneously causes the interference of modes with each other. Researchers, all
over the world, are trying to enhance the information-carrying capacity by using the
concept of multicore fiber, which not only improves the capacity/bandwidth, but also
reduces the mode interference significantly [2–4]. In order to achieve the enhanced
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capacity, the specific design of MCFmust be taken into consideration before the fab-
rication, because the presence of more than one core in single-clad region may cause
the phenomena of crosstalk (XT) between the cores [5–9]. For the weakly coupled
MCF design, the inter-core crosstalk (ICXT) is one of the substantial issues for trans-
mission of signal. Nevertheless, ICXT can be restrained within a certain limit (i.e.,
less than −30 dB/100 Km) [5]. In the last few years, the XT reduction in MCF has
been one of themain concerns for long-distance high-capacity optical fiber communi-
cation. There are some methodologies for XT reduction such as trench-assisted tech-
nique, heterogeneous core method, and propagation direction interleaving approach
[5]. The reported work [9, 10] for XT reduction amount in homogeneous MCF has
been done through approximate method, and an analytical expression is derived for
TA-MCF structure with respect to the normal step-index core. The results provided
in [10] have been re-simulated and validated using the approximatemethod as well as
the semi-analytical method, which is consisting of finite element method (FEM) sim-
ulation and analytical computations. In this paper, crosstalk behavior for seven-core
homogeneous trench-assisted (TA)MCFhas been analyzed using the semi-analytical
method, consisting of finite element method (FEM) simulation and analytical com-
putations. The coupled mode theory and coupled power theory (CMT/CPT) [6, 7]
have been used to evaluate the average XT in MCFs, and also included the bend-
ing effects [8]. In the current paper, the work of paper [10] has been extended and
compared to examine the behavior of crosstalk in terms of various fiber operational
parameters, such as wavelength, transmission distance, and bending radius by using
the semi-analytical approach for the five newly proposed core structures.

2 Multicore Fiber Design and Crosstalk Analysis

Aseven-core uncoupled homogeneous step-indexMCFand its corresponding trench-
assisted (TA) structure have been shown in Fig. 1, with six cores in the outer ring
of the radius of 40 μm and one core at the center. The five different MCF structure
designs along with its corresponding TA structures have been proposed for single-
mode propagation by varying the core radius from 3 to 5μm, with the corresponding

Fig. 1 a Seven-core uncoupled homogeneousMCFwith core pitch ‘�’ of 40μm, b its correspond-
ing TA-MCF structure, and c refractive index profile of step-index core (left) and TA step-index
core (right) [13]
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Table 1 Design parameters of homogeneous multicore fiber

Parameters Str.0 [11] Str.1 Str.2 Str.3 Str.4 Str.5 Units

Core radius—x1 4.5 5.0 4.5 4.0 3.5 3.0 μm

Clad diameter
(CD)

125 125 125 125 125 125 μm

Core refractive
index—n1

1.4551 1.4548 1.4559 1.4575 1.4598 1.4632 –

Clad refractive
index—no

1.45 1.45 1.45 1.45 1.45 1.45 –

Relative
refractive index
of
core–clad—�1
(%)

0.35 0.33 0.40 0.51 0.67 0.90 %

Effective
refractive
index—neff

1.452454 1.452541 1.453126 1.453921 1.455188 1.456957 –

Effective mode
area—Aeff

– 93.6 75.8 59.7 45.6 34 μm2

variations in �1 as given in Table 1. These �1 values have been chosen optimally
corresponding to each of core radius values after simulating these core structures
several times under the constraints of single-mode propagation through the fiber
cores, whereas the authors in [10] have considered the generalized value of �1

(=0.35%), instead of its optimal value. The main motivation for the current work
is to search for the optimum core structure for the ultra-low crosstalk behaviors
with single-mode operation. The TA approach [5, 11, 12] is one of the important
methods to reduce the coupling and hence, the ICXT between two adjacent cores to
a significantly low level by incorporating trench around the cores in MCF structures.
Trench is a boundary structure having refractive index profile lower than that of the
core and cladding. The refractive index profiles for a step-index core and TA step-
index cores MCF have been shown in Fig. 1c [13], where x1 is core radius, x2 and x3
are, respectively, the distance from the center of core to the inner, and outer border
of the trench with x2 = 2x1. Wt is the width of trench, which is assumed as 5 μm
for all five proposed core structures, while it is 4.5 μm for Str.0 [11]. The refractive
index of core region is considered as n1 for both normal and TA step-index cores,
n2 is the refractive index of the trench, and n0 = 1.45, for the cladding region. The
relative refractive index difference of core–clad is �1, and of clad–trench is �2, and
mode effective area [14] is Aeff. The distance between any two neighboring cores
(i.e., core pitch, ‘

V

’) should be such that each core in MCF behaves as a separate
spatial channel. The length of fiber (L), core pitch (

V

), and operating wavelength (λ)
are considered as 100 km, 40 μm, and 1550 nm, respectively. The detailed design
specifications and mode effective parameters are provided below in Table 1.

Due to the presence of multiple numbers of closely packaged cores in the same
cladding region, the crosstalk between the neighboring cores is a crucial factor. The



562 D. Kumar and R. Ranjan

Fig. 2 Power coupling from
input core to the neighboring
core [11]

Input
Power

Cladding

Core p

Core q

P

P'
Crosstalk

XT between the adjacent cores can be quantified in terms of optical signal power, as
some amount of optical power propagating through the one of the core is coupled
with its neighboring cores during its transmission, as shown in Fig. 2. The ICXT

between two adjacent cores can be stated as, XT (dB) = 10 log10
(

P ′
P

)
, where the P

and P ′ are the output optical power from the input core p and the neighboring core
q, respectively [11].

For the analysis of crosstalk behavior, the semi-analytical method has been
adopted. In this methodology, first the value of mode propagation constant (β) in
a particular core has been obtained using the FEM-based simulation analysis, and
then, this ‘β’ value is used in the implementation of CMT/CPT method for XT
estimations.

Therefore, the final expression for average crosstalk (XTμ) between two adjacent
cores in MCF can be written as [6, 11],

XTμ
∼= h pq L ∼= 2k2pq Rb

β�
L (1)

where Rb is bending radius, L is fiber length, kpq is mode coupling coefficient [15]
between the two adjacent step-index core, and β = k × neff = mode propagation
constant, k is wave number= 2π/λ,λ is the lightwavelength in vacuum. Equation (1)
describes the direct dependency of average crosstalk on mode coupling coefficient,
fiber-bending radius, fiber length, and core pitch along with its indirect dependency
on wavelength and effective refractive index. In the trench-assisted MCFs, the mode
coupling coefficient (k

′
pq ) for two adjacent cores can be expressed as [9, 10],

k
′
pq =

√
Γ

√
�1

x1

U 2
1

V 3
1 K

2
1 (W1)

√
πx1
W1Λ

exp

(
−W1Λ + 2(W2 − W1)Wt

x1

)
(2)

where W1 = x1
(
β2 − k2n20

)1/2
and U1 = x1

(
k2n21 − β2

)1/2
, V1 = normalized fre-

quency = 2πx1n1(2|�1|)1/2/λ, and K1(W1) is the first order with second kind
modified Bessel function. V2 = 2πx1n0(2|�2|)1/2/λ, W2 = (

V 2
2 + W 2

1

)1/2
, and

Γ = W1/
[
W1 + (W2 − W1)

Wt
�

]
, respectively. In presence of more than one sur-

rounding cores, the average crosstalk has been estimated numerically as the total
sum of ICXT on a specific core by its all-neighboring cores [11, 16].
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3 Result and Discussion

3.1 Crosstalk Versus Bending Radius

The influence of fiber bending on crosstalk behavior has been studied and demon-
strated in Figs. 3 and 4 for the trench depths of −0.70% and −1.40%, respectively,
for all the proposed core structures. The XT deteriorates slowly with increase in
bending radius of the fiber. The improvements in XT level have been observed with
deeper trench depth value of −1.40%. From the fiber-bending point of view, all
the core structures have substantially improved XT performance as compared to the
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core structure-based ‘Str.0 [11].’ The figures are clearly demonstrating that for the
fiber-bending radius of 140 mm, Str.3 to Str.5 have ultra-low XT levels, less than −
70 dB, which is mainly because of strongmode confinement and hence, less coupling
between the adjacent cores as high �1 value and low core radius have been chosen
for these structures.

3.2 Crosstalk Versus Wavelength

The wavelength-dependent XT analysis is very important from the propagation point
of view, especially in wavelength division multiplexing-based optical systems and
networks [17]. For the wavelength-dependent XT analysis, a wide range of oper-
ational wavelength from 1530 to 1620 nm has been considered, as the attenuation
loss over this range of wavelength is ≤0.2 dB/km. The XT performance for all the
respective core structures with different wavelengths has been depicted in Figs. 5
and 6, respectively, for the trench depth values of −0.70 and −1.40%. Again, for
a wide range of wavelengths, the suppression of the crosstalk level can be recog-
nized in Fig. 6 for deeper trench depth. During the simulation analysis, it has been
realized that with the increase in wavelengths, the real part of neff values decreases
slightly that was also dependent on �1 values. This decrement in neff values results
in deterioration of crosstalk performance, as depicted in Figs. 5 and 6. Once again,
the improved XT performance has been observed for all the five core structures with
respect to the core structure ‘Str.0 [11].’
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Variation in wavelength in μm
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3.3 Crosstalk Versus Transmission Distance

For long-distance high-capacity communication, the optical fiber cables are more
preferable than the metallic wire cables. As demonstrated in Eq. (1), the crosstalk in
MCF is directly dependent on fiber length. The crosstalk performance with respect
to transmission distance up to 10,000 km [6, 11] for all the five proposed core
structures with fundamental (LP01) mode propagation has been demonstrated in
Figs. 7 and 8, respectively, for the trench depths (�2) of−0.70 and−1.40%.Here, the
operating wavelength, core pitch, and fiber-bending radius are assumed as 1550 nm,
40 μm, and 140 mm, respectively. The FEM-based semi-analytical results show that
the core-to-core crosstalk level declines up to 10 dB/decade for all the respective
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five different core structures. All the proposed core structures have better crosstalk
performance than the core structure ‘Str.0 [11]’ over the same transmission lengths.
For the transmission length of 100 km, the ultra-low crosstalk performance≤−70 dB
can be achieved with the Str.3 to Str.5.

The mean ICXT power level with multiple interfering adjacent cores with equal
core pitch is 10 log10 Ni dB higher than the one interfering core, where Ni is the
number of interfering cores. In seven-core MCF structure having hexagonal closed
packing (HCP) arrangement, the center and outer cores are interfered by 6 and 3
adjacent cores, respectively, which results in corresponding increase in the mean XT
value nearly by 7.8 and 4.8 dB in comparison with the case of only one interfering
core.

4 Conclusion

In order to achieve the ultra-low crosstalk performance of MCF, the designs of five
different core structures have been proposed by varying the core diameter from 6 to
10μmwith optimally corresponding variations in relative refractive index difference
of core–clad (�1) values, for the single-mode propagation condition with a cutoff
wavelength of nearly 1515 nm. The crosstalk estimations have been done by using
the semi-analytical method for the seven-core homogeneous trench-assisted multi-
core fiber. The crosstalk performance has been examined with some fiber operational
parameters, such as fiber-bending radius, operating wavelength, and fiber length. The
ultra-low crosstalk levels can be achieved by optimally choosing the higher values
of �1 and �2 with significantly smaller core radius value. For all the proposed core
structures, the simulation results have demonstrated the significantly lower disper-
sion characteristics, nearly as −5 ps/nm-km at 1550 nm. But, simultaneously it has
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been recorded that Str.4 and Str.5 have low mode effective area, which is not using
in telecom services, and therefore these structures can be used for short-reach appli-
cations like optical interconnects and MCF sensors. The Str.2 and Str.3 are quite
acceptable for long-distance telecom communications, because of low core-to-core
crosstalk (less than −30 dB/100 km) and effective mode area (nearly 60–80 μm2),
which follows the standard rules for telecom services.
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A Cavity-Backed Dual-Band SIW
Antenna with Enhanced Gain
and Harmonic Suppression

Ramesh Kumar, Chenchani Vasanthi, D. S. Chandu and Pachipala Sreekar

Abstract In this paper, a cavity-backed substrate integrated waveguide (SIW)
antenna is proposed for dual-band applications. The antenna is excited using co-
axial feed, and a cavity is designed at a fixed position from the open-circuit end to
suppress the TE20 harmonic mode. The proposed antenna resonates in the TE10 mode
due to SIW, and the TE12 mode is excited due to the cavity structure. Therefore, two
distinct resonances are observed within the X-band at 8.7 GHz (f l, due to the SIW
mode) and 12.1 GHz (f h, due to the cavity mode) with an impedance bandwidth
(S11 ≤ −10 dB) of 3.91% and 3.4%, respectively. The antenna occupies a compact
area of 0.28 λg × 0.19 λg and offers 4 dBi and 6.75 dBi gain at lower and upper
frequency bands, respectively. A prototype of the antenna is manufactured, and the
experimental results agree well with the simulations.

Keywords Cavity-backed · Dual-band · Harmonics · Substrate integrated
waveguide (SIW)

1 Introduction

In the recent days, the demand for low cost, low profile, high gain planar multi-band
antennas has increased with the latest inventions inmodern day-to-day wireless com-
munication systems. Especially, dual-band antennas were extensively investigated
for wireless local area network (WLAN) and satellite applications using microstrip
technology [1, 2]. However, due to their inherent limitations in power handling capa-
bility and efficiency, it is not suggestible to use microstrip technology at frequencies
beyond X-band for practical applications. On the other hand, substrate integrated
waveguide (SIW) was proposed as a promising technology which has high quality
factor and power handling capability for high-frequency applications [3, 4].

A dual-frequency SIW cavity antenna with a circular ring slot was proposed in
[5] for X-band satellite applications. There is almost 5 dB difference in gain between
the TE10 and TE12 operating modes of the antenna. In [6], a cavity-backed SIW
antenna was designed with a triangular ring slot to achieve dual-band operation, but
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the frequency ratio (FR) was greater than 1.5. Two sharp resonances were obtained
from a half-mode SIW antenna in [7], which occupies a large area of 0.32 λ2

g at
the lowest operating frequency. Several cavity-backed slotted SIW antennas were
proposed in [8–12]. At higher operating frequencies, slotted designs can lead to zero
electric field inside the structure and cause a non-uniform current distribution in all
directions around the slot. This may lead to the cancelation of current and results in
decrease in the gain of the antenna. This work presents a simple cavity-backed SIW
antenna which overcomes the above limitations of existing dual-band SIW antennas.
The proposed dual-band antenna does not have any slots, and it is compact with
stable gains in the operating bands. The low FR (1.37) makes the antenna extremely
useful for satellite applications. The design, operating principle and experimental
results of the proposed antenna are presented in the following sections.

2 Antenna Design and Working Principle

Initially, a probe-fed conventional SIW antenna without cavity is designed on FR4
substrate (εr = 4.4, height = 1.6 mm, and δ = 0.02) as shown in Fig. 1a. The
dimensions of effective width W eff, length L, pitch p and diameter of the vias d are
obtained from the literature for a frequency of 8 GHz [4]. The reflection coefficient
plot of the antenna is plotted in Fig. 2, and it is observed that some of the modes in
SIW coincide with the modes of conventional waveguide. A fundamental mode TE10

is observed at 8 GHz, whereas a strong TE20 mode at 15.96GHz is also generated due
to the printed microstrip behavior of the SIW. This mode is called as the harmonic
mode, and it has to be suppressed. In conventional SIW, it is observed that standardFR

Fig. 1 Geometry of the SIW antennas. a conventional SIW antenna with co-axial feed, b proposed
cavity-backed SIW antenna and c side view
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Fig. 2 Comparison of
reflection coefficient for
conventional and proposed
SIW antennas

is 2. In order to reduce FR and to achieve dual-band operation, a cavity usingmetallic
vias is introduced as shown in Fig. 1b. It is important to note that the dimensions of
the antenna in Fig. 1a are not varied except that a cavity is introduced using metallic
vias at exactly at a distance of half wavelength from the feed at the highest frequency
of operation. Figure 1c shows the side view of the cavity-backed SIW antenna.

From Fig. 2, it can be observed that the proposed antenna resonates at 8.7 GHz
(f 1) and 12.1 GHz (f 2). In order to have better understanding of the resonances and
working principle, the electric field distribution is plotted in Fig. 3, and it can be
confirmed that f 1 and f 2 correspond to TE10 and TE12 modes, thereby signifying the

Fig. 3 Simulated electric field distributions at a 8.7 GHz and b 12.1 GHz
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suppression of the TE20 harmonic mode. The lower operating frequency f 1 is due to
the SIW mode that creates a path for the current from the patch to ground through
smaller diameter vias instead of canceling the currents which results in increase in
gain. The higher frequency f 2 is due to cavity which is exactly half wavelength at
f 2, and it stores the energy which results in high quality factor and power handling
capacity which in turn leads to high gain of 6.75 dBi. At 15.96 GHz TE20, the
cavity acts as a mismatched line and provides reflections. The suppressed harmonic
can be clearly seen in Fig. 2. To investigate the effects of various parameters on the
resonant frequencies, a parametric study is executed using a full-wave simulator. The
variations of resonant frequencies with the cavity length (L1) and number of metallic
vias in cavity (n) are shown in Fig. 4. The resonant frequencies decreasewith increase
in parameter L1. Hence, the lower resonant frequency and higher resonant frequency
can be tuned from 8.46 to 8.78 GHz and 12.1–12.59 GHz, respectively, by changing
L1 in the range of 11.6125 to 13.6125 mm. Also, from Fig. 4b, it is observed that the

Fig. 4 Variation of
reflection coefficients a with
L1 and b with n
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resonating frequencies increase with increase in n. Therefore, f 1 and f 2 can be tuned
from 8.03 to 9 GHz and 12.1–12.37 GHz, respectively, by changing the parameter n
in the range of 2–4.

3 Results and Discussion

The manufactured antenna is shown in Fig. 5, and it is measured for reflection coef-
ficient using Rohde and Schwarz vector network analyzer. The reflection coefficient
of the proposed design is −17.89 dB and −29.8 dB at the lowest resonant frequency
8.72 GHz and the highest resonant frequency 12.1 GHz, respectively, which can
be seen in Fig. 6. Minor discrepancies in the measured results may be attributed
to the fabrication tolerances. Far-field measurements are carried out in an anechoic

Fig. 5 Photograph of the
manufactured antenna

Fig. 6 Simulated and
measured plot of the
reflection coefficient
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Fig. 7 Radiation patterns of the antenna at a 8.7 GHz and b 12.1 GHz

Table 1 Performance comparison of the proposed antenna with the existing dual-band SIW
antennas

Ref. IBW
(%)

Freq
Ratio

Antenna Size(
λg × λg

) Gain
(dBi)

[6] 1.4,5.9 1.26 0.26x0.28 4.86,6.15

[9] 2.2,2.4 1.7 0.73x0.15 5.9,5.1

[11] 0.24,0.18 1.78 0.33x0.33 2.84,5.62

Proposed 3.9,3.4 1.37 0.28x0.19 4,6.75

chamber using a pre-calibrated wideband horn test antenna. The radiation patterns
in the principle planes shown in Fig. 7 are plotted at two operating frequencies. The
radiation gains at f 1 and f 2 are 4.0 and 6.75 dBi, respectively. Table 1 summarizes
the performance of the proposed antenna with the state-of-the-art dual-band SIW
antennas. The dual-band antenna presented in this work is better in terms of size,
radiation gain and with a very small FR.

4 Conclusion

A dual-band substrate integrated waveguide antenna with a cavity-backed architec-
ture was proposed. The TE20 mode was suppressed up to 20 dB using cylindrical
metallic vias placed at λ0/2 from the feed at the highest operating frequency. In addi-
tion, the gain of the antenna at the frequency due to the cavity mode was enhanced by
68.75% compared to the conventional SIW antenna. The narrow impedance band-
width, high gain and compact size make the proposed antenna a suitable candidate
for dual-band satellite applications.
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Multiband Antenna for Wireless
Applications

Sachin S. Khade, Samiksha Fulzele, Akanksha Sancheti, Samiksha Gawali
and Divyani Rane

Abstract A small multiband antenna with step geometry is proposed. The proposed
fork like antenna structure with partial ground plane is designed on FR4 substrate
having dimensions 20 × 30 mm2. The proposed antenna is designed such that it
operates at three different bands. The multiband operations are obtained by adding
split ring resonator on the back side of patch which is useful for Mobile and Wi-
Fi/Wi-Max applications. The proposed antenna achieves impedance bandwidth from
1.89 to 1.91 GHz, from 3.16 to 3.91 GHz, from 3.914 to 4.28 GHz and from 5.693 to
6.323 GHz. The antenna achieved a maximum gain of 3.09 dB with efficiency more
than 90%.

Keywords Multiband · Patch · Gain · Efficiency ·Wi-Fi ·Wi-Max

1 Introduction

Nowadays, microstrip patch antennas are used for various communication systems
due to their light weight, compact in size, low cost, low profile and planar config-
uration. Currently, these antennas are desirable to meet some properties like multi-
frequency/multiband operations [1, 2]. With the rapid development in technology of
wireless communication, frequency resources are facing a serious problem of short-
age. Various techniques have been investigated to achieve multiband operations for
compact antennas using planar technology. These techniques include different patch
dimensions, tapering, partial ground, split ring resonator (SRR), etc [3–6]. Rectan-
gular patch source by microstrip feed line is to be placed at the top of the substrate
material and partial ground plane at the bottom of substrate material. The height of
ground plane affects the return loss with increase or decrease in length which also
affects the reflection coefficient, hence partial ground technique is used [2].
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The operating frequency of an antenna is adjusted by varying the length of the
patch; smaller dimension of the patch resulted in higher resonating frequency and
vice versa. Patch antenna is usually known for antennas with smaller bandwidth,
but with these of different techniques like partial ground and addition of split ring
resonator (SRR) have been developed and studied, resulting in multiple frequency
bands of antenna [2, 3, 9]. One of the most important elements is the SRR which is
proposed to design small antennas for RF and wireless communication systems. The
individual split ring resonator is added consisting of two rings with reduced diameter
[3].

The basic structure of microstrip antenna consists of a dielectric substrate sand-
wiched between metal patch on one side and ground plane on the other side. Due
to its small size, low profile configuration, low fabrication cost and capability to
integrate with microwave circuits, the microstrip patch antenna is very well suited
for wireless communication system applications like- cellular phones, radar system
and satellite communication system, etc. [2, 6, 7].

The range of ultra wideband is 3.1 to 10.6 GHz, used for Wi-Fi and Wi-Max
applications. For achieving multiple frequency ranges, usually multiple antennas are
used but instead we altered the geometry of our single antenna by creating a small
slot in the ground. The main goal of the research is to design an antenna which can
operate at multibands and provide large bandwidth to wireless users [4, 5].

The design of multiband antenna with slots has been studied experimentally by
many researchers. The proposed antenna is designed and simulated to operate in
multiple frequency bands using three patches with different dimensions and a feed
line.

2 Antenna Design

The proposed antenna consists of step geometry with three layers which includes
ground plane at bottom, substrate in the mid followed by copper patch at the top. The
substrate we have used is FR-4 lossy having a dielectric constant of 4.3 and height
of 1.6 mm. Upper layer consists of a step-shaped patch with a tapered feedline with
a minimum frequency of 3.5 GHz.

2.1 Design A

Initially, the design of antenna consists of three rectangular patches and a feed line
having a fork like structure using FR4 lossy material as substrate. The overall size of
antenna is 50mm× 39mm× 1.6mm. The radiating element of antenna is composed
of the patches with dimensions as (g × W1), (L2 × W2), (L3 × W3), and a 50 �

feedline of dimenssions (Lf ×W f) is used (Fig. 1). The proposed dimenssions of of
antenna is given in Table 1.
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Fig. 1 Basic design representing fork like structure

Table 1 Dimensions of the proposed antenna (in mm)

Parameter Dimension
(mm)

Parameter Dimension
(mm)

Parameter Dimension
(mm)

Parameter Dimension
(mm)

L 39 W 50 L2 6 W2 13

g 10 W1 20 L3 4 W3 8

h 1.6 Lg 14 Lf 16 Wf 3

The obtained frequency bands for initial design are from 1.85 GHz to 3.089 GHz
and from 5.329 GHz to 7.029 GHz, with resonating frequency of 2.093 GHz and
5.9618 GHz, respectively, having reflection coefficient (S11)−19.70 � for first band
and−25.60 � for second band (Fig. 2). For the resonating frequency of 2.093 GHz,
the obtained value of VSWR is 1.2314 and for resonating frequency of 5.9618 GHz,

Fig. 2 Simulated s-parameter for design A
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Fig. 3 Simulated VSWR for design A

the obtained value of voltage standing wave ratio (VSWR) is 1.1107 (Fig. 3). The
impedance is acquired by using partial ground technique having the value of 45.028�

for resonating frequency 2.093GHz and impedance 45.91� for resonating frequency
5.9618 GHz. The maximum gain of proposed antenna is 3.74 dB at frequency of
5.96 GHz (Figs. 4 and 5).

2.2 Design B

In design B, modifications are done with respect to size reduction. The 50 �

microstrip line of width 3 mm is then tapered from 3 to 1.8 mm to feed patch
antenna with SMA connector. The tapered section of microstrip feed line is used to
match the characteristics impedance over the frequency band (Fig. 6).

The optimized shape parameter of the proposed antenna is given in Table 2.
The antenna is optimized by almost 63% as compared to previous geometry. The
simulated results are displayed in Figs. 7 to 11, which includes all the results like-
S-parameters, VSWR, Impedanceand Gain respectively.

With the change in dimensions, the results of antenna also deviate. The obtained
frequency bands for designB are from3.22 to 4.32GHz,with resonating frequency of
3.6866 GHz having reflection coefficient (S11)−20.86� (Fig. 7). For the resonating
frequency 3.6866 GHz, the value of VSWR is 1.1989 (Fig. 8). The impedance is
acquired by partial ground technique, and the impedance of antenna at resonance is
49.39 � (Fig. 9). The gain of antenna in design B at resonance is 2.39 dB (Figs. 10
and 11).
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Fig. 4 2D far field plot for design A

Fig. 5 3D far field plot for design A

2.3 Design C

In design C, split ring resonator is added. It consists of a pair of concentric metallic
rings, and modifications are done in ring resonator to get the desired frequency band
for various applications by adjusting the radius of inner and outer cylinders, hence
achieving the desired impedance (~50 �). The inner and outer rings are spaced from
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Fig. 6 Design of antenna with tapered feedline

Table 2 Dimensions of the proposed antenna for design B

Parameter Dimension
(mm)

Parameter Dimension
(mm)

Parameter
(mm)

Dimension
(mm)

Parameter Dimension
(mm)

L 30 W 20 L2 5 W2 12

g 8 W1 15 L3 3 W3 8

Lf 12 Wf 3 Lf 1 3 Lf 2 9

h 1.6 Lg 10 Lg1 3 Lg2 5

Fig. 7 Simulated s-parameter for tapered design B
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Fig. 8 VSWR for design B

Fig. 9 Impedance of design B

each other by a distance of 2.5 mm. Modification in the size of patch (g = 9 mm)
leads to better results for the frequency bands. The capacitance value changed with
the increase in spacing between rings.

The obtained frequency bands are from 1.8944 GHz to 1.9128 GHz, from
3.1646 GHz to 3.9142 GHz, from 3.9142 GHz to 4.2847 GHz and from 5.6936 GHz
to 6.3231 GHz, with resonating frequency of 1.90 GHz, 3.58 GHz, 4.01 GHz
and 5.82 GHz, respectively (Fig. 13). The respective reflection coefficients are −
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Fig. 10 2D far field plot for design B

Fig. 11 3D far field plot for design B

11.366 dB, −20.088 dB, −15.123 dB and −19.746 dB, and the voltage standing
wave ratios (VSWR) are 1.7444, 1.2197, 1.4253 and 1.2296, respectively (Fig. 14).

The simulated result of 2D and 3D radiation pattern for design C is presented
in Figs. 17 and 18. The value of antenna gain is 2.36 dB for f = 3.5839 GHz and
3.09 dB for f = 5.8214 GHz. The power pattern of the antenna is shown in Fig. 17.
The constant power is applied to the monopole antenna during the simulation. The
antenna starts accepting the power from 2 GHz on words, out of which some of the
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Fig. 12 Optimized design of antenna with split ring resonator

Table 3 Dimensions of the SRR

Parameter Dimension
(mm)

Parameter Dimension
(mm)

Parameter Dimension
(mm)

W1 15 g 9 r1 3

r2 4 r3 6.5 r4 7.5

Fig. 13 Simulated s-parameter for design C
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Fig. 14 VSWR for design C

Fig. 15 Impedance of design C

power is radiated and remaining power is lost. The radiation of antenna is affected
by losses across the FR4material. The power accepted by an antenna is continuously
varying with respect to frequency.

3 Fabricated Antenna and Results

The prototype is fabricated using milling machine as per the design specifications
(Fig. 19). The measured reflection coefficient and VSWR are found very close to the
simulated one (Figs. 20 and 21). These results confirm the usability of the antenna
in wireless applications.
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Fig. 16 Power pattern of antenna

    (a) for f=3.5839 GHz (b) for f=5.2814 GHz

Fig. 17 2D radiation pattern of design C

(a) for f=3.5839 GHz (b) for f=5.8214 GHz

Fig. 18 3D radiation pattern of design C
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Fig. 19 Fabricated structure of antenna

Fig. 20 Measured reflection coefficient

4 Conclusion

Thus, the design of patch antenna with multiple frequencies is proposed which can
be used for wireless applications. Accordingly, we have evolved the geometry of
the antenna for better results, and hence, we achieved the required output at lower
frequencies. The final result provides a maximum gain of 3.09 dB with efficiency
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Fig. 21 Measured VSWR

more than 90%. The antenna operates over four bands with frequency ranges of
1.89–1.91 GHz, 3.16–3.91 GHz, 3.914–4.284 GHz and 5.693–6.323 GHz which can
be used for Mobile communication, Wi-Fi and Wi-Max applications.
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Broadband Circularly Polarized
CPW-Fed Inverted-L Grounded Strips
and SRR Loaded Square Slot Antenna
for Wi-Fi/WiMAX/5G Applications

Rashmi, Ashok Kumar, Jitendra Kumar Deegwal
and Hari Shankar Mewara

Abstract A coplanar waveguide-fed inverted-L grounded strips and a square
split-ring resonator (SRR) loaded circularly polarized square slot antenna is pre-
sented. The broadband circular polarization is achieved mainly by incorporating
asymmetrical square SRR parasitically and a pair of inverted-L grounded strips on
square slot antenna due to excitation of equal field components and 90° phase differ-
ence between them. The embedded strips and a square SRR on square slot antenna
is also supported to enhance the impedance bandwidth. The antenna exhibits a wide
3-dB axial ratio bandwidth (ARBW) of 42.62% (1.3 GHz, 2.40–3.70 GHz) and
impedance bandwidth (|S11| ≤ –10 dB) of 127.08% (7.46 GHz, 2.14–9.60 GHz),
yielding this antenna can be used for Wi-Fi, WiMAX, and 5G applications.

Keywords Circular polarization · Inverted-L grounded strips · Slot antenna

1 Introduction

Circularly polarized (CP) antennas have been received wide consideration in many
wireless communication systemapplications because of their capacity to lessenpolar-
ization mismatch and suppress multipath interference.Wireless systems can be oper-
ated at multiple frequency bands and required wideband and multiband antennas
which can work on them [1, 2]. Some studies are found to propose antennas using
multiple radiating elements with properties of broadband CP radiation [3–7]. These
structures can be redistributed the current on the slot/strips in such a manner that
two equal orthogonal field components and a 90° phase difference (PD) is generated
to excite circular polarization. In [3], an asymmetrical rectangular slotted patch with
T-shaped metallic stub and two inverted-L grounded strips are used to generate the
broadband CP. In [4], a square slot antenna with a pair of inverted-L grounded strips
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is used to enhance the axial ratio (AR) bandwidth. In [5], an L-shaped and inverted
C-shaped monopoles loaded square slot antenna with G-shaped feed line is reported
to produce circular polarization. In [6], a tapered L-shaped microstrip line and a
square slot ground plane with stubs and slot loaded antenna are presented to achieve
circular polarization. In [7], a parasitic inverted-L strip and engraved slots loaded
orthogonal feed lines with L-shaped square slot antenna are reported for wideband
circular polarization.

In this paper, a CPW-fed broadband CP square slot antenna (SSA) with a pair
of inverted-L grounded strips and a square SRR (SSRR) is presented. A broadband
3-dB ARBW and impedance bandwidth are achieved by utilizing an asymmetrically
SSRR and a pair of inverted-L grounded strips on the square slot antenna. In addition,
it is possible to tune the CP band by adjusting the dimensions of the SSRR and strips.
It has been designed to cover 3-dB ARBW of 2.40–3.70 GHz, and for this reason
that it can be used for WLAN 2.4 GHz (2.4–2.7 GHz), WiMAX 2.5/3.5 GHz (2.5–
2.69/3.4–3.69 GHz), and 5G 2.6/3.6 GHz (2.55–2.65/3.55–3.7 GHz) applications.
Antenna design and analysis of the proposed square slot antenna are described in
Sect. 2. The broad finding of the present study is presented in Sect. 3.

2 Antenna Design and Analysis

This section is describing the design process, CP mechanism, antenna configuration,
and analysis of the proposed square slot antenna. Initially, the antenna design starts
from a CPW-fed modified rectangular patch square slot antenna [i.e., Ant. 1]. The
structure of the first stage of the proposed SSA is shown in Fig. 1 [see Ant. 1]
and is formed from an 50 � CPW-fed rectangular SSA etched opposite corners
of rectangular patch to the pair of symmetrical square slots and simulated on CST
MWS simulation software. From the reflection coefficient (|S11|) and axial ratio
(AR) response of Ant. 1, shown in Fig. 2, it is clear that the antenna exhibits dual
resonances at about 3 GHz and 8 GHz but no CP is attained. In the second stage,
a square SRR (SSRR) is considered as a loading element, which is asymmetrically

Fig. 1 Step-by-step evolution of the different slot antenna structures
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Fig. 2 Simulated results of evolution stages slot antenna structures: a |S11| and b AR

placed on backside of Ant. 1, and Ant. 2 is formed to create the CP band around
3 GHz in Ant. 1 but impedance bandwidth (IBW) of upper band is reduced. To
improve the dual-band IBW and 3-dB ARBW of Ant. 2, an asymmetrical pair of
inverted-L grounded strips in opposite corners of Ant. 2 is placed to form Ant. 3
[proposed antenna]. Ant. 3 is provided wide impedance bandwidth and broadband
3-dB ARBW. These slot antennas are designed on FR-4 dielectric substrate with εr
= 4.3, the thickness of 1 mm, and tanδ = 0.025. These are fed by a CPW feed with
width Wf and identical gaps g between them.

The simulated |S11| and AR result of the evolution stages of Fig. 1 is shown in
Fig. 2. The comparison of design steps and their respective impedance bandwidths
(IBWs), fractional bandwidths (FBWs) and 3-dBARBW are summarized in Table 1.
The front and back view geometry with labeled parameters of the proposed SSA is
displayed in Fig. 3. The optimized dimensions of the proposed SSA are as follows:
L = 40 mm, Lx1 = 9 mm, Lx2 = 5 mm, W = 5 mm, W1 = 9 mm, Wf = 2.4 mm,
Wg1 = 18.5 mm, g = 0.3 mm, k1 = 1 mm, k2 = 1 mm, s = 5 mm,W2 = 8 mm,W3

= 1 mm,W4 = 5 mm,W5 = 1.2 mm, d = 0.6 mm, Lx = 8.5 mm, and Ly = 23 mm.
To elucidate theCPmechanism, the surface current vectors at 3GHzCP frequency

is illustrated in Fig. 4 for different time instants 0°, 90°, 180°, and 270°. It can be

Table 1 Comparison of impedance and 3-dB AR bandwidths of the Ants. 1-3

Antenna stages Antenna type IBWs (GHz, f c, %) 3-dB ARBW (GHz,
f cp, %)

Ant. 1 Square slot antenna 2.29–4.31, 3.3, 61.21
6.49–9.77, 8.13, 40.34

–

Ant. 2 Square slot antenna
with SSRR

2.40–4.34, 3.37, 56.57
7.02–9.74, 8.38, 32.46

2.73–3.15, 2.94, 14.29

Ant. 3 (This work) Square slot antenna,
SSRR and pair of
inverted-L grounded
strips

2.14–9.60, 5.87,
127.08

2.40–3.70, 3.05, 42.62
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Fig. 3 Geometry of the proposed CPW-fed strips and SSRR loaded square slot antenna

Fig. 4 Surface current vectors of the proposedCPW-fed strips and SSRR loaded square slot antenna
at 3 GHz CP frequency
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perceived that the surface current predominately altered on the modified rectangular
patch, inverted-L grounded strips, and SSRR having almost equal amplitudes and
90° PD leading to produce CP in a broadband range. In addition, it can be observed
from Fig. 4 that at different time instants from 0° to 270°, the resultant current
vector rotates in the anticlockwise direction which infer the sense of polarization as
right-handed circular polarization (RHCP) in +z direction.

The normalized radiation patterns at 3 GHz CP frequency in xz-plane (φ = 0°)
and yz-plane (φ = 90°) are shown in Fig. 5a, b, respectively. It can be seen that the
antenna radiates RHCP wave in +z direction, whereas left-handed circular polar-
ization (LHCP) wave is in the −z direction in both planes. In addition, the cross-
polarization level >30 dB at θ = 0° is observed in both planeswhich exhibits excellent
circular polarization radiation.

Table 2 summarizes the performance comparison of the proposed CPW-fed strips
and SSRR loaded square slot antenna with recently published CP slot antennas. The
antennas reported in [3–7] are limited to impedance bandwidth and 3-dB ARBW
except [3, 6] but the proposed antenna is having widest impedance bandwidth,
broadband 3-dB ARBW, simple structure, excellent circular polarization purity, and
broadside RHCP radiation.

Fig. 5 Radiation patterns of the proposed SSA at 3 GHz a yz-plane and b xz-plane

Table 2 Comparison of proposed antenna with recently published CP slot antennas

Refs. Antenna size IBW (GHz, f c, %) 3-dB ARBW (GHz,
f cp, %)

Polarization

[3] 40 × 40 5.02–10.84,7.93,73.39 5.07–9.22, 7.14, 58.08 LHCP

[4] 60 × 60 1.60–3.05, 2.33, 62.5 2.30–3.03, 2.66, 27.4 RHCP

[5] 30 × 30 3.32–6.95, 5.135, 70.1 4.5–6.55,5.525, 37.1 RHCP

[6] 40 × 40 5.15–14.05, 9.6, 92.7 5.65–9.85, 7.75, 54.19 RHCP

[7] 25 × 25 3.15–7.75, 5.45, 84.4 5.12–7.15, 6.14, 33.08 RHCP

Prop. work 40 × 40 2.14–9.60, 5.87, 127.08 2.40–3.70, 3.05, 42.62 RHCP
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3 Conclusion

In this paper, a CPW-fed strips and SSRR loaded square slot antenna for broadband
circular polarization is proposed. By placing a pair of inverted-L grounded strips and
SSRR on the SSA, the broadband 3-dB ARBW and widest impedance bandwidth
is achieved. The reflection coefficient bandwidth (|S11|≤ –10 dB) is 127.08% (2.14–
9.60 GHz) and 3-dB ARBW is 42.62% (2.40–3.70 GHz). Owing to the broadband
ARBW,wide bandwidth, very simple structure, greater than 30 dB cross-polarization
with RHCP radiation patterns, it is suitable mainly for Wi-Fi, WiMAX, and 5G
applications.
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Realization of Inter-satellite Optical
Wireless Wavelength Division
Multiplexed System with Polarization
Interleaving for LEO, MEO, and GEO
Satellites

Ruchi Sharma, Chetan Selwal and Ashish Kumar Ghunawat

Abstract In the realm of increasing demand for stable and excellent connectiv-
ity around the world, researches are done heavily to boost up the connectivity and
transmission distance. Therefore, in this research work, we have made the realiza-
tion of an inter-satellite optical wireless channel, wavelength division multiplexed
system implemented with polarization interleaving technique in order to realize an
8-channel system capable of transmitting data rate of 20 Gbps per channel for the
transmission distance of LEO, MEO, and GEO satellite orbits. The designed system
is capable of data transmission with mitigated channel non linearities and acceptable
SNR, BER, and Q-factor for the transmission distance of 40,000 km, 10,000 km,
and 5000 km covered under the geostationary equatorial orbit, medium earth orbit,
and low earth orbit, respectively. The system realized here is also considered to work
efficiently under 1 μ radian to 3 μ radian transmitter and receiver pointing error
losses. Optimal results can be observed on the basis of transmitted and received opti-
cal power spectrum, SNR values, total power received, eye-opening diagrams, BER,
and Q-factor.

Keywords IS-OWC ·WDM · Polarization interleaving · BER · SNR · Q-factor ·
LEO ·MEO · GEO satellites

1 Introduction

In the era of increasing demands and requirements for high-speed communication,
optical wireless communication has gained momentum due to its efficiency and
robust qualities. We use different technologies and their combination to realize a
beneficiary communication system as a whole in order to accomplish the results we
desire. Similarly, to realize a high speed, long-haul optical communication system
with minimum transmission error, and larger channel capacity, the idea of realizing

R. Sharma (B) · C. Selwal
Electronics and Communication Engineering, Government Women Engineering College,
Ajmer, India

A. K. Ghunawat
Electronics and Communication Engineering, MNIT, Jaipur, India

© Springer Nature Singapore Pte Ltd. 2020
V. Janyani et al. (eds.), Optical and Wireless Technologies, Lecture Notes
in Electrical Engineering 648, https://doi.org/10.1007/978-981-15-2926-9_65

597

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-2926-9_65&domain=pdf
https://doi.org/10.1007/978-981-15-2926-9_65


598 R. Sharma et al.

an IS-OWC WDM system was arrived. OWC has been presently applied in quan-
tity of applications, due to the reason that it has many advantages over traditional
radio frequency signal. LASER is used to transmit data in space to communicate
between satellites orbiting in same or different orbits. This technology is termed
as inter-satellite optical wireless communication (IS-OWC). Along with the various
properties like high speed, large capacity, this system empowers more active, com-
petent, and constant operation of satellite system in the future. Therefore, by the
use of IS-OWC, an evolutionary space network can be formed. For realizing a high
capacity carrying optical communication system, WDM that is, wavelength division
multiplexing is the most broadly used technology today. The research has been car-
ried out for the realization of an efficient IS-OWCWDM system for LEO,MEO, and
GEO satellites to attain acceptable and sufficient values of Q-factor and bit-error rate
(BER) by the implementation of polarization interleaving technique responsible for
the mitigation of channel nonlinearities and enhancement of the system performance
to a great extent. The systems proposed in this paper for three satellite orbits are real-
ized by optimizing the IS-OWCWDM-PI communication system for various needs
of system parameters adequate enough in order to deliver the required output signal
for various link distances included under LEO, MEO, and GEO satellite orbits. The
proposed system in this paper is designed using the software Optisystem version
15 and the observations are recorded on the basis of the received results after the
successful calculations of the simulations performed.

We have also studied and observed the effects on system performance due to
misalignment losses or pointing errors included in the systemparameters.When there
is a misalignment in the transmitter and receiver of the system, power reduction in
signal takes place at the receiver. The error caused due to this misalignment is called
as pointing error.

The received signal power at the receiver side can be given as:

Pr = PtG tηtηrGrL tL r(λ/4π Z)2 (1)

where, Pt is the transmitter optical power, Gt, Gr is the transmitter and receiver tele-
scope gain, ηt, ηr are the optical efficiency of the transmitter and receiver,Lt andLr are
the transmitting and receiving pointing error losses, λ is the operational wavelength,
and Z is the distance between the transmitter and receiver of the system. It is very
important for line of sight communication that there should be negligible misalign-
ment of the transmitter and receiver in order to achieve a reliable communication
because even a small divergence in the beam of signal can cause severe penalties in
the communication link. The transmitter and receiver pointing error losses are given
in the form as,

L t = exp
(−G tθ

2
t

)
(2)

L r = exp
(−Grθ

2
r

)
(3)
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Here, Lt and Lr are the transmitter and receiver pointing error loss factors, Gt and
Gr are the transmitter and receiver gains, θ t and θ r are the pointing error angles for
transmitter and receiver antennas, respectively [2].

1.1 Polarization Interleaving

When we use the technology of incorporating expanded channel capacity WDM or
DWDM technique in a system, nonlinear effects in the channel arises. As the channel
spacing between the WDM channels are decreased and the data rates are increased,
nonlinear impacts emerge out in a system. Polarization interleaving is a technique
used to combat and reduce these nonlinearities to a great extent and is greatly reliable
to double the transmission capacity.

In this method, channels are separately categorized as even and odd channels and
multiplexed together being two even and odd branches. The states of polarization
(SOPs) of each optical signal in consecutive channels are kept orthogonal to each
other. These SOPs are adjusted with the help of polarization controllers such that
they are orthogonal. The signal at both the branches is combined with the help of
a device called as polarization combiner or polarization interleaver. This device is
used to create a WDM signal having orthogonally polarized channels mutually. At
the receiver end, polarization splitter device is used to regain the message signal
employed before the WDM de-mux.

The remaining part of the paper is structured as follows, Sect. 2 contains the
proposed system’s design and description, Sect. 3 contains the results obtained from
the empirical evaluation of the simulation followed by conclusion.

2 Proposed System Design

The schematic diagram of the proposed system design is shown in Fig. 1, in which
the 8-channel IS-OWCWDM system is implemented with polarization interleaving
scheme. Channels are categorized into separate odd and even branches of 4 channels
each capable of transmitting the data rate of 20Gbps, realizing an overall transmission
of 8 × 20 = 160 Gbps for the distance covering under the GEO, MEO, and LEO
orbits. Both the branches of channels are multiplexed separately with the help of a
4× 1WDMmultiplexer. The signal out of the multiplexers is fed to the polarization
controller at both the sides inwhich the states of polarization of odd and even channels
are kept orthogonal to each other so that they tend to interfere less and creates
negligible nonlinear effects.

The signal from both the polarization controllers are given with the values of their
azimuth angles as 0° and 90° for odd and even branches, respectively, after which,
the signal is passed on to the polarization combiner device which is responsible to
combine both the orthogonal signal channels into a single ready for transmission. The
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Fig. 1 Schematic block diagram of an IS-OWC WDM-PI system

combined signal is passed through an OWC channel which has the antenna aperture
as 15 cm and 20 cm for transmitter and receiver, respectively. Transmitting and
receiving errors are considered in this work, which is kept variable from 1 μ radian
to 3 μ radian for each different value of transmission distance of 40,000, 10,000,
and 5000 km. Optical amplifiers for preamplification and postamplification of the
signal are used significantly in the system with parameters suiting best to the WDM
and long-haul transmission of the optical signal. At the receiving end, polarization
splitter acts as the signal reformer which divides the received signal according to its
states of polarization into even and odd signals and fed to the WDM demultiplexer
followed by the detection of signal with the help of avalanche photo diode (APD).
The signal detected is then passed through a low-pass Bessel filter with a cut-off
frequency of 15 GHz. The signal quality analysis is then done with the help of 3R
generator and BER analyzer.
System parameters

See Table 1.

3 Results and Discussion

On the basis of the experimental simulations performed using Optisystem version
15 software, observations are made with the help of electrical power meter, elec-
trical carrier analyzer, and bit-error rate analyzer. Eye-opening diagrams depicting
BER and Q-factor of the corresponding channel and graphical representations of the
performance analyzation of each IS-OWC WDM-PI system on the basis of SNR,
received signal power, and Q-factor along with the pointing error variations for each
satellite orbit considered are shown below (Fig. 2).
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Table 1 System design and channel parameters for GEO, MEO, and LEO satellites

S. no. System parameters GEO MEO LEO

1 CW Laser input parameter (dBm) 30 30 15

2 Bit rate (Gbps) 20 20 20

3 Modulation NRZ NRZ NRZ

4 Resolution bandwidth (nm) 0.1 0.1 0.1

5 Channel capacity (channels) 8 8 8

6 Channel spacing (GHz) 100 100 100

7 Amplifier gain (dB) 20 20 20

8 Filter cut-off frequency (GHz) 15 15 15

9 Operational frequency (nm) 1550 1550 1550

10 TX and Rx efficiency 1 1 1

11 TX antenna aperture (cm) 15 15 15

12 Rx antenna aperture (cm) 20 20 20

13 TX pointing error (μrad) 1, 2 and 3 1, 2 and 3 1, 2 and 3

14 Rx pointing error 1, 2 and 3 1,2 and 3 1, 2 and 3

15 Transmission distance (km) 40,000 10,000 5000

16 Laser line width (MHz) 0.1 0.1 0.1

17 Dark current (nA) 10 10 10

18 Responsivity (A/W) 1 1 1

Eye diagrams for GEO satellite
See Fig. 3.

Eye diagrams for MEO satellite
See Fig. 4.

Eye diagrams for LEO satellite
See Fig. 5; Table 2.

4 Conclusion

In this research work, we have successfully realized an IS-OWC WDM-PI system
capable of transmitting a total transmission of 8× 20= 160Gbps for the transmission
distance of 40,000 km, 10,000 km, and 5000 km covered under the GEO, MEO,
and LEO satellite orbits, respectively. On the basis of the obtained results, we can
conclude that the system performance ofMEO satellite is better than LEO satellite as
LEO orbital distance is subjected to greater atmospheric turbulences as compared to
MEO orbital link distance hence affects the performance of the system designed for
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Fig. 2 a Performance analysis of Q-factor versus pointing error for GEO,MEO, and LEO satellites.
b Performance analysis of received signal power versus pointing error for GEO, MEO, and LEO
satellites. c Performance analysis of signal to noise ratio versus pointing error for GEO, MEO, and
LEO satellites

LEO satellite. The system is also analyzed for withstanding the pointing error losses
at the extent of 3 μ radian, after increasing the pointing error above 3 μ radian, the
system performance degrades below the acceptable results. Therefore, the system is
capable of withstanding pointing errors ranging from 1 μ radian to 3 μ radian for
each GEO, MEO, and LEO satellite significantly.
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(a) At 1 μ radian (b) At 2 μ radian

(c) At 3 μ radian

Eye diagrams for LEO satellite

Fig. 3 BER and Q-factor of the proposed system at pointing error of 1, 2 and 3 μ radian for GEO
satellite
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(a) At 1 μ radian (b) At 2 μ radian

(c) At 3 μ radian

Eye diagrams for LEO satellite

Fig. 4 BER and Q-factor of the proposed system at pointing error of 1, 2, and 3 μ radian for MEO
satellite
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Eye diagrams for LEO satellite

(a) At 1 μ radian (b) At 2 μ radian

(c) At 3 μ radian

Fig. 5 BER and Q-factor of the proposed system at pointing error of 1, 2, and 3 μ radian for LEO
satellite

Table 2 Results in Q-factor values and BER for GEO, MEO and LEO satellites at pointing er,rors
of 1, 2, and 3 μ radian

Pointing
error (μ
radian)

GEO MEO LEO

Q-factor BER Q-factor BER Q-factor BER

1 6.45111 5.49516e−011 6.82509 4.37877e−012 6.6389 1.56778e−011

2 6.17083 3.26474e−010 6.73745 8.01465e−012 6.45946 5.19775e−011

3 5.58586 1.09351e−008 6.74164 7.80457e−012 5.95735 1.22407e−009
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M-Way Balanced Tree Data Aggregation
Approach for Clustered Wireless Sensor
Networks

Ikkurthi Bhanu Prasad, Biswajit Rout, Vipin Pal and Yogita

Abstract Energy efficiency has been the prime design issue for wireless sensor
networks as sensor nodes are embedded with limited energy. Clustering algorithms
are considered as energy-efficient approach for wireless sensor network. Cluster
head nodes have been overburdened in most of clustering algorithms that result in
load unbalanced network. Work of this paper presents a layout of work in progress
of proposed m-way balanced tree data aggregation approach for clustered wireless
sensor networks that aggregates the data at each level of m-way balanced tree instead
of performed by the cluster head solely and also reduces the wake-up time period of
cluster head.

Keywords Clustering · m-way balanced tree · Data aggregation ·Wireless sensor
networks

1 Introduction

Wireless sensor network [2, 6], an infrastructure-less network, consists of a large
number of sensor nodes deployed over a region of interest. The sensor nodes carry
limited battery power, limited memory and slow processing speed. Sensor nodes
sense the defined phenomenon and with the help of radio transceivers transmit the
data to the base station (BS) for further processing. The base station or sink acts as an
interface between users and network. All the nodes work together in-collaboration
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to accomplish the defined task, which a single node cannot be able to do. The bat-
tery power constraint sensor nodes work in an inaccessible region of interest where
recharge or replacement of battery unit is quite difficult as well as costly. In the
deployed region, nodes exhaust battery power in every point of processing, so energy-
efficient processing by sensor nodes is necessarily needed to be addressed [13].

Clustering approach [1, 13] has been considered as energy-efficient approach for
wireless sensor networks in which all nodes are grouped in independent clusters
with one representative of each cluster termed as cluster head. Clustering algorithm
provides the characteristics of energy efficiency, fault tolerance, scalability to the
wireless sensor network. The much-needed energy efficiency has been achieved by
aggregating the data of member nodes at cluster head and by avoiding the long dis-
tance communication, only cluster head node is communicated over long distance as
the representative of cluster, TDMA schedule avoids the collision, idle listening and
others related issues of MAC [3]. Literature [1, 3] suggests that clustering algorithm
attains the load balancing in the network, but most of clustering algorithms assign
an array of work to the cluster head to perform consequently, cluster head consumes
much higher energy as compared to member nodes. The resulted load unbalancing
deteriorates the performance of clustering algorithm.

Work of this paper proposed an m-way balanced tree data aggregation and com-
munication scenario for intra-cluster communication in clustered WSN in which
member nodes of a cluster are organized in an m-way balanced tree with cluster
head node as root of the tree. In the proposed approach, node sends data to parent
node, and data of all child node has been aggregated by parent node. Further, cluster
heads will be active for less number of time slots in data communication phase of
clustering algorithm. Consequently, the network is well load balanced. Rest of the
paper is organized as follows: Section 2 demonstrates the proposed approach with
working example. Section 3 shows cluster structure in proposed approach. Section 4
concludes the work of paper.

2 Proposed Solution

2.1 Problem Statement

Clustering algorithm provides the required cost-effective energy consumption of
sensor nodes with add-on features of scalability and fault tolerance [1]. Role of
cluster head is rotated among all the nodes to distribute the load and for well load-
balanced network in clustering protocols [5, 8, 12]. The cluster head nodes are active
for the entire clustering round, as an representative of cluster, only cluster head
nodes communicate to long distance placed base station, and hence, the cluster head
nodes consume much higher amount of energy as compared to member nodes [11].
Member nodes within a cluster disseminate different amount of energy because of
their distance to cluster heads. As a result, the load balancing of network gets affected
due to uneven energy consumption between cluster head nodes andmember nodes. To
solve the problem, [7, 10] provides the solution by constructing tree with cluster head
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as root and member nodes as the successor of root for intra-cluster communication.
Member nodes rather sending the data to cluster head directly send the data to parent,
parent sends the aggregated data to respective parent, and eventually, data has been
received at the cluster head node. This multi-hop communication of data within the
cluster reduces the energy consumption of cluster head node as compared to direct
intra-cluster communication, but the tree formation is not structured, and the nodes
in between the root and leaf do not have much data to aggregate. Therefore, there is a
need of clustering solutions that can have structured tree formation for intra-cluster
communication and to have better data aggregation for in between nodes to achieve
a well load-balanced network.

2.2 Proposed M-Way Tree Data Aggregation Approach

In this paper, a distributed clustering approach has been proposed to do well load
balancing in the network. For the network model, the proposed approach considers
that (i) there are N number of sensor nodes are deployed over the square region and
there is only onebase station located outside the regionof deployment, (ii) each sensor
node knows respective location in the region by means of positioning algorithm [9]
as the part of network set-up, (iii) nodes are stationary after deployment, and (iv)
each node has been assigned unique local ID for identification.

The operation of proposed approach has been shown in Fig. 1. Operation of pro-
posed approach has been carried in rounds and each round has two phases (i) Set-up
phase and (ii) Steady phase. In set-up phase, cluster formation is performed locally
by the nodes, and the data transmission from member nodes to base station has been
performed in steady phase with in-network data collection and aggregation by cluster
head node. Set-up phase starts with the selection of cluster heads by means of prob-
abilistic approach [8]. The selected cluster head nodes broadcast the status message
to the network, and the nodes select the nearest cluster head node based on received
signal strength (RSS) of broadcast message and replies to the preferred cluster head
node with location information. Then, the proposed approach performs the m-way
balanced tree set-up operation for intra-cluster communication. Each cluster head
node knows about the location of all member nodes of respective cluster. Cluster
head node constructs an m-way balanced tree (with predefined value of m) with self
as root of the tree and member nodes as descendant. The characteristic of m-way bal-
anced tree makes the cluster well load balanced as the distance of data prorogation is
almost similar for each branch of tree. After the m-way tree set-up operation, cluster

Fig. 1 Operation of proposed approach
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head node constitutes the TDMA schedule for respective cluster and broadcasts the
TDMA schedule to the all member nodes.

In the steady phase, data of the cluster has been collected at cluster head node. The
parent node gathers data from the child nodes and aggregates the collected data with
own data and forwards the locally aggregated data to respective parents. The nodes
wake-up to send the data to parent with TDMA schedule, otherwise remains in sleep
state. The proposed approach allows parents node to aggregatemore data as compared
to other tree-based approach and hence reduced the work of data aggregation over
the cluster head node. The data has been eventually received by cluster head node.
Cluster head node sends the data to base station. After completion of current round,
re-clustering is performed again for next round.

Fig. 2 Equal size clusters
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Fig. 3 Unequal size clusters

3 Cluster Structure in Proposed Approach

The proposed approach constructs m-way balanced tree for intra-cluster communi-
cation. A network of 100 nodes is considered for cluster structure demonstration.
Literature suggests that clustering approach can be of either equal size or unequal
cluster size [4]. The cluster structure of proposed approach is shown for both equal
and unequal cluster size. Figure2 shows the cluster formation for equal size clusters,
while Fig. 3 shows the cluster formation for unequal cluster sizes. Value ofm is 4 (that
is also the degree of tree) for the cluster structure. Different levels are demonstrated
in different colors.

The levels of tree depend on the value of m. Table1 shows the level of tree
with number of nodes at the level corresponding m = 4 and m = 5 for intra-cluster
communication. As can be analyzed from Table 1 and cluster structure shown in
Figs. 2 and 3 that cluster head receive data from only immediate child and aggregate
the data and then send the aggregated data to the base station.
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Table 1 Number of nodes at different levels of tree for proposed approach

Cluster size m = 4 m = 5

5 Level 0 =1 Level 0 =1

Level 1 = 4 Level 1 = 4

15 Level 0 =1 Level 0 =1

Level 1 = 4 Level 1 = 5

Level 2 = 10 Level 2 = 9

20 Level 0 =1 Level 0 =1

Level 1 = 4 Level 1 = 5

Level 2 = 15 Level 2 = 14

25 Level 0 =1 Level 0 =1

Level 1 = 4 Level 1 = 5

Level 2 = 16 Level 2 = 19

Level 3 = 4

30 Level 0 =1 Level 0 =1

Level 1 = 4 Level 1 = 5

Level 2 = 16 Level 2 = 24

Level 3 = 9

35 Level 0 =1 Level 0 =1

Level 1 = 4 Level 1 = 5

Level 2 = 16 Level 2 = 25

Level 3 = 14 Level 3 = 4

40 Level 0 =1 Level 0 =1

Level 1 = 4 Level 1 = 5

Level 2 = 16 Level 2 = 25

Level 3 = 19 Level 3 = 9

100 Level 0 =1 Level 0 =1

Level 1 = 4 Level 1 = 5

Level 2 = 16 Level 2 = 25

Level 3 = 64 Level 3 = 69

Level 4 = 15

4 Conclusion and Future Work

The work of this paper presented an initial framework of m-way balanced tree data
aggregation clustering for wireless sensor networks that reduced the overhead of
cluster head. In future, we will analyze the performance of the proposed approach
over network metrics such as network lifetime and throughput. We will also analyze
the effect of m on network metrics.
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Modified Gbest-Guided ABC Algorithm
Approach Applied to Various Nonlinear
Problems

Himani and S. K. Agrawal

Abstract Amathematical process which is used to search the maxima or minima of
an objective function in the valid search space is known as the optimization. A wide
range of nature-inspired optimization tactics such as spider monkey optimization,
ant colony optimization and particle swarm optimization are used to find the most
desirable solution and one of them is artificial bee colony (ABC) algorithm which
is a population-based metaheuristic optimization approach. In the proposed work, a
modification in gbest-guided ABC (GABC) algorithm is introduced by integrating
some properties of Gaussian ABC algorithm. The aim of this paper is to overcome
certain impediments of original ABC algorithm such as low speed of convergence,
weak exploitation capability and solutions easily trapped by local optima. Experi-
mental results by proposed algorithm are tested on several benchmark functions that
show the modified GABC can improve upon ABC and GABC algorithms in most of
the experiments.

Keywords Particle swarm optimization · Genetic algorithm · Artificial bee colony
algorithm · Gaussian ABC · Gbest-guided ABC

1 Introduction

Swarm intelligence deals with natural and artificial structures composed of many
individual groups that counterpart using decentralized control and self-organization.
In particular, it focuses on the collective or cumulative behaviors that result from the
local communication of the individuals with each other and with their environment.
Some of the obvious swarm systems are clumping, flocking and schooling of ants,
birds and fishes, respectively, and also the nest structuring behavior of wasps and
termites [1–3].ABCalgorithmwas discovered byKaraboga in 2005which is themost
popular research field based on stochastic population intelligence that resembles the
collaborative foraging performance of bee colony. After its initiation, ABC algorithm
has acknowledged eminent concern from researchers surveying in various fields and
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has been successfully applied to solve several practical problems due to its simplicity,
ease of execution, adequacy and effectiveness. Relative studies have indicated that
ABC algorithm is a competitive optimization approach compared to other algorithms
such as GA and PSO [3, 4].

Analogous to other population-based swarm intelligence algorithms such as PSO
and GA, the attainment of ABC algorithm is resolved by its exploration and exploita-
tion capabilities. The exploitation process makes the use of prevailing information,
but the exploration corresponds to an autonomous search operation. The exploration
mechanism of standard ABC algorithm is suitable for many optimization problems,
but the exploitation operation of this algorithm is not adequate for some complex
optimization problems, many times the solution trapped into local optima and the
speed of convergence may be affected. To settle this dispute, a number of differ-
ing ABC algorithms have been recommended by researchers [5]. Zhu and Kwong
introduced an advanced ABC algorithm named gbest-guided ABC algorithm, con-
solidating the knowledge of global best solution into the solution search equation
to elevate the exploitation. In this paper, a novel GABC algorithm is presented by
adding some attributes such as the inertial weight of the Gaussian ABC algorithm
to the existing GABC iteration equation to balance global and local searching tech-
niques. Themodified-GABC algorithm is tested on various benchmark functions and
the experimental results show that the proposed mechanism can improve upon the
existing GABC algorithm [4–6].

The rest of this paper is organized as follows. Section 2 describes ABC
algorithm briefly. Both GABC and modified-GABC algorithms are presented in
Sect. 3. Section 4 presents experimental results obtained and discussion. Finally, the
conclusion is drawn in Sect. 5.

2 Artificial Bee Colony Algorithm

2.1 Fundamental ABC Algorithm

The ABC scheme is introduced by D. Karaboga which is relatively a simple and
fast population-based optimization algorithm which attempts on fitness estimation
and hence, the population of potential solutions is likely to proceed toward the bet-
ter fitness areas of the search space [1]. It searches for near optimal solutions to
the complex optimization problems through instigation from nature and is arrived
from collaborative, trial and error behavior of honey bees. In this method, all the
members are considered to be interactive, active, diligent and with very small inher-
ent intelligence [6]. Exploration and exploitation are two significant concerns for
designing a robust search procedure. The exploration means the ability of analyz-
ing various unknown areas in solution search space to obtain the global optimum,
while the exploitation refers to the ability of estimating improved optimum using the
information of previous valuable solutions [7, 8].
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Employed, onlookers and scouts are the three classes of bees, foraging for food
sources, and this classification is based on the different food selection processes.
Employed bees are answerable for searching nectar around food sources and also
for circulating the knowledge of these food sources by performing waggle dance.
Onlookers are bees at the beehive waiting to make a preference on the selection of
the food source. Employed bees go to the food source inspected earlier and bees
those are conducting a random search around their nest are scouts or in other words
an employed bee whose food source has been depleted by other bees will turn into a
scout. The scout bee searches at random to catch a new food source. Thus, employed
bees and onlooker bees will control the exploitation process, and scout bees will do
the same for exploration process. For each of the food source, single employed bee
is there in essence number of food sources and employed bees are equal [8–11].

ABC algorithm needs chain of four phases: initialization stage, employed bees
stage, onlooker bees stage and scout bees stage, each stage is explained below:

Initialization of population—The ABC algorithm randomly generates initial pop-
ulation M (size of solution population) where each solution si (i = 1, 2, 3, . . . , M)

is a N -dimensional vector, where N is the number of optimization parameters.
Employed bees phase—After initialization, the population of the positions (solu-

tions) is imposed to reiterative cycles. At each repeated cycle, employed and onlooker
bees generate further solutions from the old one using (1).

ui j = si j + δi j (si j − sk j ) (1)

where k �= i , k ∈ (1, 2 . . . , M) and j ∈ (1, 2 . . . , N ) are indexes chosen at random.
si j (or ui j ) indicates the jth element of si (or ui ), and δi j is a uniform random number
in [−1, 1].

Onlooker bees phase—Sharing of information is a significant stage of the ABC
algorithm, from which the collective intelligence arises. This is accomplished
by prompting the behavior of onlookers which will choose their food source
corresponding to following probability:

Pi = Fi
∑M

i=1 Fi
(2)

where Fi is the fitness value of the ith solution. After receiving the information,
onlooker bees analyze the fitness of the candidate source by improving the location
in her memory. Now, greedy selection process is applied according to which if the
fitness of the food source is higher than that of the preceding one the bee acquires
the new position and neglects the past one.

Scout bees phase—For scheduled number of cycles (limit), if the position of a
food source is not modified, then the food source is supposed to be dropped and
scout bees phase is initiated. In this phase, the bee associated with the dumped food
source becomes scout bee, and then, this scout bee generates a new nectar source at
random within the given value bound using (3)
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s j
i = s j

min + rand[0, 1]
(
s j
max − s j

min

)
(3)

Here, si denotes the abandoned solution, and j ∈ (1, 2 . . . , N ) is a randomly
produced index which denotes updated dimension. s j

max and s
j
min are jth dimension’s

upper boundary and lower boundary, accordingly. Again, greedy selection process
is applied, at each stage, every updated candidate solution is estimated by artificial
bees, and the fitness (performance) of the new solution is compared with the fitness
of the previous solution. Now, greedy selection process is applied [4, 12–14].

2.2 Pseudocode for ABC Algorithm

The pseudocode of the ABC algorithm is shown below:
Initialize the population of solutions, si (i = 1, 2, 3, . . . , M) using (1);
Cycle = 1;
While cycle ≤ MIter do (maximum number of cycles)

1. Generate new solution ui for the employed bees using (1) and analyze them
2. Apply the greedy selection process for the employed bees
3. Do the calculation of probability values Pi for the solutions si using (2).
4. By making use of elected solutions si , establish the new solutions ui for the

onlooker bees depending on Pi and analyze them
5. Now, use the greedy selection process for the onlooker bees.
6. Replace the abandoned solution with newly generated random solution si using

(3)
7. Memorize the best solution obtained so far
8. Cycle = Cycle + 1

End while.

3 Modified-GABC Algorithm

3.1 Gbest-Guided ABC Algorithm

As discussed in Sect. 1, even though ABC algorithm performs great in solving opti-
mization problem, there is still a deficiency in ABC algorithm respecting its solution
search equation. Equation (1) used to generate new solutions at both employed and
onlooker bee stages is acceptable at exploration but insignificant at exploitation. In
order to achieve prime optimization performance, there should be balance between
these two abilities [2–5].
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Zhu and Kwong proposed an algorithm termed as GABC algorithm to acknowl-
edge the above problems. The algorithm assumes Eq. (4) to replace the Formula (1)
in the original ABC algorithm.

ui j = si j + δi j
(
si j − sk j

) + γi j (t j − si j ) (4)

In the above equation, the first two terms are exact to those of (1). Symbol t j is
the jth element of the global best solution, and γi j is a uniform random number in
[0, L], where L is a positive constant. The constant L plays an essential role in
balancing the exploration and the exploitation of the candidate’s solution searching.
According to their estimation, the desirable value of L is 1.5.

3.2 Gaussian ABC Algorithm

A regular distribution is used in the standard ABC to generate a candidate’s food
position from the previous one in memory. According to Gaussian ABC algorithm,
next position is updated by following equation

ui j =
{
t j + δi j

(
si j − sk j

)
2T if rand(0, 1) ≤ r

t j + δi j
(
si j − sk j

)
mT else

(5)

Here, r is a real number in the interval (0, 1) that should be trained from numerical
experiments. T and m are calculated as T = 0.5 − 0.25

(
iteration
MIter

); m = |l|, where
iteration represents the current iteration and MIter denotes the maximum iteration
number. |l| is a real number obtained by a Gaussian distribution [6].

3.3 Proposed Modified-GABC Algorithm

In order to increase the performance and to balance the exploration and exploitation
process, we have proposed a modified-GABC algorithm by introducing some fea-
tures of Gaussian ABC scheme. Modified GABC efficiently combines exploitative
local search and explorative global search processes by adding Gaussian uniform
distributions and GABC algorithm. The solution search equation that we have used
to generate new solutions at employed bee and onlooker bee stages is defined as
follows:

ui j =
{
t j + δi j

(
si j − sk j

)
2T + γi j

(
t j − si j

)
2T if rand(0, 1) ≤ r

t j + δi j
(
si j − sk j

)
mT + γi j

(
t j − si j

)
mT else

(6)
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where T = 0.5 − 0.25
(
iteration
MIter

); r ∈ [0, 1]; and all the parameters are same as
explained above. Thus, exploitation capability in ABC algorithm can be increased,
and more accurate optimum can be achieved with the counseling of the Gaussian
distribution and global best information [3–6].

4 Simulation Results

In order to demonstrate the effectiveness and optimization performance of the three
algorithms, original ABC algorithm, GABC algorithm and modified-GABC algo-
rithm, we have selected several standard objective functions. The basic expressions
of the three algorithms are given in Table 1. For comparisonwith themodified-GABC
optimization algorithm, we have also selected four benchmark functions that have
been used to analyze the performance of GABC algorithm. Comparison of optimal
values for these algorithms is shown in Figs. 1 and 2.

The first standard objective function is Zakharov function which has no local
minima except the local one, and global minimum is zero. Function is given by:

Table 1 Core expressions of three algorithms

Algorithm Frame expressions

ABC algorithm ui j = si j + δi j (si j − sk j )

GABC algorithm ui j = si j + δi j
(
si j − sk j

) + γi j (t j − si j )

Modified-GABC algorithm
(Proposed)

ui j =
{
t j + δi j

(
si j − sk j

)
2T + γi j

(
t j − si j

)
2T if rand(0, 1) ≤ r

t j + δi j
(
si j − sk j

)
mT + γi j

(
t j − si j

)
mT else

Fig. 1 Comparison of optimal values of Zakharov and Griewank function for ABC, GABC and
modified-GABC algorithms
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Fig. 2 Comparison of optimal values of Rotated Hyper-Ellipsoid and Alpine function for ABC,
GABC and modified-GABC algorithms

f1(y) =
D∑

i=1

y2i +
(

D∑

i=1

0.5iyi

)2

+
(

D∑

i=1

0.5iyi

)4

Here, yi ∈ [−5, 10], for all i = 1, 2, . . . , D where D is dimension.
The second function is Griewank that has many widespread local minima, which

are regularly distributed. Function is represented as follows:

f2(y) =
D∑

i=1

y2i
4000

−
D∏

i=1

cos

(
yi√
i

)

+ 1

Here, yi ∈ [−600, 600], for all i = 1, 2, . . . , D. For this function, global
minimum is zero.

The third objective function is Rotated Hyper-Ellipsoid that is continuous convex
and unimodal, and global minimum is zero. Function is represented as follows:

f3(y) =
D∑

i=1

y2i

where yi ∈ [−65.536, 65.536], for all i = 1, 2, . . . , D.
The fourth function is Alpine, and this is a multimodal minimization problem

defined as follows:

f4(y) =
D∑

i=1

[|yi sin(yi ) − 0.1(yi )|]

Here, D represents the number of dimensions and yi ∈ [−10, 10] for i =
1, 2, . . . , D and global optimum is zero [6–8].
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Table 2 Optimization results for various benchmark functions

Algorithms ABC GABC Modified GABC

Best cost for Zakharov’s function 29.899 7.4285e−27 4.1983e−75

Best cost for Griewank function 0.00019776 0 0

Best cost for Rotated Hyper-Ellipsoid
function

5.3774e−59 2.439e−113 1.0771e−308

Best cost for Alpine function 0.0064265 7.9313e−16 4.7311e−42

The optimization results for objective functions the Zakharov, the Griewank, the
Rotated Hyper-Ellipsoid and the Alpine are optimized by the ABC algorithm, the
GABC algorithm and the modified-GABC algorithmwhich are given in Table 2. The
optimization experiments have been run 100 times independently as shown in Figs. 1
and 2. In the comparison results, the D represents the dimension of the optimized
problem, and best cost represents the best solution.

5 Conclusion

This paper first analyzes the pre-eminent ABC algorithm and addresses their known
complications of consistency in solution and of primitive phenomenon. An extended
optimization algorithm, modified GABC, has been proposed and narrated with the
goal of advancing its performance through a better adjustment between exploration
and exploitation of the search space. As correlated to its counterparts, the proposed
algorithm can generate better optimal solutions which is the culmination point of
this algorithm. The comparison results of the ABC algorithm, the GABC algorithm
and themodified-GABC algorithm demonstrated that themodified-GABC algorithm
could get better performance and has the benefit to be used for solving more complex
optimization problems of more complex function.
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An UWB Antenna with Dual Notched
Band Characteristics at WLAN Band
and X-Band Application

Disha Singh, B. K. Mishra and Sanjeev Yadav

Abstract A novel designed compact SRR slotted ultra-wideband antenna showing
dual band-notched characteristics is designed and simulated. The antenna consists of
an inverted rectangular split ring resonator slot on the radiation patch and inverted U-
shaped slot etched on the 50 � microstrip line. By etching two slots on the radiation
patch and microstrip fed line, two band notches are achieved in the WLAN band
and X-band. The proposed antenna is a simple compact size of 21 × 30 mm2 and
operates from 3.89 to 11.58 GHz.

Keywords Ultra-wideband (UWB) · Slot antennas · Dual band-notched

1 Introduction

Ultra-wideband (UWB) utilizes the radio spectrum from 3.1 to 10.6 GHz. This tech-
nology provides high data rate and short-range wireless communication, and this
technology is allocated by the Federal Communication Commission (FCC) in the
year of 2002 [1]. UWB has the inherent features like compact size, high data trans-
missionwithin short-range, wider bandwidth, easy hardware configuration andmany
morewhichmakes viable for short distance communication [2, 3]. The interference is
occurred due to the overlapping of many narrow bands in UWB band. These narrow
band systems are WiMAX band (3.3–3.6 GHz), IEEE 802.11a wireless local area
network (WLAN) in the frequency band of 5.15–5.35 GHz and 5.725–5.825 GHz,
5.45–5.725 GHz band and many other unlicensed bands. To overcome the elec-
tromagnetic interference between the bands, several approaches have been intro-
duced such as different size and shapes, notches, slots in the patch and ground, and
different type of components is used with simple planar structure to provide the
optimum solutions [3, 4]. Therefore, UWB antennas with dual band-notched char-
acteristics should not operate in desired frequency bands to discard interference.
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Several UWB antenna with notched band characteristic has been reported recently.
Monopole printed antenna by inserting the slots on the patch or on the ground are
used to achieve a band-notched characteristic, plane such as inserting U-shaped slot,
cutting a fractal slot are also used to achieve band notch in the complete band. Split
ring resonators (SRRs) and complementary split ring resonator (CSRR) techniques
are etched in the patch to achieve the band notches [5–11].

In this paper, anUWBantennawith dual band-notched characteristics is designed.
This antenna is designed over FR4 dielectric substrate and is based on truncated
square patch with rectangular split ring resonator (SRR) etched on radiation patch
and by extruding an inverted U slot in microstrip line. These SRR and inverted U slot
are responsible for achieving two notches, i.e. 5.5 GHz and X-Band. This antenna is
simulated using simulation tool CST Microwave Studio. Designing of the proposed
antenna is discussed in Sect. 2, and simulated results are discussed in Sect. 3.

2 Antenna Design and Analysis

The structure of the proposed antenna is depicted in Fig. 1. Proposed structure is
designed on FR4 substrate having dielectric constant 4.4 and loss tangent 0.002 with
height 1.6 mm. The radiating patch consists of a truncated rectangular patch with
two SRR etched over the patch. This patch is fed by 50 � microstrip line having a
inverted U slot in it. All the dimensions of this UWB antenna are illustrated in Fig. 1.
The overall size of the compact antenna is 32 mm × 30 mm.

The proposed antenna covers the band from 3.89 GHz to 11.58 GHz with two
band notches at 5.1 GHz and 8.8 GHz. The first band notch is centred at 5.1 GHz, and
this band is obtained by etching SRR on the truncated patch. The length of the SRR
slot is about λ/2 of the centre frequency of the band notch, which could be found out

Fig. 1 Proposed antenna with all dimensions
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through (1),

L = c

2 f
√

∈r+1
2

(1)

where L (L = 2 * (L1 + L2) − s1) is the length of the slot where L1 = 6 mm, L2 =
4 mm and s1 = 2 mm. Similarly, inner slot dimensions are L3 = 4 mm, L4 = 2 mm
and s2 = 2 mm.

3 Results and Discussions

The UWB antenna with dual band notch characteristics is analysed using the CST
Microwave Studio simulation tool. Return loss versus frequency graph shown in
Fig. 2 shows that the antenna radiates from 3.89 to 11.58 GHz with band notches
at 5.1 GHz band and 8.8 GHz band. At 5.1 and 8.8 GHz frequency, return loss is
−1.87 dB and −0.54 dB, respectively.

The VSWR versus frequency graph illustrated in Fig. 3 shows that VSWR value
is less that 2 over the operating range except the notched frequency bands, i.e. 5.1
and 8.3 GHz of the proposed antenna.

Fig. 2 Simulated return loss of proposed UWB dual notched antenna using CSTMicrowave Studio

Fig. 3 Simulated VSWR of proposed dual notched UWB antenna using CST Microwave Studio
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Fig. 4 Surface current at a 5.1 GHz, b 8.8 GHz

Surface current at 5.1 and 8.8 GHz is shown in Fig. 4, which represents the
maximum effect of electric and magnetic field generation on the surface of the planar
UWB antenna at notched frequencies.

The radiation pattern of the proposed antenna for the resonant frequencies at 4.44,
5.5 and 10.3 GHz is shown in Fig. 5. The pattern for 4.44 and 5.5 GHz is good, for
10.3 Ghz, it is little bit distorted, and it is due to the end point of the resonating band.

The gain versus frequency graph is shown in Fig. 6, which illustrates that the gain
varies from 2 to 4 dBi in the complete band. This shows that the proposed antenna is
better than the conventional UWB microstrip antennas as they have very less gain.

4 Conclusion

In this paper, a compact dual band-notched UWB antenna has been proposed and
designed. The overall size of this compact antenna is 30mm× 32mmwith high gain.
This antenna covers the complete band from 3.89 to 11.58 GHz with band notches
in WLAN (5.15–5.825 GHz) bands and X-band (8.831 GHz) to prevent interference
from these two bands. This antenna can be used for indoor communications in offices
buildings for short distance communication with high data rate.
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E-plane H-plane 
(a) 4.44 GHz

E-plane H-plane 
(b) 5.5 GHz

E-plane H-plane 
(c) 10.3 GHz

Fig. 5 Measured radiation patterns of the dual band-notched antenna at the resonant frequencies
at a 4.44 GHz, b 5.5 GHz and c 10.3 GHz
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Fig. 6 Simulated gain versus frequency graph of proposed UWB antenna
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Design and Simulink Implementation
of Electrical Vehicle Charging Using
Wireless Power Transfer Technology

Manish Kumar Thukral

Abstract In present era, wireless power transfer system is gaining popularity owing
to its application in wide areas like wireless charging of devices such as cell phones,
laptops, electric vehicles, underwater vehicles and implants. Inductive power transfer
(IPT) is a type ofwireless power transfer technology. It is emerging as amodern power
distribution system even in harsh environment. This paper focuses on designing a
IPT-based wireless power transfer charger for electric vehicle. For this, series–series
(SS) compensated IPT system is designed. First, the designing formulas are derived
for SS compensated IPT system. The designing procedure takes care of bifurcation
phenomenon which is one of a vital issue in implementation of an efficient IPT
system.Based on the designing formulas derived, electrical parameters are calculated
for designing a 7.7 KWwireless power charger meeting SAEJ2954 standards which
have not been met in previously published work. Finally, the proposed IPT system
is implemented on Simulink platform.

Keywords Inductive power transfer · Single-phase inverter · Wireless charging ·
Coupled circuits · Stationary charging

1 Introduction

Wireless power transfer (WPT) is one of the emerging technologies where electric
power is transferred from transmitter coil to receiver coil without any physical con-
tact. IPT is a type of wireless power transfer technology and is based on Faraday’s
law of electromagnetic induction [1]. IPT technology is finding its numerous appli-
cations like wireless charging of biomedical implants, electrical vehicles, electronics
gadgets [2]. Figure 1 shows basic block diagram of an IPT system.

In IPT system, a high frequency AC supply of range in Kilo Hertz is given as an
input to the primary coil. The secondary coil uses a resonant tank so as to tune to
the frequency of transmission. Since secondary coil uses resonance phenomenon to
be tuned to transmitter frequency, therefore IPT is also known as resonant IPT. By
using resonance phenomenon, the power transferred to receiving coil, and hence, the
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Fig. 1 Block diagram of inductive power transfer system

efficiency is increased [3]. This makes the electrical power transfer more efficient.
In order to convert AC supply from mains 50 Hz to high frequency AC, the supply
is first rectified, and then, power electronics-based inverter circuit is used.

The transmitter and receiver coil in IPT system have poor coupling because of
presence of air gap, and hence, it is a loosely coupled transformer. Because of this rea-
son, there is leakage flux which ultimately results in increased reactive power input
requirement The increased reactive power requirement has direct effect in decreas-
ing of power transfer capability, and not only that, the rating of devices in converter
circuit also increases. This is a serious hindrance to efficient implementation of IPT
technology. But with the advancement of time, researchers have developed compen-
sation circuits so as to achieve near zero input reactive power [4]. In this technique,
capacitor is added in both sides of the IPT circuit to compensate for the leakage flux
and hence reduce the reactive power input [3]. This technique of compensation is
named as capacitive compensation [5]. There are four basic capacitive compensa-
tion topologies that are used which are named as series–series (SS), series–parallel
(SP), parallel–series (PS) and parallel–parallel (PP) compensation. The best part of
the compensation technique is that with near zero input reactive power, the input
impedance will be almost resistive which will result in zero phase angle between
input voltage and current. This will result in transfer of more real power to the
receiver coil, and hence, efficiency of IPT system increases. Also, besides having
reduced converter components rating requirement, the zero voltage or zero current
switching mechanism can also be implemented to further enhance the efficiency of
the system. SS compensation topology ismostly because it has characteristics similar
to a voltage source [6].

In the presented paper, using IPT technology, a wireless charger is 7.7 KW rating
wireless charger is designed using SAEJ2954 standards which have not been consid-
ered in [7]. Society of Automotive Engineers (SAE) is an international committee
which defines the standards for light-duty electrical vehicles. In the design, SS-IPT
topology is used. In most of the IPT system designed, bifurcation phenomenon is
avoided which is a serious issue as it degrades the performance of an IPT system. In
designing, bifurcation phenomenon is taken into account. The paper is divided into
various sections as follows. In Sect. 2, the electrical parameters designing formulas
have been derived first. In Sect. 3, the electrical parameters calculations have been
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done using these formulas. In Sect. 4, the series–series topology has been imple-
mented on Simulink platform with the electrical parameter values as calculated in
Sect. 3.

2 Derivation of Design Parameters

Figure 2 shows the circuit diagram of a basic SS-IPT system. The simplified equiva-
lent circuit diagram of SS-IPT system is shown in Fig. 3. In this section, the formulas
for electrical parameters designing used in [8] for SS-IPT topology are revisited and
derived using equivalent circuit shown in Fig. 3.

By applying Kirchhoff’s voltage law in equivalent circuit in primary and
secondary side, one can write

Z1i p − jωMis = VP (1)

Z2is = jωMip (2)

Fig. 2 Circuit diagram of SS-IPT system

Fig. 3 Equivalent circuit diagram of SS-IPT system
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where

Z1 = jωL p − 1/jωCp

Z2 = jωLs − 1

jωCs
+ RL

RL = Equivalent resistance viewed from terminals CD.

Multiplying Eq. (1) with Z2 and Eq. (2) with jωM , one can write

Z1Z2i p − jωMZ2is = VP Z2 (3)

jωMZ2is + ω2M2i p = 0 (4)

Adding Eq. (3) from Eq. (4), one can obtain

Z1Z2i p + ω2M2i p = VP Z2 (5)

Dividing Eq. (5) by Z2, one can write

Z1i p + ω2M2i p/Z2 = VP (6)

Z1 + ω2M2/Z2 = VP/ i p (7)

In Eq. (7), VP/ i p is the impedance as viewed from primary side or it can be called
as input impedance (Z in) also, and Zr = ω2M2/Z2 is the reflected impedance of
secondary to primary side. Reflected impedance Zr can be expressed as

Zr = Zr = ω2M2/

(
jωLs − 1

jωCs
+ RL

)
(8)

Reflected impedance Zr at resonant frequency ωo is given as

Zr = ω2
0M

2/

(
jω0Ls − 1

jω0Cs
+ RL

)
(9)

At resonant frequency, term jω0Ls− 1
jω0Cs

= 0, and therefore, we have, therefore,
the expression of secondary compensation capacitor is given as

Cs = 1/Lsω
2
0 (10)

Zr (ω = ωo) = ω2
0M

2/RL (11)
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The input impedance at resonant frequency is given as

Z in = jωoL p + j

ωoCp
+ ω2

0M
2/RL (12)

Also, at resonance, the imaginary part of input impedance becomes zero, and from
this fact, we get the value of the primary side compensation capacitor as

Cp = 1/L pω
2
0 (13)

In resonance condition, the secondary side circuit becomes pure resistive,
reactance parameters cancel each other, and therefore, one can obtain

∣∣ jωoMiprms

∣∣ = isrms ∗ RL (14)

From Eq. (14), the expression for mutual inductance can be written as

M = isrms ∗ RL

iprms ∗ ωo
(15)

Now, quality factor of secondary side can be expressed as

Qs = ω0 ∗ Ls/RL (16)

From Eq. (16), one can write design expression for secondary coil inductance as

Ls = Qs ∗ RL/ω0. (17)

Also, coefficient of coupling k is expressed as

k = M√
L pLs

(18)

From Eq. (18), primary coil inductance expression can be written as

L p = M2

k2 ∗ Ls
(19)

When resonance takes place, the angle between input voltage and current is zero
and the particular frequency which causes this condition is called resonant frequency
or zero power angle (ZPA) frequency [8]. Doubly tuned circuits like IPT experience a
phenomenoncalledbifurcation inwhich the circuit insteadof being tuned at particular
ZPA frequency starts operating atmultipleZPAfrequencies. This happenswhen some
of the parameter of the circuit is changed like coupling coefficient [7]. Bifurcation
phenomenon is not desirable since, at bifurcation condition, the efficiency of the IPT
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Fig. 4 Output power graph versus supply frequency

system deteriorates. This is so because at bifurcation, some output quantities like
load power are not peak at ZPA frequency but at other two ZPA frequencies which
appear at bifurcation condition as shown in Fig. 4.

InFig. 4, it can beobserved that as coefficient of coupling k is above a critical value,
kc then there exist three ZPA frequencies fL , fH and fo. An important observation
can be made from the graph that where the peak of output power was at resonant
frequency fo now at bifurcation condition the peak of output power is at two other
ZPA frequencies. It can be easily understood from the graph that the ZPA frequency
to which the circuit was tuned now the circuit does not have peak output power on
it. So, care must be taken while designing the IPT system that the circuit does not
go into bifurcation condition. In [7], the expression for critical value of coefficient
of coupling kc above which the circuit goes into bifurcation is given as

kc =
(

1

Qs

)
∗

√
1 − (1/(4 ∗ Q2

s ) (20)

As derived in [7], the condition to be met to avoid bifurcation phenomenon is
k < kc. By satisfying this condition although there exist three ZPA frequencies
fL , fH and fo but out of these fL and fH are complex and only fo is real.

3 Calculation of Design Parameters

As per the wireless charging standards of Society of Automotive Engineers technical
information report J2954, the resonant frequency should be in between the range
81.39–90 kHz [9]. Also, the power levels as per SAEJ2954 standards allow four
levels of power output for a wireless power transfer system, i.e., 3.7, 7.7, 11 and
22 KW.
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Table 1 Desired Specifications as per SAEJ2954 standards

Power output level 7.7 KW

Output voltage 400 V (Compatible with available lithium-ion battery available)

Resonant frequency 85 kHz

Supply voltage 240 V

In electrical vehicles, lithium-ion battery is used which is available in the range
of 300–600 V [10]. The advantage of lithium-ion battery is that it has good power
density.

Following the SAEJ2954WPT standards and available lithium-ion battery voltage
range for electrical vehicles, here we calculate the electrical parameter with the
following specification.

Now, using the derived formulas in Sect. 2 and meeting the desired specifications
as shown in Table 1, the electrical parameter values are calculated as follows

R0 = V 2
o

P0
= 400 ∗ 400

7700
= 20.77 �

RL =
(

8

π2

)
∗ V 2

o

Po
=

(
8

π2

)
∗ 400 ∗ 400

7700
= 16.84 �

Vsrms = 2
√
2Vo

π
= 2

√
2 ∗ 400

π
= 360.12 V

The expressions for RL and Vsrms are taken from [8].

Ls = Qs ∗ RL

ω0
= 4 ∗ 16.84

2 ∗ π ∗ 85,000
= 1.261 × 10−4 H

Isrms = Vsrms

RL
= 360.12

16.84
= 21.38 A

Iprms = Po
Vprms

= 7700

240
= 32 A

M = isrms ∗ RL

iprms ∗ ωo
= 21.38 ∗ 16.84

32 ∗ 2 ∗ π ∗ 85,000
= 2.106 × 10−5 H

Now, for bifurcation free operation considering quality factor Qs = 4, we get the
value of critical coupling coefficient from Eq. (20) as follows

kc =
(

1

Qs

)
∗

√
1 − (1/(4 ∗ Q2

s ) = (1/4) ∗
√
1 − (1/(4 ∗ 42)) = 0.248
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So, in order to have bifurcation free operation, the condition to be satisfied is
k < kc, and for this, the value of coefficient of coupling is taken 0.2.

L p = M2

Ls ∗ k2
= 2.106 ∗ 10−5 ∗ 2.106 ∗ 10−5

1.261 ∗ 10−4 ∗ 0.2 ∗ 0.2
= 8.793 × 10−5 H

Cp = 1/L pω
2
0 = 1

8.793 ∗ 10−5 ∗ 2 ∗ π ∗ 85,000 ∗ 2 ∗ π ∗ 85,000
= 3.98 × 10−8 F

Cs = 1/Lsω
2
0 = 1

1.261 ∗ 10−4 ∗ 2 ∗ π ∗ 85,000
= 2.78 × 10−8 F

4 Simulink Implementation of SS-IPT Model

The SS-IPT model is implemented on the Simulink platform as shown in Fig. 5. The
values of the electrical parameters calculated in Sect. 3 are inserted in the Simulink
model. The waveforms of the output voltage Vo, primary side current and secondary
side current as obtained through Simulink model are shown in Figs. 6, 7 and 8,
respectively.

The graphs obtained from Simulink platform can easily infer that the theoretical
values calculated for output voltage Vo, primary current RMS value Iprms, secondary
current RMS value Isrms match almost.

Fig. 5 Simulink model of SS-IPT system
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Fig. 6 Output voltage

Fig. 7 Primary side current

5 Conclusion

In this paper, using SS-IPT topology, a WPT-based charger is designed for electrical
vehicle charging. In designing procedure, SAEJ2954 standards have been followed
which meet the latest charging requirements. Another important consideration in
designing that has been taken is bifurcation phenomenon which most of the IPT
charging designs have avoided. TheSimulink resultsmatch the theoretical calculation
which prove that designing methodology is correct.
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Fig. 8 Secondary side current
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Hybrid Chaining Security Approach
in Cloud Computing

Vartika Kulshrestha, Seema Verma and R. K. Challa

Abstract In the innovative world, the advance progression of information in cloud
computing has become the concern since information is the most significant asset
which needs to be secure. Several encryption techniques are broadly available and
used in information security across all platforms. Encryption algorithms are arranged
into twomajor groups: symmetric key and asymmetric key. Asymmetric-key encryp-
tion is utilized close by symmetric-key encryption to develop the best execution of
information exchange. Numerous analysts have proposed different encryption cal-
culations, for example, AES, DES, Blowfish, and so forth. However, as security
level is expanding, the time and multifaceted nature of calculation are additionally
expanding. This is the significant reason for diminishing the speed and proficiency
of the encryption framework, and cloud computing is growing expertise that is vague
to several security issues. The proposed scheme is based on hybridization of RSA
and AES, encryption algorithm, i.e., “Hybrid Chaining Algorithm (HCA)” which
upgrades the security execution. The HCA is a blend of open private (AES and RSA)
key encryption algorithm that utilizes 128–1024 bits key size and also uses MD5
hashing procedure to expand the security. This calculation utilizes MD5 hashing
procedure to expand the security. The fundamental focal point of this framework
is to hinder data access from cloud information stockpiling centers by unapproved
clients. This superbly put away data at cloud information stockpiling centers and
recovers information from it once it is required. This gives the highly secured state
of information security for online virtual framework and spares themisrepresentation
clients to utilize your insight.

Keywords AES · RSA · Hybrid chaining algorithm (HCA) ·MD5 · Cloud
computing
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1 Introduction

Online cloud computing portals/services are being extensively used to provide a large
volume of storage space and high-end computing platforms. Hence, there is an essen-
tial requirement for providing security and veracity in cloud resources [1]. In general,
cloud foundations are much dependable and groundbreaking than conventional fig-
uring stages. However, unapproved access and noxious clients have observed to be
a huge issue in verifying the cloud frameworks. These unwanted clients may adjust
or erase the meaning data being put away in the cloud computing infrastructure [2].
The distributed computing model incorporates a few innovative progressions, for
example, virtualization, Web administrations, and service-level agreement (SLA) to
execute the big business application. Because of fast improvement in advances in
technologies, more and more specialist organizations and clients are moving toward
cloud condition. Currently, armed forces, administration, and business endeavor
frameworks are utilizing distinctive cloud administrations to provide an arrange net-
work and high administration accessibility to the end clients. Cloud suppliers offer
their administrations in three crucial models [2]: Infrastructure as a Service (IaaS),
Platform as a Service (PaaS), and Software as a Service (SaaS). Despite the fact that
distributed computing has numerous focal points when contrasted and the customary
information stockpiling instruments, security concern is an obstruction for picking
distributed computing from the consumers’ perspective. The researchers/specialists
have completed several investigations identifiedwith security issues in cloud [2]. The
infrastructure is accessible out in unrestricted and privatemode. Private cloud is com-
mitted to a solitary client or organization. Nowadays, a wide scope of accessibility
and unwavering quality instruments are fused into the online cloud administrations
for giving the veracity and security in cloud assets. Cloud facilities are provided for
consumers over the Internet on a demand basis. Thus, the undesirable cloud admin-
istrations can be expelled by the clients that would reduce the absolute expense.
These days, numerous cloud co-ops are delivering a various cloud facilities like
online storage, computing procedures, grid substructures, etc. With the development
in advancements, the accompanying cloud specialist organizations are in particular,
CenturyLink, Yahoo, Oracle Corporation, Google, IBM, eBay, Microsoft, Amazon
and Apple [3–5] have just put resources into distributed computing.

The execution of these cloud specialist co-ops can be delineated with the assis-
tance of different execution assessment parameters, in particular, the response and
waiting time of the virtual machine to access the cloud, the expense of each cloud
benefits, etc. Cloud specialist organizations have built up various conventions for
getting to the cloud assets. However, they give less security administrations to the
end clients. Encryption technique is a vital cryptographic contrivance for secure data
communication over the years [6–9]. This technique is utilized in defense and govern-
ment systems to upgrade the security for classified information [10]. The facilitated
administrations are offered to predetermined number of people groups; this limits the
security concern, but in case of public cloud, the network infrastructure is claimed
and overseen by cloud supplier itself. Thus, security and privacy of information are
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essential concerns [2, 10], but to maintain the quality of service (QoS) of cloud is
another important issue to look after as the numbers of virtual users are increasing.
A huge number of clients share enormous amount of information at high speeds
from all over the world including the scattered areas. But, in real time, distributed
computing environment, information security, performance, and reliability are still
major issues [10]. The proposed approach delivers a reasonable and brief perspective
to secure the information within the cloud environment and also in the transmission.

2 Motivation

Over 70% of organizations have adopted the encryption-based frameworks to ensure
their correspondence channel [11]. What is more interesting is more than 53% of
the industry people are utilizing an encryption module in the information storage
framework. Encryption is utilized to secure the information as well as to resist the
changes in information [12]. There are reports claiming that information is seized or
changed during the transit time [13]. Consequently, information ought to be shielded
from interloper or unapproved clients. In this way, encryption is generally utilized
in the space of Internet business, mobile correspondence, remote correspondence,
cloud-fiasco arrangement, virtual, organize, robotized teller machine, IoT-condition,
and smart home framework [14]. Themost famous verified encryption techniques are
hash functions, constructed cipher functions, small domain encryption algorithms,
and tree-based algorithms, etc. [3, 9]. There are many studies that prove the work
on small domain encryption techniques [4]. However, the exploration on this area is
still insufficient. This technique is mostly used to encode the short messages, but the
uses are expanding like individual identification, Visa and platinum card [5].

3 Related Research Review

In today’s era, every field of business environment and our life is impacted by cloud
computing. Cloud computing has become one of themajor planned and premeditated
directions for several organizations. However, as more sensitive private facts and
figures are relocated to the cloud, into social media sites, DropBox, BaiduWangPan,
etc., data security and privacy issues are questioned [15]. Various security approaches
and encryption techniques have been implemented in the cloud by using AES and
RSA [15, 16]. In an article [17], Patil et al. discuss the importance of cryptography
in cloud computing environment to improve the data security. They have applied and
examined theAESandRSAalongwith theDESandBlowfish in a cloud environment.
In an article [18], Shimbre et al. investigate the data storage security difficulty for
cloud computing and discuss the AES and hashcode techniques to deliver the data
security. In an article [19], Usman et al. implement the AES to improve the data
security forGlobal SoftwareDevelopment in cloud computing environment. Raphael
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et al. [15] discuss the data security threats in cloud computing and apply theAESwith
a secure hash algorithm to deliver the data security. In article [20], authors propose the
AES implementation on data classification to improve the cloud security. In an article
[21], Kaur and Singh implement RSA at windows azure cloud to improve the data
storage security.Authors propose fastRSA to improve the information confidentiality
in the cloud [22]. Amit Asthana et al. propose three-step security model based on
RSA and steganography to improve the data security, and they also state that RSA
is more secure [20]. In article [23], authors implement RSA and MD5 to deliver the
data security and integrity. In article [16], authors discuss the factorization method
of RSA to improve the data security.

The paper [24] contemplated diverse security issues in administration conveyance
models of distributed computing. They additionally propose an incorporated secu-
rity display for giving distinctive dimensions of security to information in cloud
foundation. The dangers and assaults that are conceivable to propelling cloud com-
puting information stockpiling are considered in [25] and after that proposed another
security instrument. Information integrity amid the transmission can be ensured by
the SSL convention connected. In file transferring and downloading session, MD5
checksum is utilized for giving confirmation and approval. The consistency and
security challenges of a large-scale cloud computing have been discussed in paper
[26]. Authors have broken down two major highlights of virtual storage: ability of
cloud storage and data security that is stored in cloud using CAP theorem. In paper
[27], characteristic-based encryption with the key administration has been discussed
for information security. To ensure the veracity of information, third party auditor
scheme has been proposed which also improves the information retrieval [28, 29].
The comparative analysis of AES, DES, and RSA has been discussed in the paper
[30, 31] on the basis of execution time of encryption and decryption time.

4 Proposed Work

This proposed model is also based on the hybridization of symmetric and asymmet-
ric cryptography, where public key and symmetric key both are used. But, in the
encryption process, after the randomly generated first set of public key and private
key of RSA algorithm, AES key is used followed by the second set of public key
and private key of RSA algorithm to the intermediate cipher. The decryption pro-
cess starts in a reverse way. The key generation method has already been explained.
Then, all the five keys are being hashed by the salted MD5 as shown in Fig. 1. The
AES and RSA cryptosystem is implemented in JDK 1.8.0_121 using javac compiler
over Eclipse Compiler for Java (ECJ). Furthermore, compilation and running of the
program have been done using command-line interface rather than GUI to enhance
the performance of program.
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Fig. 1 Proposed algorithm framework

5 Result and Discussion

Tomaintain the essential security, 128 bits key size of an integer is required to perform
the operation on mathematical functions used in symmetric-key cryptography and
128–1024 bits of RSA key size in public key cryptography systems and a message to
encrypt. The library provisions diverse processor families and delivers optimizations
in the procedure of assembly code for specific families of cryptographic processes
and all the required primitives for executing novel approaches. Intel I5 5200U (power
saving mode) machine at 2.20 GHz, under both Windows 10 and Ubuntu LTS 16.04,
is used to run the codes.

The proposed algorithm has been tested for the 128–1024 RSA key bit variations
on both Ubuntu andWindows operating system as shown in Figs. 2, 3, 4, and 5. HCA
is more secure than the normal RSA and double RSA since this algorithm is using
the AES encryption techniques. Table 1 illustrates the throughput of the proposed
hybrid cryptography algorithm compared with the existing algorithms for different
sizes of file sizes.

Fig. 2 Encryption time
analysis performed on both
Windows and Ubuntu
operating system (128-bit)
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(a) Ubuntu operating system (128 – bit)   (b) Windows operating system (128 – bit) 

Fig. 3 Decryption time analysis

(a) Ubuntu operating system (256 – bit)   (b) Windows operating system (256 – bit) 

Fig. 4 Encryption time analysis

(a) Ubuntu operating system (256 – bit)   (b) Windows operating system (256 – bit) 

Fig. 5 Decryption time analysis
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Table 1 Comparative analysis of throughput of HCA with existing algorithms

Algorithms 128-bit key 256-bit key 512-bit key 1024-bit key

AES 491.2 – – –

RSA 1151.3 912.6 545.1 161.06

Double RSA 365.3 99.4 12.51 1.01

HCA 281.4 63.97 8.731 0.7705

6 Conclusion and Future Work

To deliver a safe and effective arrangement for keeping up information classification,
a hybrid encryption algorithm has been proposed that is intended to keep away from
the security issues existed in single-hash figures. The security issues of the proposed
plan are examined and contrasted with the security of some single-hash figures. The
twofold cryptographic technique makes it more secure than the other existing hash-
based figures. HCA permits two methods of encryption. The encryption key can
be taken care of as either symmetric or deviated key without a lot of changes in the
encryption conspire itself. In addition, HCAmakes it less demanding to change from
symmetric to unbalanced key and the otherway aroundwithout changing the encoded
information itself.With respect to futurework,HCAcan be used in cloud applications
all around successfully. The ciphertextmakes the plan appropriate for scrambling and
sharing enormous information on the cloud with its basic and exquisite key taking
care of instrument.
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