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Abstract. Real-world data collections often contain missing values,
which can bring serious problems for data analysis. Simply discarding
records with missing values tend to create bias in analysis. Missing data
imputation methods try to fill in the missing values with estimated val-
ues. While numerous imputations methods have been proposed, these
methods are mostly judged by their imputation accuracy, and little atten-
tion has been paid to their efficiency. With the increasing size of data
collections, the imputation efficiency becomes an important issue. In this
work we conduct an experimental comparison of several popular impu-
tation methods, focusing on their time efficiency and scalability in terms
of sample size and record dimension (number of attributes). We believe
these results can provide a guide to data analysts when choosing impu-
tation methods.
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1 Introduction

With the rapid development of Internet of Things and wireless networks, massive
amounts of data are being collected daily. Such data are a valuable resource
from which new knowledge can be discovered and new models can be built,
e.g., using data mining, machine learning or statistical methods. However, raw
data collected in the real world often contain missing values. Missing values are
especially common in some areas. For example, in industrial databases, the ratio
of missing data can be up to 50% [1]; and in bioinformatics, if we discard samples
with missing data, some databases will lose about 90% of its data [2]. Even if
there may be many complete records (i.e., records with no missing values) in
the data set, simply discarding incomplete records tend to cause bias in analysis
when the data is not missing completely at random. Therefore, missing data
imputation has been widely used by data analysts to fill in the missing values
with estimates.
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Over the last decades many imputation methods have been proposed. Gen-
erally, different methods suit different data analysis tasks, different causes of
missing values, and different types of data (e.g., categorical and numerical). In
the literature, a variety of imputation methods have been compared for their
effectiveness, i.e., accuracy. However, the efficiency of imputation algorithms has
not been adequately addressed. Yet efficiency is an important problem when the
data size is large. In our experiments, some imputation methods takes several
days to complete on a modern PC over moderate record size. In this paper,
we provide an experimental comparison of four popular imputation methods in
terms of efficiency and scalability as well as accuracy, using real industrial data
sets. We hope the results will be able to guide the choice of imputation methods
for data analysis practitioners.

The remainder of this paper is organized as follows. Section 2 provides the pre-
liminaries. Section 3 presents our experimental results. Section 4 discusses related
work, and Sect. 5 draws the conclusion.

2 Preliminaries

2.1 Type of Missing Values

Missing values can be categorized into three main types: missing completely
at random (MCAR), missing at random (MAR), and not missing at random
(NMAR) [6]. In MCAR, the probability of a variable to have missing values is
independent of other variables. In MAR, the probability of a variable to have
missing values depends only on the variables whose values are observed, not on
variables whose values are missing; In NMAR, the probability may depend on
values that are not missing as well as values that are missing. Complete case
analysis (i.e., discarding records with missing values) does not lead to bias only
for MCAR, but can create bias for MAR and NMAR.

2.2 Imputation Methods

Imputation methods can be categorized into traditional statistical methods and
modern machine learning(ML) methods. They can also be hot-deck or cold-deck,
the former uses a randomly selected similar record to impute the missing value,
and the latter selects donors from another dataset. Imputation methods can be
simple such as mean/median value substitution and linear interpolation. Most
state-of-art imputation methods are based on machine learning techniques and
can also be divided into two categories: local based and global based methods [2].
Local based methods include kNN (k-Nearest Neighbors), K-means, Maximum
Likelihood [17], linear regression [50], LSimpute [46] and missForest [47]. These
methods are based on the hypothesis that the data that are close in distance
have the similar distribution of values. The disadvantage of local methods is
that the missing values need to be imputed one by one, hence is generally more
time-consuming. Global based methods include MC (Matrix Completion) [18],
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SVT (Singular Value Thresholding) [19], bPCA (Bayesian Principle component
analysis) [20] and so on. The advantage of these methods is that they can impute
all the missing values simultaneously. The disadvantage is that the accuracy of
the imputation is lower than the local-based ones. Imputation methods can be
single or multiple, the former uses a single estimated value, and the latter uses
multiple estimated values to add a degree of randomness. The most popular mul-
tiple imputation method is multiple imputation by chained equations (MICE)
[48].

2.3 Root Mean Square Error (MISE)

The most frequently used measurements for evaluating imputation accuracy is
the Root Mean Square Error (RMSE). Let M denote the number of missing
values and y, ŷ be the i-th imputed and observed value respectively. Then RMSE
is defined as [10]:

RMSE =

√
√
√
√ 1

M

N∑

i=1

(y − ŷ)2

RMSE measures the difference between imputed value and the observed value,
the less the better.

In this work, we choose two simple imputation method (mean value substi-
tution), hot-dec, two local based imputation methods (kNN and missForest),
one global based method (Matrix Completion), and one multiple imputation
method (MICE), in our comparison. Mean substitution is the easiest way used
in data imputation. MICE and kNN are the most popular methods that are used
in many research fields. MissForest [47] can be used to impute missing values
particularly in the case of mixed-type data, and MC is the most popular global
based method.

Next we present a brief description of each of these methods.

Mean Substitution. Here we use mean to replace the missing values. It is a
highly efficient imputation method that barely needs computing capability and
can be implemented easily. In R environment, they can be done by one command.

Hot Deck. Hot deck is a simple imputation method too. The function we
used imputes the missing values in any variable by replicating the most recently
observed value in that variable. This is by far the fastest imputation method.
Only one pass of the data is needed.

MICE is a multivariate imputation method [23], it can infer more than one
data sets at the same time, and provide a tool for the user to choose which one
is better. Theoretically, MICE can reflect the uncertainty of the missing values,
and should have better results in machine learning algorithms. MICE draws
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imputation from their conditional distributions by Markov chain Monte Carlo
(MCMC) techniques.
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where θ is a vector of multivariate distribution that is used to impute missing
data Y with p-variate multivariate distribution P (Y |θ). Starting from a simple
draw from observed marginal distributions, the tth iteration of chained equa-
tions is a Gibbs sampler that successively draws. Y

(t)
j = (Y obs

j , Y
∗(t)
j ) is the jth

imputed variable at iteration t.
From the above we can see that each time the MICE tries to impute a missing

value, it uses all the other attributes excluding the missing one to construct a
regression model. Where the missing one is the dependent variable in a regression
model and all the other variables are independent variables in the regression
model. These regression models operate under the same assumptions that one
would make when performing linear, logistic, or Poison regression outside of the
context of imputing missing data [48]. Finally, it uses the predicted value to
replace the missing one. This step will repeat several times to gain better result.
Because the regression model include all the attributes in the dataset, the larger
the number of attributes, the more complex the regression model. That makes
MICE more time-consuming.

kNN imputation is a local imputation method. It first finds the nearest neigh-
bors of the record with missing value, and then calculates the missing values
from that of its neighbors [24,25].

MissForest is based on random forest algorithm. Missforest turns data impu-
tation into data prediction problems. First, the observed variables are used to
regress the missing variables, and then the random forest is used to classify the
data, so that the dependent variables can be used to predict the missing values
[47].

Matrix Completion is a global imputation method. For a low rank matrix,
the missing values can be inferred by the observed ones if we figure out the rank
of the matrix. The calculation of the rank of a matrix is a NP-hard problem,
nuclear norm can provide an approximate result [18].
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3 Experimental Evaluation

In this section we present our experimental results of six imputation methods:
mean substitution, hotdec, KNN, missForrest, MICE, and MC. We focus on the
time-cost and scalability in terms of record dimension and sample size. We also
use RMSE to compare their imputation accuracy. Mean substitution and hot
deck method are simple imputation methods, they are very fast. Therefore we
only test the time cost of MICE, kNN, missForest and MC.

3.1 Experimental Setup

Hardware and Software Packages. The experiments are conducted on a
desktop computer with Intel Core i5-7200U 2.71 GHz CPU, 8 GB memory, and
Samsung MZCLW256HEHP-000L7 Flash disk, running Windows 10 (64 bit)
Enterprise Edition. We used R x64 3.51 as the programming environment. The
packages we used include HotDeckImputation [41], caret [40], missForest [47],
MICE [44], RSNNS [41], DMwR [43] and VIM [45].

Dataset. We used two real-world data sets in our experiments: Turbine and
Spectral. Turbine is a real operational data set collected from the National
Wind Turbine Grid of China. It has about 37000 samples, each sample has 720
attributes. These data were collected from 10 points independently, each point
has 72 attributes, all of them are continuous numerical variables. There is also a
label column to indicate whether there was a function failure. The Spectra data
set is related to bacterial identification using MALDI-TOF mass-spectrometry
data which has 571 samples and 1300 attributes. We use SMOTE method to
expand the data set to 2160 samples for our test.

3.2 Impact of Number of Attributes

For Turbine, we first divide the dataset into 10 subsets based on their collection
points, then we concatenate the records in i (i ∈ [1, 10]) subsets to generate
10 datasets with 72, 144, . . ., 720 attributes respectively. Each subset is given
10% of missing values randomly. Then, we invoke the 4 imputation methods to
impute each subset and record the time cost. The result is given in Fig. 1.

Notice that we only use 6 subsets in our experiment, because the time cost
of MICE grows too fast to finish all the test. As we can see from the figure, the
performance of MICE is heavily influenced by the number of attributes.

For the spectra data set, we fixed the number of samples to 360 and randomly
chose 100, 150, 200, and 250 attributes. The results are shown in Fig. 2.

It can be seen that for both data sets, the time cost of MICE increases expo-
nentially with the number of attributes, while it increases moderately with the
other methods. Note that MC is extremely fast compared with other methods.
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3.3 Impact of Number of Samples

We divide the Turbine dataset into 6 subsets, each has 10%, 30%, 50%, 70% and
90% and 100% samples of the original dataset. Each of the dataset is given 10%
missing values. Then we invoke the imputation methods to impute the missing
data. The results are shown in Fig. 3.

We also take 6 random subsets of the Spectra data of 360, 720, up to 2160
records, and fixed the number of attributes to 100. The experimental results are
shown in Fig. 4.

Fig. 1. Time cost with different number of attributes over Turbine data set

As can be seen, the time cost of missForest increases much more dramatically
than all other methods.

3.4 Root Mean Square Error

We used the Turbine data set and RMSE to test the imputation accuracy. We
randomly give from 10% up to 50% missing values to the dataset to verify how
the RMSE change with missing ratios. Figure 5 shows that as the missing ratio
grows, all the imputation results became worse, but the missForest method still
has the best accuracy.
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4 Related Work

Schmitt et al. [14] compared Mean, kNN (k-Nearest Neighbors), FKM (fuzzy
K-means), SVD (Singular Value Decomposition), BPCA (Bayesian Principle
Component Analysis) and MICE with Iris and Breast cancer data sets, and
use RMSE, UCE (Unsupervised Classification Error), SCE (Supervised Classi-
fication Error) and Time cost as criterion. Their experimental results show that
FKM and bPCA are more robust and more accurate than other methods. With-
out considering the time cost, FKM outperforms all the other methods. Pan et al.
[2] compared KNN, bPCA, MC (Matrix Completion), LSimple (Least Square
adaptive) and EM (Expectation Maximization) imputation methods on 5 data
sets. Their results indicate that none of them can be better than others in all 5
data sets in terms of RMSE. Liu [36] uses classification accuracy and covariance
as the criterion to compare five imputation methods: GIP (general iterative
principal component imputation), SVD, r-EM (regularized EM with multiple
ridge regression), t-EM (regularized EM with truncated total least squares), and
MICE. The results show that covariance criterion does not always correlate with
classification results. The r-EM imputation has better performance when the
missing proportion is under 20%. Johnston et al. [38] compared five imputation
program: AlphaImpute, BEAGLE, FImpute, findhap, PHASEBOOK with two
data sets of genotypes. All the missing values are categorical data, so hitting
rate instead of RMSE was used to evaluate the methods. The results shown that
each of them had certain strengths and weaknesses and the author suggested
that using a combination of 2 programs to improve imputation results. Musil
et al. [37] used the CES-D (Center for Epidemiological Studies–Depression) to
evaluate imputation results of data set on the stress and health of older adults.
It compared EM imputation with simple regression imputation, regression with
error term imputation and mean substitution. The results shown that although
some methods of imputation may be better than others for recovering essential
parameters such as the mean or standard deviations, all have some limitations in
approximating the original data. Waljee, Mukherjee, Singal et al. [39] used the
accuracy of MAAA (Multianalyte Assays with Algorithmic Analyses) model as
measurement to evaluate imputation methods. The results shown that on small
laboratory values, missForest is more robust and accurate. Muchlinski et al. [8]
Compared random forest with logistic regression on civil war data. They found
that random forests offers superior predictive power compared to several forms
of logistic regression in an important applied domain–the quantitative analysis
of civil war. Huang et al. [15] compared reconstruction method and MICE on
social network data imputation. Their results indicate that the two methods
have small bias, but MICE has smaller RMSE than reconstruction method. To
the best of our knowledge, there has been no previous comparison of MICE,
misForrest and MC in terms of scalability based on sample size and attribute
size, nor comparsions of accuracy between these methods.
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Fig. 2. Time cost with different number of attributes over Spectra data set

Fig. 3. Time cost with different number of samples with the Turbine data set
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Fig. 4. Time cost with different number of samples with the Spectral data set

Fig. 5. Comparison of RMSE with Wind Turbine data
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5 Conclusion

Missing values are almost inevitable in the real world, especially with sensor net-
works, social networks, bioinformatics and so on. Our experiments show that, For
MICE, the imputation cost grows exponentially with the number of attributes.
The time cost of missForest, on the other hand, grows drastically with the num-
ber of samples. For datasets with hundreds of attributes, we can divide the
whole data set into several subsets, each time we do imputation on one subset
to overcome the problem.
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