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Preface

Welcome to the proceedings of the 6th International Conference on Data Science
(ICDS 2019), held in Ningbo, Zhejiang, China, during May 15–20, 2019. The
explosion of digital data created by mobile sensors, social media, surveillance, medical
imaging, smart grids, and the like, combined with new tools for analyzing it all, has
brought us into the Big Data era. We are facing great challenges: how to deal with data
which is more than we could actually understand and absorb and how to make efficient
use of the huge volume of data? The ICDS conference was created to cover all aspects
of Data Science. From both scientific and practical perspectives, research on Data
Science goes beyond the contents of Big Data. Data Science can be generally regarded
as an interdisciplinary field of using mathematics, statistics, databases, data mining,
high-performance computing, knowledge management, and virtualization to discover
knowledge from data. It should have its own scientific contents, such as axioms, laws,
and rules, which are fundamentally important for experts in different fields to explore
their own interests from data. The last ICDS series were held in Beijing, China (2014);
Sydney, Australia (2015); Xian, China (2016); Shanghai, China (2017); and Beijing,
China (2018).

A total of 210 research papers were submitted to the conference for consideration,
and 64 submissions were accepted as full papers (with an acceptance rate of 30%
approximately). Each submission was reviewed and selected by at least three inde-
pendent members of the ICDS 2019 Program Committee. The research papers cover
the areas of Advancement of Data Science and Smart City Applications, Theory of
Data Science, Data Science of People and Health, Web of Data, Data Science of Trust,
and Internet of Things.

We wish to take this opportunity to thank the authors whose submissions and
participation made this conference possible. We are also grateful to the Organizing
Committee and Program Committee members for their dedication in helping to orga-
nize the conference and review the submissions. Special thanks are due to the keynote
speakers for their impressive speeches.

September 2019 Jing He
Philip S. Yu

Yong Shi
Xingsen Li
Zhijun Xie

Guangyan Huang
Jie Cao
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The original version of the book was revised: the affiliation of the editor Xingsen Li on
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Application of Bayesian Belief Networks
for Smart City Fire Risk Assessment

Using History Statistics and Sensor Data
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and Xingchuan Liu3

1 School of Urban Planning and Design, Shenzhen Graduate School,
Peking University, Shenzhen, China
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Abstract. Fires become one of the common challenges faced by smart cities.
As one of the most efficient ways in the safety science field, risk assessment
could determine the risk in a quantitative or qualitative way and recognize the
threat. And Bayesian Belief Networks (BBNs) has gained a reputation for being
powerful techniques for modeling complex systems where the variables are
highly interlinked and have been widely used for quantitative risk assessment in
different fields in recent years. This work is aimed at further exploring the
application of Bayesian Belief Networks for smart city fire risk assessment using
history statistics and sensor data. The dynamic urban fire risk assessment
method, Bayesian Belief Networks (BBNs), is described. Besides, fire risk
associated factors are identified, thus a BBN model is constructed. Then a case
study is presented to expound the calculation model. Both the results and dis-
cussion are given.

Keywords: Smart fire-fighting � Bayesian Belief Networks � Internet of
Things � Urban fire � Fire risk indicators

1 Introduction

The Center of Fire Statistics of International Association of Fire and Rescue Services
(CTIF) indicates that urban fires are one of the major concerns in public safety,
resulting in a large number of casualties and serious property damage every year [1].
Fires become one of the common challenges faced by smart cities.

To better understand the feature of fire accidents, risk assessment is one of the most
efficient ways in the safety science field, which could determine the risk in a quanti-
tative or qualitative way and recognize the threat [2]. Many researchers have conducted
studies on urban fire risk assessment for urban fire prevention and emergency response.
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The statistical approach is the most prevalent technique used to understand the feature
of urban fires. Xin and Huang used fire statistics data from statistical yearbooks to
analyze the urban fire risks [3]. Lu et al. applied the method of correspondence analysis
to investigate the association between fire fatality levels and influential factors in the
urban area [4]. Shai studied fire injury rates in Philadelphia and used multiple
regression to determine significant variables in the prediction of fire injuries [5]. Fur-
thermore, another branch of researchers, mainly from the discipline of urban planning
and geography field, analyzed urban safety level by incorporating the technique of
Geographic Information Systems (GIS) with its strong capabilities on spatial statistics
and carried out a spatial analysis of the urban fires that occurred in Toronto [6].

However, fire is both a social and a physical phenomenon [7]. As a physical
phenomenon, a fire incident can be identified with the objective attributes, such as
causes of the fire, location of the fire, time of day, building types and fire brigade
intervention. Meanwhile, as a social phenomenon, the fire transcends the individual,
since social and economic elements of the city, such as citizen education and urban
infrastructure development, show a mediating effect to the group of fire incidents in the
urban area. In addition, the non-linear relation and the complex interactions among all
these factors make the phenomenon even more complicated. Although the research on
urban fire risk assessment mentioned above has dramatically facilitated the exploration
of the relationship between fire incidents and the corresponding associated factors,
urban fire risk has not been understood integrally or systemically since most studies
remain fragmented and isolated. The traditional analytic methods mentioned above in
different degrees confine the model to combine multidimensional factors and explain
the interaction between factors, leading to limitations in quantitative risk assessment of
urban fires.

With the rapid development of the Internet of Things, Cloud Computing, and Big
Data, Bayesian Belief Networks (BBNs) have gained a reputation for being powerful
techniques for modeling complex systems where the variables are highly interlinked
[8]. BBNs have been widely used for quantitative risk assessment in different fields,
including maritime transportation systems [13, 14], process industries [15, 16] and
many other large infrastructure systems. As for its application to fire safety, urban fires
have hitherto been rarely reported, although most of the existing literatures are related
to forest fires [17–19]. Moreover, most application of BBNs for fire safety conducted
only theoretical analysis due to the lack of data before. Therefore, it is of great sig-
nificance to conduct an overall quantitative risk assessment of urban fires based on
BBNs with data support.

This work performs the application of BBNs for smart city fire risk assessment
using history statistics and sensor data, which could help preferably understand fire
operation situation in smart cities. Thus, personal and property security could be better
guaranteed. The dynamic urban fire risk assessment method, Bayesian Belief Networks
(BBNs), is described in Sect. 2. In Sect. 3, fire risk associated factors are identified at
first, thus a BBN model is constructed, then a case study is presented to expound the
calculation model, then both the results and discussion are given at this section. Finally,
some conclusions are summarized in Sect. 4.
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2 Methodology

2.1 Dynamic Urban Fire Risk Assessment

Comprehensive fire risk is the product of probability and consequence [20]. To eval-
uate fire risk dynamically, both the probability and the consequence should be analyzed
dynamically. Dynamic urban fire risk assessment could be achieved based on real-time
updated data with the help of the Internet of Things and Big Data.

Urban fires could be influenced by many potentially relevant factors, such as basic
urban attributes, urban fire rescue forces, etc. Dynamic monitoring IoT system makes it
possible to monitor operation status from a distance. In addition, Big Data Platform
gives a probability distribution based on historically accumulated data. The larger the
amount of data accumulation, the more stable the probability distribution is, that is, the
prior probability.

2.2 Bayesian Belief Networks

To evaluate fire risk dynamically, Bayesian belief networks (BBNs) are highly rec-
ommended because of the ability to combine the multidimensional factors and account
for the interdependencies among the factors involved [21].

A Bayesian Belief Network (BBN), is a Directed Acyclic Graph (DAG) formed by
the nodes (variables) together with the directed arcs, attached by a Conditional Prob-
ability Table (CPT) of each variable on all its parents, which could encode probabilistic
relationships among the selected set of variables in an uncertain-reasoning problem
[22]. Generally, the BBN structure formed by nodes and arcs is qualitative, while the
probabilistic dependence attached to the nodes is quantitative.

Bayes’ theorem could be stated as Eq. (1). Where A is the variables of a child node,
and B is the variables of a parent node. P is the joint probability distribution of
variables, in addition, various marginal probabilities, conditional probabilities, and
joint probabilities could be represented by P(A), P(B), P(A|B), P(B|A), P(A\B), etc.

PðA Bj Þ ¼ PðA\BÞ
PðBÞ ¼ PðA\BÞ

P

A
PðA\BÞ ¼

PðB Aj ÞPðAÞ
P

A
PðA\BÞ ¼

PðB Aj ÞPðAÞ
PðBÞ ð1Þ

3 Modeling

In this part, fire risk associated factors are identified at first based on the fire history
statistics of Futian District in Shenzhen City over the past 11 years. Thus a BBN model
structure for predicting the consequence of urban fires is constructed, with the various
variables and the interaction among the variables combined in. Then the approach is
applied to Extinguishing effectiveness as a case study, and the BBN calculation model
is expounded therein.
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3.1 Dynamic Urban Fire Risk Assessment

Since fire risk is the product of probability and consequence, urban fires risk associated
factors (RAFs) include factors affecting fire occurrence rate and fire consequence,
including basic urban attributes, urban fire rescue forces, and smart city fire manage-
ment. Based on the fire history statistics of Futian District in Shenzhen City over the
past 11 years, fire RAFs are identified. Then, the comprehensive fire risk level could be
summarized by Eq. (2), where FRL is the overall fire risk level, and RL is the fire risk
grades with respect to certain fire RAFs.

FRL ¼ f ðRL1;RL2;RL3; . . .Þ ð2Þ

Basic Urban Attributes. Basic urban attributes could reflect the probability of fire
occurrence in the area, which include time of day, economic level, vocation, fire types,
and causes of fire.

Urban Fire Rescue Forces. Urban fire rescue forces could effectively reduce the
consequences of fires by reducing the number of casualties and property damage, which
include fire-fighting equipment, fire station protection area, fire safety training, and fire
safety inspection.

Smart City Fire Management. With the rapid development of the new generation of
information technology, smart cities pay more and more attention to smart fire-fighting
and continuously increases the investment in the construction of fire-fighting work.
Personal and property security could be better guaranteed with the advance of smart
fire-fighting work, such as fire detection system, fire alarm system, fire extinguishing
system, etc.

3.2 BBN Model

Base on the identification of fire RAFs, a BBN model for predicting the consequence of
urban fires is constructed, then the calculation based on the BBN model is introduced.

Structure Construction. The interaction between the variables is analyzed, based on
the identification of fire RAFs. Consequence is the most intuitive node (variable) to
evaluate the fire risk, influenced by the parent nodes (variables), Fatality and Economic
loss. Similarly, Fatality and Economic loss are related to other variables, such as
Extinguishing effectiveness, Local fire service, Vocation, etc. In addition, Extin-
guishing effectiveness, Local fire service, Vocation, and other fire RAFs are interde-
pendent. Thus, the network structure of BBN model for predicting the consequence of
urban fires is constructed as shown in Fig. 1.

Model Quantification. On the basis of the network structure of BBN model, the fire
RAFs could be divided into 2 groups, the static group, and the dynamic group. The
static fire RAFs, such as fire-fighting equipment within the node of Local fire service,
could be updated periodically. While the dynamic fire RAFs, such as the effectiveness
of the Temperature detector, could be monitored in real time with the help of dynamic
monitoring IoT system.
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Each node has a corresponding Conditional Probability Table (CPT) to indicate the
probability dependencies between the node and its parent nodes. Based on the fire
history statistics of Futian District in Shenzhen City over the past 11 years, the CPTs
could be obtained. Table 1 reveals the CPTs for three of the root nodes, including
Season, Time of day, and District. Moreover, the assumptive CPTs for other root nodes
are illustrated in Table 2. The CPTs of other nodes, such as causes of fire, could also be
gained based on urban fire history statistics.

3.3 BBN Calculation Model

Taking Extinguishing effectiveness as an example as shown in Fig. 2, to ensure
Extinguishing effectiveness, Detection system, Alarm system, and Fire extinguishing
system should all remain available. Detection system could function well when either
Smoke detector or Temperature detector is available. While Fire extinguishing system
could function well when both Fire pump and Water pressure are available.

Fig. 1. The network structure of BBN model for predicting the consequence of urban fires.

Table 1. The CPTs for three of the root nodes.

Node States and corresponding probabilities

Season Spring/0.2503 Summer/0.2349 Autumn/0.2328 Winter/0.2820

Time
of day

Before dawn/0.1614 Moring/0.2288 Afternoon/0.3045 Night/0.3052

District Area 1 Area 2 Area 3 Area 4 Area 5 Area 6 Area 7 Area 8 Area 9 Area 10

0.0630 0.1725 0.0491 0.0847 0.0690 0.0964 0.0854 0.1921 0.0928 0.0950

Table 2. The assumptive CPTs for other root nodes.

Node States and corresponding
probabilities

Water pressure/Fire pump Available/0.98 Unavailable/0.02
Temperature detector Available/0.90 Unavailable/0.10
Smoke detector/Alarm system Available/0.95 Unavailable/0.10

Application of Bayesian Belief Networks 7



In this way, the marginal probability of available Extinguishing effectiveness could
be calculated by Eq. (3), based on the reasoning network structure. Where 1 means
Available and 0 means Unavailable.

PðA ¼ 1Þ ¼ P½ðB1 ¼ 1Þ \ ðB2 ¼ 1Þ \ ðB3 ¼ 1Þ�
¼ P½ðC1 ¼ 1Þ [ ðC2 ¼ 1Þ� � PðB2Þ � P½ðC3 ¼ 1Þ \ ðC4 ¼ 1Þ�
¼ ½1� PðC1 ¼ 0Þ � PðC2 ¼ 0Þ� � PðB2 ¼ 1Þ � PðC3 ¼ 1Þ � PðC4 ¼ 1Þ
¼ ð1� 0:10� 0:10Þ � 0:95� 0:98� 0:98 ¼ 0:9033 � 0:90

ð3Þ

Likewise, the conditional probability of unavailable Temperature detector with
unavailable Extinguishing effectiveness could also be calculated by Eq. (4). Where 1
means Available and 0 means Unavailable.

PðC2 ¼ 0jA ¼ 0Þ ¼ PðA ¼ 0jC2 ¼ 0Þ � PðC2 ¼ 0Þ
PðA ¼ 0Þ

¼ ½1� PðC1 ¼ 1Þ � PðB2 ¼ 1Þ � PðC3 ¼ 1Þ � PðC4 ¼ 1Þ� � PðC2 ¼ 0Þ
1� PðA ¼ 0Þ

¼ ð1� 0:90� 0:95� 0:98� 0:98Þ � 0:10
1� 0:90

¼ 0:1789 � 0:18

ð4Þ

3.4 Results and Discussion

To verify the results above, the interaction among the nodes is drawn in GeNIe
(Decision Systems Laboratory 2008), thus the directed acyclic BBN model could be
formed and presented. The prior probability distribution of the scenario could be
revealed as shown in Fig. 3. The posterior probability distribution with unavailable
Extinguishing effectiveness could be illustrated in Fig. 4.

Fig. 2. The reasoning network structure of Extinguishing effectiveness.
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In addition, Behaviour Sensitivity Test (BST) could confirm whether the model
correctly predicts the behavior of the system modeling, based on the measurement of
Parameter Sensitivity Analysis (PSA). With the sensitivity analysis tool of GeNIe, the
target node is set to Extinguishing effectiveness, the visual result of the PSA is presented

Fig. 3. The prior probability distribution of the scenario.

Fig. 4. The posterior probability distribution with unavailable Extinguishing effectiveness.

Fig. 5. Variable sensitivity analysis of the model by setting the Extinguishing effectiveness as
the target node.
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in Fig. 5. It is obvious that the nodes are sensitive to the target node in different degrees,
which provides certain confidence to that the model is working as intended.

4 Conclusions

Fires become one of the common challenges faced by smart cities. To evaluate fire risk
dynamically, an integrated approach to quantitative risk assessment for urban fires
based on BBNs was proposed. Fire RAFs are identified based on the fire history
statistics of Futian District in Shenzhen City over the past 11 years. Then the various
variables and the interaction among the variables were combined in the BBN model
structure constructed for predicting the consequence of urban fires. With the approach
applied to Extinguishing effectiveness as a case study, the BBN calculation model was
expounded therein.

In general, BBNs show good adaptation of modeling and evaluating urban fire risk,
which could be used to provide effective decision-making support for government and
fire department. The BBN model could be improved continuously when new knowl-
edge becomes available due to its advantage of flexibility. With more and more fire
RAFs considered in the BBN model, the CPTs would be updated, thus more con-
vincing assessment could be obtained based on the more accurate results.
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Abstract. In any information technology enterprise, resource allocation
and project scheduling are two important issues to reduce project dura-
tion, cost and risk in multi-project environments. This paper proposes an
integrated and efficient computational method based on multi-objective
particle swarm optimization to solve these two interdependent problems
simultaneously. Minimizing the project duration, cost and maximizing
the quality of resource allocation are all considered in our approach.
Moreover, we suggest a novel non-dominated sorting vector evaluated
particle swarm optimization (NSVEPSO). In order to improve its effi-
ciency, this algorithm first uses a novel method for setting the global best
position, and then executes a non-dominated sorting process to select
new population. The performance of NSVEPSO is evaluated by compar-
ison with SWTC NSPSO, VEPSO and NSGA-III. The results of four
experiments in the real scenario with small, medium and large data sizes
show that NSVEPSO provides better boundary solutions and costs less
time than the other algorithms.

Keywords: Project scheduling · Resource allocation · Multi-objective
optimization · Particle swarm optimization

1 Introduction

In recent years, information technology companies have been confronted by the
requirement for higher quality products. Meanwhile, how to reduce their costs
and shorten the durations of information technology projects are big concerns
for project managers. Prior research has focused on project scheduling prob-
lem in terms of a pre-assigned set of human resources, and generously addressed
resource allocation in general [6] and project scheduling [3] as two separate prob-
lems. However, this represents an excellent opportunity for us to propose new
scheduling models and algorithms to deal with the two interdependent issues
simultaneously.

Specifically, Alba and Chicano [1] used genetic algorithms (GA) to solve the
two problems one after the other, assuming the following two hypotheses:
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(1) The developer carrying out an activity has to master all the skills required
for the activity.

(2) At a time, a developer can perform more than one activity simultaneously.

But these hypotheses are not appropriate for scheduling IT projects in prac-
tice. Firstly, there are many similar skills in the set of required skills. For exam-
ple, c# and java (two popular programming languages which are based on c).
If a developer lacks a required skill, perhaps he (she) possesses experience in a
similar skill and can achieve the tasks more quickly; Employees who only have
partial skills which a task required should also be allowed to be assigned to the
task; Secondly, to avoid delaying the task duration, the number of activities that
each employee conducts within a day, should have an upper-bound.

2 Problem Description

A set of L projects has to be performed simultaneously in an IT enterprise, and
each project l = {1, . . . , L} consists of Nl non-preemptive activities with specific
finish to start precedence constraints. There are in total I =

∑L
l=1 Nl activities

in L projects. Precedence constraints keep the activity i from starting until all
of its predecessors (Pi) have finished. Please note that there is no precedence
relations between projects. Each activity i = {1, . . . , I} requires ni employees
with special skills during its duration (di), and the time unit of activity duration
is a day. Formally, each employee j in the project team is denoted by ej , where j
ranges from 1 to J (the number of employees). In terms of resource constraints,
we assume that each employee j = {1, . . . , J} can only perform one activity
everyday, and ej is paid a weekly salary wsj .

2.1 Best-Fitted Resource Methodology

In this work, BFR methodology [6] is applied to the model and evaluate the skills
of the employees. There are four steps in the BFR methodology. The first step
of the process is to define the level of skills required for an activity. S presents
the set of all skills, and sk is the skill k = {1, . . . , | S |}. Each activity i has a
set of required skills associated with it, denoted by Si. The significance of each
required skill sk for an activity i, represented as hik ∈ [0, 1], is calculated as the
product of the expected use index and the complexity index.

In order to show the learning curve relationships between every two skills,
the second step of BFR methodology is to create the Skill Relationship (SR)
table. rks ∈ [0, 1] is the relationship between skill k and skill s.

The third step is to prepare the Resource’s Skill Set (RSS) Table. In the RSS
table, each cell gjk ∈ [0, 1] is the level of knowledge of resource j in skill k. The
value of gjk ranges from 0 to 1.

The last step of BFR methodology is to define the fitness fij of each resource
j for each activity i, and it is calculated as follows.

fij =
∑

sk∈Si

(hik · bjk), ∀i ∈ {1, . . . , I}, j ∈ {1, . . . , J}. (1)
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where bjk is the capability of resource j in the required skill k, and it is calculated
as follows.

bjk = max
ss∈S

{gjs · rsk}

2.2 Deciding the Duration of an Activity

In real-world IT projects, the duration of an activity is not fixed as many project
scheduling problems assume, and would be influenced by the employee assigned
to it. In this paper, we propose a method for deciding activity duration, based
on the fitness of the employee assigned to the activity.

Firstly, we define standard duration di0 of each activity i. The makespan of
di0 is determined by how long it takes e0 to complete the activity i, and e0 is a
dummy worker who masters all skills required by activity i (g0k = 1,∀sk ∈ Si).

The fitness of e0 for activity i is calculated as.

fi0 =
∑

sk∈Si

(hik · b0k) =
∑

sk∈Si

hik, ∀i ∈ {1, . . . , I}. (2)

where b0k = maxss∈S{g0s · rsk} = 1,∀sk ∈ Si.
Secondly, if employee j is assigned to activity i, the time dij taken by

employee j to develop activity i is decided as.

dij =

⎧
⎨

⎩

di0 + round(γi · fi0 − fij
fi0

· di0), zij = 1

0, zij = 0

where round() is the function of round-off.
Moreover, if failing to complete tasks on the scheduling time, we would take

some incentive or punitive measures to shorten the duration. γi ∈ [0, 1] is the
urgency of activity i, and it is determined as follows.

– γi = 0, very urgent.
– γi = 1, not urgent.

Finally, we calculate the duration of each activity i as.

di = max{dij}, j = {1, . . . , J},∀i ∈ {1, . . . , I}. (3)

where di is the duration of activity i.

2.3 Mathematics Model

Due to the abovementioned analyses, a solution for multi-objective multi-project
scheduling and resource allocation problem (MMSRAP) consists of a finish time
fti for each activity i and a resource allocation matrix. Each element of resource
allocation matrix is a binary variable zij , which defines whether employee j is
assigned to activity i.



Scheduling Multi-objective IT Projects and Human Resource Allocation 15

The three objective functions of our model for the MMSRAP are presented
in expressions (4), (5) and (6).

Objective (1): Minimize the total duration of L projects.

min PD = max{fti}, i = {1, . . . , I} (4)

where PD is the duration of L projects.
Similarly as the RCPSP, the first objective of the MMSRAP has a lower

bound. Based on omitting the resource constraints, the lower bound of PD is
obtained by computing the longest length of the critical paths of L projects. In
addition, in order to analyze the upper bound of PD, we assume that there is
only one employee (resource capacity =1), and the employee has to handle I

activities one by one. Then UB(PD) = UB(fti) =
∑I

i=1 di.

Objective (2): Minimize the overall cost of L projects.

min Cost = 0.2
I∑

i=1

J∑

j=1

(wsj · di · zij) (5)

where Cost is the total cost of L projects.
The total cost of L projects is the sum of the cost of each activity. As one

week includes five workdays, weekly salary is divided by 5 and converted to daily
wage, in calculating activity cost.

Objective (3): Maximize the quality of resource allocation.

max Quality =
I∑

i=1

J∑

j=1

(fij · zij); (6)

where Quality is the quality of resource allocation, and it is the sum of the
fitness of each activity.

The constraints of this model are listed as follows.

Constraint (1): The number of employees assigned to each activity i should
be ni.

J∑

j=1

zij = ni, ∀i ∈ {1, . . . , I} (7)

Constraint (1) ensures that each activity accesses enough resource during its
executions.

Constraint (2): If ni > 1, then the employees assigned to activity i should be
different from each other.

Ri(α) �= Ri(β), ∀i ∈ {1, . . . , I},∀α �= β, α, β ∈ {1, . . . , ni}. (8)

where Ri is the set of employee assigned to activity i, and Ri(α), Ri(β) is the
αth, βth element in set Ri.
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For example, activity i requires two employees, and ni = 2, α = 1, β = 2. Then
Ri(α) should be different from Ri(β), such as Ri(α) = e1, Ri(β) = e4, and the
solution of resource allocation Ri(α) = Ri(β) = e5 is contrary to Constraint (2).

Constraint (3): At each time (day) t, each employee j can perform at most
nmaxj activities.

0 ≤
∑

i∈At

zij ≤ nmaxj , ∀j ∈ {1, . . . , J}, t ≥ 0 (9)

where At is the set of activities in work at time t, and nmaxj is the maximum
number of activities which employee j can perform every day.

Constraint (4): Each activity is not able to be started until all of its predeces-
sors have finished.

max{ftk | ak ∈ Pi} ≤ sti, ∀i ∈ {1, . . . , I} (10)

where ak is activity k, and sti is a start time of activity i.

3 Non-dominated Sorting Vector Evaluated Particle
Swarm Optimization

Non-dominated sorting vector evaluated particle swarm optimization is a co-
evolutionary method, which employs separate subswarms for each objective. This
method supposes that M subswarms (Sub1, . . . , SubM , each of size A) aim to
optimize simultaneously M -objective functions. The mth subswarm (Subm,m =
{1, . . . , M}) aims to optimize the mth objective (fm).

3.1 Best Position Selection

In NSVEPSO, the method for updating the personal best position is the same
as VEPSO [5], and the personal best position (pbestm) of particles in Subm is
updated according to the mth objective. But the method for updating the global
best position of NSVEPSO is different from VEPSO.

Firstly, NSVEPSO constructs an external archive to store non-dominated
solutions obtained by the algorithm in the initialization.

Secondly, at each iteration g = {1, . . . , gmax}, for each subswarm m,
NSVEPSO selects a non-dominated solution from the external archive, and uses
it as the global best position (gbest

(g)
m ) of particles in subswarm m. Moreover, let

the position of the non-dominated solution whose value of the mth objective is
optimum (f∗

m), be gbest
(g)
m in Subm. Through this method, each subswarm can

share information from all non-dominated solutions, and NSVEPSO is able to
guide the particles to the Pareto front as soon as possible.
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Finally, for each iteration g, NSVEPSO uses expressions (11) and (12) to
update the current position (x(g)

ma) and velocity (v(g)
ma) of each particle a =

{1, . . . , A} in each subswarm m.

v(g+1)
ma = wv(g)

ma + c1r1(pbest(g)ma − x(g)
ma) + c2r2(gbest(g)m − x(g)

ma) (11)
x(g+1)
ma = x(g)

ma + v(g+1)
ma (12)

3.2 Population Selection

As shown in Fig. 1, the process of population selection in NSVEPSO is different
from the process of selection in NSPSO [7]. Because there are several subswarms
in NSVEPSO, and each subswarm m is focused on optimizing the mth objec-
tive. Then the process of non-dominated sorting should be implemented by each
subswarm independently. In addition, all new particles in NewSubm should be
selected from OldSubm or MateSubm. The detailed information of population
selection of NSVEPSO is described as follows.

Firstly, for each subswarm m, NSVEPSO combines the old population
(OldSubm) and the mate population (MateSubm) generated by the evolution
equation to form the candidate population (MergeSubm). Then, the algorithm
sorts all particles in MergeSubm in ascending order in terms of the rank of the
particle. The particle rank is given by.

Rank(a, g) = 1 + dc(g)a (13)

where Rank(a, g) is the rank of the particle a at iteration g, and dc
(g)
a is the

dominance count of particle a at iteration g. The dominance count of particle a
is the number of particles in the current subswarm which dominate particle a.

Secondly, if dc
(g)
a = dc

(g)
b , NSVEPSO sorts the two particles (particle a and

particle b) in descending order according to the crowding distance (cd). The
crowding distance of each particle a is the minimum distance of two points in
the current subswarm on either side of the particle a for each of the objectives.

Finally, NSVEPSO selects the top A particles from each MergeSubm, and
uses them as the new population (NewSubm) for the next iteration.

4 NSVEPSO Algorithm for Solving MMSRAP

In this section, a new scheduling algorithm based on NSVEPSO is proposed
to solve MMSRAP. This algorithm consists of three steps: firstly, assign the
resource required by each activity; secondly, set the priority of each activity;
and thirdly, use schedule generation schemes based on priority rules to schedule
each activity.
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Fig. 1. The process of population selection in NSVEPSO

4.1 Coding Design

In the NSVEPSO algorithm for solving MMSRAP, each solution can be shown as
a duplex 1 × I matrix where I is the total number of the activities. This duplex
matrix describes two characteristics of the activities: the set of the resources
assigned to the activity; and the priority value of the activity.

The position of the particle xma = {xma1, . . . , xmaI} corresponds to a solu-
tion for the problem. As shown in Fig. 2, the ith dimension of the position



Scheduling Multi-objective IT Projects and Human Resource Allocation 19

xmai consists of two parts. The first of part of particle position represents set
Ri = {Ri(1), . . . , Ri(ni)} instead of boolean variable zij . This coding design is
to simplify the coding and make the solution satisfy Constraint (1). The second
part of particle position depicts the priority value of the activity (qi).

Fig. 2. Coding design of particle position

According to the set of resources allocated to activity i, each element zij in
the resource allocation matrix is able to be determined. The pseudocode shown
in Algorithm 1 describes how to determine the decision variable zij .

Algorithm 1. Calculate each element in the resource allocation matrix
1: for i = 1; i ≤ I; i + + do
2: for j = 1; j ≤ J ; j + + do
3: zij = 0
4: end for
5: for α = 1; α ≤ ni; α + + do
6: for j = 1; j ≤ J ; j + + do
7: if Ri(α) == ej then
8: zij = 1
9: end if

10: end for
11: end for
12: end for

For example: if J = 5, Ri = {Ri(1), Ri(2)} = {e2, e5},
Then: zi1 = zi3 = zi4 = 0, zi2 = zi5 = 1;
The coding design of particle velocity is similar to the design of particle

position, which is composed of a component controlled set of resources and a
component controlled priority value of activity:

vmai = {vRi(1), . . . , vRi(ni), vqi}.

4.2 The Optimization Process

Step 1: Randomly generate three subswarms Sub1, Sub2, Sub3 with the same
population A. Sub1 evaluates the total duration objection function, Sub2 evalu-
ates the overall cost objection function, and Sub3 evaluates the resource alloca-
tion quality objection function. Then the positions and velocities of the particles
are initialized as follows.
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Algorithm 2. The scheduling algorithm for solving MMSRAP
Require: i = 1; PS1 = {a0}; st0 = 0; ft0 = 0; UB(fti) =

∑I
i=1 di;

Ensure: The finish time of each activity
1: while |PSi| ≤ I do
2: Compute Di

3: j∗ = minj∈Di{j|qj = maxk∈Di{qk}}
4: Estj∗ = max{ftk|ak ∈ Pj∗}
5: Eftj∗ = Estj∗ + dj∗ ;
6: t = Eftj∗

7: while t ≤ UB(fti) do
8: stj∗ = t − dj∗

9: ftj∗ = t
10: if there is no resource conflict within [stj∗ , ftj∗ ] then
11: break
12: end if
13: t = t + 1
14: end while
15: PSi+1 = PSi ∪ {aj∗}
16: i = i + 1
17: end while

– Initialize Ri in the particle position xmai to decide the set of resources
assigned to each activity i. Each element Ri(α) in Ri is randomly initial-
ized by an element of the set {e1, . . . , eJ}, but it must satisfy Constraint (2).

– According to Ri which has been initialized, decide each element zij in resource
allocation matrix. Then, use the expression (3) to calculate the duration di
of each activity i;

– Initialize the priority value (qi) of each activity i. qi can be randomly initial-
ized within [0,1]. Then, NSVEPSO uses the scheduling algorithm described in
Algorithm 2 to generate a schedule, which can be represented by a vector of
finish time {ft1, . . . , ftI}. Finally, use expressions (4), (5) and (6) to compute
PD, Cost, and Quality.

– Initialize each element vRi(α), α = {1, . . . , ni} in the first part of particle
velocity by an element of the set {−1, 0, 1}, and initialize the second part of
particle velocity vqi within [−1, 1].

Step 2: Store non-dominated particles (solutions) of all subswarms in the exter-
nal archive. Put the first particle of the first subswarm into the external archive,
and compare each particle a in each subswarm subsequently with all particles in
the external archive.

Step 3: Initialize the global best position of each subswarm and the personal
best position of each particle.

Step 4: Update the position and velocity of each particle according to expres-
sions (11) and (12).
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– In this problem, since the resource index is an integer, it is necessary for
NSVEPSO to make sure that each element Ri(α) in Ri is an integer.

– To prevent particle velocity from increasing too fast, vmai is clamped to
the maximum velocity vimax = {vRimax(1), . . . , vRimax(ni), vqmax}, and
−vimax ≤ vmai ≤ vimax. vRimax(1), . . . , vRimax(ni) are the dimensions of the
maximum velocity to control the decision variable, and vqmax is the dimen-
sion of the maximum velocity to control the priority value. In this problem,
let vRimax(1) =, . . . ,= vRimax(ni) = 100, vqmax = 1. If the new velocity
exceeded the maximum value, NSVEPSO would update the velocity by the
maximum velocity again.

– Inspect whether the updated Ri(α) is in the set {e1, . . . , eJ} and satisfies
Constraint (2). If not, NSVEPSO repeatedly updates the position and veloc-
ity of the particle based on the evolution equations until it satisfies these
constraints.

– According to Ri and qi which have been updated, NSVEPSO uses Algorithm 2
to obtain a new schedule. In terms of the method described in Step 1, zij ,
PD, Cost and Quality can be calculated.

Step 5: Use the process described in Sect. 3.2 to select the new population, and
update the external archive to include non-dominated solutions from all updated
subswarms.

Step 6: Update the global best position of each subswarm and the personal best
position of each particle.

– If the value of the mth objective function of current position xma is better
than the value of the mth objective function of personal best position pbestma,
NSVEPSO assigns xma as the personal best position pbestma.

– According to each non-dominated solution in the external archive, NSV-
EPSO assigns the position of the non-dominated solution, where the value
of PD is minimum, to gbest1; and the position of the non-dominated solu-
tion, where the value of Cost is minimum, to gbest2; and the position of the
non-dominated solution, where the value of Quality is maximum, to gbest3.

Step 7: Repeat Step 4, Step 5 and Step 6 until the stop criterion is reached.

5 Computational Experiments

This section describes how the computational evaluation was conducted. All
algorithms were implemented in Visual C++ and the experiments were per-
formed on a PC Core i5 with 2.7 GHz and 8 GB RAM running under the Win-
dows 10 operating system.
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5.1 Implementation of the Algorithms

In the literature, different kinds of algorithms are available and can efficiently solve
the multi-objective optimization problem. Accordingly, in our work we select three
PSO-based algorithms: NSVEPSO, stochastic weight trade-off chaotic NSPSO
(SWTC NSPSO) [4], vector evaluated particle swarm optimization (VEPSO) [5],
and a popular multi-objective algorithm: reference-point based many-objective
NSGA-II (NSGA-III) [2] to deal with MMSRAP.

In order to compare these four algorithms in the same condition, we use a
computation time limit as the termination criteria. The maximum computation
time tmax is decided on stabilization principle which is testified by numerous
tests. Furthermore, Cvg(θ) is used to measure the convergence of the algorithms
in this paper. The parameters of the algorithms are presented in Table 1.

Table 1. Algorithm parameters part

Algorithm Parameter setting

NSVEPSO w = 1; c1 = 1.5; c2 = 1.6; popsize = 36

SWTC NSPSO wmax = 1.2; wmin = 1.0;

c1,min = 2.4; c1,max = 2.8;

c2,min = 2.4; c2,max = 2.8; popsize = 36

VEPSO w = 0.9; c1 = 1.0; c2 = 3.6; popsize = 36

NSGA-III crossover rate= 0.8; mutation rate = 1/popsize;

crossover.eta= 25; mutation.eta = 25; popsize = 36

We conducted four experiments (shown in Table 2) to evaluate the perfor-
mance of these algorithms. The first experiment (Expt.1) deals with the schedul-
ing of a project with ten activities, and the second experiment (Expt.2) deals
with the scheduling of two projects with a combined total of 22 activities. Expt.3
schedules eight projects with a combined total of 88 activities, and Expt.4 sched-
ules 20 projects with 220 activities. In small size problems (Expt.1 and Expt.2),
the number of employees who are candidates for the allocation of activities is
26. Moreover, the number of employees in medium size problem (Expt.3) is 78,
and 234 in large size problem (Expt.4).

5.2 Results and Discussion

To evaluate the optimization effectiveness on different objectives, we record min-
imum total duration of L projects (PDmin), minimum overall cost of L projects
(Costmin) and maximum resource allocation quality (Qualitymax) in the non-
dominated solutions obtained by each algorithm after tmax seconds.

From Table 3, we observe that the Cvg(θ) of NSVEPSO is the lowest, and it
represents that the solutions obtained by NSVEPSO are the closest to a steady
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Table 2. Data set for each experiment

Expt No. of projects No. of activities No. of employees Size tmax

Expt.1 1 10 26 Small 10 s

Expt.2 2 22 26 Small 10 s

Expt.3 8 88 78 Medium 100 s

Expt.4 20 220 234 Large 1000 s

Table 3. Experiment results for the algorithms

Expt. Algorithm PDmin Costmin Qualitymax Cvg(θ) Iteration

Expt.1 NSVEPSO 100 3.646 13.362 16.689 3782

SWTC NSPSO 100 3.906 12.744 20.356 4756

VEPSO 100 4.764 12.272 17.084 8026

NSGA-III 100 3.238 13.216 19.134 662

Expt.2 NSVEPSO 180 10.41 26.754 10.155 1506

SWTC NSPSO 181 13.114 25.567 29.009 1517

VEPSO 183 13.364 24.518 27.509 3530

NSGA-III 188 10.790 28.456 15.647 537

Expt.3 NSVEPSO 202 61.044 82.623 32.274 738

SWTC NSPSO 202 65.634 82.697 176.683 653

VEPSO 207 71.482 77.506 226.929 722

NSGA-III 205 65.018 87.791 141.366 616

Expt.4 NSVEPSO 206 170.158 186.746 270.876 447

SWTC NSPSO 206 174.230 194.170 760.781 423

VEPSO 207 181.780 183.929 1033.224 452

NSGA-III 208 174.402 202.359 543.439 439

convergent solution than its counterparts. PDmin, Qualitymax in Expt.1; and
PDmin, Costmax in the other three instances obtained by NSVEPSO are more
excel than different algorithms. NSVEPSO obtains 8 best results to 12 boundary
solutions in four instances, and it reveals that NSVEPSO can obtain better
boundary solutions than the counterparts.

The last column of Table 3 represents the number of iterations completed by
each algorithm within tmax. For small size instances, VEPSO invests the lowest
computation effort because it lacks a procedure for selecting a new population,
and its optimization result is the poorest. In conducting both medium size and
large size instances, the time consumed by NSVEPSO at each iteration is less
than SWTC NSPSO and NSGA-III. It shows that our method improves the
efficiency of multi-objective particle swarm optimization.
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6 Conclusion

A new multi-objective multi-project scheduling and resource allocation problem
(MMSRAP) is presented in this paper. The objective of this problem is to mini-
mize the total duration and cost while maximizing the resource allocation quality.
Compared with classical resource constrained multi-project scheduling problem,
MMSRAP is more sophisticated because it combines activities scheduling and
resource allocation. We develop a multi-objective model to deal with this prob-
lem. In this model, the activity duration is varied by the fitness of the employee
to the activity, and each employee can perform several activities on everyday.
These assumptions in the modelling for this problem is to make it closer to the
reality of IT project scheduling.

On the other hand, we propose a novel multi-objective particle swarm opti-
mization: NSVEPSO. Four instances including large size, medium size and small
size instances were solved with our proposed algorithm. In addition, We evalu-
ated the performance of NSVEPSO compared to SWTC NSPSO, VEPSO, and
NSGA-III, and concluded that NSVEPSO is able to obtain better boundary
solutions with consuming less computation time.

Acknowledgements. This work is supported by Natural Science Foundation of Zhe-
jiang Province of China (Y16G010035, LY15F020036, LY14G010004), the Ningbo sci-
ence and technology innovative team (2016C11024), and the Zhejiang Provincial Edu-
cation Department project (Y201636906).

References

1. Alba, E., Chicano, J.F.: Software project management with GAs. Inf. Sci. 177(11),
2380–2401 (2007)

2. Deb, K., Jain, H.: An evolutionary many-objective optimization algorithm using
reference-point-based nondominated sorting approach, part i: solving problems with
box constraints. IEEE Trans. Evol. Comput. 18(4), 577–601 (2014)

3. Koulinas, G., Kotsikas, L., Konstantinos, A.: A particle swarm optimization-based
hyper-heuristic algorithm for the classic resource constrained project scheduling
problem. Inf. Sci. 277(1), 680–693 (2014)

4. Man-Im, A., Ongsakul, W., Singh, J.G.: Multi-objective economic dispatch con-
sidering wind power penetration using stochastic weight trade-off chaotic NSPSO.
Electr. Power Energy Syst. 45(4), 1–18 (2017)

5. Omkar, S., Mudigere, D., Naik, G.N., Gopalakrishnan, S.: Vector evaluated particle
swarm optimization (VEPSO) for multiobjective design optimization of composite
structures. Comput. Struct. 86(1–2), 1–14 (2008)

6. Otero, L.D., Centeno, G., Ruiz-Torres, A.J.: A systematic approach for resource
allocation in software projects. Comput. Ind. Eng. 56(4), 1333–1339 (2009)

7. Sedighizadeh, M., Faramarzi, H., Mahmoodi, M.: Hybrid approach to FACTS
devices allocation using multi-objective function with NSPSO and NSGA2 algo-
rithms in fussy framework. Electrical Power and Energy Systems 62(4), 586–598
(2014)



Dockless Bicycle Sharing Simulation Based
on Arena

Wang Chunmei(&)

College of Information Engineering,
Nanjing University of Finance and Economics, Nanjing 210023, China

18751906807@163.com

Abstract. Shared bicycle sites vehicle imbalance is very common. When users
arrive at a site to rent or return a bicycle, they often encounter the problem of “no
bicycle to borrow” and “no land to return”. Existing research, in response to the
problem of unbalanced site demand, most scholars predict the demand for bicycle
sites. In this study, the use of public bicycles at the site is analyzed from the
perspective of simulation. The Arena simulation software is used as a tool to
build a shared bicycle operation model, and three shared bicycle sites are
established to simulate the user’s arrival, riding, and bicycle use. Based on the
simulation results, the unbalanced sites are determined. For unbalanced sites, use
OptQuest to find the best decision-making plan. By changing the initial volume
of bicycles at the site, reduce the number of users who can’t be rented, the excess
number of bicycles at the site, and the number of users waiting in the queue.

Keywords: Shared bicycle simulation � Initial bicycle volume � Arena

1 Introduction

As a new type of business sharing economy, sharing bicycles has effectively improved
the “last mile” problem of urban transportation, and brought convenience to people in
China. However, it has also developed a series of problem. In real life, we often
encounter the problem of “no bicycle to borrow” and “no land to return”. Especially in
the morning and evening peak hours, the vehicle is tense, users often can’t find
bicycles, and the vehicles are parked more messy. At the same time, the blind sharing
of bicycles by enterprises has resulted in an imbalance of supply and demand in the
market, resulting in waste of resources and ultimately affecting the city appearance [1].
Therefore, according to the actual situation, reasonable placement of bicycles for
bicycle sites is an urgent problem to be solved.

At present, foreign researchers’ research on the sharing of bicycle rebalancing
mainly focus on the VRP (Vehicle Routing Problem) problem. There are not many
researches on the initial bicycles volume of the sites, but some scholars have studied
the demand forecast of the bicycles at the site. For example, Kaltenbrunner [2] used the
ARMA model to predict the number of bicycles at Barcelona stations based on data
sampled from the operator’s website. Regue [3] predicted the number of bicycles at the
site and analyzed the inventory quantity of the site to determine whether the initial
inventory level of a given station is sufficient for future demand. Zhang [4] established
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a mixed integer programming model. The model considers inventory level prediction,
user arrival prediction, and proposes a new heuristic algorithm to solve the model. In
China, Zeng et al. [5] built a multi-objective optimization integer programming model
based on the actual needs, and obtained the number of parking facilities at the planning
point. Dai [6] constructed a model for the problem of the number allocation of shared
bicycle parking areas, and adopted the bacterial colony optimization algorithm to solve
the problem of the number distribution of urban shared bicycle parking areas. Zeng [7]
used the actual data to establish a multi-objective decision-making comprehensive
evaluation model using TOPSIS algorithm, and gave a reasonable number of shared
bicycle campus placement points.

Some researchers have turned to establish simulation models to propose rebalance
strategies. In order to minimize the re-scheduling cost of shared bicycle operators,
Caggiani [8] proposed a micro simulation model of the dynamic bicycle redistribution
process, but lacked actual data. Lin [9] and Huang [10] proposed a simulation model to
solve the vehicle rescheduling in the bicycle sharing system. In their model, for
rescheduling the bicycle, the optimal number of vehicles and the number of shipments
were studied. Sun et al. [11] used AnyLogic software to build a shared bicycle flow
simulation model and gave a reasonable scheduling scheme.

In order to further study the initial volume of bicycles, in this paper, the use of
public bicycles at the site is analyzed from the perspective of simulation. The actual
data is analyzed and combined with the management simulation software Arena to
simulate the operation of the bicycle. Using Arena simulation, you can visually see the
flow of the vehicle and the number of users waiting to rent in the queue at the
unbalanced site. In the model, three shared bicycle sites are established, and the results
of the experimental operation are used to determine whether the vehicles at the site
reached equilibrium. For unbalanced sites, use the package OptQuest that comes with
Arena to find the best decision-making solution to optimize the problem. By changing
the initial volume of bicycles at the site, the number of users who can’t be rent, the
excess number of bicycles at the site, and the number of people waiting in the queue for
renting are reduced, thereby improving user satisfaction and utilization of bicycles.

The simulation software used in this paper is Arena. Arena is the world’s leading
discrete event simulation software. It has a strong modeling level and can be used for
visual simulation of actual activities. It is widely used in service systems, manufac-
turing systems, logistics and transportation systems, etc. [12]. Arena and OptQuest
have been widely used in practice to simulate a variety of real systems. However, few
academic publications in business and economics use this analog technique.

2 The Establishment of the Model and the Design
of the Parameters

2.1 Data Processing

Select bicycle cycling data from 5:00 pm to 6:30 pm on a certain day from the 2016
US Bicycle Rental System. The data collected is mainly the initial number of bicycles
at the site, the number of free spaces, and the arrival rate of each site. First, use the input
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analyzer to fit the input distribution, fit the data to a probability distribution, and then
build a model for simulation analysis. In the simulation experiment, three shared
bicycle sites, S1, S2, and S3, are simulated. The arrival ratios of the users arriving at the
site are S1 to EXPO (5.30), S2 to EXPO (1.96), and S3 to EXPO (1.84). The initial
number of bicycles, the number of free parking spaces at the S1 site are 12, 15, the S2
site are 17, 2 and the S3 site are 4, 19 respectively. At the same time, when users arrive
at the site, the proportion of users rent a bicycle is 50%. When user rent a bicycle, 80%
of the people are willing to wait if there is no bicycle to rent.

2.2 Flow Chart

Take the site S1 as an example, the flow chart of the simulation is shown in Fig. 1:

Because of the unreasonable placement of bicycles at the site, the uncertainty of
demand, there will be a situation of waiting for a bicycle rental and returning the bicycle.
Therefore, in the model, in order to better describe the reality, setting up a bicycle rental,
return queue, which is also a factor for optimizing the experimental results.

The user arrives at the site S1 and chooses to rent or return the bicycle. Suppose the
user wants to rent a bicycle, if there is a bicycle available at the site, the user rents the

Fig. 1. Shared bicycle simulation flow chart
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bicycle and rides to the next site S2; if there is no bicycle available at the site, the user
chooses to rent the bicycle while waiting for the bicycle to be available or give up the
bicycle. If the user gives up the bicycle, record failing to rent a bicycle. Suppose the
user wants to return a bicycle, and after the user returns the bicycle, it is determined
whether the bicycle is excessive. In actual life, the method of determining the excess
bicycle is beyond the bound range. If it exceeds the range bounded by the electronic
fence, the bicycle is recorded as surplus.

2.3 Logical Model

The basic building blocks of the Arena model are called modules, which can be used to
define simulation process and data. First, create a Create module to simulate the user’s
arrival at the site, the demand is generated; Second, create a Stationmodule that represents
the site S1; Then, create the first Decide module and judge whether it is renting or
returning a bicycle. The bicycle rental or returning bicycle is diverted according to the
percentage of 5:5, and user enters the bicycle rental system and return system respectively.

If the user enters the rental system, create a second Decide module and determine if
there is a bicycle available for renting at the site. If there is a bicycle at the site and no
one is waiting for the rental queue, the user rent a bicycle. Create a Seize module and
an Alter module (indicate the number of bicycles is reduced by one, the number of
bicycles that can be parked plus one), and then the user rides to the next site S2
(destination), enters the sub-model system; if the site has no bicycle to rent, create a
third Decide module, and set 80% of people willing to wait. Create a Hold module, it
means that the user who wants to wait, entering the Rent_wait queue. If the user does
not want to wait, create a Record module, record the user failing to rent a bicycle.

If the user enters the return system, returns the bicycle first and occupy an empty
parking space, create a Release module and an Alter module (indicate the number of
bicycles at the site plus one and the number of parkable bicycles is reduced one). After
the return of the bicycle, create a fourth Decide module. According to the number of
bicycles that can be placed in the system, determine if there are any excess bicycles, if
any, record bicycle surplus. The main logical model is shown in Fig. 2:

Fig. 2. Main logical model
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3 Experiment

3.1 Running Results

The model simulation duration is 90, the unit is minutes, and the number of repetitions
is 5. Analyze the experimental results, as shown in Table 1.

It can be seen from the running results of the simulation that the bicycles at the S1
site are more evenly distributed. Users can rent a bicycle without waiting, and park the
bicycle in the designated area. At the S2 and S3 sites, there is a phenomenon of vehicle
imbalance.

3.2 OptQuest Optimization

Arena has a software package called OptQuest, purchased from OptTek Systems Inc.,
which uses heuristic algorithms such as tabu search and scatter search to move subtly in
the input control variable space to find the best solution [13]. In the next work, the
optimization problem is described first, and then it is searched for the value of the
control variable that minimizes the predefined target.

The goal of experiment optimization is to solve the S2, S3 site imbalance problem.We
set the OptQuest parameter to solve the above problem. First select the control variable,
select Bikes_Si, Park_Si (i = 2, 3), indicate the number of initial bicycles and the number
of free parking spaces at site S2, S3. And constrain its upper and lower bounds, according
to the actual situation, set as follows: 0�Bikes Si� 30; 0� Park Si� 30 i ¼ 2; 3ð Þ.
Reselect the output variable: Record not rent number S2, Record not rent number S3,
Excess bicycles S2, Excess bicycles S3, thus establish the minimum target: Record
not rent number S2 + Record not rent number S3 + Excess bicycles S2 + Excess
bicycles S3.

After the experiment, the minimum target is 0, and the best solution is found. The
details are as follows: 14 bicycles are placed at the S2 site and the number of area
locations for parking 23 bicycles is vacated. 27 bicycles are placed at the S3 site, and
the number of area locations for parking 16 bicycles is vacated. The results of the
optimization are shown in Table 2.

Table 1. Experimental result

Site S1 S2 S3

Rent.Queue 0 0.3660 0.8612
Rent_wait.Queue 0 1.9562 10.4044
Number of user not rent 0 1.6000 5
Return.Queue 0.0047 2.4497 11.5904
Excess bicycles 0 4 0
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4 Conclusions and Further Research

In this simulation model, three shared bicycle sites are established, and the actual
operation is simulated by setting actual data parameters. The experimental results show
that the S2 and S3 sites show bicycle imbalance. In order to solve this problem, the
OptQuest software is used to find the optimal solution. By changing the initial volume
of bicycles at the S2 and S3 sites, the number of users who can’t be rented, the excess
number of bicycles at the site are reduced to 0. As well as reducing the waiting number
of queues, the problem of unbalanced S2 and S3 bicycle sites has been improved.

Existing research, in response to the problem of unbalanced site demand, most
scholars predict the demand for bicycle sites. Nevertheless, In this study, the use of public
bicycles at the site is analyzed from the perspective of simulation. Use the Arena simu-
lation to build themodel and determine the optimal volume of bicycles for the sites. Arena
is the world’s leading discrete event simulation software, however, few academic pub-
lications use this simulation tool. Research in this paper use the simulation toolmentioned
above, based on the traditional dock public bicycle rental system. According to the actual
operation of the domestic shared dockless bicycle, make changes and optimization.

The shortcomings of the model is that the real-time use of the shared bicycle is still
not enough research. During the experiment, we assume the proportion of renting a
bicycle and the proportion of unwillingness to wait. In the future, we can do further
research in the following two aspects:

(1) Deepen the investigation of the real-time use of bicycles at the sites, and expand
the three sites to a larger system to make the model more suitable for actual
operation.

(2) Under the condition that the optimal initial delivery volume of each site is known,
a multi-objective optimal scheduling model and algorithm are established to
complete the static scheduling of multiple sites.
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Abstract. With the development of smart cities, 3D city models have expanded
from simple visualization to more applications. However, the data volume of 3D
city models is also increasing at the same time, which brings great pressure to
data storage and visualization. Therefore, it is necessary to simplify 3D models.
In this paper, a three-step simplification method is proposed. Firstly, the geo-
metric features of the building are used to extract the walls and roof of the
building separately, and then the ground plan and the single-layer roof are
extracted by the K-Means clustering algorithm. Finally, the ground plan is raised
to intersect with the roof polygon to form a simplified three-dimensional city
model. In this paper, experiments are carried out on a certain number of 3D city
models of CityGML format. The compression ratio of model data is 92.08%, the
simplification result shows better than others.

Keywords: Model simplification � K-Means � Ground plan � Roof �
Reconstruction

1 Introduction

With the urbanization of the population and the development of science and technology,
the construction of smart cities is being promoted all over the world, trying to solve the
problems arising from the process of population urbanization through smart city tech-
nology. To this end, it is necessary to establish and improve the urban digital infras-
tructure, the 3D city models have been widely used as an important part of digital
infrastructure [1], such as urban transportation, urban planning, agriculture, environ-
mental protection, energy consumption and so on. CityGML (City Geography Markup
Language) is an open source data model based on XML format designed for 3D city-
related applications used to store and exchange virtual 3D city data, it also allows four
different levels of detail (LoDs) LoD1–LoD4 to represent the building. With the
development of modeling technology, the 3D city models are getting more and more
sophisticated, which not only enhances the visual effect but also brings great pressure to
data transmission and data visualization, so it is very necessary to comprehensively
simplify the sophisticated 3D models. The common 3D city models are composed of
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points, lines, and surfaces, so the simplification of the 3D city models is the simplifi-
cation of points, lines, and surfaces. The K-Means algorithm shows good characteristics
when clustering unlabeled data, so we can use the K-Means algorithm to cluster the
vertex data that constitutes the 3D model to eliminate redundant vertex information.

The following content of this paper is arranged as follows, the second part is related
work, the third part introduces the proposed three-step simplification method, the
experimental process and the results are shown in the fourth part, the fifth part is the
overall conclusion of this paper.

2 Related Work

In the existing comprehensive and simplification researches of the existing 3D city
models, it is mainly aimed at the simplification of a single building model, for example,
Kada represents a building model as another new form based on half-space to eliminate
the “small” parts of the building [2]; Baig et al. restrict the number of edges, curves,
and angles of ground plan to extract the LoD1 from exterior shells of buildings at
LoD3, but this method is only applicable to the flat-top building model with regular
structure [3]; Li et al. proposed a simplified structure principle to simplify the model by
geometric classification of building models [4]; Ying constructed a 3D model by
squeezing the footprint of a 3D building to simplify the original model [5]. There are
also studies that are based on different methods to achieve multi-level detail processing,
for example, Fan simplifies the model by extracting building models with different
levels of detail [6], and further simplifies the extracted ground plan and roof [7]; Mao
et al. proposed a multi-representation structure of 3D building model called CityTree,
which is based on block segmentation and 3D building dynamic aggregation to meet
the visualization requirement of cluster buildings [8]; Biljecki F [9] and Geiger [10]
synthesized and simplified the 3D models from multiple levels of detail.

K-Means algorithm also shows certain advantages in spatial data clustering. In
order to facilitate the generation of compatible segmentation between two grid models,
Mortara et al. proposed a K-Means algorithm based on face clustering [11]; Buchanan
et al. used the K-Means clustering method to identify spatial noise changes [12]; Shao
et al. avoided falling into local optimum effectively by introducing the thinking of
multi-dimensional grid space [13]; Zhang proposed a K-Means++ algorithm based on
K-Means algorithm and applied it to the segmentation simplification of the 3D mesh
model [14]. Most of the existing algorithms are based on the research of 3D spatial
surface, this paper will conduct clustering research on 3D spatial point data.

3 Methodology

The simplified algorithm proposed in this paper is mainly divided into three parts. The
first step is to obtain the wall and roof of the building respectively according to the
prior knowledge. The second part is to obtain the ground plan and single-layer roof of
the building according to the wall and roof using the K-Means clustering algorithm and
the adjacent edge search algorithm. The final step is to raise the ground plan to intersect
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with the roof to obtain the wall, so as to reconstruct the 3D building model. Figure 1 is
the overall flow of the algorithm proposed in this paper.

According to the flow chart shown in Fig. 1, the specific steps of the simplified
algorithm proposed in this paper are as follows:

3.1 Acquisition of Walls and Roofs of Building

By analyzing the data of the city model in CityGML of LoD3, we found that the wall or
roof of each building is made up of a thin cube, so on the premise of not affecting the
visual effect, we can use a face to replace the cube.

According to prior knowledge, we can know that the walls of buildings are per-
pendicular to the ground, that is, the normal vector of the surface is parallel to the
ground, and the normal vector of the roof is at a certain angle to the ground. Therefore,
after obtaining all the faces that constitute the building, we can distinguish the wall and
roof of the building according to the normal vector of the face and save them
respectively. For each wall face of the building, only points in the bottom face will be
saved according to the height.

3.2 Extraction of Ground Plan and Single-Layer Roof

In computational geometry, the polygon containing a set of vertices is calculated by the
convex hull algorithm [15]. If the convex hull algorithm is applied to the ground plan
extraction of the building since the characteristics of the adjacent wall of the building
are not considered in the algorithm, as shown in Fig. 2, it can be seen that the convex
hull algorithm cannot correctly extract the ground plan of a building.

For the extraction of the ground plan, the K-Means clustering algorithm proposed in
this paper is applied to the bottom surface data obtained in step1. Firstly, K-Means
clustering is performed, and according to the k-value evaluation standard of K-Means
clustering, the final k value is selected, then the final ground plan is composed of the
central points of the k classes. The connection relationship between the cluster centers is
obtained according to the edge connection relationship between the original bottom
vertices and the correspondence between the original vertices and the cluster centers.
Considering the characteristics of the building, the k vertices need to form a closed ring,
so according to the connectivity between the walls of the building, the neighboring edge
search method is adopted, that is according to one point, the connected edges are
searched until they coincide with the first vertex to form a closed loop.

3D 
Model

Get the 
wall and 

roof

Extract
ground 

plan and
single-

layer roof

Recon-
struction 
of the 3d 

model

Simpli-
fied 3D 
model

Fig. 1. Algorithm flow chart
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For the extraction of the single-story roof, the method is the same as above, since
the roof faces of buildings are constructed separately, after the K-Means clustering, the
simplified single-layer roof face can be obtained directly according to the corre-
sponding relationship between the vertices in the original surface and the clustering
centers. The extracted ground plan and single-story roof are show in the Fig. 3.

3.3 Reconstruction of 3D Building Model

The reconstruction of the 3D building model adopts the method of Fan [7], the ground
plan obtained in step 2 is raised to intersect with the roof surface to obtain the wall. The
specific operation is to initialize a wall as a surface with four vertices perpendicular to the
ground, the height is a little higher than themaximum height of the roof (such as 2 m).We
look for the intersection of the initial wall and the roof surface to get a new wall polygon.

There are two situations in this case. If the two intersections are on the same roof
surface, then they are the endpoints of the intersecting line segments, as shown in
Fig. 4(a). If the two intersections are on two adjacent roof surfaces, then the common
line segments of the two roof surfaces must intersect with the wall surface. We obtain
this intersection point, and these three points form two intersecting line segments with
the roof face, as shown in Fig. 4(b).

(a)Top view of the model (b)Convex hull algorithm (c)Algorithm of this paper

Fig. 2. Comparison between convex hull algorithm and the algorithm in this paper

(a)Top view of the model             (b)ground plan                            (c)single-story roof

Fig. 3. Extraction of ground plan and single-layer roof
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4 Implementation and Results

The data set used in this paper is the building model of Ettenheim in Germany,
downloaded from the CityGML official website (https://www.opengeospatial.org/).
The experimental environment is the Python 3.6 programming language, the platform
is a PC with Intel(R) Core(TM) i7-6700 K, 4.00 GHz CPU, 32 GB RAM (31.9 GB
usable), and Microsoft Windows 10 Professional (64bit).

The flow for a single model is as follows, as shown in Fig. 5. The first column is the
original data, the second column is the ground plan of the building, the third column is
the single-layer roof extracted according to the method in this paper, and the fourth
column is the closed 3D entity generated by the method of intersecting the walls with the
roofs. It can be seen that the visual effect of the 3D building is basically preserved.

(a)   (b)

Fig. 4. Schematic diagram of the intersection of the wall and the roof

a1                            a2                                   a3              a4

b1                            b2                                   b3      b4 

c1                            c2                                  c3                                      c4

Fig. 5. The first column: the original data (visualized by FZK Viewer); the second column is
ground plan; the third column is the single-layer roof; the fourth column is the simplified model
(visualized by https://3dviewer.net/)
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For the overall data, we tested on the dataset of the small town of Ettenheim,
Germany, a total of 192 LoD3 building models, as shown in Fig. 6(b) for the simplified
overall model, the experimental results show that the appearance and precision of the
model are not damaged from the perspective of individual and overall models.

The algorithm in this paper can be implemented on two levels of detail, LoD2, and
LoD3.According to theflowof the abovemethod,we have separated thewall and the roof

Fig. 6. (a) Raw data (visualized by FZK Viewer); (b) Simplified overall model (visualized by
https://3dviewer.net/)
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of the experimental models, is different from Fan and other studies relying on the char-
acteristics of the CityGML file format for semantic filtering to obtain thewall and the roof,
the method of this paper is more general and applicable to non-semantic models. It can be
seen from the data statistics in Table 1 that themodel simplification data compression rate
of the algorithm proposed in this paper is superior to other algorithms.

5 Conclusion

After analyzing the characteristics of the 3D building model, this paper uses the
geometric features of the building to extract the walls and roof, then calculates the
ground plan and the single-layer roof of the building based on the K-Means clustering
algorithm. Finally, the simplified 3D model is obtained by recombining the walls and
roof by the method of polygon intersection. The model obtained by this method is a
closed 3D entity, and the data compression rate reaches 92.08% without affecting the
overall visual effect. However, the method in this paper cannot deal with the model
with high complexity, so this is also the aspect that needs to be considered in future
research.
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Abstract. The introduction of new products is one of the important means to
ensure the vitality of convenience stores. Convenience stores introduce hundreds
of new products every month, so it is crucial for them to make decisions quickly
and conveniently. In order to give advices to convenience stores, a compre-
hensive evaluation model of new product introduction in convenience stores
based on multi-dimensional data is proposed. Firstly, based on theories of
multidimensional data and snowflake schema, a snowflake model designed for
new product introduction in convenient stores was established, which includes 4
dimensions: supplier, product, consumer and competitors. Secondly, according
to the constructed snowflake model and the theories of comprehensive evalua-
tion, subject weighting method was applied and 23 indicators were established
for decision-makers to evaluate new products by having comparison with
existing products. Furthermore, decision-makers can use the formula to calculate
the score of new products and judging whether new products should be intro-
duced or not according to the score. Finally, in order to test the operability of the
comprehensive evaluation model, Chu Orange in Anda convenience stores was
analyzed, which lead to conclusion that Chu Orange should be introduced. And
the subsequent increased sales illustrates the validity of the proposed model.

Keywords: Convenience stores � New product introduction � Comprehensive
evaluation model � Snow schema � Multidimensional data

1 Introduction

Recently, convenience stores develop rapidly in China, and for them, product selection
is one the keys to be successful, which can embody the stores’ vitality, strengthen
characteristics, create and guide consumer demand.

One of convenience stores’ decisions in product selection is discussed, that is
whether a specific new product should be introduced or not. Time series analysis is one
of the most commonly used methods for product selection. However, it is not suitable
for new product introduction, since new products lack historical data, which is the basis
of time series analysis. In addition, time series analysis mainly focuses on commodities,
and ignores other factors that may affect the operation of convenience stores, like
consumers and supplier [1]. Therefore, a comprehensive evaluation model for new
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product introduction through designing snowflake schema based on multidimensional
data is put forward.

2 Snowflake Schema of New Product Introduction
in Convenience Store

2.1 Theoretical Basis of Multidimensional Data and Snowflake Schema

Theories of Multidimensional Data. Multidimensional data is a subject-oriented,
integrated, time-variant, non-volatile collection of data. Researchers can apply multi-
dimensional analysis methods, like drilling, slicing, dicing, and pivoting, to observe
and understand the data.

There are two important concepts in multidimensional data. The first one is
dimension, which includes a particular type of data, such as supplier dimension, that
includes data related to supplier, rather than consumer. Another requirement is that
dimensions should not be overlapped. For example, supplier dimension and consumer
dimension are two dimensions in new products introduce decision, since both supplier
and consumer can influence the decision and they are not overlapped with each other.

Data in the same dimension can be further divided to hierarchies. For example,
product packaging includes product packaging material and product packaging
technology.

The second important concept is measure. Measure is the final result that
researchers want to obtain through multidimensional data analysis. For this essay,
measure is whether a convenience store should introduce a specific new product. [2]

Theories of Snowflake Schema. There are three multidimensional data models: star
schema, snowflake schema and star-snowflake schema. Snowflake schema is applied in
this paper, since it further stratifies star schema, which can make the analysis more
specialized and practical. Snowflake schema includes a fact table, dimension tables and
hierarchies. Fact table is the core of the schema, which connect different dimension
tables. Dimensions tables record relevant data, and hierarchies supplement dimension
tables by providing even more detailed data.

2.2 Establishment of Snowflake Schema on New Products Decision

To establish snowflake schema on new products decision, facts table, dimension tables
and hierarchies should be considered.

Firstly, determine facts table. Every dimension in facts table should have impact on
the new product decision, and should be independent at the same time. Therefore,
considering a product from being produced to sold, four dimensions, which are sup-
pliers, commodities, consumers, and competitors, are established. [3]
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Secondly, classifications in dimensions should be determined. Take product
dimension for example. Factors related to products include product price, product
quality or taste, product packaging, product brand, product specification and product
sales peak period, so all these categories should be listed in product dimension table.

Finally, decide whether there is further division for the data in dimension tables. If
there is, hierarchies should be developed. Take product dimension for example again,
product packaging can be divided into two hierarchies: product packaging materials
and product packaging technology, since packaging materials and technology are
independent from each other and both of them belong to product packaging. And
product brand can be divided into three hierarchies, including product brand image,
product brand popularity and product brand consumer loyalty, for the similar reason
(Fig. 1).

And then, for other dimensions, the same process is conducted and the snowflake
schema designed for new products introduction forms (Fig. 2).

Fig. 1. Product dimension in new products introduction decision
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3 Comprehensive Evaluation Model on New Product
Introduction of Convenience Store

3.1 Theoretical Basis of Comprehensive Evaluation

Comprehensive evaluation is a method that processes and extracts information from a
complex system by selecting representative indicators and synthesizing them into one, so
it requires selecting most representative indicators to reflect the whole complex system.

Fact Table 

Supplier

Product

Consumer

Competitor

New product decision

Supplier 

Supply Price

Defective Products Rate

Expired Goods Processing

Bulk Order Discount

Supply Quality

Supply Frequency

Product

Product Price

Product Quality or Taste

Product Packaging

Product Brand

Product Specification

Product Sales Peak Period

Product Packaging Material 

Product Packaging 
Technology

Product Brand Image

Product Brand Popularity

Product Brand Consumer 
Loyalty

Consumer 

Consumer Attributes

Consumer Habits 

Consumer’s Age

Consumer’s Gender

Consumer’s Occupation

Consumer’s Family 
Structure

consumer’s Activity Time 

Consumer’s Taste

Consumer’s Entertainment

Competitor 

Competitor Number

Product Packaging

Product Brand

Consumer Attributes

Consumer Habits 

Fig. 2. The complete snowflake schema of new products launching decision.
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In comprehensive evaluation, determination of weight plays a decisive role. There
are more than ten methods to calculate weight, but they can be mainly divided into
subjective weighting method and objective weighting method. Subjective weighting
method is mainly decided by authorities, which indicates that it does not have a unified
objective standard. However, since this method has a longer history, it is relatively
mature. Objective weighting method is a concept corresponding to subjective
weighting method. It obtains weights by mathematically or statistically calculating
data. Although objective weighting method is more objective, they are extremely
complex and imperfect due to their late study. [4–6]

3.2 Comprehensive Evaluation Model on New Product Introduction
of Convenience Store

Based on factors listed in the designed snowflake schema, comprehensive evaluation of
new products on convenience stores was established through subjective weighting
method. We chose subjective weighting method for the following reason: convenience
stores need to evaluate new products every day, so they need a quick and easy rather
than a complicated way to make decisions.

When determining the weights, we referred to researches on Chinese convenience
stores operation, review of China’s convenience stores development in the past 20
years, and forecast of Chinese retail [7–9]. The specific classification and weight are
shown in Table 1.

Table 1. Classification and weight of comprehensive evaluation on new products

First class
indicators

Weights Second class
indicators

Detailed second class
indicators

Weights Number Scores
(100
marks)

Supplier 20% Supply price Supply price is lower than
existing products

20% 1

Defective
product rate

Defective product rate is
lower than existing
products

15% 2

Expired
goods
processing

Cost for expired goods
processing is lower than
existing products

15% 3

Bulk order
discount

Bulk order discount is
higher than existing
products

15% 4

Supply
quality

Supply quality is higher
than existing products

20% 5

Supply
frequency

Supply frequency is higher
than existing products

15% 6

(continued)
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Table 1. (continued)

First class
indicators

Weights Second class
indicators

Detailed second class
indicators

Weights Number Scores
(100
marks)

Product 35% Product
price

Product price is lower than
existing products

20% 7

Product
quality or
taste

Product quality or taste is
better than existing
products

20% 8

Product
packaging

Product packaging material
is more attractive than
existing products

7.5% 9

Product packaging
technology is more
attractive than existing
products

7.5% 10

Product
brand

Product brand image is
better than existing
products

5% 11

Product brand popularity is
higher than existing
products

5% 12

Product brand consumer
loyalty is higher than
existing products

5% 13

Product
specification

Product specification is
more various than existing
products

15% 14

Product
sales peak
period

Product sales peak period
is less overlapped with
existing products

15% 15

Consumer 35% Consumer
attributes

The range of target
consumers’ age is larger
than existing products

12.5% 16

The range of target
consumers’ gender is larger
than existing products

12.5% 17

The range of target
consumers’ occupation is
larger than existing
products

12.5% 18

The range of target
consumers’ family
structure is larger than
existing products

12.5% 19

(continued)
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Convenience stores should give evaluation for each second-class indicator in form
of one hundred marks according to the above table. The comprehensive evaluation for
existing commodities is designed to be 50 points. When the new arrival is superior to
the existing one for a second-class indicator, the score should be higher than 50 points,
and when the new arrival is inferior to the existing one, the score for the second-class
indicator should be lower than 50 points.

Then calculate the final score for the new product:

The final score for the new product ¼
X23

1
scores ðhundred marksÞ

� weights of second class indicator � weights of first class indicator

Therefore, when the final score for the new arrival is more than 50 points, the new
product has superiority over the existing products in convenience stores, and it is
suggested that the convenience store should introduce the new product.

4 Case Validation of the Comprehensive Evaluation Model

A decision-making of the new product – Chu orange of Anda convenience stores in
Hohhot, Inner Mongolia, is analyzed according to the comprehensive evaluation model
above. New product scores are shown in Table 2.

Table 1. (continued)

First class
indicators

Weights Second class
indicators

Detailed second class
indicators

Weights Number Scores
(100
marks)

Consumer
habits

The range of target
consumers’ activity time is
larger than existing
products

16.67% 20

The range of target
consumers’ taste is larger
than existing products

16.67% 21

The range of target
consumers’ entertainment
is larger than existing
products

16.67% 22

Competitor 10% Competitors
number

The number of competitors
is less than existing
products

100% 23
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Table 2. Comprehensive evaluation on Chu orange for Anda convenience stores

First class
indicators

Detailed second class
indicators

Weights Explanation Number Scores

Supplier Supply price is lower
than existing products

20% The supplier of Chu orange
is BenLai, which is a
company focuses on high
quality fruits, so the price of
BenLai company is higher
than other fruit suppliers

1 40

Defective product rate
is lower than existing
products

15% The rate of defective
oranges is very high.
According to Anda’s report,
defective product rate is
higher than 50%.

2 80

Cost for expired goods
processing is lower
than existing products

15% Since Chu orange can be
stored for a long time in
winter, the cost for expired
is low

3 80

Bulk order discount is
higher than existing
products

15% BenLai company’s bulk
order discount is high

4 80

Supply quality is
higher than existing
products

20% BenLai company’s supply
quality is high

5 90

Supply frequency is
higher than existing
products

15% BenLai company’s supply
frequency is high

6 80

Product Product price is lower
than existing products

20% The price of Chu orange is
higher than the general
orange

7 30

Product quality or taste
is better than existing
products

20% Chu orange contains
vitamin C, so it has higher
nutritional value. It is also
sweeter than other oranges

8 90

Product packaging
material is more
attractive than existing
products

7.5% Chu oranges in Anda
convenience stores are
mainly packed in boxes,
which are more attractive to
consumers than other
orange brands’ plastic bags

9 60

Product packaging
technology is more
attractive than existing
products

7.5% Chu oranges in Anda
convenience stores are
mainly packed in boxes,
which are more attractive to
consumers than other
orange brands’ plastic bags

10 60

(continued)
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Table 2. (continued)

First class
indicators

Detailed second class
indicators

Weights Explanation Number Scores

Product brand image is
better than existing
products

5% As a well-known orange
brand, Chu orange has
good image, high
popularity and high
consumer loyalty

11 70

Product brand
popularity is higher
than existing products

5% As a well-known orange
brand, Chu orange has good
image, high popularity and
high consumer loyalty

12 70

Product brand
consumer loyalty is
higher than existing
products

5% As a well-known orange
brand, Chu orange has good
image, high popularity and
high consumer loyalty

13 70

Product specification is
more various than
existing products

15% Anda convenience stores
provide Chu orange in 5
kilograms form and half of
a dozen form. There are
also distinctions between
excellent and good ones.
Therefore, consumers have
more options for Chu
orange

14 70

Product sales peak
period is less
overlapped with
existing products

15% The ripening period of Chu
orange is in winter. It can
act as an attraction in
winter, considering the
limited fruits in Hohhot at
that time

15 90

Consumer The range of target
consumers’ age is
larger than existing
products

12.5% The same as the existing
products

16 50

The range of target
consumers’ gender is
larger than existing
products

12.5% The same as the existing
products

17 50

The range of target
consumers’ occupation
is larger than existing
products

12.5% Because of the high price of
Chu orange, the scope of
consumers’ occupation
shrinks

18 40

(continued)
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Then according to formula (1), the final score of Chu orange is 65.675, greater than
50, so Chu-Orange should be introduced.

Through the sales after introduction of Chu orange, we can prove the validity of the
evaluation model.

In 2016, 4400 boxes of Chu oranges in Anda convenience stores were quickly sold
out.

In 2017, 5299 boxes of Chu oranges in Anda convenience stores were sold out,
which ranked the first among all orange products and accounted for more than 80% of
the local market (Table 3).

Table 2. (continued)

First class
indicators

Detailed second class
indicators

Weights Explanation Number Scores

The range of target
consumers’ family
structure is larger than
existing products

12.5% The same as the existing
products

19 50

The range of target
consumers’ activity
time is larger than
existing products

16.67% The same as the existing
products

20 50

The range of target
consumers’ taste is
larger than existing
products

16.67% The same as the existing
products

21 50

The range of target
consumers’
entertainment is larger
than existing products

16.67% The same as the existing
products

22 50

Competitor The number of
competitors is less than
existing products

100% Because Chu orange is a
new product in Hohhot,
Anda convenience stores
face less competitive
pressure, compared with
other kinds of oranges

23 80

Table 3. Anda Convenience Stores’ data related to oranges

Product Sales
quantity

Including tax
revenue

Gross interest
rate

Classical Chu orange 5299 779516 30.7%
Excellent Bingtang orange from
ShiJian

3686 438634 32.8%

Good Bingtang orange from
ShiJian

2286 226314 30.3%

First class Chu orange 1371 173824 40.9%

Data recourse: Anda convenience stores.
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On the other hand, in 2017, the soaring sales of Chu oranges also promoted the
sales of 10,000 boxes of Aksu apples, 7,000 boxes of Kurla pears and 5,000 boxes of
Guanxi grapefruit, which made additional huge profits for Anda convenience stores.

Therefore, Chu orange decision proves that the proposed comprehensive evaluation
model has practical significance and can be spread.

5 Conclusion

In order to help convenience stores choose from hundreds of new products, a com-
prehensive evaluation model based on snow schema was proposed. Firstly, considering
the whole process from products supply to products sales and the theories of multi-
dimensional data and snowflake schema, a snowflake model for new product intro-
duction was established, which includes four dimensions: supplier, products,
consumers and competitors. Secondly, according to the constructed snowflake schema
and the theories of comprehensive evaluation, 23 indicators was designed for decision-
makers to evaluate new products by having comparison with existing products and the
formula to calculate the final score of each new product was offered. At last, aiming to
test the operability of the new-proposed comprehensive evaluation model, Chu Orange
for Anda convenience stores was carefully analyzed and then recommended, which
was verified by the subsequent increased sales. Therefore, convenience stores are
suggested to apply this comprehensive evaluation model to make decisions of new
products introduction.
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Abstract. In case of sharp road illumination changes, bad weather such as rain,
snow or fog, wear or missing of the lane marking, the reflective water stain on
the road surface, the shadow obstruction of the tree, and mixed lane markings
and other signs, missing detection or wrong detection will occur for the tradi-
tional lane marking detection algorithm. In this manuscript, a lane marking
detection algorithm based on high-precision map is proposed. The basic prin-
ciple of the algorithm is to use the centimeter-level high-precision positioning
combined with high-precision map data to complete the detection of lane
markings. The experimental results show that the algorithm has lower false
detection rate in case of bad road conditions, and the algorithm is robust.

Keywords: Intelligent driving � Lane marking detection � High-precision map

1 Introduction

Intelligent driving is what the automobile industry will be dedicated to in the future. As
policies and regulations on intelligent driving are gradually shaped, technological
progress continue to be achieved within the industry, and intelligent driving companies
are promoting the implementation actively, the intelligent driving market will continue
to expand [1]. As basic traffic signs, the lane markings constrain as well as guide the
driver. The ability to properly detect and track the lane marking in real time is a
prerequisite for unmanned intelligent vehicles to drive properly. At present, the sensor
applied to sense the road environment is mainly the visual sensor, which is small-sized
and can collect large amounts of information and achieve high-precision close-range
detection at a low cost [2]. However, the lane marking detection algorithm based on the
visual sensor is susceptible to the interference of the road environment, which will
result in a failure in detection [3]. Therefore, in environment sensing module of the
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unmanned driving system, other sensors such as the LIDAR, the millimeter wave radar,
the infrared sensing device, etc. can be used collaboratively to achieve the objective of
sensing the environment surrounding the road where the vehicle is driving [4].

The high-precision map provides another approach for lane marking detection [5].
The biggest difference between the high-precision map and the traditional GPS map is
that the former encompasses lane data: the latitude and longitude, the width, the limit
speed, the roadbed width and height, the road grade, the slope, among others [6]. These
data can provide a wealth of prior knowledge for the lane marking detection system to
help the intelligent algorithm detect and identify the lane marking.

For structured roads under complicated road conditions, this manuscript proposes a
lane marking detection method based on the high-precision map. The algorithm detects
lane marking according to predicting the parameters of the lane marking model with the
integration of prior lane marking data in the high-precision map. The algorithm can
adaptively adjust the effect of lane marking detection to respond to the limitation of the
visual sensor.

The rest of the manuscript mainly comprises of four parts. The first part is related
work, focuses on well-known lane marking detection algorithms. The second part is the
detail of the lane marking detection and tracking algorithm based on the high-precision
map. The third part is the implementation and verification of the algorithm, as well as an
experimental comparison with other systems for the lane marking detection. Finally,
some conclusions and future directions for our work are outlined in the conclusions part.

2 Related Work

Lane marking is the most important sign in road traffic, and it plays an important role in
restraining the driving of the vehicle. Either in intelligent driving systems or in driving
navigation, lane marking detection is a basic functional module. Therefore, a series of
lane marking detection algorithms have been proposed, of which the well-known
algorithms are as follows: the lane marking detection algorithm based on the Canny
Edge Detection [7] and the Hough Transform [8], the lane marking detection algorithm
based on the Random Sample Consensus (RANSAC) [9] and the lane marking
detection algorithm based on the Convolutional Neural Network (CNN) [10]. In 1986,
John Canny proposed the canny operator. In the past 30 years, researchers have made
many improvements to Canny algorithm [11, 12]. However, the core of these algo-
rithms is to compute the gradient magnitude image and angle image according to the
Canny operator and then detect the edge of the magnitude image by the double
threshold algorithm after applying non-maximum suppression to the image.
The RANSAC algorithm was first proposed by Fischler and Bolles in 1981 [13]. It
calculates the mathematical model parameters of the data based on a set of sample data
sets containing abnormal data, and obtains valid sample data, which is often used in
computer vision applications [14]. Because it is required for the training process or to
match the road model, it is more suitable for the fitting of characteristic points of the
lane marking under complex road conditions than the Hough Transform and template
matching. However, the RANSAC algorithm is an indeterminate algorithm, it is only
likely to obtain a reasonable result with a certain probability. Therefore, in order to
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increase the probability, the number of iterations have to be increased. The core of the
lane marking detection algorithm based on the CNN is to replace the artificial feature
mark, and enable the computer to learn the required characteristics by itself [15]. It has
been the most popular and efficient lane marking detection algorithm.

At present, the lane marking detection algorithm can effectively detect the lane
marking when the road is smooth and the lighting condition is favorable. However,
after actual testing, these algorithms are prone to missing some lane markings or an
invalid detection deviant from the actual situation, such as sharp changes in road
lighting, bad weather, mixed lane marking and other signs on the road and so on.

3 Methods

Based on the analysis of the lane marking detection algorithm failure scene, this
manuscript proposes a lane marking detection algorithm based on high-precision
map. The lane marking data provided by the high-precision map can provide abundant
data for the lane marking detection system, helping the intelligent algorithm to detect
and identify the lane marking. Following are the details of our algorithm.

3.1 Lane-Level High-Precision Map Construction

The high-precision map is different from the ordinary GPS map. Firstly, it has high
positioning accuracy, and its maximum accuracy can reach centimeter level. Secondly,
the high-precision map contains a lot of road related information. The high-precision
map can be divided into three layers in a broad sense: the road grid layer, the lane grid
layer and the traffic sign layer. The lane-level high-precision map uses a point-to-road
connection method to construct a Point-line-surface model. The map storage adopts a
layered structure, and each layer stores a Type-Date. When the map information is
queried, only the specified layer is operated, and the efficiency is high.

The lane-level high-precision map uses a relational database to store map source
data. Each layer corresponds to a different table structure. The road network layer is
mainly composed of intersection nodes and road segments, corresponding to the
ROAD_NODE table and the ROAD_SECTION table respectively, in which sections
are connected by a starting intersection node and a termination intersection node, each
section containing the name, width and number of lanes.

The lane layer mainly includes the lane marking and information included in each
lane, corresponding to the LANE_DETECTION table and the LANE_LINE table,
wherein the lane table LANE_DETECTION mainly includes the lane ID, the associ-
ated section ID, the adjacent left lane ID, and the adjacent right lane ID, left lane line
ID, right lane line ID, lane width and speed limit.

The lane marking information contained in the lane is defined in LANE_LINE. The
table mainly includes information such as lane marking ID, lane marking type, lane
marking color, lane marking curvature, etc., wherein the lane marking type mainly
includes a solid yellow line, a solid white line, a virtual yellow line and a virtual white
line. At the same time, the curvature information of the lane marking can assist in
predicting the trend of the lane marking.
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3.2 Algorithm Design

The lane marking detection algorithm based on high-precision map first obtains the
latitude and longitude information of the current smart vehicle, and matches whether
there is a cross-point node matching the current latitude and longitude in the high-
precision map database ROAD_NODE. If there is a matching node, the current road
segment can be acquired according to the matched two-node by querying road segment
information table ROAD_SECTION. The lane amount can be obtained through the
road segment, and all lanes can be obtained by querying the lane information table
LANE_DETECTION according to the road segment ID. After querying the latitude
and longitude data of all lanes, current real-time latitude and longitude is compared to
determine the lane where the current smart vehicle is located. After determining the
lane information, the query is made according to the lane marking table LANE_LINE
to obtain the lane marking information of the current lane, including the length, latitude
and longitude information at both ends, and the curvature information of the lane
marking. The length, latitude and longitude and curvature data are then used to fit the
lane marking curve and draw the lane marking position in the map. The specific
algorithm flow is shown in Fig. 1.

4 Experimental Verification and Analysis

4.1 Experimental Environment and Data

The experimental platform of this manuscript is Intel Core5 3.30 GHz workstation,
equipped with NVIDIA GTX1060 graphics card. We constructed the high-precision
map according to the raw data provided by Google Maps. The raw data we focused on
were mainly the streets around the Xianlin Campus of Nanjing University of Posts and
Telecommunications and the campus area.

Start
Get the current latitude and 

longitude of the smart vehicle 

Query the 
ROAD_SECTION 

road segment table to 
get the road segment

Query the 
LANE_DETECTION 

table to get all lanes 
of the current road 

segment

Match the latitude and 
longitude information of 

each lane to determine the 
current lane position

Query the LANE_LINE table 
according to the lane ID  to obtain 

the lane length, latitude and 
longitude, and curvature information

Fit the lane marking curve according to the length,
latitude and longitude, and curvature information

End

Query the 
ROAD_NODE 

table to match the 
intersection node

Fig. 1. Flow chart of lane marking detection algorithm based on high-precision map
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4.2 Experimental Results and Analysis

Figure 2(a) is a real shot of a road section of Nanjing University of Posts and
Telecommunications. From this figure, we can see that the road section is not a
standard road. It has only a single blurred yellow line, no white lane markings, but
there exists a white line on the sidewalk. Secondly, the scene is in the dusk and the light
is dark. It has just rained, the ground is very humid and there is water reflection on the
roadside. However, such road segments are very common in actual scenarios, which is
a problem that lane marking detection algorithms must solve.

Firstly, the image captured by the binocular camera was directly pre-processed and
input into the lane detection neural network. The detection result is shown in Fig. 2(b).
The deep learning lane marking detection algorithm did not detect the correct lane
marking and it misdetected the white line on the sidewalk as a lane marking. This
detection result will lead to a very serious traffic accident in the actual unmanned
driving system.

The lane marking detection result based on high-precision map is shown in Fig. 3.
Firstly, we constructed the high-precision map of the road, and then the image was
input into our detection algorithm. From the figure, we can see that the lane marking
detection accuracy is high, and the safe driving range is fitted according to the lane
marking.

Fig. 2. (a) Real shot of the road section; (b) Lane marking misdetection based on CNN (Color
figure online)

Lane Marking Detection Algorithm Based on High-Precision Map 55



5 Conclusions

This manuscript proposes a lane marking detection algorithm based on high-precision
map. The algorithm uses the centimeter-level high-precision positioning combined with
high-precision map data to complete the detection of lane markings. Experiments show
that the proposed algorithm can correctly detect the lane marking in the scene where the
existing lane detection algorithm cannot detect, which effectively compensates for the
failure scene of the traditional lane detection algorithm. In the future, for the detection
algorithm proposed in this manuscript, further research will be carried out. Our work
will focus on how to dynamically collect high-precision map element information when
the vehicle is driving in an area not covered by a high-precision map, and assist in real-
time construction of high-precision maps to further improve the detection accuracy of
the algorithm.
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Abstract. This paper reviews the measurement methodology for empirical
study on pedestrian flow. Three concerns in the analysis of pedestrian dynamics
were discussed, separately self-organized behaviors, fundamental diagrams and
crowd anomaly detection. Various measurements were put forward by
researchers which enriched pedestrian walking characteristics, while it still
needs to develop effective measurement methodology to understand and inter-
pret individual and mass crowd behaviors.

Keywords: Pedestrian dynamics � Measurement methodology � Empirical
study

1 Introduction

In recent years, a lot of studies on pedestrian dynamics and simulation models have
been conducted. Empirical study like field observation and controlled experiments is
essential to obtain characteristics of pedestrian flow and calibrate and validate pedes-
trian models. Researchers found there were interesting self-organized behaviors when a
group of pedestrians walked, such as lane formation in the uni-directional and bi-
directional flow [1, 2], stop and go wave in the congested flow [3], zipper effect at
bottlenecks [4] and so on. Fundamental diagram (FD) is an important tool to under-
stand pedestrian dynamics which is obtained from empirical research. Zhang et al.
[5, 6] carried out well-controlled laboratory experiments to obtain and compare FDs in
uni-directional flow, bidirectional flow, merging flow, etc. Vanumu et al. [7] made a
thorough review on FDs in various flow types and infrastructural elements and pointed
out the research gap in current studies. Kok et al. [8] conducted a review of crowd
behavior analysis from the perspectives of physics and biology.

In this paper, we focus on reviewing measurement methodology for empirical study
on pedestrian flow. The structure of the paper is as follows, Sect. 2 presents measurement
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methodology for self-organized behavior, Sect. 3 introduces measurement methodology
for fundamental diagram, measurement methodology for crowd anomaly detection is
given in Sect. 4, summary is given in Sect. 5.

2 Measurement Methodology for Self-organized Behaviors

Here, we introduce measurement methodology for two kinds of typical self-organized
behaviors, lane formation and stop and go wave.

2.1 Lane Formation

In uni-directional flow, lane formation occurs in order to reduce lateral contact. While
in bi-directional flow, lanes are formed because pedestrians tended to avoid conflict
with opposing pedestrians.

Seyfried et al. [2] conducted pedestrian walking experiments through a bottleneck
and used the probability distribution offinding a pedestrian at the position x to recognize
lanes. This method can obtain some quantitative characteristics like lane separation and
lane number, but cannot reflect the dynamic change process of lanes over time.

Moussaid et al. [9] conducted experiments of bi-directional flow in a circular cor-
ridor and calculated mean radial position of all persons walking in the same direction to
represent time-varying pedestrian lanes. As there were two kinds of walking directions,
two lines were obtained. This measurement can exhibit dynamic change of pedestrian
lanes, however, it was only applicable to bi-directional flow with two pedestrian lanes.

Zhang et al. [6] used Voronoi-based velocity profile to represent lane formation and
recognize lane number for bi-directional flow in the corridor. The procedure of this
method [5] is, firstly, for time t, Voronoi diagram Ai for each pedestrian i was calcu-
lated, then, the velocity vxy in the Voronoi cell area Ai was defined as

vxy ¼ vi tð Þ if x; yð Þ 2 Ai ð1Þ

vi tð Þ was the instantaneous velocity of pedestrian i. Thus, the velocity over small
measurement regions (10 cm� 10 cm) was calculated as

vh iv¼
RR
vxydxdy
Dx � Dy ð2Þ

2.2 Stop and Go Wave

Stop and go wave occurs when the crowd density is large. At such situation, stop state
and go state happen simultaneously, namely some pedestrians can hardly move while
some pedestrians in another place can walk. In single-file movement, stop and go wave
can be presented by time against x-component of trajectories relation (movement
direction) [3, 10]. And the wave propagates opposite to the movement direction. Cao
et al. [3] found the propagation velocity of stop and go wave was 0.3 m/s in severely
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crowded situation. In two-dimensional movement, Wang et al. [11] compared
instantaneous velocity fields in different times in Mina stampede, found go state and
stop state existed in one figure and shifted to different regions in other figures which
indicated the occurrence of stop and go wave. Moreover, they obtained wave propa-
gation speed was about 0.43 m/s.

3 Measurement Methodology for Fundamental Diagram

FD describes the relationship between the density q and flow f or the relationship
between the density q and velocity v. These three parameters have the relation

f ¼ q� v ð3Þ

In the following, some common measurements of FD for single-file and two-
dimensional movement are introduced.

3.1 Single-File Movement

3.1.1 Method A
The density q tð Þ at time t is defined as the number of pedestrians N(t) in the mea-
surement region divided by the length L of measurement region.

q tð Þ ¼ N tð Þ=L ð4Þ

The velocity v tð Þ at time t is defined as the average instantaneous velocity vi of all
pedestrians in the measurement region.

v tð Þ ¼
PN tð Þ

i¼1
vi tð Þ

N tð Þ ð5Þ

In single-file movement, the instantaneous velocity vi tð Þ for pedestrian i is defined as

vi tð Þ ¼ xiðtþDt=2Þ � xiðt� Dt=2Þ
Dt

ð6Þ

where xiðtÞ is the position of pedestrian i in the movement direction, Dt is time interval.

3.1.2 Method B
This method is proposed by Seyfried [12]. The velocity vmani of pedestrian i passing
through the measurement region is defined as the length L of the measurement region
divided by the time he/she walks,
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vmani ¼ L
touti � tini

ð7Þ

where tini and touti are separately entrance and exit times. Density in the measurement
region at time t is defined as

q tð Þ ¼
X

j
Wj tð Þ

�
L ð8Þ

where Wj tð Þ represents the fraction of the space between pedestrian i and pedestrian
i + 1 that falls inside the measurement region.

Wj tð Þ ¼

t�tini
tiniþ 1�tini

t 2 tini ; t
in
iþ 1

� �
1 t 2 tiniþ 1; t

out
i

� �
toutiþ 1�t
toutiþ 1�touti

t 2 touti ; toutiþ 1

� �
0 otherwise

8>>>><
>>>>:

ð9Þ

The density of pedestrian i is defined as average density in the measurement region
over the time interval Dtj ¼ touti � tini ,

qmani ¼ q tð Þh iDtj ð10Þ

Thus, the FD in this method refers to the relation between qmani and vmani . By using
this method, it avoids the jump of pedestrian density between discrete values.

3.1.3 Method C
In this method, the density is defined as the inverse of the spatial headway dH [3]. For
pedestrian i at time t, dH;i tð Þ refers to the distance between pedestrian i and his/her
predecessor, then

qH;i tð Þ ¼ 1
�
dH;i tð Þ ð11Þ

The velocity vi tð Þ is instantaneous velocity of pedestrian i, which is defined in
Eq. (6).

In this method, qH;i tð Þ � vi tð Þ relation is a kind of microscopic FD.

3.1.4 Method D
This method is proposed in Ref. [13]. The density is defined based on a Voronoi
tessellation. For pedestrian i at time t, the Voronoi distance dV ;i tð Þ for single-file
movement equals to half of the distance between his/her predecessor and follower.

qV ;i tð Þ ¼ 1
�
dV ;i tð Þ ð12Þ
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The density q tð Þ and velocity v tð Þ in the measurement region L are defined as,

q x; tð Þ ¼ qV ;i tð Þ and v x; tð Þ ¼ vi tð Þ if x 2 L ð13Þ

q tð Þ ¼
R
q x; tð Þdx

L
ð14Þ

v tð Þ ¼
R
v x; tð Þdx
L

ð15Þ

In this method, qV ;i tð Þ � vi tð Þ relation is microscopic FD and q tð Þ � v tð Þ relation is
macroscopic FD.

3.2 Two-Dimensional Movement

3.2.1 Method A
This method is the same with Method A in single-file movement, but in two-
dimensional space. The density q tð Þ is defined as the number of pedestrians N(t)
divided by the area S of measurement region.

q tð Þ ¼ N tð Þ=S ð16Þ

The velocity v tð Þ is defined as the same with Eq. (5). The instantaneous velocity
viðtÞ for pedestrian i is defined as

vi tð Þ ¼ v!i tð Þ
�� �� ¼ r!i tþDt=2ð Þ � r!i t � Dt=2ð Þ

Dt

����
���� ð17Þ

where r!i tð Þ ¼ xi tð Þ; yi tð Þð Þ is the position of pedestrian i at time t.

3.2.2 Method B
Helbing et al. [14] proposed a local measurement method based on Gaussian weighted
function to explore the fundamental diagram in Mina stampede. The local density
q r!; t
� �

at position r!¼ x; yð Þ and time t is defined as

q r!; t
� � ¼ 1

pR2

X
i

f r!i tð Þ � r!� � ð18Þ

f r!i tð Þ � r!� � ¼ exp � r!i tð Þ � r!�� ��2.R2
h i

ð19Þ

R is a measurement factor and is constant. In Ref. [14], R = 1 m.

The local velocity V
!

r!; t
� �

at position r!¼ x; yð Þ and time t is defined as

V
!

r!; t
� � ¼

P
i v
!

i tð Þf r!i tð Þ � r!� �
P

i f r!i tð Þ � r!� � ð20Þ
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The local flow Q
!

r!; t
� �

is defined as

Q
!

r!; t
� � ¼ q! r!; t

� �� V
!

r!; t
� � ð21Þ

Lian et al. [15] improved the local measurement method in order to adapt for the
four-directional flow in a crossing. They constructed a new motion coordinate system
which was based on the pedestrian’s desired walking direction, as shown in Fig. 1. F,
R, B, L separately represented forward, rightward, backward and leftward of a
pedestrian and F and R directions were set as positive directions in the new coordinate
system. In this way, instantaneous velocity v!new

i ¼ vF ; vRð Þ for pedestrian i in this new
coordinate system can be obtained. Then v!new

i was substituted into Eq. (20) to cal-
culate the local velocity for four-directional flow.

3.2.3 Method C
Method C is based on Voronoi diagram [5]. That is, firstly, each pedestrian’s occupied
area is represented by a series of Voronoi cell Ai. Then, the density in the Voronoi cell
is defined as

qxy ¼ 1=Ai if x; yð Þ 2 Ai ð22Þ

The density in the measurement region is defined as

qh iv¼
RR
qxydxdy

Dx � Dy ð23Þ

The velocities in the Voronoi cell and measurement region are separately defined as
Eqs. (1) and (2).

Fig. 1. The sketch of new coordinate system
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4 Measurement Methodology for Crowd Anomaly Detection

Thanks to the fast development of computer vision, crowd anomaly detection has
attracted many researchers’ interest. Here, we focus on introducing crowd anomaly
detection method combined with pedestrian dynamic.

Helbing et al. [14] investigated Mina stampede in 2006 and found pedestrian flow
experienced three state: laminar flow, stop-and-go flow and turbulent flow. When
pedestrian flow was in the turbulent state, it was significantly probable to induce

stampede. Moreover, they defined local flow Q
!

r!; t
� �

and pressure P
!

to detect the

state change from laminar flow to stop-and-go flow, and to turbulent flow. Q
!

r!; t
� �

was defined in Eq. (21). Spatial dependence pressure P
!

r!� �
was defined as

P
!

r!� � ¼ q r!� �
Var r! V

!� 	
¼ q r!� �

V r!; t
� �� U

!
r!� �h i2
 �

t
ð24Þ

q r!� �
and U

!
r!� �

were separately time-averaged density and velocity. Time depen-
dence pressure P tð Þ was defined as

P tð Þ ¼ q tð ÞVart V
!� 	

¼ q tð Þ V r!; t
� �� Vh i r!

h i2
 �
r!

ð25Þ

where q tð Þ is spatial-averaged density. Helbing et al. found turbulent flow occurred
when P tð Þ was larger than 0.02/s2 and crowd disaster started when P tð Þ got to its peak

value. Therefore, by using P tð Þ and P
!

r!� �
, we can find when and where pedestrian

flow is in danger and make actions in advance.
Mehran et al. [16] detected abnormal behavior in the crowd by using social force

model and optical flow. Instead of tracking pedestrians, they put a gird of particles over
the image and advected particles by space-time averaged optical flow. Then the
interaction forces Finteraction of particles were estimated by using social force model, the
formula of Finteraction was,

Finteraction ¼ 1
s

vqi � við Þ � dvi
dt

ð26Þ

vqi ¼ 1� pið ÞO xi; yið Þþ piOaverage xi; yið Þ ð27Þ

s is relaxation parameter, vqi is desire velocity, vi is the velocity, Oaverage xi; yið Þ is the
spatiotemporal averaged optical flow for particle i and in position xi; yið Þ, O xi; yið Þ is
the optical flow of particle i in position xi; yið Þ. In the end, the spatiotemporal volumes
of force flow were utilized to train the abnormal detection model.
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5 Summary

In this paper, the measurement methodology of three concerns in empirical study on
pedestrian dynamics is reviewed. For self-organized behaviors, the measurement of
lane formation and stop-and-go wave is present. For fundamental diagrams, macro-
scopic and microscopic measurement for single-file and two-dimensional movement is
introduced. For crowd anomaly detection, two kinds of methods considering pedestrian
dynamics are introduced. We hope this review can give a quick scan of measurement
method for pedestrian dynamics. It should be pointed out that the discrepancy of
pedestrian walking characteristics such as FD caused by different measurement should
be investigated more. Moreover, the underlying mechanism of pedestrian dynamics
remains unclear and crowd management is still challenging, which drive the research
on finding novel measurement to understand and interpret pedestrian dynamic.

Acknowledgment. This study was supported by National Natural Science Foundation of China
(71904006) and funded by China Postdoctoral Science Foundation (2019M660332).

References

1. Feliciani, C., Nishinari, K.: Empirical analysis of the lane formation process in bidirectional
pedestrian flow. Phys. Rev. E 94, 032304 (2016)

2. Seyfried, A., Passon, O., Steffen, B., Boltes, M., Rupprecht, T., Klingsch, W.: New insights
into pedestrian flow through bottlenecks. Transp. Sci. 43, 395–406 (2009)

3. Cao, S.C., Zhang, J., Salden, D., Ma, J., Shi, C.A., Zhang, R.F.: Pedestrian dynamics in
single-file movement of crowd with different age compositions. Phys. Rev. E 94, 012312
(2016)

4. Hoogendoorn, S.P., Daamen, W.: Pedestrian behavior at bottlenecks. Transp. Sci. 39, 147–
159 (2005)

5. Zhang, J., Klingsch, W., Schadschneider, A., Seyfried, A.: Transitions in pedestrian
fundamental diagrams of straight corridors and T-junctions. J. Stat. Mech. Theory
Exp. 2011, P06004 (2011)

6. Zhang, J., Klingsch, W., Schadschneider, A., Seyfried, A.: Ordering in bidirectional
pedestrian flows and its influence on the fundamental diagram. J. Stat. Mech: Theory
Exp. 2012, P02002 (2012)

7. Vanumu, L.D., Rao, K.R., Tiwari, G.: Fundamental diagrams of pedestrian flow
characteristics: a review. Eur. Transp. Res. Rev. 9 (2017). Article number: 49

8. Kok, V.J., Mei, K.L., Chan, C.S.: Crowd behavior analysis: a review where physics meets
biology. Neurocomputing 177, 342–362 (2016)

9. Moussaid, M., et al.: Traffic instabilities in self-organized pedestrian crowds. PLoS Comput.
Biol. 8, e1002442 (2012)

10. Portz, A., Seyfried, A.: Analyzing stop-and-go waves by experiment and modeling. In:
Peacock, R., Kuligowski, E., Averill, J. (eds.) Pedestrian and Evacuation Dynamics,
pp. 577–586. Springer, Boston (2011). https://doi.org/10.1007/978-1-4419-9725-8_52

11. Wang, J.Y., Weng, W.G., Zhang, X.L.: New insights into the crowd characteristics in Mina.
J. Stat. Mech: Theory Exp. 2014, P11003 (2014)

12. Seyfried, A., Steffen, B., Klingsch, W., Boltes, M.: The fundamental diagram of pedestrian
movement revisited. J. Stat. Mech: Theory Exp. 2005, P10002 (2005)

Measurement Methodology for Empirical Study on Pedestrian Flow 65

http://dx.doi.org/10.1007/978-1-4419-9725-8_52


13. Zhang, J., et al.: Universal flow-density relation of single-file bicycle, pedestrian and car
motion. Phys. Lett. A 378, 3274–3277 (2014)

14. Helbing, D., Johansson, A., Al-Abideen, H.Z.: Dynamics of crowd disasters: an empirical
study. Phys. Rev. E 75, 046109 (2007)

15. Lian, L.P., Mai, X., Song, W.G., Yuen, R.K.K., Wei, X.G., Ma, J.: An experimental study
on four-directional intersecting pedestrian flows. J. Stat. Mech: Theory Exp. 2015, P08024
(2015)

16. Mehran, R., Oyama, A., Shah, M.: Abnormal crowd behavior detection using social force
model. In: 2009 IEEE Conference on Computer Vision and Pattern Recognition, CVPR
2009, pp. 935–942. IEEE (2009)

66 L. Lian et al.



Discovering Traffic Anomaly Propagation
in Urban Space Using Traffic

Change Peaks

Guang-Li Huang1, Yimu Ji2,3,4,5(B), Shangdong Liu2, and Roozbeh Zarei6

1 School of Science, RMIT University, Melbourne, VIC 3000, Australia
guangli.huang@student.rmit.edu.au

2 School of Computer Science, Nanjing University of Posts and Telecommunications,
Nanjing 210023, China

{jiym,lsd}@njupt.edu.cn
3 Institute of High Performance Computing and Big Data,

Nanjing University of Posts and Telecommunications, Nanjing 210023, China
4 Nanjing Center of HPC China, Nanjing 210003, China

5 Jiangsu HPC and Intelligent Processing Engineer Research Center,
Nanjing 210003, China

6 School of Information Technology, Deakin University, Geelong, VIC 3125, Australia
roozbeh.zarei@gmail.com

Abstract. Discovering traffic anomaly propagation enables a thorough
understanding of traffic anomalies and dynamics. Existing methods, such
as STOTree, are not accurate for two reasons. First, they discover the
propagation pattern based on the detected anomalies. The imperfection
of the detection method itself may introduce false anomalies and miss
the real anomaly. Second, they develop a propagation tree of anomalies
by searching continuous spatial and temporal neighborhoods rather than
considering from a global perspective, and thus cannot find a complete
propagation tree if a spatial or temporal gap exists. In this paper, we
propose a novel discovering traffic anomaly propagation method using
traffic change peaks, which can visualize the change of traffic anomalies
(e.g., congestion and evacuation area) and thus accurately captures traf-
fic anomaly propagation. Inspired by image processing techniques, the
GPS trajectory dataset in each time period can be converted to one grid
traffic image and be stored in the grid density matrix, in which the grid
cell corresponds to the pixel and the density of grid cells corresponds to
the Gray level (0–255) of pixels. An adaptive filter is developed to gener-
ate traffic change graphs from grid traffic images in consecutive periods,
and clustering traffic change peaks along the road is to discover the prop-
agation of traffic anomalies. The effectiveness of the proposed method has
been demonstrated using a real-world GPS trajectory dataset.
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1 Introduction

Discovering traffic anomaly propagations in urban space is important for the
development of smart cities because it provides an in-depth understanding of
traffic dynamics [1,2] for transport control and future urban planning. Most of
the existing studies on traffic focus on monitoring, anomaly detection, and traffic
prediction. Only a few study the spatiotemporal interrelationships of detected
traffic anomalies. But they focus on an inferring-based method (e.g., propaga-
tion tree) [1,3], or time-consuming method (e.g., training model) [3,4], and not
considering traffic anomalies from a global perspective. So the obtained results
by existing methods in discovering traffic anomaly propagation in road networks
are incomplete and inaccurate.

This paper provides a novel discovering traffic anomaly propagation method,
which can track the change of traffic anomalies (e.g., congestion and evacuation
area) in a global perspective and thus accurately captures traffic anomaly prop-
agation. The main mechanism is borrowed from image processing technology.
Specifically, it maps the original trajectory into the longitude-latitude coordi-
nate (note that it is not a road network matching) according to the time period,
and to calculate the number of trajectories as density in each grid cell based
on the fixed mesh division. In this way, the trajectory dataset of cities is con-
verted into an image, each grid cell is a pixel of an image, and the density of
a grid cell is the Gray level (0–255) of the pixel as shown in Fig. 1. Inspired by
the technique of detecting changes between consecutive frames by subtracting
the background to get foreground objects in image processing, an adaptive filter
matrix is proposed to detect traffic anomalies and track their changes. The traffic
anomaly propagation is captured by connecting change peaks (i.e., the greatest
change between consecutive frames) along the road. This method can effectively
discover the propagation of traffic anomalies.

The work most related to this paper is the STOTree method, which detects
spatiotemporal outliers by minDistort, and constructs the propagation tree from
outliers according to the continuity of space and time [1]. Our method is differ-
ent from the STOTree method. First, the propagation obtained by STOTree is
between the regions partitioned by major roads. It does not reveal the specific
patterns of propagation along roads, it only shows the approximate spread direc-
tion. By contrast, although our method is based on the grid partition, the mesh
size can be set small enough to display the road using an optimized parameter
and ensure to capture the traffic anomaly propagation with high reliability using
the original trajectory data. Second, constructing STOTree depends on the con-
tinuity of spatial and temporal outliers and a local spatial gap or temporal gap
will stop it to find a complete propagation tree. But our method is based on the
panoramic scope and is unaffected by the existence of discontinuities of traffic
anomalies in individual road segments and thus can achieve high adaptability
and scalability.

The contributions of this paper are list below:
– We mesh the GPS trajectory dataset of a period into a grid traffic image,

where the grid cell is denoted by the pixel, and the density of grid cells is
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denoted by the color (Gray level) of pixels. The number of trajectories in
the corresponding grid cell is counted, as the density value. The trajectory
dataset in each period can be converted to such an image.

– We propose an adaptive filter, borrowing the idea from the techniques of
image processing (that is separating foreground objects from the background
and detecting changes of moving objects from adjacent frames), to detect
traffic anomalies and obtain their change graphs from grid traffic images in
consecutive periods.

– We discover traffic anomaly propagation using traffic change peaks. That is,
identifying positive change peaks and negative change peaks in the change
graph and connecting them along the road to indicate the motion of traffic
anomalies.

– We verify the effectiveness of our method using a series of experiments using
real-world trajectory datasets.

The rest of the paper is organized as follows. We present related work in
Sect. 2, propose our method in Sect. 3, demonstrate the effectiveness of the pro-
posed method in Sect. 4 and conclude the paper in Sect. 5.

2 Related Work

According to our survey, most of the research on traffic focuses on monitoring,
anomaly detection and prediction [18]. Only a few study the spatiotemporal
relationship of traffic anomalies. But they focus on an inferring-based method
(e.g., propagation tree) or time-consuming method (e.g., training model) [1,3,5],
the obtained results are not complete and accurate.

As mentioned, the STOTree method [1], is most related to the proposed
method. It uses outlier tree to capture the causal relationships between spatio-
temporal neighborhoods. The traffic anomalies are links between regions parti-
tioned by main roads, and they are detected by the minimum difference of traffic
data features (i.e., total number of objects on the links, the proportion of mov-
ing out of the original region and the proportion of moving into the destination
region) between links in the same time bin on the same days on consecutive
weeks.

A method based on Likelihood Ratio Test (LRT) is proposed in [5], which is a
hypothesis test and usually used to compare the fitness of two distributions. The
spatial-temporal anomaly is detected by comparing with the expected behavior
of neighbor cells. In [6], it constructs a directed acyclic graph (DAG), which
using spatial-temporal density to reveal the causal relationship of traffic anoma-
lies of the taxi. In [7], an algorithm is proposed to investigate specific propa-
gation behavior of traffic congestion. This study captures the traffic anomaly
status from appear to disappear on a congested road segment, as well as propa-
gation to its neighbors. A method based on Dynamic Bayesian Network (DBN)
is proposed in [3] to discover congestion propagation, including spatiotemporal
congested places and causal relationships among them. First, congested road seg-
ments is detected by average travel time longer than the setting percentage (e.g.,
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80%) of overall distribution. Then, congestion trees are constructed to uncover
causal relationships of congested road segments. Finally, frequent congestion
subtrees are estimated to discover recurrent congestion roads. A tripartite graph
[8] considers both the spatial relationship between neighboring roads and the
target road and the origin-destination (OD) data with flow and crossroad-rank
is used to characterize the dynamics of the road network.

However, these obtained causal relationships are region-based [1,5,6] instead
of road-based. Although the approximate direction of propagation can be
inferred from these results, it does not reveal the specific traffic anomaly prop-
agation along with the road network. In [7], spatiotemporal congestion patterns
in road networks, but the traffic anomaly propagation is not analysed further.
In [3], it models the congestion propagation using Dynamic Bayesian Network,
which is essentially an uncertain reasoning method based on probability. And the
construction of the congestion trees needs to traverse the entire dataset, which
has the inevitable efficiency problem. To overcome above limitation, we pro-
pose a grid-traffic image based approach to discover traffic anomaly propagation
anomalies from the panoramic view.

3 The Proposed Method

In this section, we construct a series of grid traffic images. The main mapping
mechanism is inspired by image processing, and we present as follows:

– (1) The entire traffic distribution of a city is mapping as a video.
– (2) The traffic density graph during a period is mapping as a frame/image of

the video.
– (3) A grid cell is mapping as a pixel of the image.
– (4) The density of a grid cell is mapping as the Gray level (0 255) of the pixel.

The normal traffic condition is considered as the background image of the video
and the traffic anomalies are considered as the moving target. Thus, the prob-
lem of discovering the traffic anomaly propagation is changed to the problem
of detecting the moving target from the background image and tracking their
change.

3.1 Constructing the Grid Traffic Image

Since the GPS trajectory is a 2D dataset with longitude and latitude coordi-
nates, we can use the coordinate information to segment and simplify the data,
that is, modeling trajectory data into a series of grid traffic images. In [16],
the density peak graph has been used to partition road networks for traffic data
analysis. They have shown that the locally density-based approach does improve
efficiency for larger road networks. In this paper, we construct the grid traffic
image based on density to represent the traffic data. First, we set a threshold θ
as the dividing unit, and the trajectory data for the entire urban area can be
divided into fixed-size meshes. Then, we set a time window. For each time bin,
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there is a corresponding grid density matrix, in which the rows and columns of
the matrix represent the gridding longitude and gridding latitude respectively,
and each cell represents the traffic density at that time in the corresponding
mesh area. Accordingly, each GPS trajectory record can be mapped to the cor-
responding grid according to latitude and longitude coordinates. Counting the
number of trajectory in each grid cell as the density of the grid cell, thus the raw
dataset is condensed. Note that we do not need to store each trajectory and its
corresponding grid ID, but simply calculate the number of trajectories within
each grid. The trajectory dataset in each period can be converted to one grid
traffic image and be stored in the grid density matrix, in which each grid cell
is a pixel and the density value is the Gray level of the pixel. According to the
above method, the original GPS trajectory dataset can be meshed into a series
of grid traffic images, as shown in Fig. 1.

Fig. 1. Constructing the grid traffic images.

3.2 Adaptive Filter Matrix

Moving target detection is the important technology in video analysis by extract-
ing the moving target from the background by image segmentation [9–12]. In this
section, we propose an adaptive filter Matrix combining two moving target detec-
tion methods (i.e., background subtraction and frame difference) to screen out
the change graph from the grid traffic image.

Background subtraction method is a widely used method for moving target
detection, in which each frame in the video is processed as the incorporate motion
information of the moving target and the background [10]. Given a region R,
the grid density matrix, which represents the grid traffic image, at time bin t is
expressed by ft(R). When the traffic is normal, the traffic density distribution
is considered as a relatively stable background and recorded as B(R); but when
anomalies occur, traffic anomalies are considered as moving targets and recorded
as Dt(R), which is expressed as:

Dt(R) = ft(R) − B(R) (1)

Set a significant level α, and implement one-by-one filter processing for each cell
of the differential Matrix Dt(R). If the value is less than the significant level
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(< α), it is recorded as 0. Otherwise, keeping the original value which is greater
than the significant level (>α) for the further analysis. The filter Matrix is St(R):

St(R) =
{

0, (Dt(R) < α)
Dt(R), else (2)

Note that the differential Matrix Dt(R) does not adopt absolute value, that is,
it can be negative. This is different from image processing. Because we consider
dynamic trends of traffic anomalies, including both increases and decreases, not
just observing differences. We do not use binarization for filter Matrix because
binaryzation can only find boundaries or shapes and cannot be used for further
analysis of the changing trend.

The Frame difference method is another classic approach for moving target
detection. The principle is to assume that targets are moving and have different
positions in different frames. That is, if there are no moving targets, the changes
between the continuous frame images is very small. Otherwise, the changes will
be significant.

Given a region R, the grid density matrix at time bin t is expressed by ft(R)
and the grid density matrix at previous time bin t − 1 is expressed by ft−1(R).
The differential Matrix of traffic dynamics is:

D′
t(R) = ft(R) − ft−1(R) (3)

According to Eq. 2, the filter Matrix is S′
t(R). Combining the advantages of the

above two methods, we propose an adaptive filter, which not only can detect
the slight change, but also overcomes the void problem of only frame difference
method. The equation is as follows:

Da
t (R)

= (Dt(R) + D′
t(R))/2

= ft(R) − (ft−1(R) + B(R))/2 (4)

Da
t (R) is the change graph of traffic anomaly propagation. Note that in the

change matrix, there are positive data and negative data. The former denotes
areas where traffic density is increasing (e.g., congestion). The latter represents
areas where traffic density is decreasing (e.g., evacuation). These two types of
data both are important and reflect propagation trends of traffic.

3.3 Traffic Anomaly Propagation Modelling

The traffic change graph implies the propagation trend of traffic anomalies. Given
an area, such as a city, the total number of vehicles is relatively stable in a short
period if considering the overall traffic density. A decreasing traffic density in an
area means an increasing traffic density in another area, as vehicles always move
along the road network. We track traffic anomaly propagation by clustering the
changes of grid cells. There are many density-based clustering algorithms [13–
15], and we adopt the DPC algorithm [15] to detect traffic change peaks. The
DPC algorithm is based on two principles: the density of the cluster center is
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Fig. 2. The process of screening out the change graph using adaptive filter matrix.

higher than that of other adjacent samples, and the cluster center is relatively
far from other cluster centers. Based on the above, ρi is the density value of
the sample i and δi is the minimum distance between the point i and any other
point with higher density. The value of Yi = ρi · δi is used to rank these samples
and then screen density peaks. Since there are two kinds of data in the change
matrix: positive and negative, we apply the DPC algorithm separately. The
positive data corresponds to the positive change peak, and the negative data
corresponds to the negative change peak. We identify positive change peaks
using the original principles of the DPC algorithm; and we identify negative
change peaks using the opposite principles: the density of the cluster center is
lower than that of other adjacent samples. Note that invalid or zero values are
ignored to ensure that clustering changes along the road. In the same cluster,
the traffic anomaly propagation is always propagated from the negative change
peaks to the positive change peaks. That is, traffic anomalies spread from areas
where traffic evacuation occurs to areas where congestion occurs (Figs. 2 and 3).

Fig. 3. Identify positive and negative change peaks to model traffic anomaly propaga-
tion.
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4 Experiment

In this section, we evaluate the performance of the proposed method using real-
world GPS trajectory dataset from 27,266 taxis collected throughout Decem-
ber 2014 in Shenzhen City, China. All experiments were conducted on 64-bit
windows 10, 8 GB RAM and Intel CPU core-i7@2.7 GHz. The algorithms were
implemented in Matlab and Python. Each data point on trajectories is sampled
every 15–30 s.

4.1 Optimum Parameter

In this subsection, we discuss the setting of the optimum parameter. The size
of the partition unit θ will affect the clustering effect and calculation time. If
θ is setting too big, the divided grid is not accurate enough to indicate the
road segment and make the results meaningless; if θ is setting too small, the
divided grid will cause discontinuity of roads due to partial data loss. Therefore,
the optimized parameter is able to reflect the actual situation of the road net-
work. Setting time window to 20 min, we randomly select an observed area as
shown in Fig. 4, and set θ = 0.0005, 0.001, 0.002 and 0.003 respectively and select
optimized parameters based on results. When θ = 0.0005, the result does not
effectively indicate the road segment because there are some disconnected grid
cells. When θ = 0.002, the results show that the road segment can be covered,
but there are many deviations, especially in some sub-road segments which are
hardly be distinguished. When θ = 0.003, the deviation is greater, which almost
cannot lock the road. When θ = 0.001, the grid cell can show the road net-
work very well, and the density value of grid cells that belong to the same road
segment is relatively coherent. So θ = 0.001 is the optimal parameter.

Fig. 4. Optimize the dividing unit θ for calculating grid density.

4.2 Effectiveness

We compare the proposed method with the counterpart STOTree method [1].
The results as shown in Fig. 5 demonstrate that the method proposed can dis-
cover traffic anomaly propagation more accurately than the counterpart method.
In Fig. 5, solid circles denote true traffic anomalies and dashed circles denote false
traffic anomalies identified by STOtree. In Event 1, the proposed method cor-
rectly discovers a traffic anomaly propagation trend: A → B → C → D → E,
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while STOtree almost misses this propagation trend and wrongly connects G →
F , where G and F are even not anomalies. In Event 2, the proposed method cor-
rectly capture two traffic anomaly propagation trends: {A → D,A → B,A → C}
and E → F . STOtree misses A → D and E → F and wrongly identifying H → G
where G and H actually are not anomalies.

Fig. 5. Detected traffic anomaly propagation trees: proposed method vs. STOtree [1].

In summary, compared with the counterpart STOtree, the proposed method
has two better performances: (1) identify more accurate traffic anomaly propa-
gation trends on the basis of roads rather than regions; (2) identify the traffic
anomaly propagation trend from a global perspective and is not affected by the
discontinuous spatiotemporal neighbors.

5 Conclusion

We provide a novel method for discovering traffic anomaly propagations. The
main mechanism is to assume the entire traffic distribution of a city as a video,
and the traffic density graph at a certain time bin as one frame/image of the
video. Then, the normal traffic condition is the background and the traffic
anomalies are the moving targets. Thus, the problem of discovering the traffic
anomaly propagation is changed to the problem of detecting the moving target
from the background and tracking its motion pattern. Based on a real-world tra-
jectory dataset, the proposed method has been demonstrated is more accurately
to capture traffic anomaly propagation than the counterpart method.
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Abstract. In recent years, tourism become more popular, and analyzing elec-
tricity consumption in tourism industry contributes to its development. To
predict energy consumption, this paper applies a new model, NEWARMA
model, which means to add the variable’s own medium- and long-term cyclical
fluctuations item to the basic ARMA model, and the prediction accuracy will be
significantly improved. This paper also compares fitting result of NEWARMA
to neural network models and grey models, and finds that it performs better.
Finally, through simulation analysis, this study finds that when electricity in one
industry declines, other industries may be affected and changed too, which help
our country to control total energy consumption in the society.

Keywords: Electricity consumption prediction � R-type clustering �
NEWARMA

1 Introduction

In recent years, with the development of the national economy, tourism has gradually
become a trend. While the GDP in the travel services industry has gradually increased,
the related power consumption of it has also been increasing. By analyzing and pre-
dicting electricity consumption, it is possible to track and monitor the development of
tourism industry. In addition, Hebei Province, as a traditional heavy industry province,
has successfully realized the transformation of the industrial structure and increased the
sustainability of economic growth by maintaining and repairing local tourist scenic
spots and investing on service industries. Therefore, this paper takes Changli County of
Hebei Province as an example to study the electricity consumption, provide guidance
for the future economic construction of the local government, and also propose a new
method of electricity consumption prediction.

According to various research on the field of big data [1], there are many methods
suitable to conduct a forecasting. In general, the methods for predicting macro-
economic indicators, such as electricity consumption, can be divided into three cate-
gories, statistical methods, machine learning methods, and fuzzy system methods. First,
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statistics models, such as complex networks [2], ARMAX [3]. Second, machine
learning models, such as neural networks (ANN) [4], support vector regression
(SVR) [5], SVM [6]. Third, the fuzzy system models [7], such as fuzzy time series [8],
GM(1, 1) [9].

In a word, although many methods for predicting the electricity consumption have
been proposed in the former literature, based on different conditions, different models
will have different performance, so the specific model should be applied in line with the
specific case. Therefore, this paper will compare forecasting result by using different
methods and choose the best model to predict electricity consumption in the future.

2 Methods

2.1 R-Type Clustering

Cluster analysis is the process of categorizing a set of objects according to their
similarities. Suppose there are n variables, x1; x2; � � � ; xn. Then defining the correlation
between variable xi and xj as distance qij, and then categorizing each variable itself and
noted it as Ci i ¼ 1; 2; � � � ; nð Þ. Using Rij as correlation coefficient between Ci and Cj:

Rij ¼ 1
Cij j Cj

�� ��
X

xi2Ci

X
xj2Cj

qij ð1Þ

Then categorizing the maximum Rij into one group. Assume that the class correlation
coefficient of Ca and Cb is the largest one, then categorizing them and defining the new
group as Rab, recalculating the distance between Rab and other groups. Repeating above
steps, until satisfactory groups are achieved.

2.2 ARMA

Assume that a time sequence Yt is affected by its own change, the regression model is
as follow:

Yt ¼ b1Yt�1 þ b2Yt�2 þ � � � þ bpYt�p þ e ð2Þ

Where e has a dependent relationship of itself at different times. So Yt could be
represented as:

Yt ¼ b1Yt�1 þ b2Yt�2 þ � � � þ bpYt�p þ �t þ a1�t�1 þ a2�t�2 þ � � � þ aq�t�q ð3Þ
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2.3 Empirical Mode Decomposition

For a signal X tð Þ, the upper and lower envelopes are determined by local maximum and
minimum values of the cubic spline interpolation, m1 is the mean of envelopes. Sub-
tracting m1 from X tð Þ yields a new sequence h1. If h1 is steady (doesn’t have negative
local maximum or positive local minimum), denote it as intrinsic mode function (imf1Þ.
If h1 is not steady, decompose it again, until get steady series, denote it as imf1. Then,
let m1 replace the original X tð Þ and m2 is the mean of the envelopes of m1, decompose
m1 similarly. Repeating these processes k times, get (imfk), that is:

imfk ¼ imf k�1ð Þ � mk ð4Þ

Finally, let res denote the residual of X tð Þ and all imf s:

res ¼ X tð Þ � imf1 � imf2 � � � � � imfk ð5Þ

3 Data

3.1 Data Selection

This paper selected electricity consumption in all the three-level industries in Changli
County from 2013 to the first five months of 2016 to conduct a research. There are 51
three-level industries totally, but after removing the industry with long-term electricity
consumption, remaining 48 industries1.

In order to study the electricity consumption of the tourism industry. First of all,
this paper looks for tourism-related industries, but there is no tourism industry in the
classification of the electricity industry of the State Grid, so this paper looks for the
dummy variable which is similar to tourism industry. As is well known to every
individual, people on travel are more concerned about transportation, accommodation
and catering. However, the power consumption of transportation covers commute in
daily life, so it cannot fully reflect the development of tourism. On the contrary, the
accommodation and catering are the major expenditure items in tourism, and they
aren’t influenced easily by local residents, so they are relatively stable. On the holidays,
when outsiders come to the local area and need a large number of catering and
accommodation services, the electricity consumption of these two industries will sig-
nificantly increase. This change in electricity consumption can objectively indicate the
development of the tourism industry, so using accommodation and catering industry as
an indicator of tourism.

1 Source: State Grid Corporation of China.
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The monthly electricity consumption in accommodation and catering industry in
Changli County from 2013.01 to 2016.05 is as follows (kwh) (Fig. 1):

Clearly, the electricity consumption of the accommodation and catering industry
shows relatively strong periodicity, and the peak of electricity consumption in August
is much higher than that of the rest of the month. In order to predict the electricity
consumption more accurately, this paper also collects other external variables that may
affect it, including the monthly average temperature, holidays, Hebei Qinhuang-
dao GDP, Hebei Province tertiary industry output value, etc. Draw line charts as
follows.

According to Fig. 2, the GDP and the tertiary industry is increasing year by year,
while the average temperature fluctuates continuously in a one-year cycle, and its
fluctuation is similar to that of electricity consumption. Next, this paper will apply the
above variables and other industry electricity consumption to fit and predict the elec-
tricity consumption in the tourism industry.
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Fig. 1. Electricity consumption in accommodation and catering industry in Changli County.
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Fig. 2. Line charts of external variables.
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3.2 Data Processing

To divide industries based on their relationships, the R-type clustering was conducted
according to correlations; by clustering analysis the industries with high correlations
will be clustered, and the linkages of different industries within the cluster could be
studied, thus improving the accuracy of prediction. The clustering process is as follows
(Fig. 3):

Obviously, it is more appropriate to classify 48 industries into 5 categories. The
tourism industry and the remaining 10 industries are clustered together and shown
below:

This cluster mainly includes service industry, light industry and power supply
industry, which belong to the tertiary industry and the secondary industry except heavy
manufacturing. They are related generally, so the classification results have economic
sense (Table 1).

 1 24 10 13 15  7 22  2  5  6 20  8 30  3  4 14 12 21 18 19  9 26 11 16 29 17 25 23 28 27
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Fig. 3. R-type clustering result of different industries in Changli County.

Table 1. Naming of eleven industries.

Original industry Denote

Accommodation and catering industry (on behalf of tourism) x
Oil and gas mining industry x1
Food, beverage and tobacco manufacturing industry x2
Transportation, electrical, electronic equipment industry x3
Electricity and heat production and supply industry x4
Water production and supply industry x5
Warehousing industry x6
Light industry x7
Leasing and business services, accommodation services x8
Water, environmental and public facilities management industry x9
Health, social security and social welfare industry x10
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4 Model Construction

4.1 Empirical Mode Decomposition

In order to show the fluctuation characteristics of electricity consumption in tourism
industry more clearly, this paper conducts empirical mode decomposition (EMD) on it
to exclude the disturbance series. The result is shown below (Fig. 4):

According to the above figure, x is decomposed into three sequences with short,
medium and long fluctuation periods by EMD, which are imf1, imf2 and imf3. To find
the regular fluctuation periodicity series (cyclical x), this paper defines cx below:

cx ¼ X tð Þ � imf1 � res ð6Þ

That is, the original sequence minus the short-term fluctuation series and the residual,
and the result is the medium- and long-term cycle, which is consistent with the char-
acteristics of the electricity consumption that fluctuates in the annual basis. Therefore,
adding cx to predict x can eliminate the influence of medium- and long-term cycle and
improve prediction accuracy to some extent. Besides, due to the regularity of the two
fluctuations of imf2 and imf3, the prediction of cx can be conducted by the ARMA
model, and the prediction accuracy of cx is usually over 95%. Therefore, when
extrapolating the prediction x, it is also possible to predict cx first and then predict x.
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Fig. 4. Decomposition of x by EMD method.
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4.2 Prediction by ARMA

The basic ARMA model is used to fit x firstly, then adding the cx and some external
variables to fit x. By comparing different models, the best model is selected as follows:

These results are derived by the software Eviews. As can be seen from Table 2,
adjusted R2 of model (1) is the largest one among 5 models, and all of (1)’s coefficients
are significant, so it performs a better fitting result than others. This result indicates an
important fact that adding cx and other industries (such as x1) improves the predicting
performance of model, which means long term periodicity fluctuation of dependent
variable itself and influence from other industries could both affect x, so this paper
selects it to conduct following research, and define model (1) as NEWARMA. The
figure of NEWARMA’s fitting result is as follows:

Table 2. Comparation of ARMA regression model result.

X (1) (2) (3) (4) (5)

C –4896660*
(2721229)

−1759509
(1477140)

−1851964
(2315764)

–3918668*
(2173708)

–581901***
(1387089)

CX 0.940097***
(0.121117)

0.743699***
(0.090637)

0.774652***
(0.169973)

–

–

–

–

GDP 4460.344*
(2196.260)

2777.648**
(1217.932)

2468.107
(1654.616)

4547.526**
(1783.693)

5536.862***
(970.3329)

AVC –

–

–

–

−3214.501
(18591.94)

–

–

64861.31**
(27340.35)

HOLI –

–

–

–

52292.85
(82413.46)

–

–

−1758.717
(74272.96)

AR(1) 0.408133**
(0.188669)

0.774272***
(0.205400)

0.732029***
(0.216434)

1.401741***
(0.151013)

1.208917***
(0.133283)

AR(2) −0.60222***
(0.216827)

−0.68062***
(0.133971)

−0.69886***
(0.125236)

−0.73998***
(0.173337)

−0.68787***
(0.160379)

MA(1) –

–

−0.570973**
(0.319427)

−0.495026
(0.343888)

−0.999998
(5324.928)

−1.000000
(3504.480)

X1 253.4411**
(98.32574)

–

–

–

–

–

–

–

–

N 41 41 41 41 41
R2 0.809195 0.752921 0.757613 0.592736 0.677973
Adj R2 0.769718 0.709319 0.697017 0.534555 0.609664
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As can be seen from Fig. 5, generally speaking, NEWARMA model performs well.

5 Model Application

5.1 Model Comparison

To verify that the NEWARMA model has a better fitting performance than other
methods, this paper compares it with neural networks and grey models. The basic
algorism of these two methods could be divided into two types, one is to apply the
variable’s previous sequence to predict the future sequence by time series, and the other
is to use other variables to predict the variable by regression. This paper only selects the
most representative and popular algorithm of grey models and neural networks, that is
GM(1, 1), GM(1, n), BP(1), and BP(n)2, to conduct a prediction. The comparison of
fitting results are shown below:

Where, MAPE =
Pn

t¼1
observedt�predictedt

observedt

��� ���, means Mean Absolute Percent Error.
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Fig. 5. Fitting result of x with NEWARMA model.

Table 3. Comparation of fitting result of different models.

NEWARMA GM(1, 1) GM(1, n) BP(1) BP(n)

MAPE 0.302632358 0.548984 0.825305 0.585332 0.452844

2 Note: GM(1,1) and BP(1) means using sequence itself to predict it, while GM(1, n) and BP(n) means
using n other variables to predict 1 variable, here n equal to 4, including GDP, average temperature,
holiday, and x1.
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As can be seen from Table 3, the MAPE of NEWARMA model is the smallest one,
which shows that it indeed has a good fitting performance. To see clearly how other
models perform, here draws four fitting results’ figures of BP(1), BP(n), GM(1, 1), GM
(1, n) separately.

As can be seen from Fig. 6, the fitting performances of these four models are poorer
than NEWARMA model. Therefore, NEWARMA model will be conducted to predict
electricity consumption of tourism industry in the future.

5.2 Simulation Analysis

First, this paper uses BP neural network to forecast x1 from 2016.06 to 2016.10,
defining it as (normal) Norm x1. Besides, using ARMA to forecast cx to the same
length. The prediction accuracies of both x1 and cx are higher than 90%. Then used
NEWARMA to forecast x from 2016.06 to 2016.10. What’s more, suppose that the
government is planning to control electricity consumption in the society, so making x1
decline steadily from 4196 kwh in 2016.05 to 2000 kwh in 2016.10, defining it as
(control) Contr x1, and using it to predict x too. These two results are shown below:

Fig. 6. Fitting results of neural networks and grey models. Note: BP(1) is in subfigure (1, 1), BP
(n) is in (1, 2), GM(1, 1) is in (2, 1), GM(1, n) is in (2, 2).
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As can be seen from Fig. 7, the solid line is without government interference, while
the dotted line is with government interference. Obviously, with the controlment of x1,
the x will be lower than normal x from 2016.08 to 2016.10, which means when the
government is planning to control electricity consumption, the relationship between
different industry should be considered. When electricity consumption in one industry
declines, others may decline too, which will contribute to total energy conservation in
the whole society.

6 Conclusion

This paper applies a new statistic model, NEWARMA model, to predict the electricity
consumption of tourism industry in Changli County. The study finds that when adding
electricity consumption in other relevant industries and the dependent variable’s own
medium- and long-term cyclical fluctuations terms to the basic ARMA model, the
dependent variable could be precisely predicted. Then verifies the effectiveness of
NEWARMA by comparing the fitting performance of it to other different models.
Finally, through simulation analysis, this study provides guidance for national energy
conservation policies based on the relationships of energy consumption in different
industries.
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Abstract. Targeted poverty alleviation is an important measure to promote
China’s all-round development, but traditional economic surveys and statistics
are limited by multiple factors, making it difficult to accurately identify poor
targets in a timely manner. The development of power big data provides the
possibility to use energy consumption data to locate and identify poor areas.
Therefore, this article takes Jiangxi Province as an example to analyze 23
regions that have been classified as poverty-stricken counties (8 counties have
been separated from the list of impoverished counties). First, panel data
regression is performed to prove that electricity sales can be used to analyze and
predict regional economic development. Then, using decision tree ID3 algo-
rithm and four neural network algorithms to classify and forecast poor and non-
poor counties, it is found that ID3 algorithm has good fitting and prediction
accuracy. Therefore, power big data can be applied to the work of targeted
poverty alleviation, and has a good prospect.

Keywords: Targeted poverty alleviation � ID3 � Individual fixed effect model

1 Introduction

When General Secretary Xi Jinping visited Xiangxi in November 2013, he made an
important instruction of “seeking truth from facts, adapting to local conditions, clas-
sifying guidance, and targeted poverty alleviation”. Then in January 2014, the General
Office of the CPC Central Committee detailed the top-level design of the targeted
poverty alleviation work model and promoted the idea of “targeted poverty allevia-
tion”. In October 2015, General Secretary Xi Jinping also emphasized at the 2015
Poverty Reduction and Development High-level Forum: “China’s poverty alleviation
work implements a targeted poverty alleviation strategy, increases poverty alleviation
investment, introduces beneficial policies and measures, adheres to the advantages of
China’s system, and pays attention to the six kinds of precisions”. The precisions are
the precision of the poverty alleviation, the accuracy of the measures to the home, the
precise arrangement of the project, the proper use of funds, the accuracy of the villagers
(first secretary), and the accuracy of poverty alleviation.
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However, traditional economic surveys and statistical data, through layer-by-layer
accounting and reporting, are not guaranteed by timeliness. Due to constraints such as
manpower, the accuracy and objectivity of statistics are questioned. Fortunately, the
accumulation of big data resources and the development of technology have laid a solid
foundation for accurate poverty alleviation. Academic research has also provided a
large amount of evidence for this. Nature issued a report indicating that residents’
energy consumption, especially electricity consumption, is significantly correlated with
household income. As an important part of the Li Keqiang index, power consumption
has been widely recognized for its characterization of economic development. Power
big data has the characteristic of real-time and high precision. The electricity con-
sumption data of each household can be transmitted to the server in real time through
smart meters, which can provide more timely and accurate data support for the
development of targeted poverty alleviation policies at all levels.

With the scientific and rational use of electricity consumption data, we can develop
its characteristics and make a thorough inquiry on the relationship between electricity
consumptions and regional economic development. At the same time, we can further
explore the energy use of poverty-stricken counties, the types of poverty-stricken
counties, and the matching degree of poverty alleviation policies, which can provide
theoretical basis for the government’s targeted poverty alleviation policy.

2 Literature Review

2.1 Status of Research on Targeted Poverty Alleviation at Home
and Abroad

Since targeted poverty alleviation is an important idea produced under the socialistic
system with Chinese characteristics, foreign scholars have little research on this topic,
they mainly focus on the research related to poverty alleviation. Richard and Adams
(2004) [1] found that the utilization rate of government poverty alleviation funds is
decreasing by investigating data from 126 periods in 60 developing countries. Mon-
talvo and Ravallion (2010) [2] studied the poverty reduction effects of fiscal input by
collecting poverty alleviation data since 1980, and affirmed the role of government in
poverty alleviation. Croes (2012) [3] found that tourism expansion can help poor
counties and reduce income inequality in developing countries.

Domestic scholars’ research is mainly divided into two parts: theoretical research
and practical research. Ge (2015) [4] pointed out that targeted poverty alleviation is
based on the analysis and summary of past poverty alleviation work. Its core content
includes precision identification, precision assistance and management. Zhuang (2015)
[5] studied the main structure, behavioral motivation and role orientation of targeted
poverty alleviation. Tang (2017) [6] believe that industry is an important guarantee to
support economic development. Industrial poverty alleviation can effectively link
poverty alleviation and promote regional economic development. Shi (2017) [7] con-
ducted a survey of the natural villages in southwestern Guangxi, and found that the
government and poor households were not well communicated, and poverty alleviation
policy implementation is not in place.
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2.2 Current Status of Power Data Mining Research

With the advent of the Internet and big data, the investment of various intelligent
terminal devices in the power system, the construction of smart grids and smart energy
systems, have enabled us to screen out a large amount of power data from the ports.
Behind these large amounts of power’s data, there are many valuable information about
the operation of power systems. How to mine these valuable information has become a
hot spot in current power big data research.

Cheng (2006) [8] used data mining to study China’s economic development and
trends, and proved that DMKM has a good prospect. Chen (2006) [9] found that user
behavior mining has practical guiding significance for data mining. Chen (2013) [10]
used DWT hierarchical clustering algorithm to obtain the clustering results of power
load curve data, and verified the effectiveness and efficiency of the scheme in power’s
big data. Guo (2015) [11] used the combination of cloud computing and data mining to
complete the transformation of power system data knowledge to value, and combines
K-means and Canopy clustering algorithms to analyze the electricity usage rules of
power users. Wang (2017) [12] used the RAM model to analyze energy big data to
explore energy and environmental efficiency issues. Su (2017) [13] clustered the daily
power load of users, obtained the daily load curve of the user and conducted related
research on the load curve and finally she got the power usage mode for different users.
Zhang (2018) [14] optimized the naive Bayesian algorithm with parallel Gaussian
operators, and applied the improved Bayesian algorithm to the mining of power’s big
data to realize the classification of power users.

From the existing research, the discussion on targeted poverty alleviation focuses
on the interpretation of policy and the analysis of current situation, and the analysis and
application research of power big data is concentrated in the field of platform con-
struction and analysis technology. Few studies have used electricity big data for socio-
economic analysis or targeted poverty alleviation. However, energy consumption is
closely related to social and economic production and the living standards of residents.
As an extremely important component of energy consumption, power consumption
plays an essential barometer role in social and economic life. Therefore, this paper
attempts to ascertain the relationship between county power consumption and county
poverty level, test whether the use of electricity consumption data can effectively and
timely reflect county development and residents’ living standards, and provide sug-
gestions for promotion of accurate poverty alleviation.

3 Methods

3.1 Individual Fixed Effect Model

After Hausman test and judgment, this paper selects the individual fixed effect model to
analyze the data. The formula is:

yit ¼ ai þX 0
itbþ eit i ¼ 1; 2; . . .;N; t ¼ 1; 2; . . .; Tð Þ ð1Þ
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Where yit is the interpreted variable, indicating that there are i different intercept terms
for i individuals, and the change is related to Xit; b is the k� 1 order regression
coefficient column vector, which is the same for different individual regression coef-
ficients b, eit is a random error term.

Given the condition of each individual, the strong assumption of the individual
fixed-effects model is that the expectation of the random error term eit is zero.

E(eitjai;XitÞ ¼ 0; i ¼ 1; 2; . . .;N ð2Þ

3.2 Decision Tree ID3 Algorithm

The ID3 algorithm selects the best test attributes based on information entropy. The
partitioning of the sample set is based on the value of the test attribute. Test attributes
with different values divide the sample set into multiple subsample sets, and each
branch will generate new node. According to the information theory, the ID3 algorithm
uses the uncertainty of the sample set after partitioning as a measure of the quality of
the partition, and uses the information gain value to measure the uncertainty: the larger
the information gain value, the smaller the uncertainty.

Suppose S is a set s of data samples. Assume that class label attribute has m
different values, definition of m different classes’ Ci i ¼ 1; � � � ;mð Þ. Set Si is the number
of samples in class Ci. For a given sample, its total information entropy is:

I s1; s2; . . .; smð Þ ¼ �
Xm

i¼1

pi log2 pið Þ ð3Þ

Where Pi is the probability that any sample belongs to Ci, and can generally be
estimated by si=s.

Let an attribute A has k different values a1; a2 � � � ; akf g, and use the attribute A to
divide the set S into k subsets S1; S2 � � � ; Skf g, where Sj contains the samples of the set
S in which the attribute A takes the aj value. If selected as test attribute A, these subsets
correspond to the set S contains nodes from the growth of branching out. Let Sij be the
number of samples of class Cj in subset Sj, then the information entropy of the sample
according to attribute A is:

E Að Þ ¼
Xk

j¼1

S1j þ . . .þ Smj
S

I S1j; . . .; Smj
� � ð4Þ

Where I S1j; . . .; Smj
� �

is the probability of samples of class Cj in subset Sj.

I S1j; . . .; Smj
� � ¼ �

Xm

i¼1

pij log2 pij
� �

; pij ¼ S1j þ . . .þ Smj
S

ð5Þ
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Finally, the information gain (Gain) obtained by dividing the sample set S by the
attribute A is:

Gain Að Þ ¼ I s1; s2; . . .; smð Þ � E Að Þ ð6Þ

4 Data

4.1 Definition and Selection of Poverty-Stricken Counties

The standard of poverty-stricken counties in Chinis: the counties with a per capita
income of less than 150 yuan in 1985 have relaxed the standards of minority auton-
omous counties. In 1994, this standard was basically continued. In 1992, when the per
capita net income exceeded 700 yuan, all the county-level poverty-stricken counties
and the county below 400 yuan were all included in the national poverty-stricken
counties. The number of key counties is measured by “631”method.1

The exit of poor counties is based on the main measure of poverty incidence. In
principle, the incidence of poverty in poverty-stricken counties fell below 2% (the
western region fell below 3%), and the county-level poverty alleviation leading group
proposed to withdraw. The municipal-level poverty alleviation team conducted pre-
liminary examinations, and the provincial poverty alleviation team verified and decided
to withdraw from the list. If there is no objection to the public announcement, it shall be
reported to the State Council Leading Group.

A total of 23 counties in Jiangxi Province have been identified as poor counties.
Among them, Jinggangshan City, Ji’an County, Ruijin City, Wan’an County, Yongxin
County, Guangchang County, Shangrao County and Hengfeng County respectively
completed poverty alleviation from 2017 to 2018. Jiangxi Province stood out in
poverty alleviation work in various provinces, so Jiangxi Province was taken as an
example for analysis. At present, the poverty-stricken counties in Jiangxi Province are:
Xingguo County, Ningdu County, Yudu County, Xunwu County, Huichang County,
Anyuan County, Shangju County, Qi County, Nankang City, Luanchuan County,
Shuyang County, Yugan County, Guangchang County, Le’an County, Xiushui County
and Lianhua County.

4.2 Selection of Economic Data

In order to explore the relationship between regional economic development and
energy consumption, we selected a total of five years of county GDP and electricity
sales data from 23 counties in Jiangxi Province from 2012 to 2016. The economic data
comes from the Jiangxi Statistical Yearbook, and the electricity sales data is provided
by the power company.

1 A method for defining the weight of the poor, the per capita income of farmers, and the per capita
GDP.
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In order to eliminate the influence of the dimension, logarithmic processing of
regional GDP and electricity sales shows that the trend of the two variables is similar
between 2012 and 2016, and it is of great significance to panel regression (Fig. 1).

4.3 Selection of Power Data

In this section, the paper selects a total of 48 observations from January 2014 to
December 2017. In order to better analyze the characteristics of power data, this paper
selects the electricity sales data of different industries, which are large industry, general
business and other, agricultural and residential electricity and use the above data
divided by the number of business households in the current period to obtain the power
sales of the power company for each power unit, in order to eliminate the impact of
scale.

Due to geographical location, regional economic scale and other factors, it is dif-
ficult to extract characteristics of the power data of non-poverty counties and poverty
counties by simple description. Therefore, the data is used for model training to reach
the goal of classification (Table 1).

Fig. 1. GDP and electricity sales statistics in 23 counties
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5 Empirical Analysis

5.1 Individual Fixed Effect Model

This article uses Eviews10.0 for modeling. With the county GDP as the dependent
variable, the annual sales of electricity is used as an independent variable. In this paper,
the model 1 is constructed using the data of 8 non-poor counties, and the significance
test is passed, and the goodness of model fitting is acceptable, which proves that the
sales of electricity is related to regional economic development. Model 2 is based on
data from 15 poverty-stricken counties, and the model’s goodness of fit is higher than
that of model 1. After the Hausman test, both models are individual fixed effect models,
which indicates that each county has individual influences in the regression, and there
is no changing economic structure (Table 2).

Table 1. Descriptive statistics of power consumption of each industry

Area Great industry General business
and other

Agriculture Resident
life

Number of
observations

Ruijin city 3076.89 1243.30 131.61 2324.64 48
Jinggangshan city 1000.97 828.65 44.10 764.99 48
Yongxin county 603.07 815.82 59.72 1147.57 48
Ji’an county 1527.08 1091.02 140.25 1126.10 48
Wan’an county 842.64 747.53 41.41 692.60 48
Shangrao county 5136.10 1953.49 22.37 4923.25 48
Hengfeng county 707.50 489.23 33.09 1029.16 48
Guangchang county 625.58 625.40 30.69 1055.87 48
Xingguo county 1567.42 1437.19 40.07 2088.49 48
Ningdu county 762.31 1520.24 67.28 1854.79 48
Yudu county 2297.88 1733.42 52.27 2854.85 48
Xunwu county 1966.86 690.92 45.63 1040.31 48
Huichang county 1886.35 831.37 56.14 1439.39 48
Anyuan county 249.44 774.68 104.31 1162.22 48
Shangyou county 1629.62 775.38 12.45 858.32 48
Gan county 1625.82 1342.05 47.06 1811.83 48
Nankang city 2162.63 5394.08 83.60 3042.77 48
Suichuan county 834.42 1030.92 50.21 1323.60 48
Panyang county 650.16 1116.77 379.85 2948.57 48
Yugan county 1581.78 1138.55 587.88 2184.91 48
Le’an county 91.24 646.38 24.33 1085.34 48
Xiushui county 1429.62 1292.71 42.73 2518.68 48
Lianhua county 830.61 386.71 15.35 630.36 48
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Through the panel data regression, we prove that the power consumption data can
explain and predict the regional economic development in both non-poor counties and
poverty-stricken counties. Therefore, this paper will use the power data to describe the
regional economic operation and reach the goal of accurately positioning the poverty-
stricken counties.

5.2 Comparison of Classification Effects Between ID3 and Four Neural
Network Algorithms

This paper will use the monthly average electricity sales of four industries as the
independent variable, the poverty alleviation county is defined as “1”, and the poverty-
stricken county is defined as “0”, which is used as the dependent variable to train the
algorithm (Fig. 2). We used the MATLAB software to randomly sample the data
through software, setting 75% of the samples as the training set, and the remaining as
the test set. First, the neural network is used for fitting and prediction. The methods of
general regression neural network (GRNN), back propagation neural network (BP),
radial basis function network (RBF) and linear layer neural network (LIN) are used
respectively. The results are shown below (Fig. 3).

Table 2. Results of Individual fixed effect model in two types of counties

Model Variable Coefficient Std. Error T-Statistic Prob. R-squared

1 C −12613.47 17669.30 −0.713864 0.4807 0.791569
1 E 0.064540 0.019639 3.286275 0.0025 0.791569
2 C −3439.176 5189.411 −0.662730 0.5101 0.933373
2 E 0.052164 0.005189 10.05366 0.0000 0.933373

LIN

RBFGRNN

BP

Fig. 2. Results of Fitting for four Neural Network Models
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In the fitting situation, RBF is better than the other three algorithms. However, all
of the four algorithms are not very good in the prediction results, especially RBF.
Therefore, we then tried Decision tree ID3 algorithm for data fitting and prediction, and
results are shown as below (Fig. 4).

In comparison, the ID3 algorithm has high practical value, the goodness of fit is
97.10%, and the accuracy of prediction is 81.52%. And it also proves that the power
data can be used not only in the description of regional economic development, but also
in the real-time positioning and analysis of poverty-stricken counties.

GRNN RBF

LIN BP

Fig. 3. Results of Prediction for four Neural Network Models

Fig. 4. Results of Fitting and Prediction for ID3 algorithm
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6 Conclusion

The definition and exit criteria of poverty-stricken counties are dependent on statistical
data at the county level. They are subject to various factors, and timeliness and
accuracy are difficult to guarantee. The positioning and discrimination of poverty-
stricken areas in targeted poverty alleviation work needs to be further improved.

Besides, there is a strong correlation between power consumption data and
GDP. Through the portrayal of power data characteristics, it can be analyzed to predict
regional economic development.

Finally, decision tree ID3 algorithm has better results for data fitting and prediction
than GRNN, BP, RBF and LIN, which implies that it is possible for Power big data to
be applied in targeted poverty alleviation projects.
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Abstract. Asmotor vehicles are increasing, the demand for gas stations is rising.
Because of the rising profits of gas stations, many traders have built illegal gas
stations. The dangers of illegal gas stations are enormous. The government has
always used traditional manual methods for screening illegal gas stations. How to
quickly and effectively mine illegal gas stations in the trajectory data becomes a
problem. This paper proposes an illegal gas station clustering discovery algorithm
for unmarked trajectory data. The algorithm mines the suspected fueling point set
and frequent staying point set of a single vehicle. Through the difference between
the two, the suspected points of the illegal gas stations in the single vehicle tra-
jectory are obtained, and finally all the illegal gas station suspicious points of the
same type of vehicles are clustered to find the illegal gas station.

Keywords: Trajectory mining � Illegal gas stations � DBSCAN

1 Introduction

Gasoline is mainly used in the passenger vehicle sector. During the period of economic
growth, people’s income levels will increase, which will increase the demand for
passenger cars and travel, and directly drive gasoline consumption. As the profit of gas
stations has gradually increased, many traders have built illegal gas stations with small
investment, quick results and high returns. Illegal gas stations are very harmful to the
people and the country: the source channels of illegal gas stations are not formal, there
is no quality control, and the oil sold may greatly harm the automobile; the fuel
dispensers of illegal gas stations have not been tested by relevant departments, and the
measurement accuracy which is no confirmed; illegal gas stations have serious safety
hazards due to poor equipment and facilities, fire-fighting equipment that does not meet
the standards. Therefore, it is necessary to clean up and rectify illegal fueling stations
and crack down on bans according to law. In the process of cracking down on illegal
gas stations, how to quickly and effectively find illegal gas stations has become the
focus. The traditional measures include: irregular police inspections, mass reports, and
manual inspection of vehicle trajectories. These measures are often half-time and
inefficient. To this end, we have studied an algorithm for quickly discovering illegal gas
stations for unlabeled trajectory data.
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Our algorithm first analyzes the data of a single vehicle trajectory, extracts the set of
suspected points of illegal gas stations, and finally clusters all the suspicious points of
the same type of vehicles to find illegal gas station stations. In the process of studying a
single vehicle trajectory, the following problems are mainly faced: (1) Temporal and
spatial characteristics of refueling behavior. In the original vehicle GPS data, how to
find the behavior of refueling and get its characteristics in space-time GPS. (2) The
daily stop point of the vehicle. The daily stop point of the vehicle may become the
result of the noise influence experiment, and what method is used to find the daily stop
point of the vehicle. (3) In the research, although the extraction, but the point data is
still huge, affecting the final cluster, how to reduce the number of suspicious points.

2 Related Work

Before our study, we investigated whether there were studies to detect illegal gas
stations by vehicle trajectory data. Unfortunately, we have not found any research on
this aspect; happily, this can be a new application direction for effectively utilizing
vehicle trajectory data in cities. However, in the research we have learned some papers
in similar directions. Firstly, Zheng et al. [1] gave a general framework for trajectory
mining in the overview of trajectory data, including preprocessing of trajectory mining,
trajectory indexing and recovery, and various common trajectory mining algorithms.
By reading his thesis, we sort out the idea of dealing with trajectory data. At the same
time, we learned more about the trajectory pattern by Phan et al. [8]. Then we read
some papers based on trajectory data for specific applications. Pan et al. [2] used taxi
trajectory data to identify different flow patterns in different urban functional areas.
Calabrese et al. [3] proposed an anonymous monitoring based on mobile cellular data,
supplemented by bus and taxi trajectory data, and a real-time urban assessment system,
which includes traffic and flow information. Researchers [4] use taxi trajectory data to
find hotspots at the top and bottom of customers. In addition, after regional division of
cities, it is possible to estimate the flow pattern of regional people. In particular, the
paper in hot spots has given us great inspiration. [10] presents a multiscale comparison
method for three-dimensional trajectories, and they use clustering to find the final
dissimilarity between trajectories. On the other hand, we reviewed the paper on refu-
eling behavior. Liu et al. [5] analyzed the characteristics of fueling trajectory to model
the fueling behavior and probed the city’s fueling behavior. Based on this analysis, the
spatial and temporal evolution of urban fueling was analyzed. The paper’s analysis of
refueling behavior allows us to have a deep understanding of vehicle refueling
behavior. Zhang et al. [1] analyzed urban refueling behavior by comparing the fueling
modes and time-space economic views of different groups, and benefited by providing
fueling laws for multiple industries. Niu et al. [6] combined trajectory data with POI
and road network data to analyze fueling behavior and estimate energy consumption.
Finally, in order to make the research method applicable to big data, we refer to the
paper on data mining in big data, such as [9, 11].
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3 Our Method

3.1 Overall Framework

In manual inspection of vehicle trajectories, the method used is to find frequent access
points in the vehicle trajectory. We used the same idea when conducting research. For
new and unlabeled trajectory data, we use clustering algorithm to mine frequent vehicle
patterns. The frequent pattern here refers to extracting frequent pattern points that
intersect in the same type of vehicle. At the same time, we are uncertain about the
number of unknown illegal fueling stations, so the traditional clustering algorithm that
requires the number of clusters to be clustered cannot be used. Finally, we chose the
density-based clustering algorithm DBSCAN [7] as the basic algorithm for the illegal
gas station discovery algorithm.

To compare the frequent mode points of different vehicles of the same type, the first
to mine the mode points in a single vehicle, but because of the large number of
trajectory data points, it is necessary to quickly filter the useless points. To do this, we
choose to extract the track points of the two modes.

A set of suspected fueling points in a single vehicle trajectory. The refueling
behavior in this article refers to the process of driving into a gas station - stopping and
refueling - leaving the gas station. The discovery of illegal gas stations is literally to
find that the vehicle has been refueling at a non-legal gas station. It is reflected in the
trajectory data that the vehicle has a certain place and has a GPS record produced by
the refueling at the legal gas station. Consistent trajectory features. The acquisition of
such point sets is based on the common characteristics of GPS in the reaction of vehicle
refueling behavior as a strong rule, gradually filtering out most of the invalid points
with a gradual strategy, and retaining the points that may exist as illegal fueling points
as a single vehicle refueling suspect point set.

A set of frequent staying points in a single vehicle trajectory. The acquisition of
such point sets is based on the timing-based DBSCAN algorithm to extract the stopping
point of the vehicle under the ignition state. The main stopping point is like the point
where the vehicle has experienced red light for a long time, the point of the sudden
congestion in the middle of the road segment, and the point as the stay of small vehicles
in the active area such as the mall. or when the large vehicle is working, the point
represents the situation in which the vehicle is turned around at the intersection. In
these cases, the vehicle may have trajectory characteristics that match the first mode
point, and these points need to be excluded.

Based on the above analysis, this paper uses DBSCAN algorithm as the basic
algorithm for cluster mining. For the single vehicle trajectory data, we extract the
suspected points and frequent stay points of the two modes, and further obtain the
suspicious points of the final single vehicle through the collective subtraction opera-
tion. Set, summarize all suspicious point sets for final clustering. Since the number of
track points for a single file is large, the calculation time is time-consuming, and
multiple files are simultaneously processed by multiple processes, the data mining
performance has been improved.

Figure 1 shows the overall framework of our algorithm. First, a type of vehicle is
selected for block processing, and each part of the data is processed by one process.
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Then, for the single vehicle trajectory, on the one hand, the strong rule is used to extract
the suspected points, and on the other hand, the frequent stop points under the ignition
state of the vehicle are extracted. Finally, the suspected point set is subtracted from the
frequent stay point set to determine the suspicious point of the single vehicle set.
Finally, all suspicious points are aggregated for clustering. The strategy draws on the
experience of the manual investigation mode and maps it into the data mining process,
which not only improves the rate and efficiency of discovering illegal fueling points,
but also guarantees the accuracy to a certain extent. The parameters in the process are
obtained through automatic calculation. Therefore, it has universality for different
vehicles, greatly improving system performance and scalability.

Fig. 1. Our framework of discovery the illegal gas station
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3.2 A Set of Suspected Fueling Points in a Single Vehicle Trajectory

We learned about the different situations in which the vehicle is turned off and on.
Although there are different GPS transmissions during the period, combined with the
investigation, in the daily trajectory data of the vehicle, the common characteristics of
refueling behavior are as follows.

The vehicles GPS transmission interval is abnormal, which is greater than the
standard GPS transmission interval under the vehicle ignition state, especially for large
vehicles with larger fuel tanks.

The vehicle needs to be refueled at a legal gas station. In the previous investigation,
the relevant departments were interviewed. They mentioned that the vehicle chose to
illegally add fuel, which is not doing every time, especially for large vehicles belonging
to the company. The supervised vehicles need to record at the legal gas station to
respond to their spot test of their company.

Therefore, using the above two characteristics to establish a strong rule, a pro-
gressive filtering strategy is used to extract all the points in the single vehicle trajectory

Fig. 2. Flow diagram of extracting suspected fueling points in a vehicle trajectory
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that may have been illegally refueled, that is, the fueled suspected point set. The
specific extraction framework is shown in Fig. 2.

First of all, in order to extract the time performance of the refueling behavior in the
trajectory data, it is necessary to extract the time when the vehicle is turned off and
refueled at the legal gas station. Using the idea of statistics, find the adjacent GPS
records of the vehicle near the fueling point in the trajectory, and find the time dif-
ference for each pair of adjacent GPS records, and obtain the average value as the
lowest threshold of the vehicle’s flameout time.

For the lowest threshold of the flameout time, we believe that the neighbor GPS
transmission interval is lower than this value, then the vehicle only passes the gas
station. Above this value, the vehicle may perform the flameout and fueling behavior.
Secondly, we also need to set the maximum threshold for the time of flameout and
fueling. Based on the actual fueling experience in daily life, taking into account the
consumption activities that may accompany the fueling, the 30 min used in this paper is
the upper limit, which can be used as a follow-up study.

Using the threshold range of the flameout time as the first strong rule can quickly
filter out the vehicle’s set of flameout points. Specifically, we traverse a single vehicle
trajectory. For adjacent GPS records that have not been accessed, if the GPS trans-
mission interval is within the threshold range of the flameout time, it is determined that
this point may have been extinguished and refueled, including all such points. Come in,
the last collection is a collection of fueling and extinguishing points for a single vehicle.

Then, the set of fueling and extinguishing points is filtered again using the legal
fueling point set. How to exist point A in the vehicle flameout point set, and close to a
point in the legal fueling point set, then point A is removed from the set of fueling and
extinguishing points. Further reduce the noise points in the set of fueling and extin-
guishing points.

Finally we use the DBSCAN algorithm for deduplication. Because even after two
rounds of strong rule progressive filtering, the points in the resulting set are still many,
and the similar points should be deduplicated. To do this, we set the neighborhood
radius of the core point to a minimum value, and specify the number of points in the
neighborhood to be at least 2.

After deduplication, a corresponding set of suspected fueling points in a single
vehicle can be obtained. However, this collection often includes locations where
vehicles are often parked, such as taxis parked at the door of the house, and temporary
parking of large vehicles at the company and service locations cannot be directly
removed. For this purpose, it is necessary to extract the frequent staying points of the
vehicle trajectory.

3.3 A Set of Frequent Staying Points in a Single Vehicle Trajectory

We have noticed that vehicles, especially large vehicles, not only have the behavior of
stalling when they visit places such as construction sites and accommodations, but also
often accompany the parking behavior of the vehicle in the state of ignition, such as
loading and unloading. For this purpose, an algorithm for extracting the staying point
under the ignition state is required. Then by comparing the number of stops in a single
vehicle trajectory somewhere, we can dig out where the vehicle is often working or
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where it is habitually working. In this respect, the DBSCAN algorithm is improved in
this paper, so that it can extract the above-mentioned staying points based on time-
based trajectory mining, and we use the original DBCAN algorithm to discovery
frequent stay points (Fig. 3).

The first step is to extract the average distance traveled by the vehicle at the GPS
transmission interval under the ignition state. The factor affecting the density clustering
algorithm is mainly the distance, and the e neighborhood radius of DBSCAN directly
affects the selection and density of the core point. When the vehicle stays under the
ignition state, the driving distance under the adjacent GPS transmission interval
becomes smaller, and the staying conditions can be summarized into two types: the
small-range GPS recording density caused by the vehicle deceleration is increased, and
the other is that the vehicle at a constant speed circle around somewhere leading to a

Fig. 3. Flow diagram of extracting frequent staying points in a vehicle trajectory
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small increase in the density of GPS recordings. Therefore, the average driving distance
of the vehicle in the GPS transmission interval under the ignition state is used as the
threshold to effectively divide the normal driving distance and the decelerating driving
distance, filter the normal traveling GPS recording points in the density clustering, find
the GPS distance in the high density area, and discovery the vehicle frequent staying
points under ignition by clustering.

The second step is to perform timing-based density clustering extraction by using
the average driving distance. But using the original DBSCAN algorithm for clustering
data directly on a single vehicle trajectory data has the following drawbacks.

Time Consuming. There are many vehicle trajectory points, and the original
DBSCAN algorithm needs to traverse all the data sets first to find the neighborhood of
each point, and then calculate the density to reach the traversal of the points in the field,
resulting in high time complexity. Even if it still takes a certain amount of time to
divide a single trajectory by day.

Redundancy. The vehicle trajectory is a time-continuous GPS record. When calcu-
lating the neighborhood of a point, the relevant point is only the adjacent GPS record
point, but the original DBSCAN traverses the entire data set, leading to a lot of
redundant operations.

Ignore Time Information and Increase the Noise Point. The staying point under the
ignition state is found by finding that the GPS recording density of the vehicle is increased
under certain time and space intervals, but since DBSCAN traverses all the data sets, only
the space is considered, and the track points of different time periods are clustered, which
leads to the filtered points are retained as noise affecting the clustering results.

For this we modified the DBSCAN algorithm for extracting the staying point under
the ignition state. First, the modified algorithm no longer randomly selects a point to
start traversing, but accesses each point according to the GPS time record. Secondly,
when determining the core point for each point, the way to find the point in its
neighborhood is changed to search the adjacent points before and after the time near
that point. If there is the minimum number of points in its neighborhood, it will be
determined to be the core point. Finally, after finding the sequence of core points with
continuous density reach, when a boundary point appears, the points in the density up
to the chain are determined to be one class, representing a staying region under the
ignition state, and the average value of all points which in the sequence is obtained is
taken as the staying point and recorded.

By continuously traversing the entire data set, all sets of stay points under the ignition
state can be extracted. The advantage of this algorithm is that it not only solves the
shortcomings of the above-mentioned original DBSCAN in trajectory mining, but also
does not need to consider dividing the trajectory when the trajectory data amount is large.

For the set of staying points under the ignition state, statistical methods can be used
to find frequent staying points, but it is inconvenient to operate. Here we continue to
use the traditional DBSCAN algorithm to extract high frequency stay points. In order to
extract frequent staying points, the neighborhood search radius of the algorithm can be
reduced, so that the similar points can be effectively found, and the number of points in
the neighborhood is increased to find the high frequency stay point.
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3.4 Clustering All Illegal Fueling Suspicious Points

According to the framework of Sect. 3.1, after extracting the fueled suspected point set
and the frequent staying point set of a single vehicle, all the suspicious points of a
single vehicle can be determined. Then, the extracted sets of suspicious points in all
vehicles of the same type are aggregated for clustering. The collection of suspicious
points here may still be large, and the more vehicles of the same type, the larger the
data set. In this case, we can obtain the latitude and longitude range corresponding to
the specific city. Then simply segment the range, and use the DBSCAN algorithm to
cluster the sub-regions of m2 to get the final clustering result quickly, which in Fig. 4.

4 Experiments

The trajectory data used in this paper is from the GPS trajectory data of vehicles from
Xiamen, China, May 14, 2017 to May 24, 2017. Our main research object is the muck
truck, so we first carried out the experimental verification algorithm on the muck truck
dataset, in which there are more than 700 truck trajectorys.

Figure 5(a) shows the total trajectory data of a muck. It can be seen that the vehicle
trajectory points are dense and the data of different dates overlap. Figure 5(b) and
(c) reflect the process of extracting a set of suspected fueling points in a single vehicle
trajectory. The number of points in Fig. 5(a) is more than 6,000, and the data points in
Fig. 5(b) still retain more than 1000 points after two strong rule filtering. If the final
multi-vehicle clustering is performed in such a set. Then the total suspicious point of
the vehicle trajectory of more than 700 vehicles may be close to 700,000 points. Even if
the collection is clustered by partition, the memory is difficult to load, and the

Fig. 4. Flow diagram of final clustering to discovery illegal gas stations
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clustering speed is a big problem. But we are very happy with the effect of using
DBSCAN to remove duplication. It can be seen from Fig. 5(c) that the removing
duplication using DBSCAN effectively preserves the flameout point of multiple
accesses in the trajectory, which is the key suspected area. Figure 5(d) and (e) reflect

Fig. 5. The effect of trajectory mining in a single vehicle trajectory. The (a) show all points in a
trajectory. The (b) show a set of flameout points in a trajectory. The (c) show a set of suspected
fueling points in a trajectory. The (d) show a set of staying points in a trajectory. The (e) show a
set of frequent staying points in a trajectory. The (f) show final suspicious fueling points in a
trajectory.
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the process of extracting a set of frequent staying points in a single vehicle trajectory.
The changes in Figs. 5(a) through (d) demonstrate the use of the improved DBSCAN
algorithm to extract the effect of the staying point under the ignition state. The changes
in Fig. 5(d) to (e) reflect our attention to the high frequency stay point, and the frequent
set of frequent stay points is well determined. Figure 5(f) shows the final set of sus-
picious points for a single vehicle trajectory at which the vehicle produces the fol-
lowing behavior: When the vehicle travels to that point, no ignition is active, but a
flameout time consistent with the refueling behavior is generated. These points are
suspicious points in a single vehicle trajectory.

It can be seen from Fig. 6 that the most suspicious points of illegal gas stations are
located in the suburbs or at the borders with adjacent cities. Because the muck is our
primary research goal, the results are submitted to the relevant people after the study,
who gave a good evaluation, and the algorithm results are basically in line with their
daily work. Of course, the algorithm itself is also insufficient. In Fig. 6, there is a point
in the middle of Xiamen island, but the chance of being an illegal gas station in the
urban area is very small. Another point on the upper right side of Xiamen island
belongs to the calculated offset that occurs during clustering or filtering. It is possible
that the vehicle is stuck at the bridge. In comparison, for the point on the left side of
Xiamen island, here is the construction site for the construction of the cross-sea bridge
in Xiamen, but it is still not filtered out, which is also the represent of the lack of
algorithms. But overall, the algorithm is highly feasible and can detect illegal gas
stations.

Fig. 6. Result on truck trajectorys
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In order to further verify the effectiveness of the algorithm, we chosed 15 legal gas
stations to mark illegal gas stations and use taxi data for mining.

It can be seen from Table 1 that the feasibility of using taxi data to mine gas
stations indirectly proves the feasibility of the algorithm for mining illegal gas stations
on trajectory data. Although some useless points will be clustered, the excavation rate
is greatly improved, the scope of manual investigation is reduced, and the elimination
of illegal gas stations is provided.

5 Conclusion

In this paper, we propose an illegal gas station discovery algorithm for unlabeled
trajectory data. In order to prove the feasibility of the algorithm, we verified the
feasibility of the algorithm in the muck truck data set and the taxi data set. Although the
algorithm we proposed is not perfect enough, there are some shortcomings. But its
performance on the experimental data shows its feasibility, which can help find illegal
gas stations and narrow the search scope. Obviously, the algorithm proposed in this
paper is an offline processing algorithm. In the future, we will focus on how to quickly
find illegal gas stations for single vehicle trajectory data in real time.

Table 1. Using taxi data to mine illegal gas station discovery statistics

Gas Station Latitude and longitude (actual) Latitude and longitude (cluster)

Gas Station 01 24.533634,118.16047 Don’t discovery
Gas Station 02 24.486881,118.102607 24.486934,118.102662
Gas Station 03 24.516031,118.187860 24.516049,118.187619
Gas Station 04 24.506939,118.154968 Don’t discovery
Gas Station 05 24.530263,118.122946 Don’t discovery
Gas Station 06 24.483914,118.177884 Don’t discovery
Gas Station 07 24.477770118.189097 Don’t discovery
Gas Station 08 24.594739,118.248082 Don’t discovery
Gas Station 09 24.602887,118.245409 24.602961,118.245370
Gas Station 10 24.494303,118.016260 24.494378,118.016372
Gas Station 11 24.677966,118.313119 Don’t discovery
Gas Station 12 24.706962,118.125072 Don’t discovery
Gas Station 13 24.464121,118.120265 24.464135,118.120320
Gas Station 14 24.520214,118.192894 24.521011,118.192700
Gas Station 15 24.649688,118.034611 24.649555,118.034640
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Abstract. Improving Research and Development (R&D) Investment Return is
a vital factor to the survival of enterprises. Nowadays, the increasing demands
for customized video surveillance products have accelerated the data analysis on
commonality of sales data; and placed focus on the main business that is of great
significance for companies’ development. However, identifying and developing
innovative products are becoming a major difficulty in most R&D and manu-
facturing companies. This paper intends to apply K-means and K–modes
clustering method to identify the most important factors impacting sales data and
forecast the trend of video surveillance products through Decision Tree classi-
fication method based on a real video surveillance company, i.e. Zhejiang U
technologies Company Limited (abbrev. U). Through this work we could
improve the quality of decision-making before R&D projects started and
effectively take product development as an investment to manage.

Keywords: Sales data analysis � Product development � Investment return

1 Introduction

U is the pioneer and leader of IP video surveillance that is the first company introduced
IP video surveillance to China. U now is the third largest player in video surveillance in
China. U invested hundreds of millions in R&D from 2016, and the number will reach
Ұ600 million in 2019. Hundreds of R&D projects have been launched every year
before the same number of projects can be closed. As a result, product developers have
to work overtime a lot and caused some quality problem. Figures show that more than
83% projects have not reached sales expectations and nearly 14% projects can’t recover
the R&D investment, nevertheless sales and administrative expenses.

The growth in revenue, the productivity of product development and the improve-
ment in operational efficiency are all attractive [1]. Cooper indicates that many new
product development failures are due to the lack of sufficient market drivers [2].
Through analyzing and mining sales data in this paper, we focus on determining which
kinds of products are sold well by using the data analytical method to help the company
improve investment return.

© Springer Nature Singapore Pte Ltd. 2020
J. He et al. (Eds.): ICDS 2019, CCIS 1179, pp. 112–118, 2020.
https://doi.org/10.1007/978-981-15-2810-1_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-2810-1_12&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-2810-1_12&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-2810-1_12&amp;domain=pdf
https://doi.org/10.1007/978-981-15-2810-1_12


2 Related Work

For a company, it is of great strategic and economic significance to invest a large of
human and material resources in product development and technology innovation. Du
constructed a theoretical model of the impact of corporate governance on the rela-
tionship between innovative activities and performance, from the perspective of cor-
porate governance theory, industry competitive environment and technical innovation
theory. He suggested to increase the invest on innovative R&D [3].

Some researchers studied the product development theories. Shikang Zhang take
company V as an example and put forward a market-oriented new product develop
process for the company under the guidance of a theory covering various phases of new
product development [4].

Wu, Sun, He and Jiang used the analogy synthesis method, least squares method
and genetic algorithm to predict the sales of new products [5]. Wu took XGBoost
model and GBDT model to predict future sales, and analyzed the main factors affecting
product sales. Then he combined XGBoost model and GBDT model with linear
weighting method to do a second forecast [6].

3 Improving Investment Return Through Analyzing
and Mining Sales Data

The Finance Department of U built a database to collect information about the revenue
and cost details since 2012. In 2015, they used the data to check the financial com-
pletion status of the R&D projects. Nowadays, the Finance Department studies the
whole product development procedure and tries to boost sales by focusing on the
reducing the time to market.

However, only analyzing the development procedure is too limited to improve
investment return. This paper emphasizes on the product and marketing analysis before
we launch the R&D project by using analytical method.

3.1 K-Means and K-Modes Clustering of U Company’s Sales Data

Clustering analysis (short for clustering), is a process of dividing data objects (or
observations) into subsets. Each subset is a cluster, so that the objects in the cluster are
similar to each other, but not similar to the objects in other clusters [7].

We use K-modes to cluster in this paper. Compared to K-means (which is a widely
used clustering method nowadays), K-modes can deal with discrete data. As we all
know, k-means and its variants are more efficient at clustering big data, but the con-
straint is limited to digital data because these algorithms minimize the cost function by
computing the average of the clusters. But data mining often contains discrete data. The
traditional method is to convert discrete data into digital values. Since the order
of discrete data problem domains is destroyed, no meaningful results will be obtained.
The K-modes algorithm removes this limitation and extends the application of
K-means to discrete data while preserving the efficiency of the K-means algorithm [8].
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Assume X and Y are two discrete objects described by m discrete attributes. The
dissimilarity between X and Y can be defined by the total mismatch of the corre-
sponding attribute discrete values of the two objects. The smaller the number of
mismatches, the more similar the two objects are. The dissimilarity is defined as

D x; yð Þ ¼
Xm

j¼1
dðxj; yjÞ ð1Þ

where

d xj; yj
� � ¼ 0 xj ¼ yj

� �

1 xj 6¼ yj
� �

�
ð2Þ

and

dx2 X; Yð Þ ¼
Xm

j¼1

nxj þ nyj
� �

nxjnyj
d xj; yj
� � ð3Þ

Assume that {S1, S2,…,Sk} is an X partition, and S1 6¼ ;, 1� 1� k, {Q1, Q2,…,
Qk} is the mode of {S1, S2,…, Sk}. The cost of the partition is defined as

E ¼
Xk

I¼1

Xn

i¼1
yi;Id Xi;QIð Þ ð4Þ

Where yi;I is an element of partition matrix, and d is defined by formula (1) or (3).
In this paper, we collected and analyzed the sales data in U company to find which

attributes are most important in product sales and development. The data contains
region, product and client.

The data is processed by Python version 3.0.

3.2 Decision Tree Classification for Product Prediction

ID3, C4.5 and CART are algorithms that Quinlan constructs in order to summarize the
classification model from data. Given a collection of records, each record has the same
structure, and each record is composed of several pairs of attribute values. These
attributes represent the category to which they belong. The problem to be solved is to
construct a decision tree to get an answer that correctly predicts the value of category
attribute from the non-category attribute value. In general, the value taken by a category
attribute is limited to true or false, success or failure, or values equivalent to this [9].

As to C4.5 algorithm, we set the original data as X, and divide the data set into n
categories. Assume the number of sample data belonging to the i-th category is ci, and
the total number of samples in X is |X|, then the probability that a certain sample
belongs to the i-th class is P Cið Þ � Ci

Xj j [10]. Then the information tree entropy of C is

H X;Cð Þ ¼ H Xð Þ ¼ �
Xn

i¼1
p Cið Þ log2 p Cið Þ ð5Þ
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If we choose attribute a to do test, then the information tree entropy is

H Xjað Þ ¼ �
Xm

j¼1
pða ¼ aiÞ

Xn

i¼1
p Cija ¼ aj
� �

log2 Cija ¼ aj
� � ð6Þ

The information of attribute a is

I X; að Þ ¼ H X;Cð Þ � H Xjað Þ ð7Þ

The information gain rate of attribute a is

E X; að Þ ¼ I X; að Þ
H X; að Þ ð8Þ

According to the selection criteria, we choose the E(X, C) maximum attribute as the
test attribute.

The data is processed by Python version 3.0 (Tables 1, 2, 3, 4 and 5).

Table 1. Clustering for k = 2

No. Category Counts %

0 East’, ‘IPC’, ‘SMB’ 6,189 72%
1 North’, ‘IPC’, ‘Government’ 2,417 28%

Table 2. Clustering for k = 3

No. Category Counts %

0 East’ ‘IPC’ ‘SMB’ 5049 59%
1 North’ ‘IPC’ ‘Government’ 2417 28%
2 South’ ‘IPC’ ‘Enterprise’ 1140 13%

Table 3. Clustering for k = 4

No. Category Counts %

0 East’ ‘IPC’ ‘SMB’ 4682 54%
1 North’ ‘IPC’ ‘Government’ 2417 28%
2 South’ ‘IPC’ ‘Enterprise’ 1140 13%
3 West’ ‘IPC’ ‘Intelligence’ 367 4%
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3.3 Experimental Results

The Clustering Result of the Company’s Sales Data are Shown:
The results of the clustering analysis can be demonstrated as follows:

• When k get larger, category [North’ ‘IPC’ ‘Government’] only decreased from 28%
to 22%, so we can see that it’s the most stable and accurate category.

• No matter which number K is, we can see that [East’ ‘IPC’ ‘SMB’] is the most
important category in sales (almost 35% even when k = 10).

• Obviously, IPC is the most popular product attribute, followed by platform and
NVR.

• It seems that region is not a critical factor in sales as a whole.
• SMB and government are the most important two attributes in client.

Table 4. Clustering for k = 5

No. Category Counts %

0 East’ ‘IPC’ ‘SMB’ 4378 51%
1 North’ ‘IPC’ ‘Government’ 2234 26%
2 South’ ‘IPC’ ‘Enterprise’ 1140 13%
3 West’ ‘IPC’ ‘Intelligence’ 367 4%
4 North’ ‘Platform’ ‘SMB’’ 487 6%

Table 5. Clustering for k = 10

No. Category Counts %

0 East’ ‘IPC’ ‘SMB’ 3004 35%
1 North’ ‘IPC’ ‘Government’ 1907 22%
2 South’ ‘IPC’ ‘Enterprise’ 1025 12%
3 West’ ‘IPC’ ‘Intelligence’ 338 4%
4 North’ ‘Platform’ ‘SMB’ 487 6%
5 East’ ‘Platform’ ‘Government’ 667 8%
6 South’ ‘NVR’ ‘SMB’ 294 3%
7 West’ ‘Display’ ‘SMB’ 139 2%
8 East’ ‘NVR’ ‘Enterprise’ 310 4%
9 North’ ‘IPC’ ‘SMB’ 435 5%
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The Classification Result of the Company’s Sales Data are Shown:

The Fig. 1 above is the superficial outcome of the U company’s 2018 sales data. As we
can see in the clustering chapter, region seems to have little impact on the clustering
result. So in the classification process, we eliminated this dimension.

The classification accuracy need to be demonstrated in the future work.

4 Conclusion and Future Work

By analyzing the data of U company, the outcome shows that products sold are really
centric and we can get more investment return as follows:

• Find the attributes of products sold with clustering, so that U company will know
what attributes attracts most.

• Optimize the classification model.
• Before launching a new project, U company can use classification to judge if it is

worth investing.
• Pay more attention to the low sales items and stop investing as soon as possible.

Fig. 1. Classification result of 2018 sales data [11]
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In the future, we will consider to use the 3-year sales data to analyze the investment
return. Also we can optimize the methods and models we use. In addition, we intend to
expand our work by tracing the project financial results to give some alerts. According
to the research, we try to enhance the U company’s competitiveness.
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Abstract. Increasing marginal rate of transformation (MRT) in production is a
generally accepted economic presumption. So how to reflect the increasing
MRT in linear and non-linear production functions? However, in Leontief’s
input-output model, it is assumed that production is performed on a fixed pro-
portion of inputs and usually leads to the constant MRT. This paper analyzes the
linear output possibility frontier under the Leontief production function in detail,
the author tried to fix this problem by considering the non-unique primary inputs
in a simplified two-sector economy. Then we discuss the production possibility
frontier under the assumption of nonlinear production function: First, when there
are many primary inputs (heterogeneity) constraints, it is possible to curve the
net output possibility frontier of Leontief production function and make it meet
the assumption of increasing MRT. Second, in the intertemporal production
process, a total output possibility frontier with increasing MRT can be obtained
under a general production function without the assumption of non-unique
primary inputs.

Keywords: Marginal rate of transformation � Input output analysis �
Production function � Non-substitution theorem � Activity analysis

1 Introduction

Production-Possibility Frontier (PPF) or Production-Possibility Curve (PPC) is a curve
that shows the various combinations of two commodities produced with given
resources and technologies. The production possibility frontier can be obtained from
the Edgeworth production diagram [1]. In the Edgeworth box diagram, all points on the
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PPF are the maximum production efficiency points. However, not all points on the
curve are Pareto efficiently. Only when the marginal rate of transformation equals to the
marginal substitution rate of all consumers and therefore the price ratio, can we find
any exchange that will not make any consumers worse [2]. The shape of the production
possibility frontier is determined by the marginal rate of transformation, and the
concave-to-origin curve is the most common form of PPF [3], which reflects the
increasing MRT [4]. The increasing marginal rate of transformation is attributed to the
increasing opportunity cost. If the opportunity cost remains unchanged, a linear PPF
will be obtained [5]. This situation reflects that resources are totally non-substitutable
[4]. However, with the difference of return of scale, it may not be completely linear in
any case [6].

Although input-output analysis is a good structural analysis method, which con-
siders both multi-sectoral production and the use of intermediate input, can also be
regarded as a kind of capital [7, 8]. It should satisfy the hypothesis of diminishing
marginal returns of capital investment. But because of the linear feature of production
function in input-output analysis, it is difficult to deduce many conclusions that con-
sistent to the economic hypothesis, such as the hypothesis of diminishing marginal
returns. One might think that constant costs are fundamentally a consequence of the
absence of substitute processes in the Leontief scheme. It will shortly be shown that
this is not the case. Even if there were alternative ways of producing the various
commodities, with different input ratios, as long as we assume constant returns to scale,
one primary factor, and no joint production, we can deduce that the marginal rate of
transformation must be constant, A simple statical Leontief model errs in the one
direction of being overly optimistic as to convertibility of goods from war to peace.
This optimistic bias must be set off against its pessimistic bias in ruling out technical
substitutions of one factor for another [9]. Another disadvantage of linear frontier is
that it cannot reflect the change of price. The ratio vector of commodity price is the
normal vector of the production possibility boundary. When the slope of the production
possibility frontier is unchanged, the relative price of commodity will not change [10].

In the input-output model, the output can also be recovered to the primary input,
while the traditional production function is produced by the stock flow [11, 12], so it is
necessary to consider the stock constraint in the input-output model from the per-
spective of input-output and profit maximization of general production set, this paper
examines how different production sets reflect the increasing marginal rate of trans-
formation, and whether an economy can obtain a concave production possibility
frontier with every single sector satisfies the hypothesis of decreasing marginal return.

In the real-world production, there are more complex input-output decision-making
processes contains fuzzy mathematical programming model [13–15]. Another factor
affecting production frontier is total factor productivity (TFP) [16]. Environmental
resources are also an important stock constraint, increasingly important for the pro-
duction process of low carbon preferences [17].
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2 PPF of Linear Production Set

2.1 Activity Analysis, Input-Output and Net Output Frontier

In order to have an intuitive view from two-dimensional graphs to analyze the economy,
we consider an economy that contains only two commodities, these two commodities
have two production sets respectively: y1 ¼ 1� a11;�a21ð Þ; y2 ¼ �a12; 1� a22ð Þ, So
the input-output structure is

a11 a12
a21 a22

� �
, One technology is to produce the first com-

modity: use a11 unit of the first commodity and a21 unit of the second commodity can
produce one unit commodity 1; the other technology is to produce the second com-
modity: use a12 unit of the first commodity and a22 unit of the second commodity can
produce the 1 unit commodity 2. With these two kinds of technology in production and
their activity as: y1 and y2 described above, the production activity can be display in the
two-dimensional plane. The two-sector economy used for analysis above can be
extended to more dimensions of commodity space.

The input-output matrix can tell us the direction of the two production technology,
namely in Fig. 1 OP1 is the direction of the production of commodity 1, OP2 is the
direction of the production of commodity 2, the two technology (or production sector)
will produce these two commodities in this two rays, but the exact position is to be
decided, P1 or P01. then the primary input (stock restrictions such as labor or occupation)
constrain is needed to consider:

a11 a12
a21
a01

a22
a02

" #
ð1Þ

Suppose that the first technical activity has a coefficient of use for the primary
element (X) of a01, and the second technical activity has a coefficient of a02 for the
primary element, that is, to produce1 unit of the first commodity we need a01 unit of the
primary stock, except for the flow input (a11 unit of Commodity 1 and a21 unit of
commodity 2), in production activity 1, So does the second production activity.

Fig. 1. Linear frontier of net output and total output
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However, the available factor X in the economy is limited. Assuming that the
primary stock in the society is X0, then the positions of the two productions can be
determined on the two rays of OP1 and OP2. Assume that P1 and P2 are the maximum
production scales that can be achieved by two activities:

P1
1� a11
a01

X0;� a21
a01

X0

� �
ð2Þ

P2 � a12
a02

X0;
1� a22
a02

X0

� �
ð3Þ

Connecting P1 and P2, the line The lines P1P2 and axis intersect at A and B, the line
AB is the net output frontier that can be reached by the economy containing two

kinds of technological activities under the constraint of primary input factors.

2.2 Total Output Frontier and the Leontief Inverse

Since activity analysis ignored the self-use effect (positive numbers in the set actually
subtract its own consumption, as 1� a11 unit of the first production activity can be
considered as the net output of activity 1, while the total output is 1 unit commodity 1),
we find in Fig. 2 that the abscissa of P1 is multiplied by the net output of a production
activity under the primary resource constraints, and if total output is taken into account,
what we can achieve is point P0:

P0
1

1
a01

X0;� a21
1� a11ð Þa01 X0

� �
ð4Þ

P0
2 � a12

1� a22ð Þa02 X0;
1
a02

X0

� �
ð5Þ

OD ¼ 1�a11
a01

X0 is the net output of activity 1 and the total output of commodity 1 is
1
a01

X0. The output of the second commodity can be find in the same way, so the line MN
determined by the total output points is the total output possibility frontier, which is
mainly used in the derivation of the non-linear situation. In Leontief model, we pay
more attention to the net output frontier and the total output frontier, and partially solve
the problem that the activity analysis method cannot consider its self-use effect when
considering both the total output and the net output. When we consider the net output
1� a11 and total output 1, we can reflect the self-use of commodity 1 is a11 unit.

The net output frontier of this economy is only AB, the largest possible net output
of the first commodity is OA, and the largest possible output of the second commodity
is OB, which does not meet the output OD, and OE, which can be obtain directly
invests the primary input into an activity, which reflects the interrelated problems in the
production process as well as the problem of complete consumption coefficient.
Consider the net output frontier, if we put all primary input (such as labor) into the
production of the first commodity, we get the net output of OD, but in order to produce
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OD units of the first commodity we also need the input DP1 units of the second
commodity, so in the current period must also produce at least DP1 units of the second
commodity, and in order to produce DP units of the second commodity, it also need a
certain amount of the first commodity input, this process forms a cycle, but at the
position P1 we have assumed that all primary inputs are allocated to the production of
the first commodity, so there will be no commodity 2 produced in this situation, the
production is not achievable without intertemporal use, So eventually this frontier will
shrink inward, production frontier cannot reach DE, instead the line AB is the possible
frontier, but what is this AB frontier? This is the complete output frontier:

OA ¼ X0

A01
;OB ¼ X0

A02
ð6Þ

where A01, A02ð Þ is the complete consumption vector for the primary input:

A01; A02ð Þ ¼ a01; a02ð Þ 1 0
0 1

� �
� a11 a12

a21 a22

� �� ��1

ð7Þ

where I� Að Þ�1 is the Leontief inverse matrix.

I� Að Þ�1¼
1�a22

1�a11ð Þ 1�a22ð Þ�a12a21
a12

1�a11ð Þ 1�a22ð Þ�a12a21
a21

1�a11ð Þ 1�a22ð Þ�a12a21
1�a11

1�a11ð Þ 1�a22ð Þ�a12a21

" #
ð8Þ

a01; a02
1 0

0 1

� �
� a11 a12

a21 a22

� �� ��1

¼ a01 1� a22ð Þþ a02a21
1� a11ð Þ 1� a22ð Þ � a12a21

;
a01a12 þ a02 1� a11ð Þ

1� a11ð Þ 1� a22ð Þ � a12a21

� �
ð9Þ

So the coordinates of the points A and B are:

A :
X0 1� a11ð Þ 1� a21ð Þ � a21a21½ �

a01 � a01a22 þ a02a21
; 0

� �
ð10Þ

B : 0;
X0 1� a11ð Þ 1� a21ð Þ � a12a21½ �

a02 � a02a11 þ a01a12

� �
ð11Þ

According to the calculation above, the equation of line P1P2 can be obtained, the
points A and B are on the line P1P2.

In this economy, the activities are y1 ¼ 1� a11;�a21ð Þ; y2 ¼ �a12; 1� a22ð Þ. So
the matrix formed by the activities is: y1; y2 ¼ I � A.

The appearance of the unit matrix I is because the example is a single production
process (each sector only produces one kinds of output). If the production of each sector is
joint production process (each sector produces more than one commodity), the activity
matrix should be B-A, where B is the output matrix. However, the matrix of I-A is
relatively simple. There are more studies on the economic implication of its inverse
matrix, while the inverse of B-A is relatively complex. Because Leontief’s input-output
analysis only discussed the single production process, so there is only one positive
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number in the activity set, this constraint is not obvious in the case of simplified two
sectors, which also provides ideas for expanding to high-dimensions and joint production.

3 The Scenario of Various Primary Inputs Under the Linear
Production Set Assumption

3.1 A Production Function that Contains Both Stock and Flow Inputs

The net output frontier and the frontier of the total output have deduced in the part 2 of
this paper under the Leontief production assumption, review the Leontief production
function, in this paper, the author distinguish the flow and stock input in the production
process in one period. The flow input reflects the structural relationship between var-
ious sectors in the economic period studied, while the stock input reflects the resource
constraints in this period:

y ¼ f W ; Sð Þ ð12Þ

Where, W represents the current flow input set, reflecting the structural correlation
of the economic system itself, and S represents the stock input set (land, labor, and
segmented capital goods). The specific Leontief production function is:

yi ¼ min
W1i

a1i
;
W2i

a2i
; . . .;

Wni

ani
;
S1i
b1i

;
S2i
b2i

; . . .;
Sni
bni

� �
ð13Þ

3.2 Multiple Primary Inputs (Stock Input)

The problem of net output frontier under the condition of a unique primary input factor
has been discussed in detail above, if there is a second resource constraint on this basis,
the frontier will be like Fig. 2:

The Fig. 2, it was assumed that economic production requires two primary factors
(stock input) labor and land. But the total supply of labor and land are constrained in a
certain period, if all the labor used to produce the first goods, the economy can achieve

Fig. 2. The case of two primary inputs
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the position P
0
1, however if all labor resources is used to produce the second goods, the

economy can achieve the position P
0
2, therefore the net output frontier under the

constrain of labor is P
0
1P

0
2 in the first quadrant. In the same way, if all the land is

allocated to produce commodity 1 this period can achieve P001 points, and all the land
allocated into the production of the second commodity will reach the point P002 ; so the
net output frontier under the constraint of land is P

0
1P

0
2 in the first quadrant; Considering

the constraints of both factors, the final net output frontier is the broken line of ABC.

When the primary input factors keep increasing, the net output frontier will be the
appearance in Fig. 3. Figure 3 shows that in addition to labor and land, each kind of
capital goods is actually required in production. As shown in Fig. 3, a smooth curve
AB can be obtained if more capital inputs are considered in the production processes.

4 PPF of Non-linear Production Set

4.1 The Production Possibilities Frontier in the Multi-sectoral Case

Fig. 3. The net output frontier under the constraint of infinite primary factor input

Fig. 4. The total output frontier of non-linear production set
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In Fig. 4, Under the price of P1, the total output of the first commodity is the abscissa of
P11, whereas the production of the second commodity is at P21, the abscissa of P21 is
obviously more than that of P11, that is, the total output of the first commodity is not
enough to provide the quantity which the second sector demand under the maximized
profit decision. How can production happen? In the case of non-linearity, how to
respond to the problem of complete demand between goods? This paper first explains
this problem from the dynamic economic situation, and the dynamic situation can also
explain the changes in market prices.

Interpretation under Dynamic Intertemporal:
y1; y2 production outputs from the previous period were used as inputs for the current
period. If an economy in P1 point at period t1, then the price level is the normal vector
p1 at position P1, under the p1 price level, the price of commodity 2 is higher than the
price of the first commodity, and the output of y2 is greater than y1 in the period t1(the
vertical coordinate of point B is larger than its abscissa). Then in the next period t2, the
production of commodity 2 was limited by the smaller y1 stock, on the point P22, and
production of commodity 1 with sufficient y2 stock support, it can be run on the point
P12, point P

1
2 and P22 have the same price level, which is determined by the output of the

previous period (supply-demand relationship). The relationship between supply and
demand has changed in the two periods, namely There are more y2 and less y1 at point
P1, so prices vector slope is flat, while at point P2. There are more y1 and less y2, so the
price vector is steep. Such supply and demand relationship and price changes are
similar to a cobweb model, which includes two production sectors.

4.2 The Formula of Total Output Frontier

Suppose the frontier function of the production set of the first and second commodity
are (production function):

C1 ¼ f1 C2ð Þ;C2 ¼ f2 C1ð Þ ð14Þ

For the convenience of the following deduction, the production set boundary of C2
is denoted as C2 ¼ f C1ð Þ, and that of C1 is denoted as C2 ¼ g C1ð Þ.

Assuming that the slope of the price vector is 1
k at P0 in the figure above. When the

derivative of f1 and f2 is k:

f 0 C1ð Þ ¼ k; g
0
C1ð Þ ¼ k ð15Þ

The coordinate of P11 and P21 are:

P11 g
0�1 kð Þ; g g

0�1 kð Þ
h ih i

; P21 f
0�1 kð Þ; f f

0�1 kð Þ
h ih i

ð16Þ
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So the coordinates of point M on the total output frontier are:

M g
0�1 kð Þ; f f

0�1 kð Þ
� �� �

ð17Þ

Denoted as MðC1; f f
0�1 g0 C1ð Þð Þ� 	

That is, the total output boundary can be expressed as:

C2 ¼ f ðf 0�1 g0 C1ð Þð Þ ð18Þ

According to the simple deduction in Fig. 4, it can be deduced that the total output
frontier of the whole economy also satisfies the increasing marginal rate of transfor-
mation when the production set frontier of each department satisfies the increasing
marginal rate of transformation. That is to say, the last two hypotheses in the Impos-
sible Triangle mentioned in the introduction can be satisfied at the same time, but this is
not sufficient and necessary. Here is a counterexample. According to the total output
boundary expression deduced above, the specific function form is set for further
analysis.

However, even if the production of each sector satisfies the law of diminishing
marginal returns, it is not necessarily to get the concave total output frontier. Here’s an
example of a specific function

Assuming that:

f C1ð Þ ¼ ln �4C1 þ 1ð Þ;C1\0 ð19Þ

g C1ð Þ ¼ �0:2C2
1 ;C1 [ 0 ð20Þ

The total output frontier is:

C2 ¼ ln
10
C1

� �
ð21Þ

Put the above three functions into the two-dimensional coordinate plane

Fig. 5. Example of specific functions
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In Fig. 4, according to the previous calculation, the two curves mainly located in
the second and fourth quadrants respectively the production set of the two production
sectors respectively, and the curve in the first quadrant is the total output frontier. As
can be seen from Fig. 5, although the production set of the two sectors both meet the
law of diminishing marginal returns, the total output frontier of the economy consti-
tuted by the two sectors has a decreasing marginal rate of transformation, that is, the
production possibility frontier is convex to the origin. However, the net output frontier
still satisfies the law of increasing marginal rate of transformation.

Consider the specific functions in Sect. 4.2, the net output frontier is:

1
k
þ 1

4
� 5k

2
; ln � 4

k

� �
� 5k2

4

� �
ð22Þ

As shown in Fig. 6, the curves mainly located in the second and fourth quadrants
are the production set of the two commodity production sectors, and the first quadrant
is the frontier where the net output is positive.

5 Conclusion

Although Leontief’s production set is linear, it can be deduced by considering the stock
constraints of various primary input factors to conform to the general increasing
marginal rate of transformation. For general non-linear production set, even the pro-
duction set of the two sectors both meet the law of diminishing marginal returns, the
total output frontier of the economy constituted by the two sectors may has a
decreasing marginal rate of transformation. However, the net output frontier still sat-
isfies the law of increasing marginal rate of transformation.

Fig. 6. Total output frontier and net output frontier of simulated functions
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Abstract. The k-2-distance coloring of a graph G is a mapping c :
V (G) → {1, 2, · · · , k} such that for every pair of u, v ∈ V (G) satisfying
0 < dG(u, v) ≤ 2, c(u) �= c(v). A graph G is list 2-distance k-colorable
if any list L of admissible colors on V (G) of size k allows a 2-distance
coloring ϕ such that ϕ(v) ∈ L(v). The least k for which G is list 2-distance
k-colorable is denoted by χl

2(G). In this paper, we proved that if a graph
G with the maximum average degree mad(G) < 2 + 9

10
and �(G) = 6,

then χl
2(G) ≤ 12; if a graph G with mad(G) < 2 + 4

5
(resp.mad(G) <

2 + 17
20

) and �(G) = 7, then χl
2(G) ≤ 11(resp.χl

2(G) ≤ 12).

Keywords: 2-distance coloring · List coloring · Maximum average
degree

1 Introduction

All graphs considered in this paper are finite and undirected. For a graph G, we
use V (G), E(G), Δ(G) and dG(u, v) to denote its vertex set, edge set, maximum
degree and the distance between vertices u and v in G, respectively. For x ∈ V (G),
let dG(x) denote the degree of x in G. For a vertex v of G, let NG(v) be the set
of neighbors of v. The subscript G may be dropped if G is clear from the context.
A k-vertex (k+-vertex, k−-vertex) is a vertex of degree k (at most k, at least k).
A natural measure of sparseness for a graph G is mad(G) = max{2|E(H)|

|V (H)| ,H ⊆
G}, the maximum over the average degrees of the subgraphs of G. Any undefined
notation and terminology follows that of Bondy and Murty [1].

A coloring ϕ : V (G) → {1, 2, · · · , k} of G is 2-distance if any two vertices at
distance at most two from each other get different colors. The minimum number
of colors in 2-distance coloring of G is its 2-distance chromatic number, denoted
by χ2(G).

If every vertex v ∈ V (G) has its own set L(v) of admissible colors, where
|L(v)| ≥ k, then we say that V (G) has a list L of size k. A graph G is said to
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be list 2-distance k-colorable if any list L of size k allows a 2-distance coloring
ϕ such that ϕ(v) ∈ L(v) whenever v ∈ V (G). The least k for which G is list
2-distance k-colorable is the list 2-distance chromatic number of G, denoted by
χl
2(G).

In 1977, Wegner [6] posed the following conjecture.

Conjecture 1. [6] Each planar graph has χ2(G) ≤ 7 if Δ(G) = 3, then χ2(G) ≤
Δ(G) + 5 if 4 ≤ Δ(G) ≤ 7, and χ2(G) ≤ � 3

2Δ(G)� + 1 otherwise.

This conjecture has not yet been fully proved. Thomassen [5] proved that
the conjecture is true for planar graphs with Δ = 3. For the upper bound of 2-
distance chromatic number of graphs, Monlloy and Salavatipour [4] proved that
χ2(G) ≤ 	 5

3Δ(G)
 + 78, which is the best upper bound. Daniel et al. [2] proved
that χl

2(G) = k + 1 for a graph G with k ≥ 6, Δ ≤ k and mad(G) < 2 + 4k−8
5k+2 .

In addition, they proved that every graph G with Δ = 5 and mad(G) < 2 + 12
29

admits a list 6-2-distance coloring in the same paper. Later, Daniel et al. [3]
proved that if a graph G with Δ = 4 and mad(G) < 16

7 then χl
2(G) = 5; if a

graph G with Δ = 4 and mad(G) < 22
9 then χl

2(G) = 6. Bu et al. [7] proved
that χl

2(G) = 8 for a graph G with Δ = 6 and mad(G) < 2 + 16
25 ; χl

2(G) = 9 for
a graph G with Δ = 6 and mad(G) < 2 + 4

5 .
In this paper, we will show the following results.

Theorem 1. If G with � = 6 and mad(G) < 2 + 9
10 , then χl

2(G) ≤ 12.

Theorem 2. If G with � = 7 and mad(G) < 2 + 4
5 , then χl

2(G) ≤ 11.

Theorem 3. If G with � = 7 and mad(G) < 2 + 17
20 , then χl

2(G) ≤ 12.

2 Notation

Let nk(v) be the number of k-vertices adjacent to a vertex v. For a vertex v
in the graph G, we denote neighbors of v by v1, v2, · · · , vd(v), assuming that
d(v1) ≤ d(v2) ≤ · · · ≤ d(vd(v)). Then we denote v by (d(v1), d(v2), · · · , d(vd(v)))
or (v1, v2, · · · , vd(v)). Define Nk(v) = {u|u ∈ V (G), d(u, v) = k}. For a vertex
coloring ϕ of graph G, let ϕ(S) = {ϕ(u)|u ∈ S, S ⊆ V (G)}. F (v) = {ϕ(u)|u ∈
N1(v) ∪ N2(v)} is called the forbidden color set of v. Suppose that v is an
uncolored vertex of G, then |F (v)| ≤ |N1(v)| + |N2(v)|. For convenience, we
denote the color set by C = {1, 2, · · · , k}. For v ∈ V (G), it is a trivial observation
that the vertex v can be colored well if |F (v)| < k.

3 Proof of Theorem 1

Let G be a counterexample to Theorem 1 with the minimal number of |V (G)|+
|E(G)| such that Δ = 6, mad(G) < 2 + 9

10 and χl
2(G) > 12. We will prove

Theorem 1 by the discharging method.
Define an initial charge μ on V (G) by letting μ(v) = d(v), for every v ∈ V (G).

Since any discharging procedure preserves the total charge of G, in the following
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we shall define a suitable discharging rules to change the initial charge μ(v) to
final charge μ∗(v) for every v ∈ V (G). We will show that μ∗(v) ≥ 2 + 9

10 for
every v ∈ V (G), which will give a contradiction with mad(G) < 2 + 9

10 .
We first describe some structural properties of the minimal counterexample

G as follows.

3.1 Structural Properties of the Minimal Counterexample

Claim. 3.1. δ ≥ 2.

Proof. Assume that G has a 1-vertex v. Let NG(v) = u and G = G − {v}. By
the minimality of G, G has a list 12-2-distance coloring. It is easy to verify that
|F (v)| ≤ Δ = 6, so we can choose a color a ∈ L(v) − F (v) to color v. Then we
get a list 12-2-distance coloring of G, a contradiction (Fig. 1).

u v

Fig. 1. A 1-vertex v

Claim. 3.2. A 2-vertex can not adjacent to 2-vertices.

Proof. Assume the contrary that d(u) = 2, d(v) = 2, uv ∈ E(G). Let NG(u) \
{v} = {x}, NG(v) \ {u} = {y}. Without loss of generality, let G = G − uv. By
the minimality of G, G has a list 12-2-distance coloring c. Then we erase the
colors of u and v in G. Because of the inequality |F (u)| ≤ Δ + 1 = 7, we can
recolor u successfully. Then |F (v)| ≤ Δ+2 = 8, so we can recolor v successfully.
Then c is extended to a list 12-2-distance coloring of G, a contradiction (Fig. 2).

x yvu

Fig. 2. A 2-vertex adjacent to 2-vertex

Claim. 3.3. Let 3-vertex v = (v1, v2, v3)

3.3.1 3-vertex cannot adjacent to three 2-vertices.
3.3.2 3-vertex cannot adjacent to two 2-vertices.
3.3.3 If d(v1) = 2, then d(v2) + d(v3) ≥ 11.
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Proof. 3.3.1 Assume the contrary that v = (v1, v2, v3) = (2, 2, 2). Let NG(v1) \
{v} = {x}, NG(v2)\{v} = {y}, NG(v3)\{v} = {z}. Without loss of generality, let
G = G−uv. By the minimality of G, G has a list 12-2-distance coloring c. Then
we erase the colors of v1 and v in G. Because of the inequality |F (v1)| ≤ Δ+2 = 8,
we can recolor v1 successfully. Then |F (v)| ≤ 6, so we can recolor v successfully.
Then c is extended to a list 12-2-distance coloring of G, a contradiction (Fig. 3).

v

v1

x

v2

y

v3

z

Fig. 3. A 3-vertex v = (2, 2, 2)

3.3.2 Assume the contrary that d(v1) = d(v2) = 2 and d(v3) = 2. Let NG(v1)\
{v} = {x}, NG(v2)\{v} = {y}. Without loss of generality, let G = G−uv. By the
minimality of G, G has a list 12-2-distance coloring c. Then we erase the colors
of v and v1 in G. Because of the inequality |F (v)| ≤ Δ + 3 = 9, we can recolor v
successfully. Then |F (v1)| ≤ Δ + 3 = 9, so we can recolor v1 successfully. Then
c is extended to a list 12-2-distance coloring of G, a contradiction (Fig. 4).

v

v3

v1 v2

yx

Fig. 4. A 3-vertex v = (2, 2, 3+)

3.3.3 Assume the contrary that d(v1) = 2, d(v2), d(v3) = 2 and d(v2)+d(v3) ≤
10. Let NG(v1) \ {v} = {x}. Without loss of generality, let G = G − uv. By the
minimality of G, G has a list 12-2-distance coloring c. Then we erase the colors of
v and v1 in G. Because of the inequality |F (v)| ≤ 11, we can recolor v successfully.
Then |F (v1)| ≤ Δ + 3 = 9, so we can recolor v1 successfully. Then c is extended
to a list 12-2-distance coloring of G, a contradiction (Fig. 5).
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v

v1

x

v2 v3

Fig. 5. A 3-vertex v = (2, 3+, 3+)

Claim. 3.4. Let 4-vertex v = (v1, v2, v3, v4)

3.4.1 4-vertex cannot adjacent to four 2-vertices.
3.4.2 4-vertex cannot adjacent to three 2-vertices.
3.4.3 If d(v1) = d(v2) = 2, then d(v3) + d(v4) ≥ 9.

Proof. 3.4.1 Suppose to the contrary that 4-vertex v = (v1, v2, v3, v4) =
(2, 2, 2, 2). Let NG(v1) \ {v} = {x}, NG(v2) \ {v} = {y}, NG(v3) \ {v} = {z},
NG(v4) \ {v} = {w}. Without loss of generality, let G = G − vv1. By the mini-
mality of G, G has a list 12-2-distance coloring c. Then we erase the colors of v1
and v in G. In this case, because of the inequality |F (v1)| ≤ Δ + 3 = 9, we can
recolor v1 successfully. Then |F (v)| ≤ 8, so we can recolor v successfully. Then
c is extended to a list 12-2-distance coloring of G, a contradiction (Fig. 6).

3.4.2 Suppose to the contrary that 4-vertex v = (v1, v2, v3, v4) = (2, 2, 2, 6−).
Let NG(v1) \ {v} = {x}, NG(v2) \ {v} = {y}, NG(v3) \ {v} = {z}. Without
loss of generality, let G = G − vv1. By the minimality of G, G has a list 12-2-
distance coloring c. We erase the colors of v and v1. Because of the inequality
|F (v)| ≤ 11, we can recolor v successfully. Then |F (v1)| ≤ Δ+3 = 10, so we can
recolor v1 successfully. Then c is extended to a list 12-2-distance coloring of G,
a contradiction (Fig. 7).

v v1

v2

v3

v4

x

y

z

w

Fig. 6. A 4-vertex v = (2, 2, 2, 2)

v

v1 x

v2

y

v3z

v4

Fig. 7. A 4-vertex v = (2, 2, 2, 6−)
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3.4.3 Suppose to the contrary that d(v1) = d(v2) = 2, d(v3) + d(v4) ≤ 8.
Let NG(v1) \ {v} = {x}, NG(v2) \ {v} = {y}. Without loss of generality, let
G = G − vv1. By the minimality of G, G has a list 12-2-distance coloring c. We
erase the colors of v1 and v. Because of the inequality |F (v)| ≤ 11, we can recolor
v successfully. Then |F (v1)| ≤ Δ+4 = 10, so we can recolor v1 successfully. Then
c is extended to a list 12-2-distance coloring of G, a contradiction (Fig. 8).

v

v1 x
v2

y

v3

v4

Fig. 8. A 4-vertex v = (2, 2, 3+, 3+)

Claim. 3.5. Let 5-vertex v = (v1, v2, v3, v4, v5)

3.5.1 5-vertex cannot adjacent to five 2-vertices.
3.5.2 If d(v1) = d(v2) = d(v3) = d(v4) = 2, then d(v5) ≥ 5.

Proof. 3.5.1 Suppose to the contrary that 5-vertex v = (v1, v2, v3, v4, v5) =
(2, 2, 2, 2, 2). Let NG(v1) \ {v} = {x}, NG(v2) \ {v} = {y}, NG(v3) \ {v} = {z},
NG(v4) \ {v} = {h}, NG(v5) \ {v} = {w}. Without loss of generality, let
G = G − vv1. By the minimality of G, G has a list 12-2-distance coloring c.
Then we erase the colors of v1 and v in G. In this case, because of the inequality
|F (v1)| ≤ Δ + 4 = 10 we can recolor v1 successfully. Then |F (v)| ≤ 10, so we
can recolor v successfully. Then c is extended to a list 12-2-distance coloring of
G, a contradiction (Fig. 9).

3.5.2 Suppose to the contrary that 5-vertex v = (v1, v2, v3, v4, v5) =
(2, 2, 2, 2, 4−). Let NG(v1) \ {v} = {x}, NG(v2) \ {v} = {y}, NG(v3) \ {v} = {z},

v

v1

x

v2

v3

v5

v4

y

zh

w

Fig. 9. A 5-vertex v = (2, 2, 2, 2, 2)
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NG(v4) \ {v} = {h}. Without loss of generality, let G = G − vv1. By the mini-
mality of G, G has a list 12-2-distance coloring c. We erase the colors of v1 and
v. Because of the inequality |F (v)| ≤ 11, we can recolor v successfully. Then
|F (v1)| ≤ Δ + 5 = 11, so we can recolor v1 successfully. Then c is extended to a
list 12-2-distance coloring of G, a contradiction (Fig. 10).

v

v1

x

v2

v3

v5

v4

y

zh

Fig. 10. A 5-vertex v = (2, 2, 2, 2, 4−)

3.2 Discharging

Now we complete the proof of Theorem 1 by the discharging method. For each
v ∈ V (G), we define the initial charge μ(v) = d(v). We design some discharging
rules and redistribute charges such that the total amount of charges has not
changed. We will get a new charge function μ∗(v) and show that μ∗(v) ≥ 2 + 9

10
for every v ∈ V (G). This will give a contradiction with mad(G) < 2 + 9

10 .

Our discharging rules are defined as follows.

R1. Every 6-vertex sends 31
60 to every adjacent vertex.

R2. Every 5-vertex sends 3
10 to every adjacent vertex which is not 2-vertex.

R3. Every 5-vertex sends 9
20 to every adjacent 2-vertex.

R4. Every 4-vertex sends 7
10 to every adjacent 2-vertex.

R5. Every 3-vertex sends 9
20 to every adjacent 2-vertex.

Let us check μ∗(v) ≥ 2 + 9
10 for every v ∈ V (G).

(1) d(v) = 6. By R1, μ∗(v) ≥ 6 − 31
60 × 6 = 6 − 31

10 = 2 + 9
10 .

(2) d(v) = 5. By Claim 3.5, n2(v) ≤ 4
Case 2.1 If n2(v) = 4, by Claim 3.5.2, d(v5) ≥ 5. By R1, R2, R3, μ∗(v) ≥

5 − 9
20 × 4 − 3

10 + min{ 3
10 , 31

60} > 2 + 9
10 .

Case 2.2 If 1 ≤ n2(v) ≤ 3, by R1, R2, R3, the worst case is that v =
(2, 2, 2, 3+, 3+) and μ∗(v) ≥ 5 − 9

20 × 3 − 3
10 × 2 > 2 + 9

10 .
Case 2.3 If n2(v) = 0, by R1, R2, R3, μ∗(v) ≥ 5 − 3

10 × 5 = 5 − 15
10 > 2 + 9

10 .
(3) d(v) = 4. By Claim 3.4, n2(v) ≤ 2.
Case 3.1 If n2(v) = 2, d(v1) = d(v2) = 2, by Claim 3.4.3, d(v3) + d(v4) ≥ 9.

By R1, R2, R4, the worst case is that v = (2, 2, 4, 5) and μ∗(v) = 4− 7
10 ×2+ 3

10 =
2 + 9

10 .
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Case 3.2 If n2(v) = 1, by R1, R2, R4, the worst case is that d(v1) = 2 and
the other three vertices are 3-vertex or 4-vertex μ∗(v) ≥ 4 − 7

10 > 2 + 9
10 .

(4) d(v) = 3. By Claim 3.3, n2(v) ≤ 1. If d(v1) = 2, then d(v2) + d(v3) ≥ 11.
By R1, R2, R5, the worst case is that v = {2, 5, 6} and μ∗(v) = 3− 9

20 + 3
10 + 31

60 >
2 + 9

10 .
(5) d(v) = 2. By R1, R2, R4, R5 and Claim 3.2, the worst case is that

v = {3, 3} or v = {3, 5} or v = {5, 5} and μ∗(v) = 2 + 9
20 × 2 > 2 + 9

10 .

We have checked μ∗(v) ≥ 2 + 9
10 , for every v ∈ V (G). The proof of Theorem

1 is completed.

4 Proof of Theorem 2

Let G be a counterexample to Theorem 2 with the least number of |V (G)| +
|E(G)| such that Δ = 7, mad(G) < 2 + 4

5 and χl
2(G) > 11. In a similar manner

to the previous proof of Theorem 1, we will show that μ∗(v) ≥ 2 + 4
5 for every

v ∈ V (G), which will give a contradiction with mad(G) < 2 + 4
5 .

First we describe some structural properties of the minimal counterexample
G as follows.

4.1 Structural Properties of the Minimal Counterexample

Claim. 4.1. δ ≥ 2.

Proof. Analogous argument can be derived as the analysis of Claim 3.1.

Claim. 4.2. A 2-vertex can not adjacent to 2-vertices.

Proof. Analogous argument can be derived as the analysis of Claim 3.2.

Claim. 4.3. Let 3-vertex v = (v1, v2, v3)

4.3.1 3-vertex cannot adjacent to three 2-vertices.
4.3.2 3-vertex cannot adjacent to two 2-vertices.
4.3.3 If d(v1) = 2, then d(v2) + d(v3) ≥ 10.

Proof. 4.3.1 Assume the contrary that v = (v1, v2, v3) = (2, 2, 2). Let NG(v1) \
{v} = {x}, NG(v2)\{v} = {y}, NG(v3)\{v} = {z}. Without loss of generality, let
G = G−uv. By the minimality of G, G has a list 11-2-distance coloring c. Then
we erase the colors of v1 and v in G. Because of the inequality |F (v1)| ≤ Δ+2 = 9,



140 Y. Wang et al.

we can recolor v1 successfully. Then |F (v)| ≤ 6, so we can recolor v successfully.
Then c is extended to a list 11-2-distance coloring of G, a contradiction (Fig. 11).

v

v1

x

v2

y

v3

z

Fig. 11. A 3-vertex v = (2, 2, 2)

4.3.2 Assume the contrary that d(v1) = d(v2) = 2 and d(v3) = 2. Let NG(v1)\
{v} = {x}, NG(v2)\{v} = {y}. Without loss of generality, let G = G−uv. By the
minimality of G, G has a list 11-2-distance coloring c. Then we erase the colors
of v and v1 in G. Because of the inequality |F (v)| ≤ Δ+3 = 10, we can recolor v
successfully. Then |F (v1)| ≤ Δ + 3 = 10, so we can recolor v1 successfully. Then
c is extended to a list 11-2-distance coloring of G, a contradiction (Fig. 12).

v

v3

v1 v2

yx

Fig. 12. A 3-vertex v = (2, 2, 3+)

4.3.3 Assume the contrary that d(v1) = 2, d(v2), d(v3) = 2 and d(v2)+d(v3) ≤
9. Let NG(v1) \ {v} = {x}. Without loss of generality, let G = G − uv. By the
minimality of G, G has a list 11-2-distance coloring c. Then we erase the colors of
v and v1 in G. Because of the inequality|F (v)| ≤ 10, we can recolor v successfully.
Then |F (v1)| ≤ Δ+3 = 10, so we can recolor v1 successfully. Then c is extended
to a list 11-2-distance coloring of G, a contradiction (Fig. 13).
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v

v1

x

v2 v3

Fig. 13. A 3-vertex v = (2, 3+, 3+)

Claim. 4.4. Let 4-vertex v = (v1, v2, v3, v4)

4.4.1 4-vertex cannot adjacent to four 2-vertices.
4.4.2 If d(v1) = d(v2) = d(v3) = 2, then d(v4) ≥ 5.

Proof. 4.4.1 Suppose to the contrary that 4-vertex v = (v1, v2, v3, v4) =
(2, 2, 2, 2). Let NG(v1) \ {v} = {x}, NG(v2) \ {v} = {y}, NG(v3) \ {v} = {z},
NG(v4) \ {v} = {w}. Without loss of generality, let G = G − vv1. By the mini-
mality of G, G has a list 11-2-distance coloring c. Then we erase the colors of v1
and v in G. In this case, because of the inequality |F (v1)| ≤ Δ + 3 = 10, we can
recolor v1 successfully. Then |F (v)| ≤ 8, so we can recolor v successfully. Then
c is extended to a list 11-2-distance coloring of G, a contradiction (Fig. 14).

4.4.2 Suppose to the contrary that 4-vertex v = (v1, v2, v3, v4) = (2, 2, 2, 4−).
Let NG(v1) \ {v} = {x}, NG(v2) \ {v} = {y}, NG(v3) \ {v} = {z}. Without
loss of generality, let G = G − vv1. By the minimality of G, G has a list 11-2-
distance coloring c. We erase the colors of v1 and v. Because of the inequality
|F (v1)| ≤ Δ + 3 = 10, we can recolor v1 successfully. Then |F (v)| ≤ 10, so we
can recolor v successfully. Then c is extended to a list 11-2-distance coloring of
G, a contradiction (Fig. 15).

v v1

v2

v3

v4

x

y

z

w

Fig. 14. A 4-vertex v = (2, 2, 2, 2)

v

v1 x

v2

y

v3z

v4

Fig. 15. A 4-vertex v = (2, 2, 2, 4−)
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4.2 Discharging

Now we complete the proof of Theorem 2. We will show that μ∗(v) ≥ 2 + 4
5 for

every v ∈ V (G), which will give a contradiction with mad(G) < 2 + 4
5 .

Our discharging rules are defined as follows.

R1. Every 7-vertex sends 3
5 to every adjacent vertex.

R2. Every 6-vertex sends 8
15 to every adjacent vertex.

R3. Every 5-vertex sends 11
25 to every adjacent vertex.

R4. Every 4-vertex sends 41
75 to every adjacent 2-vertex.

R5. Every 3-vertex sends 2
5 to every adjacent 2-vertex.

Let us check μ∗(v) ≥ 2+ 4
5 for every v ∈ V (G) by distinguishing several cases

according to the degree of v.
(1) d(v) = 7. By R1, μ∗(v) = 7 − 3

5 × 7 = 7 − 21
5 = 2 + 4

5 .
(2) d(v) = 6. By R2, μ∗(v) = 6 − 8

15 × 6 = 6 − 16
5 = 2 + 4

5 .
(3) d(v) = 5. By R3, μ∗(v) = 5 − 11

25 × 5 = 5 − 11
5 = 2 + 4

5 .
(4) d(v) = 4. By Claim 4.4, n2(v) ≤ 3.
Case 4.1 If n2(v) ≤ 2, by discharging rules, the worst case is that v =

(2, 2, 3, 3) or v = (2, 2, 3, 4) or v = (2, 2, 4, 4), and μ∗(v) = 4− 41
75×2 = 232

75 > 2+ 4
5 .

Case 4.2 If n2(v) = 3, by Claim 4.4.2, d(v4) ≥ 5. By R1, R2, R3, R4, the worst
case is that v = (2, 2, 2, 5) and μ∗(v) = 4 − 41

75 × 3 + 11
25 = 4 − 67

40 + 21
40 = 2 + 4

5 .
(5) d(v) = 3. According to Claim 4.3, n2(v) ≤ 1 and if d(v1) = 2, then

d(v2) + d(v3) ≥ 10. By discharging rules, the worst case is that v = (2, 4, 6) and
μ∗(v) = 3 − 2

5 + 8
15 > 2 + 4

5 .
(6) d(v) = 2. By Claim 4.2 and discharging rules, the worst case is that

v = (3, 3) and μ∗(v) ≥ 2 + 2
5 × 2 = 2 + 4

5 .

We have checked μ∗(v) ≥ 2 + 4
5 , for every v ∈ V (G). The proof of Theorem

2 is completed.

5 Proof of Theorem 3

Let G be a counterexample to Theorem 3 with the least number of |V (G)| +
|E(G)| such that Δ = 7, mad(G) < 2 + 17

20 and χl
2(G) > 12. We will prove

Theorem 3, analogous to the proof of the above two Theorems. Then we show
that μ∗(v) ≥ 2 + 17

20 for every v ∈ V (G), which will give a contradiction with
mad(G) < 2 + 17

20 .
We first describe some structural properties of the minimal counterexample

G as follows.

5.1 Structural Properties of the Minimal Counterexample

Claim. 5.1. δ ≥ 2.

Proof. Analogous argument can be derived as the analysis of Claim 3.1.
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Claim. 5.2. A 2-vertex can not adjacent to 2-vertices.

Proof. Analogous argument can be derived as the analysis of Claim 3.2.

Claim. 5.3. Let 3-vertex v = (v1, v2, v3)

5.3.1 3-vertex cannot adjacent to three 2-vertices.
5.3.2 3-vertex cannot adjacent to two 2-vertices.
5.3.3 If d(v1) = 2, then d(v2) + d(v3) ≥ 11.

Proof. 5.3.1 Assume the contrary that v = (v1, v2, v3) = (2, 2, 2). Let NG(v1) \
{v} = {x}, NG(v2)\{v} = {y}, NG(v3)\{v} = {z}. Without loss of generality, let
G = G−uv. By the minimality of G, G has a list 12-2-distance coloring c. Then
we erase the colors of v1 and v in G. Because of the inequality |F (v1)| ≤ Δ+2 = 9,
we can recolor v1 successfully. Then |F (v)| ≤ 6, so we can recolor v successfully.
Then c is extended to a list 12-2-distance coloring of G, a contradiction (Fig. 16).

v

v1

x

v2

y

v3

z

Fig. 16. A 3-vertex v = (2, 2, 2)

5.3.2 Assume the contrary that d(v1) = d(v2) = 2 and d(v3) = 2. Let NG(v1)\
{v} = {x}, NG(v2)\{v} = {y}. Without loss of generality, let G = G−uv. By the
minimality of G, G has a list 12-2-distance coloring c. Then we erase the colors
of v and v1 in G. Because of the inequality |F (v)| ≤ Δ+3 = 10, we can recolor v
successfully. Then |F (v1)| ≤ Δ + 3 = 10, so we can recolor v1 successfully. Then
c is extended to a list 12-2-distance coloring of G, a contradiction (Fig. 17).

v

v3

v1 v2

yx

Fig. 17. A 3-vertex v = (2, 2, 3+)
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5.3.3 Assume the contrary that d(v1) = 2, d(v2), d(v3) = 2 and d(v2)+d(v3) ≤
10. Let NG(v1) \ {v} = {x}. Without loss of generality, let G = G − uv. By the
minimality of G, G has a list 12-2-distance coloring c. Then we erase the colors of
v and v1 in G. Because of the inequality |F (v)| ≤ 11, we can recolor v successfully.
Then |F (v1)| ≤ Δ+3 = 10, so we can recolor v1 successfully. Then c is extended
to a list 12-2-distance coloring of G, a contradiction (Fig. 18).

v

v1

x

v2 v3

Fig. 18. A 3-vertex v = (2, 3+, 3+)

Claim. 5.4. Let 4-vertex v = (v1, v2, v3, v4)

5.4.1 4-vertex cannot adjacent to four 2-vertices.
5.4.2 If d(v1) = d(v2) = d(v3) = 2, then d(v4) ≥ 6.
5.4.3 If d(v1) = d(v2) = 2, then d(v3) + d(v4) ≥ 9.

Proof. 5.4.1 Suppose to the contrary that 4-vertex v = (v1, v2, v3, v4) =
(2, 2, 2, 2). Let NG(v1) \ {v} = {x}, NG(v2) \ {v} = {y}, NG(v3) \ {v} = {z},
NG(v4) \ {v} = {w}. Without loss of generality, let G = G − vv1. By the mini-
mality of G, G has a list 12-2-distance coloring c. Then we erase the colors of v1
and v in G. In this case, because of the inequality |F (v1)| ≤ Δ + 3 = 10, we can
recolor v1 successfully. Then |F (v)| ≤ 8, so we can recolor v successfully. Then
c is extended to a list 12-2-distance coloring of G, a contradiction (Fig. 19).

5.4.2 Suppose to the contrary that 4-vertex v = (v1, v2, v3, v4) = (2, 2, 2, 5−).
Let NG(v1) \ {v} = {x}, NG(v2) \ {v} = {y}, NG(v3) \ {v} = {z}. Without
loss of generality, let G = G − vv1. By the minimality of G, G has a list 12-2-
distance coloring c. We erase the colors of v and v1. Because of the inequality
|F (v1)| ≤ Δ + 3 = 10, we can recolor v1 successfully. Then |F (v)| ≤ 11, so we
can recolor v successfully. Then c is extended to a list 12-2-distance coloring of
G, a contradiction (Fig. 20).
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Fig. 19. A 4-vertex v = (2, 2, 2, 2)

v

v1 x

v2

y

v3z

v4

Fig. 20. A 4-vertex v = (2, 2, 2, 5−)

5.4.3 Suppose to the contrary that d(v1) = d(v2) = 2, d(v3) + d(v4) ≤ 8.
Let NG(v1) \ {v} = {x}, NG(v2) \ {v} = {y}. Without loss of generality, let
G = G − vv1. By the minimality of G, G has a list 12-2-distance coloring c. We
erase the colors of v1 and v. Because of the inequality |F (v)| ≤ 11, we can recolor
v successfully. Then |F (v1)| ≤ Δ+4 = 11, so we can recolor v1 successfully. Then
c is extended to a list 12-2-distance coloring of G, a contradiction (Fig. 21).

v

v1 x
v2

y

v3

v4

Fig. 21. A 4-vertex v = (2, 2, 3+, 3+)

5.2 Discharging

Now we complete the proof of Theorem 3. We will show that μ∗(v) ≥ 2 + 4
5 for

every v ∈ V (G), which will obtain a contradiction with mad(G) < 2 + 9
10 .

Our discharging rules are defined as follows.

R1. Every 7-vertex sends 59
100 to every adjacent vertex.

R2. Every 6-vertex sends 21
40 to every adjacent vertex.

R3. Every 5-vertex sends 43
100 to every adjacent vertex.

R4. Every 4-vertex sends 11
20 to every adjacent 2-vertex.

R5. Every 3-vertex sends 17
40 to every adjacent 2-vertex.



146 Y. Wang et al.

Let us check μ∗(v) ≥ 2 + 17
20 for every v ∈ V (G).

(1) d(v) = 7. By R1, μ∗(v) = 7 − 59
100 × 7 > 2 + 17

20 .
(2) d(v) = 6. By R2, μ∗(v) = 6 − 21

40 × 6 = 2 + 17
20 .

(3) d(v) = 5. By R3, μ∗(v) = 5 − 43
100 × 5 = 2 + 17

20 .
(4) d(v) = 4. By Claim 5.4, n2(v) ≤ 3.
Case 4.1 If n2(v) ≤ 2, by R1, R2, R3, R4, the worst case is n2(v) = 2 and

μ∗(v) ≥ 4 − 11
20 × 2 > 2 + 17

20 .
Case 4.2 If n2(v) = 3, by Claim 5.4.2, if d(v1) = d(v2) = d(v3) = 2,

then d(v4) ≥ 6. By R1, R2, R3, the worst case is that v = (2, 2, 2, 6) and
μ∗(v) ≥ 4 − 11

20 × 3 + 21
40 > 2 + 17

20 .
(5) d(v) = 3. According to Claim 5.3, n2(v) ≤ 1 and if d(v1) = 2, then

d(v2) + d(v3) ≥ 11. By discharging rules, the worst case is that v = (2, 4, 7) and
μ∗(v) = 3 − 17

40 + 59
100 > 2 + 17

20 .
(6) d(v) = 2. By Claim 5.2 and discharging rules, the worst case is that

v = (3, 3) and μ∗(v) = 2 + 17
40 × 2 = 2 + 17

20 .

We have checked μ∗(v) ≥ 2 + 17
20 , for every v ∈ V (G). The proof of Theorem

3 is completed.
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Abstract. Multilingual knowledge graphs constructed by cross-lingual
knowledge alignment have attracted increasing attentions in knowledge-
driven cross-lingual research fields. Although many existing knowledge
alignment methods such as MTransE based on linear transformations
perform well on cross-lingual knowledge alignment, we note that neural
networks with stronger nonlinear capacity of capturing alignment fea-
tures. This paper proposes a knowledge alignment neural network named
KANN for multilingual knowledge graphs. KANN combines a monolin-
gual neural network for encoding the knowledge graph of each language
into a separated embedding space, and a alignment neural network for
providing transitions between cross-lingual embedding spaces. We empir-
ically evaluate our KANN model on cross-lingual entity alignment task.
Experimental results show that our method achieves significant and con-
sistent performance, and outperforms the current state-of-the-art models.

Keywords: Multilingual knowledge graph embedding · Cross-lingual
knowledge alignment · Knowledge representation learning · Neural
networks

1 Introduction

Multilingual knowledge bases like FreeBase [1] and WordNet [2] are indispens-
able resources for numerous artificial intelligence applications, such as question
answering and entity disambiguation. Those knowledge bases usually are mod-
eled as knowledge graphs (KGs), which store two aspects of knowledge includ-
ing the monolingual knowledge and cross-lingual knowledge. The monolingual
knowledge composed of the entities as nodes and relations as edges is usually
organized as triplets (h, r, t), representing the head entity h and tail entity
t are linked by relation r. The cross-lingual knowledge matches monolingual
knowledge with different languages, which aims to find inter-lingual links (ILLs)
(h1, h2), (r1, r2) and (t1, t2) for two matched triplets (h1, r1, t1) and (h2, r2, t2).
For example, as shown in Fig. 1, thetriplet (Jack,Nationality, Americans) in

c© Springer Nature Singapore Pte Ltd. 2020
J. He et al. (Eds.): ICDS 2019, CCIS 1179, pp. 147–157, 2020.
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English and the triplet (Jack Kirby, Nationalité, Américaine) in French rep-
resent the same knowledge, i.e., the nationality of Jack is Americans. (Jack,
Jack Kirby), (Nationality, Nationalité) and (Americans, Américaine) refer to
the same real-world entities and relations.

Fig. 1. Two ovals denotes two KBs. Solid denotes relations between two entities.
Dashed line connects two aligned entities and relations across two KBs.

Recently, based on the successful use of embedding-based technique in mono-
lingual knowledge graph, applying such techniques to cross-lingual knowledge
can provide a referential way to conduct cross-lingual transformation. Typically,
a multilingual knowledge embedding model MTransE [4] utilizes TransE [3] to
embed entities and relations of each language into a separated low-dimensional
space, and learns a transition matrix for both entities and relations from one
embedding space to another space. MTransE has achieved effective performance
for modeling the multilingual knowledge bases, but it has two disadvantages: (1)
The embedding-based model TransE has issues in handling complex relations
(1-to-n, n-to-1, n-to-n relations) for each monolingual language, (2) The one
transition matrix between different spaces can not well capture the correlation
information of each aligned language pair.

This paper proposes a knowledge alignment neural network KANN for mul-
tilingual knowledge graphs. Our model KANN consists of knowledge embedding
component and knowledge alignment component. Knowledge embedding compo-
nent employs a monolingual neural network to embed the entities and relations
of various KGs into separate embedding spaces. Knowledge alignment compo-
nent devises other neural network to perform knowledge alignment with powerful
capacity of transition function between each aligned language pair. In summary,
our contributions are as follows:

– We propose KANN model composed of knowledge embedding component and
knowledge alignment component for multilingual knowledge alignment.
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– We devise a neural network as knowledge embedding component to encode
knowledge graphs of different languages into different vector spaces.

– We use other neural network as knowledge alignment component to capture
the entity and relation features for targeting aligned entities.

In experiments, we evaluate our method on cross-lingual entity alignment task
with two data sets WK3l-15k and WK3l-120k. The experimental results show
that our method achieves state-of-the-art performance.

2 Related Work

2.1 Knowledge Representation

In recent years, a series of methods such as [3,7,11,20,21] have been developed
to learn representations of KGs, which usually encode entities and relations into
a low-dimensional vector space while preserving the properties of KGs.

Among these models, TransE [3] is the most widely used embedding model,
which projects entities and relations into a continuous low-dimensional vector
space, and treats relation vector as the translation between head and tail entity
vectors. TransH [20] regards each relation r as a vector r on the hyperplane with a
normal vector, which enables entities has different embedding representations for
different relations. TransR [11] models entities and relations as different objects,
and embeds them into different vector spaces. TransD [7] improves TransR [11]
by considering the multiple types of entities and relations simultaneously.

Later works such as TransG [21], TransSparse [8] and KG2E [6] are also
proposed by characterizing relation r as other different forms. Additionally, there
exists some non-translation based models, such as RESCAL [15], NTN [17], HolE
[14] and ProjE [14] et al.

2.2 Cross-lingual Knowledge Alignment

Traditional knowledge alignment methods are based on human efforts or well-
designed handcrafted features [9,12]. These methods are not only time-consuming
but also labor-expensive.

Automated knowledge alignment mainly leverages various heterogeneous
information in different KGs for knowledge alignment. Prior projection-based
models [5,13,22] that make use of word information or Wikipedia links to address
the heterogeneity between different KGs. They can be extended to cross-lingual
knowledge alignment. Specifically, LM [13] uses distributed representation of
words and learns a linear mapping between vector spaces of languages. CCA
[5] argues that lexico-semantic content should additionally be invariant across
languages, and incorporats multilingual evidence into vectors generated mono-
lingually. OT [22] normalizes the word vectors on a hyper-sphere and constrains
the linear transform as a orthogonal transform for aligning knowledge.

Recently, the embedding-based alignment models [4,19,23] that use internal
triplet-based information, are proposed for entity alignment. These models usu-
ally learn the embedding representations of different knowledge graphs, and then
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Fig. 2. Simple visualization of KANN model

perform knowledge alignment between different knowledge graphs by various
alignment restrictions. MTransE [4] utilizes TransE model to encode language-
specific KB into different vector spaces and then devises a transfer matrix to
model the transition between different vector spaces. IPTransE [23] maps enti-
ties and relations of various KGs into a joint semantic space and then iteratively
aligns entities and their counterparts. JAPE [19] employs semantic structures
and attribute correlations of KBs to embed entity and relation embedding rep-
resentations into a unified embedding spaces. NTAM [10] utilizes a probabilistic
model to explore the structural properties as well as leverage anchors to project
knowledge graph onto the same vector space.

3 Model

We propose a knowledge alignment neural network model KANN for multilingual
knowledge graphs. As Fig. 2 shown, our KANN model involves two components:
(1) Knowledge Embedding component: using a neural network encodes various
KGs into different embedding spaces, (2) Knowledge Alignment component: uti-
lizing other neural network learns transitions between two separate vector spaces
from different languages.

3.1 Knowledge Embedding

The aim of knowledge embedding component is to embed entities and relations
of various KGs into different embedding spaces. As shown in the left of Fig. 2,
we adopt two-layer fully connected neural network to learn the embedding rep-
resentations of knowledge graphs.

Given a triplet T = (h, r, t) of the language L, our knowledge embedding
component first learns a combined vector of arbitrary two input embedding
through the combination function, and then feed the combined vector to a pro-
jection layer for outputting the candidate vectors. Inspired by [16], we defines
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the combination function as e⊕r = Dee+Drr+bc and the projection function
as h(e, r)i = g(W[i,:]f(e ⊕ r) + bp1) where e and r are head/tail and relation
input embedding vectors of training instance T , De,Dr ∈ Rk×k are diagonal
matrices, bc ∈ Rk and bp1 are the combination bias and projection bias respec-
tively, g and f are activation functions and W ∈ Rs×k (s is the number of
candidate). Intuitively, it can be viewed as multi-class classification task, thus
we optimize following softmax regression loss for learning embedding represen-
tations of knowledge graphs:

LK(T ) =
|y|∑

i

1(yi = 1)∑
i 1(yi = 1)

log(h(e, r)i) (1)

where y ∈ Rs is a binary label vector, where yi = 1 means candidate i is a
positive label. Here we adopt g(·) and f(·) as softmax and tanh respectively.
Therefore for a pair of matched triplets (T, T ′) from language L and language
L′, the loss can be rewritten as

LK(T, T ′) = LK(T ) + LK(T ′).

3.2 Knowledge Alignment

Knowledge alignment component aims to automatically find and align more
unaligned entities or relations. As illustrated in the right of Fig. 2, we use other
neural network to realize the transformation operation between different knowl-
edge graphs.

Specifically, we stack a two-layer fully connected neural network with a pro-
jection layer to capture the transitions between different embedding spaces for
various languages. The two-layer neural network is defined as

Ij(o) =
l−1∑

i=0

f(UijIi(o) + bj)

and the projection layer is defined as

s(o)i = g(W[i,:]Il(o) + bp2)

where o ∈ {h, r, t} is one input embedding vector of the training sample T =
(h, r, t), g = softmax, f = tanh, j ∈ [1, l], l = 2,W ∈ Rs×k,Uij ∈ Rk×k, and
bj ∈ Rk and bp2 are the biases of neural network and projection layer separately.
Similar to knowledge embedding component, it is also a multi-class classification
task and further the loss function with regard to an aligned entity or relation
pair is defined:

LA(o → o′) = −
|y|∑

i

1(yi = 1)∑
i 1(yi = 1)

log(s(o)i) (2)
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Table 1. Statistics of datasets.

Dataset #En Tri #Fr Tri #De Tri #Aligned Tri #ILLs

CN3l 47,696 18,624 25,560 En-Fr: 3,668

En-De: 8,588

En-Fr: 2,154

Fr-En:2,146

En-De:3,485

De-En:3,813

WK3l-15k 203,502 170,605 145,616 En-Fr: 16,470

En-De: 37,170

En-Fr: 3,733

Fr-En:3,815

En-De:1,840

De-En:1,610

WK3l-120k 1,376,011 767,750 391,108 En-Fr: 124,433

En-De: 69,413

En-Fr: 42,413

Fr-En:41,513

En-De:7,567

De-En:5,921

Table 2. Cross-lingual entity alignment result on WK3l-120k.

Aligned
language

En-Fr Fr-En En-De De-En

Metric Hits@10 Hits@10 Hits@10 Hits@10

LM 11.74 14.26 24.52 13.58

CCA 19.47 12.85 25.54 20.39

OT 38.91 37.19 38.85 34.21

IPTransE 40.74 38.09 52.61 50.57

MTransE 48.66 47.48 64.22 67.85

KANN 54.57 53.71 72.43 74.58

Therefore, the knowledge alignment loss based on the aligned triplets {T =
(h, r, t), T ′ = (h′, r′, t′)}, can be defined as:

LA(T → T ′) = LA(h → h′) + LA(r → r′) + LA(t → t′)

3.3 Training

Recall that our KANN model are composed of knowledge embedding component
and knowledge alignment component. In order to not only learn the embedding
representations of knowledge graphs, but also capture the alignment features
between different knowledge graphs, we combine the two loss functions LK and
LA, and minimize the following loss function for optimization:

L(T, T ′) = LK(T, T ′) + αLA(T → T ′) (3)

where α is a hyper-parameter that used to weight LA. The general loss function
is trained with ADAM as the stochastic optimizer. Here we adopt the candidate
sampling metric to organize the candidate labels for reducing training time.
That is, the candidate labels are constructed by all positive candidates and only
a subset of negative candidates selected with sampling rate py.
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Table 3. Cross-lingual Entity Alignment result on CN3l.

Aligned

languages

En-Fr Fr-En En-De De-En

Metric Hits@10 Mean Hits@10 Mean Hits@10 Mean Hits@10 Mean

LM 25.45 1302.83 20.16 1884.70 30.12 954.71 18.04 1487.90

CCA 27.96 1204.91 26.04 1740.83 28.76 1176.09 25.30 1834.21

OT 68.43 42.30 67.06 33.86 72.34 74.98 69.47 44.38

IPTransE 73.02 177.8 71.19 186.2 86.21 101.17 84.01 107.60

MTransE 86.83 16.64 80.62 7.86 89.19 7.16 95.67 1.47

KANN 87.24 15.58 81.36 6.88 89.55 6.25 96.22 1.42

Table 4. Cross-lingual entity alignment result on WK3l-15k.

Aligned languages En-Fr Fr-En En-De De-En

Metric Hits@10 Mean Hits@10 Mean Hits@10 Mean Hits@10 Mean

LM 12.31 3621.17 10.42 3660.98 22.17 5891.13 15.21 6114.08

CCA 20.78 3904.25 19.44 3017.90 26.46 5550.89 22.30 5855.61

OT 44.97 508.39 40.92 461.18 44.47 155.47 49.24 145.47

IPTransE 61.34 179.56 58.42 195.2 55.15 209.34 65.30 127.10

MTransE 59.52 190.26 57.48 199.64 66.25 74.62 68.53 42.31

KANN 64.53 100.73 61.51 146.23 69.57 108.05 71.37 25.75

4 Experiment

In experiments, we mainly evaluate our model with several alignment models on
cross-lingual entity alignment task. Further we give the discussion on how the
performance changes with the different weight parameter α.

4.1 Experiment Setup

Data Sets: We take our experiments on CN3l [18] and WK3l datasets. WK3l-
15k and WK3l-120k are two different subsets of WK3l derived from DBpedia [9].
These data sets respectively involve English(En), French(Fr) and German(De)
monolingual triplets, aligned cross-lingual triplets and inter-lingual links (ILLs).
More detailed is illustrated in Table 1.

Parameter Settings: For training our model, we select the dimensions of entity
and relation embeddings k = {100, 200, 300}, batch size B = {250, 500, 100} and
py = {0.25, 0.5, 0.75}, weight parameter α from {0.1, 0.2, 0.4, 0.6, 0.8, 1, 1.5, 2},
learning rate λ = {0.001, 0.01, 0.02, 0.1} with reducing it by half every 30 epochs.
The model is totaly trained 90 epoches. The best configuration on WK3l-15k
and WK3l-120k are k = 200, B = 500, θ = 0.2, py = 0.25, λ = 0.02, α = 1.

4.2 Cross-lingual Entity Alignment

Cross-lingual entity alignment aims to find the matched entities from differ-
ent languages in KBs, which focuses more on ranking a set of candidates with
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descending order from KGs rather than selecting the best answer. Compared
with these baselines, we consider two metrics for evaluation: (i)average rank of
correct answer (Mean Rank); (ii)proportion of correct answers appear within
top-10 elements (Hits@10). Usually a higher Hits@10 and a lower Mean Rank
are expected.
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Fig. 3. Performance of KANN on different α

Results: We compare our method with several baselines such as LM [13],
CCA [5], OT [22], IPTransE [23] and MTransE [4]. Note that only Hits@10
is evaluated in WK3l-120k dataset because it’s too costly to calculate Mean
Rank based on more than 120k entities. The convinced results of WK3l-120k
on Hit@10, CN3l and WK3l-15k on Mean and Hit@10 settings are illustrated
in Tables 2, 3 and 4. From the three tables, we can see that: (1) Our model
KANN outperforms all baselines on the three datasets with both Mean and
Hit@10 metrics. We attribute the superiority of our model to its neural network
based knowledge embedding component and knowledge alignment component.
(2) Compared with aforementioned state-of-the-art alignment model MTransE,
there are respectively at least 89.53%(En-Fr), 53.41%(Fr-En), 16.56%(De-Fn)
improvement on WN31-15K under Mean metric, 5.01%(En-Fr), 4.03%(Fr-En),
3.32%(En-De), 2.84%(De-En) improvement on WK3l-15k under Hit@10 metric
and 5.91%(En-Fr), 4.91%(Fr-En), 8.21%(En-De), 6.73%(De-En) on WK3l-120k
under Hit@10 metric. (3) Models that combines the monolingual knowledge with
alignment knowledge such as MTransE and KANN has higher performance than
the alignment models (LM, CCA) without jointly adapting the monolingual
knowledge. It suggests that the monolingual knowledge is beneficial to align-
ment multilingual knowledge graphs.

4.3 Performance on Different α

Our model KANN consists of two components including knowledge embed-
ding component and knowledge alignment component. The parameter α is used
to measure the importance of knowledge embedding component. This section
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mainly explores how the performance of our model KANN changes with the dif-
ferent α. In the following experiments, except for the parameter being tested, the
rest parameters are set as the optimal configurations. Here we select α from {0,
0.1, 0.2, 0.4, 0.6, 0.8, 1, 1.2, 1.5, 1.7, 2, 3, 4 }. Figure 3 gives the convinced results.
As Fig. 3 shown, we can see that (1) KANN achieves the best performance with
α = 1. It indicates that α = 1 setting best expresses alignment characteristics in
knowledge graphs. (2) The performance of our model KANN begins to gradually
rise to the highest point and then declines as the number of head α grows. This
mainly because that too small or too large α may introduce noisy and lead to
over-fitting problem.

5 Conclusion

This paper presents a knowledge alignment neural network KANN for multilin-
gual knowledge graph. Our KANN method consists of two parts: monolingual
knowledge embedding component and multilingual knowledge alignment com-
ponent. For knowledge embedding component, we employ a neural network to
encode the various knowledge graphs into different embedding vector spaces. For
knowledge alignment component, we devise other neural network to provide the
transition operation between each two aligned languages. Our KANN not only
addresses the issues that can not handle the complex relations in monolingual
KGs, but also increases the alignment capacity of capturing transition function
between different languages. In addition, KANN is efficient for preserving the
properties of monolingual knowledge. We empirically conduct experiments on
cross-lingual entity alignment task with three data sets CN3l, WK3l-15k and
WK3l-120k. The results of experiments show that KANN significantly and con-
sistently has considerable improvement over baselines, and achieves state-of-the-
art performance.
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Abstract. With the arrival of big data and the improvement of
computer hardware performance, deep neural networks (DNNs) have
achieved unprecedented success in many fields. Though deep neural net-
work has good expressive ability, its large model parameters which bring
a great burden on storage and calculation is still a problem remain to be
solved. This problem hinders the development and application of DNNs,
so it is worthy of compressing the model to reduce the complexity of
the deep neural network. Sparsing neural networks is one of the meth-
ods to effectively reduce complexity which can improve efficiency and
generalizability. To compress model, we use regularization method to
sparse the weights of deep neural network. Considering that non-convex
penalty terms often perform well in regularization, we choose non-convex
regularizer to remove redundant weights, while avoiding weakening the
expressive ability by not removing neurons. We borrow the strength of
stochastic methods to solve the structural risk minimization problem.
Experiments show that the regularization term features prominently in
sparsity and the stochastic algorithm performs well.

Keywords: Deep neural networks · Sparsity · Non-convex regularizer

1 Introduction

Deep neural networks (DNN) have achieved unprecedented performance in a
number of fields such as speech recognition [1], computer vision [2], and natural
language processing [22]. However, these works heavily rely on DNN with a huge
number of parameters, and high computation capability [5]. For instance, the
work by Krizhevsky et al. [2] achieved dramatic results in the 2012 ImageNet
Large Scale Visual Recognition challenge (ILSVRC) using a network containing
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60 million parameters. A convolutional neural network, VGG [27], which wins
the ILSVRC 2014 consists of 15M neurons and 144M parameters. This challenge
makes the deployment of DNNs impractical on devices with limited memory
storage and computing power. Moreover, a large number of parameters tend to
decrease the generalization of the model [4,5]. There is thus a growing interest
in reducing the complexity of DNNs.

Existing work on model compression and acceleration in DNN can be cat-
egorized into four types: parameter pruning and sparsity regularizers, low-rank
factorization, transferred/compact convolutional filter and knowledge distilla-
tion. Among these techniques, one class focuses on promoting sparsity in DNNs.
DNNs contain lots of redundant weights, occupying unnecessary computational
resources while potentially causing overfitting and poor generalization. The net-
work sparsity has been shown effective in network complexity reduction and
addressing the overfitting problem [24,25].

Sparsity for DNNs can be further classified into pruning and sharing, matrix
designing and factorization, randomly reducing the complexity and sparse opti-
mization. The pruning and sharing method is to remove redundant, non-
information weights with a negligible drop of accuracy. However, pruning stan-
dards require manual setup for layers, which demands fine-tuning of the param-
eters and could be cumbersome for some applications.

The second methods reduce memory costs by structural matrix. However,
structural constraint might bring bias to the model. On the other hand, how to
find a proper structural matrix is difficult. Matrix factorization uses low-rank
filters to accelerate convolution. The low-rank approximation was done layer by
layer. However, the implementation is computationally expensive and cannot
perform global parameter compression.

The third methods randomly reduce the size of network during training. A
typical method is dropout which randomly removes the hidden neurons in the
DNNs. These methods can reduce overfitting efficiently but take more time for
training.

Recently, training compact CNNs with sparsity constraints have achieved
more attention. Those sparsity constraints are typically introduced in the opti-
mization problem as structured and sparse regularizers for network weights. In
the work [26], sparse updates such as the �1 regularizer, the shrinkage operator
and the projection to �0 balls applied to each layer during training. Neverthe-
less, these methods often results in heavy accuracy loss. Group sparsity and the
�1 norm are integrated in the work. [3,4] to obtain a sparse network with less
parameters. Group sparsity and exclusive sparsity are combined as a regulariza-
tion term in a recent work [5]. Experiments show that these method can achieve
better performance than original network.

The key challenge of sparse optimization is the design of regularization terms.
�0 regularizer is the most intuitive form of sparse regularizers. However, mini-
mizing �0 problem is NP-hard [15]. The �1 regularizer is a convex relaxation
of �0, which is popular and easy for solving. Although �1 enjoys several good
properties, it may cause bias in estimation [8]. [8] proposes a smoothly clipped
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absolute (SCAD) penalty function to ameliorate �1, which has been proven to
be unbiased. Later, many other nonconvex regularizers are proposed, including
the minimax concave penalty (MCP) [16], �p penalty with p ∈ (0, 1) [9–13], �1−2

[17,18] and transformed �1(TL1) [19–21].
The optimization methods play a central role in DNNs. Training such net-

works with sparse regularizers is a problem of minimizing a high-dimensional
non-convex and non-smooth objective function, and is often solved by simple
first-order methods such as stochastic gradient descent. Consider that the prox-
imal gradient method is a efficient method for non-smooth programming and
suitable for our model, we choose this algorithm and borrow the strengths of
stochastic methods, such as their fast convergence rates and ability to avoid
overfitting and appropriate for high-dimensional models.

In this paper, we consider non-convex regularizers to sparsify the network
weights so that the non-essential ones are zeroed out with minimal loss of per-
formance. We choose a simple regularization term instead of multiple terms
regularizer to sparse weights and combine dropout to remove neurons.

2 Related Work

2.1 Sparsity for DNNs

There are two methodologies to make networks sparse. A class focuses on induc-
ing sparsity among connections [3,4] to reinforce competitiveness of features.
The �1 regularizer is applied as a part of regularization term to remove redun-
dant connections. An extension of �1,2 norm adopted in [5] not only achieve the
same effect but also balance the sparsity of per groups.

Another class focuses on the sparsity at the neuron level. Group sparsity is
a typical one [3,4,6,7], which is designed to promote all the variables in a group
to be zero. In DNNs, when each group is set to denote all weights from one
neuron, all outgoing weights from a neuron are either simultaneously zero. Group
sparsity can automatically decide how many neurons to use at each layer, force
the network to have a redundant representation and prevent the co-adaptation
of features.

2.2 Non-convex Sparse Regularizers

Fan and Li [8] have discussed about a good penalty function that it should result
in an estimator with three properties: sparsity, unbiasedness and continuity. And
regularization terms with these properties should be nonconvex. The smoothly
clipped absolute deviation (SCAD) [8] and minimax concave penalty (MCP)
[16] are the regularizers that fulfil these properties. Recent years, nonconvex
metrics in concise forms are taken into consideration, such as �1−2 [17,18,31]
and transformed �1 (TL1) [19–21] and �p p ∈ (0, 1) [9–13,32].
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3 The Proposed Approach

We aim to obtain a sparse network, while the test accuracy has comparable or
even better result than the original model. The objective function can be defined
by

min
W

L(f(W ),D) + λΩ(f) (1)

where f is the prediction function which is parameterized by W and D =
{xi, yi}N

i=1 is a training set which has N instances, and xi ∈ R
p is a p-dimensional

input sample and yi ∈ {1, ...,K} is its corresponding class label. L is the loss
function and Ω is the regularizer. λ is the parameter which balances the loss
and the regularization term. In DNNs, W represents the set of weight matrices.
As for the regularization term, it can be written as the sum of regularization on
weight matrix for each layer.

�p regularization (0 < p < 1) is studied in the work [9–13]. The �p quasi norm
of RN for a variable x is defined by

‖x‖p =
N∑

i=1

(|xi|p) 1
p (2)

which is nonconvex, nonsoomth and non-Lipschitz.
And we use an extension of �1,2 called exclusive sparse regularization to pro-

mote competition for features between different weights, making them suitable
for disjoint feature sets. The exclusive regularization of Rn×m is defined by

EL(X) =
n∑

i=1

(
m∑

j=1

(|xij |))2 (3)

The �1 norm reaches the sparsity within the group, and the �2 norm reaches
the balance weight between the groups. The sparsity of each group is relatively
average, and the number of non-zero weights of each group is similar.

In this work, we define the regularizer as follows,

Ω(W ) = (1 − μ)
∑

g

(
∑

i

|wg,i|)2 + μ ‖V ec(W )‖ 1
2
1
2

(4)

where V ec(W ) denotes vectorizing the weight matrix.

4 The Optimization Algorithm

4.1 Combined Exclusive and Half Thresholding Method

In our work, we use proximal gradient method and combine the stochastic
method to solve the regularized loss function, a solution in closed form can
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be obtained for each iteration in our model. Considering that a minimization
problem

min
W

L(f(W ),D) + (1 − μ)
4∑

l=1

(
∑

i

|wl,i|)2 + μλ
4∑

l=1

∥∥V ec(W l)
∥∥ 1

2
1
2

(5)

When updating Wt, as the regularizer consists of two terms, we first compute an
intermediate solution by taking a gradient step using the gradient computed on the
loss only, and then optimize for the regularization termwhile performingEuclidean
projection of it to the solution space. Select a batch of samples Di, di ∈ Di}

Wt = Wt − ηt

size(Di)

size(Di)∑

i=1

∇L(f(Wt), di) (6)

then do proximal mapping of weights after current iteration, compute the opti-
mization problem as follows,

Wt+ 1
2

= prox(1−μ)EL(Wt)

= argmin
W

1
2λη

‖W − Wt‖22 + Ω(W )
(7)

One of the attractive points of the proximal methods for our problem is that
the subproblem can often be computed in closed form and the solution is usually
shrinkage operator which can bring sparsity to models. The proximal operator for
the exclusive sparsity regularizer, proxEL(W ), is obtained as follows:

prox(1−μ)EL(W ) = (1 − λ(1 − μ) ||Wl| |1
|wl,i| )+ wl,i

= sign(wl,i)(|wg,i| − λ(1 − μ) ||Wl| |1)+
(8)

Now we consider how to compute the proximal operator of half regularization

Wt+1 = proxμ�1/2(Wt+ 1
2
)

= argmin
W

1
2λη

∥∥∥W − Wt+ 1
2

∥∥∥
2

2
+ Ω(W )

(9)

The combined regularizer can be optimized by using the two proximal operators
at each gradient step, after updating the variable with gradient. The process is
described in Algorithm 1. When training process terminates, some weights turn to
zero. Then, these connections will be removed. Ultimately, a sparse architecture is
yielded.

5 Experiments

5.1 Basilines

We compare our proposed method with several relevant baselines:
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Algorithm 1: Combined Exclusive and Half Thresholding Regularization
Method for DNN
Input :

initial learning rate η0 , initial weight W0 ,
regularization parameter λ , balancing parameter μl

for each layer, mini batch size n, training dataset D ;
output:

the solution w∗

1 repeat

2 until some stopping criterion is satisfied;
3 n samples randomly selected from D ;
4 for layer l do
5 for {xi, yi} in the samples selected do

6 L
(l)
i := ∇L(w

(l)
t−1, {xi, yi})

7 end

8 W
(l)
t := W

(l)
t−1 − ηt

∑n
i=1

L
(l)
i
n

;
9 Wt := prox(1−μ)ληtEL(Wt);

10 Wt := proxληtμ�1/2(Wt);

11 end
12 t := t + 1

• �1
• Sparse Group Lasso (SGL) [4]
• Combined Group and Exclusive Sparsity (CGES) [5]
• Combined Group and TL1 Sparsity (IGTL) [28]

5.2 Network Setup

We use Tensorflow framework to implement and evaluate our models. In all cases,
we choose the ReLU activation function for the network,

σ(x) = max(0, x) (10)

One-hot encoding is used to encode different classes. We apply softmax function
as activation for the output layer defined by

ρ(xi) =
exi

∑n
j=1 exj

(11)

where x denotes the vector that is input to softmax, the ith denotes the index.
We initialize the weights of the network by random initialization according to a
normal distribution. The size of the batch is depending on the dimensionality of
the problem. We optimize the loss function by standar cross-entropy loss, which is
defined as

L = −
n∑

i=1

yilog(f(xi)) (12)
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5.3 Measurement

We use accuracy to measure the performance of the model, floating-point opera-
tions per second (FLOPs) to represent the computational complexity reduction of
the model and parameter used to represent the percentage of parameters in the
network compare to the fully connected network. The results for our experiments
are reported in Table 1.

Table 1. Performance of each model on mnist

Measure �1 SGL CGES IGTL El�1/2

Accuracy 0.9749 0.9882 0.9769 0.9732 0.9772

FLOPs 0.6859 0.8134 0.6633 0.1741 0.1485

Parameter used 0.2851 0.4982 0.2032 0.1601 0.1513

6 Conclusion

We combine exclusive sparsity regularization term and half quasi-norm and use
dropout to remove neurons. We apply �1/2 regularization to the neural network
framework. At the same time, the sparseness brought by the regularization term
and the characteristics suitable for large-scale problems are fully utilized; We also
combine the stochastic method with the optimization algorithm, and transform
the problem into a half thresholding problem by proximal method, so that the cor-
responding sparse problem can be easily solved and the complexity of the solution
is reduced.
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Abstract. Uncertain data is widely used in many practical applications, such as
data cleaning, location-based services, privacy protection and so on. With the
development of technology, the data has a tendency to high-dimensionality. The
most common indexes for nearest neighbor search on uncertain data are the R-
Tree and the KD-Tree. These indexes will inevitably bring about “curse of
dimension”. Focus on this problem, this paper proposes a new hash algorithm,
called the LSR-forest, which based on the locality-sensitive hashing and the R-
Tree, to solve the high-dimensional uncertain data approximate neighbor search
problem. The LSR-forest can hash similar high dimensional uncertain data into a
same bucket with a high probability, and then constructs multiple R-Tree-based
indexes for hashed buckets. When querying, it is possible to judge neighbors by
checking the data in the hypercube which the query point is in. One can also
adjust the query range automatically by different parameter k. Many experiments
on different data sets are presented in this paper. The results show that LSR-
forest has better effectiveness and efficiency than R-Tree on high-dimensional
datasets.

Keywords: Uncertain data � R-Tree � Locality sensitive hash

1 Introduction

With the development of information technology in various industries, the application
of uncertain data has been very extensive. As we know, the environmental monitoring
system obtained the temperature, humidity and ultraviolet degree by the sensor.
However, due to the limitation of the sensing device, the acquired data may have a bit
noise. Some databases for special needs, such as privacy protection, it is necessary to
generalize some sensitive dimensions of accurate data [1–3]. In the above scenarios,
uncertain data is more suitable for describing data objects than accurate data [4, 5]. In
general, uncertain data consists of multiple precise data points or a continuous range of
spaces, which will involve probabilities, so the traditional method of processing
accurate data cannot be directly applied. Nearest neighbor queries [6, 7] for uncertain
data inevitably encounter the calculation of probability integrals, and the cost is very
high. Therefore, R-Tree [8], KD-Tree [9] and other index structures are generally used
to drop out most of the non-neighbor data, and integral calculation of survived data.
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The development of technologymakes uncertain datamove toward high-dimensional
andmassive, but the above indexwill inevitably lead to “curse of dimension” [10] in high-
dimensional environment, and index construction and query efficiency will drop sharply.
Uncertain data is ambiguous, and the requirements for query accuracy are not ashigh as the
accurate data. Therefore, this paper proposes a nearest-neighbor search algorithm for
uncertain data based on locality-sensitive hashing, which sacrifices a small amount of
accuracy for a significant improvement in query efficiency. LSR-forest hashes the high-
dimensional uncertain data into corresponding buckets by locally sensitive hashing, and
constructs multiple R-Tree-based indexes for hashed buckets. When querying, it is pos-
sible to judge the possibility of becoming a neighbor by checking whether the bucket
number of data in the hypercube which the query point is in within the hypercube. When
querying, it is possible to judge neighbors by checking the data in the hypercubewhich the
query point is in. LSR-forest also supports multiple neighbor queries and it can adjust the
query range automatically according to different query tasks. The results of the query and
the query efficiency are guaranteed.

The key contributions of the paper are listed as follows: (1) An approximate
probability nearest-neighbor query about uncertain data is defined; (2) A locality-
sensitive hashing method for uncertain data is proposed, and theoretical proofs and
experimental results are given. (3) Combining the locality-sensitive hashing and the R-
Tree, we give an adaptive query method to improve performance.

2 Related Work

The k-nearest neighbor (k-NN) [11, 12] query is generally defined as follows: given a
query point and a query data set, the returned k points in the data set are the most k
closest points to the query point. For k-nearest neighbor queries on uncertain data, a
probability model needs to be introduced to solve the k-NN. Cheng et al., proposed the
concept of probabilistic k-nearest neighbor query (k-PNN) for the first time in the
literature [13] in 2003. k-PNN returns a set of lists {S, p(S)}, where S is a subset of size k
in data set D, and p(S) is non-zero probability for k uncertain nearest neighbors in set S.

The probability k-nearest neighbors query algorithms of uncertain data [14] can be
divided into two categories:

(1) Based on probability calculation: The method based on probability calculation
emphasizes the form of probability, such as the calculation of the form of prob-
ability density integral, and finding the probability value that the object becomes
the k nearest neighbor of the query point. Literature [15] proposed to transform k-
PNN query into traditional NN query problem by piecewise linear approximation
(APLA), and constructed an index structure which combined APLA with R-Tree.
Its k-PNN query is based on the expected distance of the probability density
function. In literature [16], the uncertain object is transformed into the distance
probability density function with the query point, and the k-PNN is solved by
calculating the conditional probability that the surrounding uncertain object
becomes the nearest neighbor of the query point. Due to frequent calculations
such as probability density function (pdf) or cumulative distribution function
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(cdf), the computational cost of k-PNN queries is too high, and the query response
time is also too long. Focus on this problem, the literature [17] proposed to use the
Monte Carlo algorithm for k-PNN query that query points and data points can be
uncertain objects, and the utility is strong.

(2) Based on probability filter: Emphasis is placed on the use of various constraints
such as thresholds and upper and lower bounds to verify whether an uncertain
object is in the query results. The probability calculation method is expensive due
to the calculation of the integral function. Therefore, the literature [18] proposed
the concept of probabilistic constrained nearest neighbor query (C-PNN) which
used the R-Tree-based method to filter out the impossible objects, and calculating
the probability boundary based on the cumulative distribution function. Due to the
introduction of pruning and verification, the search space and computational
overhead are greatly reduced. For the k-PNN query problems on the uncertainty
data, the literature [19] proposed the concept and definition of probability
threshold k-PNN query (k-T-PNN).

As far as we know, our study may be the first study using locally sensitive hashing
[20] on uncertain data.

3 Prerequisite Knowledge

3.1 Uncertain Data

There are two types of uncertain data: discrete uncertain data and continuous uncertain
data. Discrete uncertain data means that the uncertain data object o consists of the
following determined data fo1; o2; . . .; omg, and the probability of o equal to oi is pi,

and
Pm
i¼1

pi ¼ 1. In continuous uncertain data, all possible values of uncertain data o are

in a closed region H and distributed according to a certain probability density function
(pdfo), and satisfied

R
x2H

pdfoðxÞdx ¼ 1.

This paper focuses on continuous uncertain data and gives the following
definitions:

Definition 1 (Uncertain data). The uncertain object o has a total of d dimensions,
where elements in the j dimensions are determined, and elements in d � j dimensions
are not determined. Using ci to represent the i-th determined dimension (0� i� j,
0� ci � d), and using ui for the i-th uncertain dimension, (0� i� d � j, 0� ui � d).
The range of each uncertainty dimension is expressed as ½minðouiÞ;maxðouiÞ�.

3.2 k-T-PNN Query

In the uncertain database D, when the query point q performs k-PNN query, a simple
method is to calculate the probability that each combination becomes the k-nearest
neighbor of the query point by enumerating all combinations of size k in the database.
If the probability is greater than the threshold set by the user, returning this
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combination as one of its results. Obviously, this algorithm will bring high computa-
tional overhead and I/O overhead. The k-T-PNN algorithm uses a k-bound filter based
on the k-th minimum to filter out uncertain data with low probability.

Definition 2 (k-bound). The distance between the uncertain object o and the query
point q is denoted by r. minðrÞ which represents the shortest distance of all possible
values in distance q, and maxðrÞ represents the furthest distance of all possible values
in distance q. The k-th smallest max(r) in the data set is denoted as fk. When q is the
center, the boundary formed by fk as a radius is k-bound.

Definition 3 (k-T-PNN query). Set the query point q, the threshold are T and k,
uncertain object oi 2 D. If the uncertain object oi appears in the circular region
Hðq; fkÞ (centered on q and fk is the radius). If the probability is greater than T, oi is
added to the candidate set.

For those remained candidates, the k-T-PNN uses the candidate set generation
(PCS) and the verification of the upper and lower boundaries of the probability to
determine whether the uncertain data in the candidate set is the final result.

4 k-T-APNN Algorithm

4.1 Uncertain Data Approximate Neighbor Query

Since the neighbor query problem becomes very difficult in the high-dimensional
Euclidean space, the approximate neighbor is proposed as a new compromise scheme,
which can effectively solve this problem. The goal of the approximate neighbor is to
return the data object oi, which satisfies:

Xk
i¼1

distðoi; qÞ�
Xk
i¼1

ð1þ eÞdistðo�i ; qÞ

where e is the approximate ratio set by the user and o�i is the true nearest neighbor of the
query object q.

For the “curse of dimension” of uncertain data, this paper proposes a new com-
promise scheme - approximate probabilistic nearest neighbor (k-T-APNN), which
defines the approximate neighbor query of uncertain data through the effective query
range k-bound of k-T-PNN.

Definition 4 (k-T-APNN). In the uncertain data set D, the approximate probability
nearest neighbor query is performed on the query point q. If the uncertain object o
appears in the circular region ðHðq; ð1þ eÞfkÞÞ centered on q and ð1þ eÞfk is the
radius, or intersects with ðHðq; ð1þ eÞfkÞÞ, and o is regarded as one of the candidate
points. fk is the k-bound filter radius of the exact probability query, and e is the
approximate ratio set by the user and e[ 0.

Definition 5 (distðÞ). The distance between uncertain data center point and query
point. The distðo; qÞ is equal to the distance between the center c of o and the query
point q.
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4.2 LSH of Uncertain Data

This paper mainly solves how to quickly drop most non-neighbor data in uncertain data
in a high dimensional environment. In this step, it is not necessary to consider the
specific probability distribution of the uncertain data too much, and only need to
consider whether the probability of becoming a neighbor is greater than zero. There-
fore, in the index query step, the uncertain data is assumed to be evenly distributed.
Under the condition of uniform distribution, the distance between the uncertain data o
and the query point q is equal to the distance between its center c and the query point q.

The current LSH algorithm is designed for determining data. If the hash object is
replaced with uncertain data, the LSH function cannot be processed directly. It is
determined that each dimension of the data is multiplied by the corresponding hash
coefficient and can be directly accumulated. However, some dimensions of uncertain
data are an uncertain range and cannot be directly accumulated. It can be seen from the
observation that no matter how many uncertain dimensions, it can be hashed into a one-
dimensional continuous range, so this paper solves the hash value by obtaining the
maximum and minimum boundary values after the uncertain data hash.

Definition 6 (Uncertain data hash calculation). The uncertain data o has a total of d
dimensions, and the subscript ci represents the i-th determined dimension, and the
determined dimension has a total of j dimensions. The subscript ui indicates the
dimension of the i-th uncertainty range. The uncertainty dimension has a total of d � j
dimensions, and each of the uncertain dimensions has its range represented as
½oui min; oui max�. The hash value of o is expressed as ½h oð Þmin; h oð Þmax�. The specific
calculation method is as follows:

hðoÞmin ¼
Pj
i¼1

ðaci� ociÞþ
Pd�j

i¼1
min aui � ouið Þþ b

w

6666664
7777775;

where minðaui � ouiÞ ¼
aui � oui min aui � 0ð Þ
aui � oui max aui\0ð Þ

(
:

hðoÞmax ¼
Pj
i¼1

ðaci� ociÞþ
Pd�j

i¼1
max aui � ouið Þþ b

w

2
666666

3
777777
;

where maxðaui � ouiÞ ¼
aui � oui max aui � 0ð Þ
aui � oui min aui\0ð Þ

(
:
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Definition 7 (Hash conflict). Query points q collides with data point o when they
satisfy the following condition: hðqÞ 2 ½hminðoÞ; hmaxðoÞ�, which means o has a great
possibility to become a neighbor of q.

4.3 Hypercube Enhanced LSH

A single LSH generally has a large false positive and false negative problem. A false
positive means that farther away data are hashed into a same bucket. A false negative
means that data with close distance are hashed into different buckets. To solve the
above problems, AND and OR operations are generally used to reduce false negatives
and false positives. An AND operation refers to constructing a hash table through a
combination of multiple hash functions. Uncertain data and query points must conflict
on all hash functions in order to decrease false positive rate. Therefore, uncertain object
o hash bucket number is gðoÞ ¼ h1ðoÞmin; h1ðoÞmax

� �
; . . .; htðoÞmin; htðoÞmax

� �� �
, which

corresponding to the low-dimensional space hypercube. Query point q will not be
added to the candidate set unless q is hashed and falls within this hypercube
(gðqÞ 2 gðoÞ). An OR operation refers to by constructing multiple combined hash
tables, as long as there is one combined hash table that satisfies the requirement, (that
is, the query point hash falls within the hypercube) the query point can be taken as a
candidate. The OR operation can reduce false negative rate.

5 LSR-Forest Algorithm

When LSH performs a k-ANN query, there are two situations that should be avoided as
much as possible:

(1) The number of data colliding with the query point is less than k. In this
situation, the query result that satisfies the query requirement cannot be obtained;
(2) The number of conflicting data is much larger than k. In this situation, the calcu-
lation of candidate set will waste much time.

For a single query task, one can ensure efficiency and quality of the query by setting
the best parameters t, L and w. However, establishing the corresponding best hash table
for different query tasks such as 1-NN, 5-NN, and 9-NN, respectively, will consume a
lot of space and time.

Tao et al. proposed an LSB-forest index structure for different query tasks for the
above problems. The LSB converts the bucket number of the low-dimensional space
into a one-dimensional Z-order code through a Z-order curve, and constructs a B-Tree
index for the Z-order codes. If the hash object is uncertain data, its bucket number is
not continuous in one-dimensional space after Z-order encoding. When the query point
and the uncertain data collide in a certain bucket, it is impossible to obtain all the
buckets numbers of the uncertain data from the conflict buckets, and it is necessary to
traverse the B-Tree multiple times. This article combines LSH and R-Tree, and the
constructed index only needs to be traversed once when querying and it can support
more fine-grained range changes.
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5.1 Constructing an LSR-Forest

In a single hash table, an uncertain object o is hashed by a combined hash function to
correspond to a hypercube in a low-dimensional space. In the search process, we can
speed up the query by building an index of the bucket number. This paper uses a more
extensive R-Tree index structure in the spatial database.

An R-Tree is a multi-dimensional space extension of the B-tree. It uses the concept
of spatial segmentation and is one of the spatial index structures that used most widely.
The higher the node is on the top of the R-Tree, the larger the space that is surrounded.
Each non-leaf node in the R-Tree consists of <CP, MBR>. MBR (Minimum Boundary
Rectangle) is the smallest bounding rectangle that surrounds a series of spatial objects.
CP is a pointer to the address of the child node. The leaf node in R-Tree is composed of
several <OI, MBR>, where OI represents the index of a certain data in the data set, and
the specific data in the data set can be found through OI. For an M-order R-Tree index
structure, it can be expressed as follows:

leaf nodes: (count, level, <OI1, MBR1> … <OIM, MBRM>)
non-leaf nodes: (count, level, <CP1, MBR1> … <CPM, MBRM>)
The R-Tree used in this paper is basically the same as the R-Tree structure proposed

by Guttman, but has been modified in the structure of the leaf nodes. For uncertain data
and the value of certain data after hashing, it usually stores multiple data. So the leaf
nodes take the form of <A, BK>, where A represents an array of data with the same
buckets number, and BK represents the buckets number after the data hash is stored in
the A array.

leaf nodes structure: (count, level, <A1, BK1> … <AM, BKM>)
A single R-Tree is always corresponds to a single hash table. Hence, there will be

L R-Trees built for OR operation to decrease the false negative rate. We will query the
L R-Trees separately when querying. Here we call the L R-Trees as an LSR-forest.

Adaptive neighbor query refers to automatically adjusting the query radius
according to the query task, so that the number of conflicting points is not too large or
too small. When implementing multi-granularity query, LSH usually sets a smaller
bucket width. If the number of candidate points in the candidate set is insufficient to
satisfy the query task, the adjacent buckets are continuously searched until the number
of candidate points is sufficient. If LSR-forest finds adjacent buckets through the left
and right neighbors of the leaf node, it will introduce additional false positives, because
the left and right neighbors of the leaf nodes are not necessarily adjacent in space.
Therefore, this paper proposes a new query algorithm to find neighbors.

LSR-forest builds a smaller bucket width, allowing less data to be stored in the
same buckets. When the k-T-APNN query is performed, the query target is converted
into a k-T-PNN query of the buckets. The query method is as follows: any data is in the
uncertain data set, the value after hashing is recorded as gðoiÞ, and the value after
hashing of the query point is recorded as gðqÞ. If min r0i

� �
[ f 0k , oi will be filtered

directly and will not appear in the result set, where f 0k is the k-th minimum of the
maximum distance of the bucket where the uncertain data is located from the query
point. r0i is the distance between the buckets where the uncertain data is located and the
buckets where the query point is located. The query maintains a heap space H for
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storing data in the form <v, key>, where v is the hash value of the uncertain data, and
key is the shortest distance between the uncertain data hash value and the query point
hash value.

6 Experimental Results

The experimental platform is Intel Core i5-2410 M CPU with 10 GB RAM. The LSR-
forest algorithm is implemented in Java language and compared with the original R-
Tree index.

6.1 Experimental Data Sets

Two following real data sets, Color and ANN_SIFT1M, which are commonly used for
neighbor queries are used.

Color: The Color dataset contains 68,040 32-dimensional data points. Each of these
data points is a Color Histogram from the image in the Corel collection. We randomly
extract 100 data points as a query set and delete the 100 points from the data set. We
then can get a data set of size 67,940 and a query set of size 100.

ANN_SIFT1M: It contains 1000K 128-dimensional SIFT feature sets and a 1 W
query feature set. 100K are randomly selected from the SIFT feature set as the data set
of the experiment, and 100 records were extracted from the 10K query feature set as the
query set.

Zipf: First, 100 data objects that are far apart from each other are randomly gen-
erated and represented by qcenter. Then, with the 100 data objects as the center, 50–150
randomly generated data points occupy different proportions at different distances from
these central points. Eventually an uneven data set with a size of 85,300 centered on
100 data is formed. We use these 100 center points as the query object.

RandomInt: Each dimension of the query set and data set is randomly selected
within the range [0,100], and 100 query points and 100K-scale data set are randomly
generated.

Since the selected data sets are all certain, an uncertain process is required. For each
record, 10% of the number of dimensions is randomly selected for processing. For a
100-dimensional data object o, we randomly select 10 dimensions and replace them
with an uncertainty range. If the i-th dimension needs to be replaced, its value is
½oi�0:05� range , oi þ 0:05� range], where range is the range of value s in the i-th
dimension.

6.2 Performance Evaluation

For the performance of LSR, it is mainly evaluated by the query time and the accuracy
compared with a query.

Accuracy (Ratio): Used to assess the accuracy of the returned results. LSR-forest is
an approximate query algorithm, and its results will have an acceptable range of errors
compared to accurate queries. For the query point q, the k-PNN query result (exact
query) is o�1; o

�
2; . . .; o

�
n. The approximate nearest neighbor probability query (k-APNN)
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based on LSR-forest return o1; o2; . . .; om, and the accuracy is measured by the average
of the maximum distance between the query result and the query point. The approx-
imate query results in inconsistent number of results, and the result set is sorted by the
maximum distance from the query point. The ratio of the average distance is calculated
only for the first min(m,n) of the query results, and the uncalculated data finds the
proportions falling within the k-bound and is accumulated, and the obtained result is
denoted as D. The evaluation formula is as follows:

Ratio ¼ ð1þDÞ �
Pminðm;nÞ

i¼1
dist maxðoi; qÞ

Pminðm;nÞ

i¼1
dist maxðo�i ; qÞ

For multiple query points, we take the average of their ratios to represent the
accuracy of the algorithm.

Query time (ART): The query time is mainly divided into two parts: search for
candidate points and filter candidate points. In the filter step, the maximum distance
and the minimum distance are calculated between the query point and the points in the
candidate set, and the point whose minimum distance is smaller than the k-th maximum
distance is a point that satisfies the condition. Using ti to indicate the time required for
i-th query point, and N represents the size of the query set. The query time required for
the algorithm is as follows:

ART ¼
XN
i¼1

ti=N

6.3 Selection of Parameters

For the LSR-forest algorithm, the selection of the number for hash functions t and hash
tables L has a great influence on the efficiency of the algorithm. We did several
experiments with different parameters of t and L to evaluate the LSR-forest algorithm.
The following experiments are all 10-NN queries on different data sets.

Firstly, analyzing the effect of the number t of hash functions on the test results. We
tested the effect of the size of t for the query time (ART) and the accuracy of the query
results (Ratio) on two synthetic datasets Zipf, RandomInt, and a real dataset Color
respectively. It can be seen from Fig. 1(a). As the hash function t increases, the query
time of the Color and Zipf data sets decrease with the increase of t, and then increase.
When t is small, the bucket numbers overlap a lot after hashing, and the more overlap
will cause the efficiency of index insertion to decrease, so it takes more time in the
candidate set the filter step. The false positive decreases and the query time becomes
faster when t increases. The upward trend in the second half is due to the decrease of
index efficiency that caused by the increase of t. It can be seen from Fig. 1(b) that as
t increases, the false positive decreases, that resulting in a decrease in the accuracy ratio
(Ratio). LSR-forest can guarantee to return a result set larger than k, so it will not cause
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the collision rate of similar data to drop. When t is greater than 5, the falling effect of
Ratio becomes inconspicuous, and the larger t causes the efficiency to decrease, so t is
generally taken as 5 in the next experiments. The parameter L represents the number of
hash tables. Building multiple hash tables will reduce efficiency, but it can reduce the
false negatives. It can be seen from Fig. 1(c) that the collision probability of the
uncertain data is higher than the accurate data. The Ratio decreases more obviously
when the L increases to 2–3, and when L continues to increase, the Ratio decreases
more slowly. The increase of L will reduce the efficiency of query and index con-
struction, so this paper takes 3 for L.

7 Conclusion

This paper provides an LSH-based query algorithm LSR-forest to solve the query
problem (k-T-APNN) of uncertain data in high-dimensional environment. The bucket-
based R-Tree index structure is constructed by projecting the uncertain data into the
low-dimensional space through LSH. The query algorithm adaptively adjusts the query
range according to the query task, and guarantees the query result. By testing the LSR-
forest performance on four sets and comparing it to the k-bound query algorithm using
R-Tree directly, the accuracy is high and the speed of querying and indexing is
improved significantly.
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Abstract. In this paper, the fuzzy association algorithm based on Load Clas-
sifier is proposed to study the fuzzy association rules of numerical data flow.
A method of dynamic partitioning of data blocks by load classifier for data
stream is proposed, and the membership function of design optimization is
proposed. The FP-Growth algorithm is used to realize the parallelization pro-
cessing of fuzzy association rules. First, based on the load balancing classifier,
variable window is proposed to divide the original data stream. Second, the
continuous data preprocessing is performed and is converted into fuzzy interval
data by the improved membership function. Finally through simulation exper-
iments of the Load Classifier, compared with the four algorithms, the data
processing time is similar after convergence, and the data processing time of
SDBA (Spark Dynamic Block Adjustment Spark) is lower than 25 ms.

Keywords: Fuzzy association rule mining � FP-growth algorithm � Sliding
window � Load classifier

1 Introduction

Data stream mining refers to extracting or mining useful knowledge of interest from
massive data [1]. The basic problem to be solved by data stream mining is: Given a
continuous time-varying data set to obtain the trends over time and perform association
rule mining.

Association rule mining algorithm can effectively find the rules implicit in the data
set and excellent traceability [4]. However, due to the infinite nature of the data stream
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itself and the fluidity of continuous variables, the traditional association rule mining
algorithm faces very difficult challenges.

For typical association rule mining algorithms on traditional static datasets, typical
algorithms are: Apriori algorithm [2] based on layer-by-layer mining and subsequent
improved algorithms [7]; building trees based on recursion and the pattern of the header
table grows the FP-Growth algorithm [3], and the COFI algorithm [5] is used to mine
all the frequent itemsets by constructing a COFI-Tree for each item in the header table.
Later, many frequent item set mining algorithms are proposed, for example the closed
item set mining algorithm [6], maximum frequent item set mining, TOP-K frequent
item set mining [8], and negative association rule mining algorithm [9].

At present, for frequent item set mining in uncertain dynamic data streams [10], the
existing algorithms are mainly based on UF-Growth sliding window technology or
time decay window technology [11]. The literature [11, 12] proposed UF-streaming
and improved SUF-Growth. Each sliding window contains fixed batch data. The UF-
streaming algorithm is based on the FP-streaming algorithm. Two minimum expected
support numbers are preset. The potential frequent itemsets and frequent itemsets are
stored together in a UF-stream tree, and the potential frequent itemsets are used as
candidate frequent itemsets. The SUF-Growth algorithm optimizes the data structure of
the nodes in UF-streaming. Each node records the support number of each batch of
data. If a window contains w batch data, each node needs to record w support numbers.
A time-based attenuation window based model based on UF-tree is proposed, but the
tree structure requires a large storage structure, so the processing time is long.

2 Related Works

2.1 Parallel Mining Algorithm

For the frequent pattern mining algorithm of data flow in big data environment, the
traditional mining algorithm is parallelized, for example, the FP-Growth and Apriori
algorithms are parallelized under the MapReduce framework. Parallelization based on
Apriori algorithm mainly uses multiple MapReduce, and requires at least k times
MapReduce for k frequent itemsets in the data set.

The FPF [13] algorithm is based on MapReduce FP-Growth algorithms. The first
MapReduce is used to create the header table, and the second time in MapReduce, the
transaction items are sorted in descending order. And the infrequent item set is deleted,
and the frequent item set in each corresponding sub-transaction item set is mined by the
FP-Growth algorithm. Since the FP algorithm cannot uniformly distribute data to each
node, the overall time efficiency of the algorithm is reduced.

2.2 Fuzzy Association Rule Mining

Frequent patterns refer to patterns that occur frequently in data sets. Usually association
rule mining is also called frequent pattern mining. In the association rule mining, the
frequent patterns are measured by the support and the confidence, and generally include
types such as frequent itemsets, substructure frequent patterns, frequent subsequences.
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Mining association rules should satisfy two custom thresholds: support and confidence.
The definition of these two rules is given below [16]. Suppose there is a data set D and
its corresponding set of sets, A ¼ A1;A2; . . .;Ak � I, where is a set of all the sets of data
sets D combined. The “Transaction” t 2 D corresponding to the support of the set A
can be expressed as,

SuppðA;BÞ ¼ P A;Bð Þ
PD

¼ P A[Bð Þ
num Dð Þ ð1Þ

Where D represents the total data and is also the total transaction set; P is the
probability function; num represents the counting function; [ represents the “AND”
operation in the logic; according to the probability PðDÞ ¼ 1, the support degree of the
association rule A ! B can be calculated by the following formula.

SuppðA ! BÞ ¼ Supp A;Bð Þ
Dj j ¼ P A[Bð Þ

PD
ð2Þ

At the same time, the confidence of the association rule can be calculated by the
following formula.

Conf ðA ! BÞ ¼ Supp ðA[BÞ
Supp ðAÞ ¼ PðA[BÞ

PðAÞ ð3Þ

The association rule mining algorithm is suitable for analyzing the association
relationship of Boolean attribute variables, sequence variables or transactional trans-
action variables. The database often contains other data such as quantitative attributes,
no longer like binary or Boolean variables with only “0” and “1” values. For numerical
data association rules, it is not only the existence of an attribute but also the trend of the
attribute in a certain range or continuous change.

For example, taking blood glucose monitoring common in physical examination as
an example, suppose a patient needs to know his or her blood glucose information:
(1) perform blood glucose test; (2) judge blood glucose according to blood glucose test
result to determine whether it belongs to “high” blood glucose range. Blood glucose
measurements are numerical data or floating point data, not Boolean variables, so blood
glucose measurements need to be converted to categorical data in combination with
physiological characteristic standard values. Converting numeric data into category
data can usually be achieved by using the “direct partitioning method” and the “fuzzy
partitioning method”. The direct interval division method is also called “clear con-
version method”, and the divided data can be expressed by Boolean values “low: 0”
and “high: 1”. The data divided by the fuzzy interval can be represented by the floating
point value in a certain interval. Therefore, based on the “blur interval division
method”, it is possible to realize a classification type fuzzy set in which a numerical
blood glucose value is converted into blood glucose.

The FARM (FARM: fuzzy association rule mining) algorithm can effectively mine
the potential existence of numerical data. However, the current research on the parallel
mining algorithm of numerical data-FARM in flow data is not enough. This paper
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proposes to base on large-scale numerical data flow. Load balancing dynamic block
partitioning method, and using distributed FARM algorithm for numerical data.

The remaining of the paper is organized as follows. Section 3 presents the problem
definition and provides a basic analysis of the problem. Section 4 presents the Fuzzy
FP-Growth Parallel Algorithm Based on Dynamic Data Partitioning of Load Classifier.
Section 5 reports the results of our experiments and performance study. Section 6
discusses the related issues and concludes the study.

3 Problem Description

The essence of FARM is based on classical association rule mining algorithm and its
extension is applied to fuzzy sets. In the algorithm, the fuzzy-set is according to the
membership function [15, 16], and the FARMalgorithm ismined on this basis. Hong et al.
[21] proposed an improved fuzzy mining algorithm for a given membership function.
This method obtains a suitable membership function through genetic algorithm. After the
fuzzy of the quantitative attribute, the fuzzy association rule [17] is obtained based on the
existing mining algorithm. However, the algorithm does not fully consider the influence
of the overlap of different fuzzy intervals on the optimization results [18], and the resulting
membership function cannot be fully applied to the actual application.

3.1 FARM Parameters

The degree of support for any transaction t 2 D relative itemset A in the data set can be
expressed as:

SuppðA; tÞ ¼ lAðtÞ ¼ lTk

i¼1
Ai
ðtÞ ð4Þ

lAi
ðtÞ represents the membership of Ai in the transaction t and lTk

i¼1
Ai
ðtÞ represent

the fuzzy logic \ as a multiplication symbol. The support of data set D subset A can be
expressed as:

SuppðAÞ ¼
X
t2D

SuppðA; tÞ ¼
X
t2D

lAðtÞ ¼
X
t2D

Yk
i¼1

lAi
ðt) ð5Þ

The support of fuzzy association rules A ! B can be defined as:

SuppðA ! BÞ ¼ SuppðA[BÞ
Dj j ¼

P
t2D

Q
x2A[B lxðtÞ
Dj j ð6Þ

The confidence of the association rule can be calculated by the following formula.

Conf ðA ! BÞ ¼ SuppðA[BÞ
SuppðAÞ ¼

P
t2D

Q
x2A[B lxðtÞP

t2D
Q

x2A lxðtÞ
ð7Þ
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To compensate for the lack of support-confidence in association rule mining, the
literature [14] introduced a deterministic factor metric based on support and confidence.
In this paper, the OFARM algorithm proposed in the literature [4] is used to improve the
OFARM algorithm based on Spark load classifier for dynamic data block partitioning.

4 Fuzzy FP-Growth Parallel Algorithm Based on Dynamic
Data Partitioning of Load Classifier

The parallel FP-Growth algorithm [19] can be used to divide large-scale data sets into
small-scale sub-data sets to solve FP-The limitations of the Growth algorithm in time
and space. This paper firstly deals with streaming data based on Spark Streaming. It
proposes to obtain the streaming data state and cluster state through controller to
dynamically adjust the block interval, thus controlling the block size and thus con-
trolling the window size to improve the real-time performance of streaming data
processing. Then, the blocked data is subjected to fuzzy FP-Growth parallelization.

4.1 Dynamic Data Block Partitioning Based on Load Classifier

When Spark processes streaming data, the most stable state is that the data transmitted
by the data source arrives at the Spark data receiving location, and Spark immediately
processes the data, which greatly speeds up the streaming data processing efficiency.

Spark Streaming is a streaming batch processing framework based on the Apache
Spark engine extension. In general, Spark Streaming divides a continuous stream of
data into discrete blocks, and then the blocks in the block queue are placed into the
batch at a certain time, waiting for the task queue to process the data in the batch.

Definition 4.1. Block interval: the streaming data is divided into blocks in the block
queue.

Definition 4.2. Batch intervals: set the batch interval to mean that the block in the
block queue is put into the batch queue every millisecond, and the block queue is
cleared.

Definition 4.3. Waiting time: the waiting time indicates that in the batch queue,
waiting for the task processing thread to start processing time.

Definition 4.4. Task Processing Time: the task processing time indicates when the task
thread starts processing data to data processing completion time.

Spark Streaming consists of two main components: the receiver and the scheduler.
The receiver is responsible for putting the received streaming data into a block queue at
a preset time interval, and the scheduler is responsible for placing a plurality of blocks
into the Spark job queue within a preset time interval. The flow of the streaming data
processing framework includes two steps. First, the data source is transmitted to Spark
Streaming. The data is placed in a tuple queue in the form of a tuple. The receiver tunes
the tuple in the tuple every millisecond. Package into a block and put the packed block
into the block queue. The scheduler packs the blocks in the block queue into batches
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every millisecond and puts the batch into the batch queue. Therefore, the block con-
tained in each batch is as shown in Eq. (8):

n ¼ s
b

ð8Þ

In Eq. (8), the interval s is generated for the batch, which is the block interval b,
and n is the number of blocks included in each batch. After the task in the task queue
executes the previous task, the batch data in the batch queue is processed through the
FIFO scheduling policy. The number of tasks in the task queue g is controlled by the
scheduler. The value of n is determined by b and s, the execution time of the job in the
job queue is affected by n. It can be seen that the time from the generation of the data to
the completion of the execution is affected by the block interval, the batch interval, and
the influence.

For Spark Streaming, data processing cannot be processed in real time under the
default configuration. This section proposes DAAC (Dynamic adaptive adjustment
control) system. It consists of three parts: controller, load classifier and model estimator
in Fig. 1.

4.1.1 Controller
The controller is responsible for calculating the block interval b and adjusting the task
parallel number n to improve the real-time data processing. Real-time is measured by
parameters 1, when generating the data until the data is completed less than 1 indicating
that the data is processed in real time, otherwise it times out.

Definition 4.5 latency: The generation of data to data completion is defined as
latency.

Due to the multitasking parallelism of the streaming data processing framework, the
controller processes the completion time as a value for the latency through a single task
in the task queue. As shown in Eq. (9):

latency ¼ r � b � k ð9Þ

Fig. 1. DAAC system architecture
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In Eq. (9), r represents the current streaming data rate and k represents the pro-
cessing time of the task process in the task queue. Equation (9) can be transformed into
Eq. (10):

b ¼ 1
r � k ð10Þ

In Eq. (10), b it is the block interval that matches the real-time. In the initial stage
of the streaming data processing application, the DAAC system estimates the streaming
data rate and the processing time of the task process unit data. The r and k values are
calculated by the model estimator and passed to the controller. When the task process
task in the task queue is executed, the batch just enters the batch queue. This scenario
indicates that the Spark Streaming application handler has reached a stable state in
Eq. (11):

1 ¼ s ð11Þ

In the formula (11), s is indicated the batch interval, 1 is indicated the task pro-
cessing time. The controller constrains the block processing interval b’s value. As in
Eq. (12):

b ¼ l � s ð0\l� 1Þ ð12Þ

Equation (12) indicates that the block interval is smaller than the batch interval, and
prevents the scheduler from appearing in the time-space data of the block data queue
data.

4.1.2 Model Estimator
The model estimator is responsible for providing the controller with r and k. During the
period of controller adjustment, due to the variability of streaming data, the model
estimator uses the exponentially weighted average moving model to estimate the values
of r and k, as shown in Eqs. (13) and (14):

rt ¼ ð1�aÞ � rt�1 þ a � rrðt�1Þ ð13Þ

kt ¼ ð1�aÞ � kt�1 þ a � krðt�1Þ ð14Þ

In Eq. (14), rt and kt represent the estimated values of the t-period model estimator,
rt�1 and kt�1 represent the predicted values of the t-1 time period, and rr(t-1) and kr(t-1)
represent actual streaming rate and the processing time in the t-1 period, a indicating
the weight coefficient. The accuracy of the model estimator’s convection data state
estimation is determined by a.

4.1.3 Load Classifier
The load classifier is responsible for weighting the current streaming data tasks.
The DAAC system divides the tasks to be executed in the batch queue into two
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categories, mainly performing tasks and performing additional tasks. It has been
analyzed in the controller module that when the task queue single task process exe-
cution time k and the total data processing time 1 are constant values, the block interval
b is inversely proportional to the data stream rate r, and the current flow type can be
judged by the value b. The load status is judged as shown in Eq. (15)

loadt =
0; bt � @s
1

�
ð15Þ

loadt in Eq. (15) represents the current load state, loadt equal to 0 indicates that the
low load needs to perform additional execution tasks, and 1 indicates high load, bt
indicates the block interval in the current t time period, @ is the control factor. The area
is (0, 1), s indicating the batch interval.

Data processing applications meet the real-time requirements of users. The algo-
rithm steps are as follows:

Step 1: Query whether the history status table currently has data. If there is no data
in the history status table, set the block interval value to the batch interval value,
indicating that the current application has just been opened. And go to step 3. If there is
data in the status table, obtain the record with the largest current time period in the
table.

Step 2: Put the records in the history state table into the model estimator in the
DAAC system. Equations (13) and (14) estimate the current data stream rate and data
processing time, and call the formula (10) to calculate the current block interval.

Step 3: The block interval in the Spark Streaming data processing framework is set
to the requested interval.

Step 4: Determine the streaming data load status, according to Eq. (15), and send a
high and low byte stream to the Spark Streaming execution engine to perform addi-
tional task execution status on the control.

Step 5: Persist the current time period actual, estimated rate, estimated processing
data time, actual data processing time, and block interval to the history table.

This section proposes a streaming data processing algorithm based on Spark
dynamic adjustment block technology. The algorithm dynamically adjusts the block
interval by controlling the flow data state and the cluster state by the controller, thereby
controlling the block size and thus controlling the window size. The cluster state
information and the streaming data state information are provided by the model
estimator.

Finally, for the stability of Spark Streaming, the method divides the tasks to be
executed into main execution tasks and additional execution tasks through the load
classifier. When the cluster is in a high load state, the main execution tasks are exe-
cuted, and no additional execution tasks are performed. In the load state, the main
execution tasks and the additional execution tasks are executed in parallel.
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4.2 Fuzzy Association Rules Mining Based on Dynamic Data Block
Partition

4.2.1 Introduction to the Algorithm

(1) Fuzzy interval division.

The traditional FP-tree consists of a header node and a prefix tree. The items in the
header node and the nodes in the prefix tree are sorted according to the descending
order of node support, and the FP-tree contains only frequent sets.

Definition 4.5: When a data set is divided into multiple data blocks, the product of the
number of transactions contained in one data block and the minimum support is called
the local minimum support number on the data block.

Definition 4.6: On a data block, the number of occurrences of an item set X is greater
than or equal to the local minimum support number of the data block, and the item set
X is called the local frequent pattern on the data block.

The fuzzy set of OFARM proposed by the literature [4] and its membership
function optimization method, the “fuzzification” of the disease diagnosis and pre-
diction data by which using the gradient descent algorithm to optimize the iterative
function of the multi-objective function. The original algorithm is divided into 4 steps.
First, the partitioning point and the constructed membership function are used to
complete the transformation of the numerical data. Second, the author used the Apriori
algorithm to generate the frequent itemsets. Then, the partition points in multi-objective
function are optimized and passed. The minimum support generates the final frequent
itemsets; finally, the minimum association and minimum deterministic factors are used
to filter and generate fuzzy association rules.

The algorithm assumes that each numeric physiological data will be converted to
three fuzzy sets. At this time, the three fuzzes are represented by FSL, FSM, and FSR,
respectively. The set and the subscripts L, M, and R respectively indicate the positions
in the overall range of the corresponding physiological features, namely, low, medium,
and high.

However, the transaction data in reality does not have the same physiological
characteristics. Therefore, based on the OFARM method, the method of “fuzzification”
of disease diagnosis and prediction data is improved. First, each physiological feature
needs to be classified. The pretreatment is normalized according to the medical range of
each physiological characteristic value. If there is more than one limit, the medical
value is defined as reasonable. According to the division principle, the interval can be
extended to L fuzzy interval. In this paper, the linear maximum function conversion
method of Max-Min Normalization is used to project the data into the [0, 1] interval to
achieve data preprocessing normalization. The conversion is in formula (16):

y ¼ x - MinValue
MaxValue - MinValue

ð16Þ

186 J. Chen et al.



(2) Fuzzy set membership function

The fuzzy attribute set is represented as formula (17):

A ¼ l1
y1

þ l2
y2

þ . . .þ ln
yn

ð17Þ

Where y1 to y2 represent the fuzzy regions of the fuzzy set A, l1 and l2 … ln
respectively represent the membership values of the corresponding blurred regions. The
same attribute can have a membership degree relationship with multiple fuzzy sets. The
fuzzy set theory extends the definition of membership degree in the traditional set by
the concept of partial membership degree. The membership value is not limited to two
values 0 and 1, But within the range of 0 to 1,

lAðyÞ : Y ! ½0; 1� ð18Þ

For all membership functions, the following basic properties are satisfied.

lLðyÞþ lMðyÞ ¼ 1 ð19Þ

The method to improve the FARM on data stream based on Dynamic data block
partitioning based on load classifier was designed into two parts and will be discussed
in the future:

Step 1: Dynamic data block partitioning based on load classifier using Spark
(SDBA).

Step 2: Improved FARM based on dynamic data block and using Spark MapRe-
duce method [20–22]. Fuzzy Association based on Data Stream Framework is shown
in Fig. 2.
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Fig. 2. Fuzzy association based on data stream framework
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5 Experimental Results and Analysis

Based on the Spark dynamic block adjustment technology, the streaming data pro-
cessing algorithm is referred to herein as SDBA (Spark Dynamic Block Adjustment
Spark). In this paper, the SDBA algorithm is run in the Spark Streaming cluster, and the
SDBA is compared and analyzed with FPI, FIXBI and OPT and the default state.

5.1 Real-Time Analysis of Task Processing

Focus on the state of Spark Streaming in the first ten minutes of each algorithm. As
shown in Fig. 3, in the default configuration, the Spark Streaming task is accumulated
due to unreasonable configuration parameters, and the task processing time continues
to increase. Compared with the four algorithms, the task processing time is large at the
beginning of the cluster startup.

As time goes by, the task processing time is gradually reduced, indicating that the four
algorithms are in the initial state to be converged. The FPI algorithm relies heavily on
historical parameters. From Fig. 3, it can be analyzed that the SDBA, OPT, and FIX BI
algorithms are in a state to be converged except for the initial stage, and the data processing
time is similar after convergence, and the data processing time is lower than 25 ms.

5.2 CPU Usage Analysis

A comparison of the CPU usage of each Spark Streaming adjustment algorithm in the
load state is shown by Fig. 4. It can be seen from Fig. 3 that under the default con-
figuration, Spark Streaming has a lower CPU utilization in the initial stage, because the
streaming data source is continuously transmitted to Spark. Streaming, because the
default configuration of Spark Streaming is unreasonable, the task jobs are stacked,
cannot be processed in time, and the CPU usage continues to increase. The cluster is
always in a high load state. In contrast, the CPU usage of SDBA, FPI, FIX BI, and OPT
is increasing at the initial stage, and then the CPU usage is gradually stable, indicating
that the cluster is already in a stable state. And the SDBA algorithm uses DAAC’s load
evaluator to judge the load status. The load classifier divides the task queue data into

Fig. 3. The time of task processing
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main execution tasks and additional execution tasks. When the SDBA algorithm only
runs the main execution task, the streaming rate load is in a low state from 300 s to
450 s. At this time, the SDBA algorithm performs parallel execution on the main
execution tasks and additional execution tasks in order to ensure that the cluster
resources are not idle. It can be seen that the SDBA algorithm is in a state to be
converged in the 0 s to 40 s, so the CPU resources are relatively large. As time goes by,
the SDBA algorithm reaches a convergence state, that is, Spark Streaming achieves a
stable state under the adjustment of the SDBA algorithm, and the CPU usage rate also
Stable.

5.3 Memory Usage Analysis

As Spark Streaming is based on the in-memory data processing framework, as shown
in Fig. 5, the memory requirements of each algorithm are relatively large. In the default
configuration, the Spark Streaming configuration is incorrect, resulting in inefficient
application execution and high clusters. Load status, so memory usage has remained
high. For SDBA, FPI, FIX BI, and OPT algorithms, since the initial stage does not
obtain streaming data status information, these algorithms set the initial values of the
respective algorithms to run Spark Streaming, resulting in the initial stage of each
cluster being in a high load state, with streaming the data state is obtained.

Fig. 4. Comparison of CPU usage

Fig. 5. Comparison of memory usage
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These algorithms are gradually in a stable state, and the memory resources also
change with the state of the streaming data. From Fig. 5, it can be seen that within 0 s
to 65 s, the SDBA algorithm is in a state to be converged, that is, by acquiring the
streaming. The data rate and the cluster processing time are used to adjust the block
interval, and as time progresses, it reaches a steady state within 65 s to 300 s.

6 Conclusions

In this paper, we propose an a parallel mining algorithm for fuzzy frequent patterns
based on load balancing to dynamically partition data streams. Based on load bal-
ancing, data blocks are divided and FP-growth optimization is used to realize parallel
mining. The validity of data stream model based on load balancing is verified by
analysis and experiments. The parallelization of fuzzy association rules and its sub-
sequent global frequent patterns are the focus of future research.
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Abstract. Multiple Criteria Decision-Making (MCDM) are often contradict
between their goals and criteria. Compromised or satisfied solutions usually
cannot meet the practical needs well. We found the problem lies on the
assumption that goals and constraints are fixed and reasonable but in fact they
are extendable in practice. We present an extension preprocessing model for
MCDM based on basic-elements theory. Several steps for the preprocessing of
MCDM is introduced to extend the constraints, criteria or goals to obtain win-
win solutions by implication analysis and transformations. It gives a way for
exploring win-win solutions by extending the multi-direction information and
knowledge of the constraints or goals supported by data mining and Extenics.

Keywords: Extenics � Multi-Criteria Decision Making (MCDM) � Win-Win
solutions � Extension preprocessing model � Goals and constraints

1 Introduction

In the real world, the practical problem often contains multiple evaluation criteria, and
these guidelines are often in conflict with each other, for example, to buy a car, we
usually consider factors such as price, comfort, safety, fuel-efficient, the rate of
depreciation, and the appearance of the property assessment. How to select superior
schemes among these conflicting criteria (such as price and safety, the economic factors
and environmental protection et al.) to change one unsatisfactory state to its opposite is
very important for decision-makers. MCDM can help decision-makers make an ideal
solution choice in a limited number of possible options based on various attributes or
features [1, 2]. Since 1975 when M. Zeleny published the first MC linear programming
book based on his Ph.D. thesis, numerous algorithms have been proposed to get the
better solutions, which make it become one of the most useful research areas [3] in
general, MCDM problem could be solved by many techniques, such as outranking
techniques, which require pair wise or global comparisons among the alternative
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criteria; multi-attribute utility techniques, which rely on the multiplicative models for
aggregating single criterion evaluations, AHP is a special method to solve MCDM
problem based on this technique; compromise programming, which is a mathematical
programming technique to be used in continuous context [4], and the interactive
multiple objective programming approach with pioneering work done by Yu, Stanley
Zionts, Zeleny and a number of others [3]. Evolutionary methods are applied to the MC
problems, and predominate in the field of multi-objective mathematics [5].

Bellman, Zadeh and Zimmermann [6] later introduced fuzzy sets into MCDM to
deal with problems which had been resolved with standard techniques. Carlsson and
Fuller [7] gave a survey for the recent developments of fuzzy MCDM. Gou et al.
further develop a hesitant fuzzy linguistic possibility degree-based linear assignment
method to tackle the MCDM problems [8], Zeng et al. present a hybrid method for
Pythagorean fuzzy multiple-criteria decision making [9]. Teng et al. propose two
multiple attribute decision-making methods under unbalanced linguistic environments
based on the weighted unbalanced linguistic Maclaurin symmetric mean operator and
weighted unbalanced linguistic dual Maclaurin symmetric mean operator [10].

There are a lot of cross studies, such as neutrosophic sets based on interval
dependent degree for multi-criteria group decision-making problems [11], use MCDM
and rank correlation to evaluate the classification algorithms [12] and solve uncertain
multi-attribute decision-making using interval number with extension-dependent
degree and regret aversion [13]. Among the techniques to solve MCDM problems,
compromise solver is a big family [14]. Been faced with a few criteria (or goals) and
the criteria could be conflict, there just is a trade-off satisfied solution, which is called
Pareto solution, but no optimal solution. From the perspective of seek-solving, multi-
criteria decision-makers focus on how to find the appropriate options from number of
possible answer space. They are mainly based on three assumptions as following:

(1) The constraints are reasonable and determined;
(2) The goals or criteria are wise and helpful for us, it’s just what we really want;
(3) It is enough to get optimal or satisfaction solutions on most cases.

In the practice:

(1) The constraints are flexible, fuzzy and can be changed to an extent;
(2) The goals or criteria we selected are usually not think of future and our traders;
(3) It is not enough to get optimal or satisfaction solution, we must think about other’s

profit and need their cooperation.

Based on the above analysis, the purpose of our paper is to present an extension
preprocessing model based on basic-element theory of Extenics and discuss a new
methodology for academia and practitioners to obtain win-win solutions in the
beginning of MCDM programs. Win-win solution in MCDM means that we can
achieve more than two goals for both participants involved.

The rest of our paper is organized as follows: In Sect. 2 we analyze challenges
faced with MCDM and give a new improving direction. In Sect. 3 we introduce two
technologies as the base of transferring satisfaction solution to win-win solution. Then
we propose a methodology and steps to extend the constraints, criteria or goals in
Sect. 4 and we conclude the paper and give future research directions in Sect. 5.
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2 Problems in MCDM and New Directions

According to the interview of several managers of practice with MCDM programs and
researches [15], we found at least three problems existing in the current MCDM
solving process as following.

Firstly, MCDM methods assume that the constraints, the conditions and goals are
precise and cannot be changed, the boundary of the constraints are determined.
However, most constrain values are not accurate discrete values, but in a certain range.
Such as the production capacity can be from 200 sets to 230 sets per day. Moreover, the
real world is constantly changing and developing along with the information tech-
nology such as big data and artificial intelligence [16], some restrictions on the terms,
objectives and criteria can be discussed, through communication such as based on
game theory or negotiation. They need to be extended to more dimensions including
time and space.

Secondly, the reasons for the setting of the constraints, goals or criteria behind
MCDM is not always been considered systemically. Why we choose this kind of
criteria? Why should we set such a goal? Is the goal our real target from now to the
future? In most cases, the MCDM models we build is based on our limited rationality
and individual’s ability of decision-making is limited according to Simon’s bounded
rationality theory [17]. We often rely on our limited experience knowledge and
information to list criteria and the constraints. For example, we often set criteria like
Maximize product amount, minimize costs, it looks true, but if we cannot sale the
products out, those products lie in store and month by month get expired finally, what’s
the use of low production cost? We usually cannot find the root causes and funda-
mental reasons behind the selections without deeply analysis of these criteria and the
constraints. The key point is to find the right key performance indicators and monitor
them to help us reach our final real goals.

Last but not the least, the criteria in MCDM models are based on the unilateral
interests, most of the MCDM models are based on how to maximize the benefit of
ourselves, seldom consider the traders’ benefit, let alone suppliers and distributors et al.
The satisfaction is our satisfaction, the restricts is our restricts, and the optimization is
optimized the resource for our goals. We seldom think about how the solution we
selected affects others. Most of the time, the profit is limited, we get max part means the
others will get the minimized one. So, the solution is single-win one, no one is a fool all
the time, he will refuse to cooperate with us next time, therefore, our optimization
solution is temporary one, cannot last long and loop. To get the maximize profit for the
long run, we must find hidden win-win solution and notice the wide boundary con-
ditions, a broader solution space. Behind the various types of information, there must
be many models, there is tremendous probability where win-win solutions exist. Many
criteria and the constraints are contradictory problems which can’t be solved well only
by mathematic tools dealing with precise problems.
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3 New Methodology for Win-Win Solutions in MCDM

Win-Win solutions are trying to satisfy two or more incompatible goals, so we must
identify what the real goal is and what are the real fixed constraints, and then find novel
path to transform the goals or the constraints. This new methodology is based on data
mining technology and Extenics theory [18].

3.1 Extension Theory (Extenics)

Extenics includes Extension theory, extension methodology and extension engineering
which is a new discipline for dealing with contradiction problems with formulized
model [19–21]. Extension set [22] can describe the transformation quantitatively of a
matter that doesn’t have property P be turned into another matter that has the property
P. According to Basic elements theory [18], information of problems and programs can
be described by matter-element M = (O, c, v) where M represents the object; c, the
characteristics; v is the M’s measure about the characteristics c, affair-element
A = (O, c, v) and relation-element R = (O, c, v).

The goals and restrain conditions in MCDM can be expressed as ordered triads with
many characteristic-elements, which can be described by n-dimensional matter-
elements.

M ¼
Om; cm1; vm1

cm2; vm2
..
. ..

.

cmn; vmn

2

6
6
6
4

3

7
7
7
5
¼ ðOm;Cm;VmÞ ð1Þ

It’s the inlet for extending MC programs and solve them to get win-win solutions.
In recent years, Extenics and a series of extension methods have been developed

[23] and applied in various fields such as extensible data mining [24].

3.2 New Dependent Function for Constraints

In practice, we usually cannot obtain the exact values of some characteristics of the
constraints, on the other hand, they can be denoted by intervals. The extension distance
has been applied to handle the intervals of satisfied and acceptable criteria in many
fields, among them the dependent function plays an important role [25].

So, we propose the interval value like A = <a1, a2>, B = <b1, b2> and use the
interval elementary dependent function [23] to calculate the degree of criteria with
constraints, then find directions to extend some properties and broadens the view of
solving paradoxical problems in MCDM based on Extenics.

As the complexity of MCDM problems, the uncertain values often make the
dependent function fuzzy. So, we use interval elementary dependent function to avoid
the error caused by fluctuations in the value of the determining of constraints and
makes the evaluation be more objective.
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4 Extension Preprocessing Model

4.1 Extension Dimensions of Goals

An object of basic element has many characteristics with multiple values, and one
characteristic can be possessed by many objects of matters. All these properties can be
classified from material nature, dynamic nature and opposite nature as well as system
nature [21]. The characteristics of a matter can be divided into two types from the view
of material nature: physical and nonphysical, soft and hard from the view of structures
or system nature, positive and negative from the view of opposite or antithetical nature,
explicit and latent or potential from the view of dynamic nature. These classifications
can help us to analyses criteria systematically.

In MCDM, most goals we set are our apparent goals and seldom think about our
traders’ goals and how our goals affect the future. Based on extension set and conjugate
analysis of basic elements, we can extend goals from two dimensions: dynamic and
relevance. From dynamic view, goals can be explicit or apparent and latent; from
relevance view, the goals are relevant to traders, so we must think about both our goals
and the traders’ goals. We then extend goals to four quadrants: (1) Our apparent goal;
(2) Traders’ apparent goal; (3) Traders’ latent goal and (4) Our latent goal. The
directions is showing in Fig. 1 as following.

4.2 Extension Dimensions of Constraints

Extension dimensions of constraints includes transform objects and transform methods.
According to extension set, transform elements are objects, activities or relations which
can be descripted as certain basic-elements, such as matter-element, affair-elements and
relation-elements. Criteria also known as rules, are important conditions or standards
by which individual things or people may be compared and judged. For example, the
required diameter range for producing a ceiling lamp of 50 cm diameter is <49.9,

Fig. 1. Goals extension from (a) satisfied solution to (b) win-win solution
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50.1> cm. In practice, criteria are changeable. Sometimes the problems may be caused
by inappropriate criteria.

Field also called the domain of discourse in set theory; it includes the range of
space and time in which we discuss the problems. It is possible to change the elements,
criteria and application field to solve problems in MCDM. For example, a certain
enterprise’s market domain of discourse U is set as all people in city A; when the
domain of discourse cannot meet the needs of the enterprise, the increasing transfor-
mation of domain can be adopted. For example, U1 = {all people in A + B city} is
taken as TU ¼ U [U1, it’s the increasing transformation of domain.

We use five basic transformation methods including substitute, increase or
decrease, expand or contract, decompose or combinate and duplicate transformations.
Take criteria transformation as an example, some transformation methods of rules
include:

(1) Substitution transformation method, is to utilize new criteria to replace the orig-
inal criteria. Namely, Tkk ¼ k0;

(2) Increasing transformation method, is to add new criteria based on the original
criteria, Namely, Tkk ¼ k � k1;

(3) Decreasing transformation method, is to delete or decrease requirements of part of
the original criteria, Namely, Tkk ¼ kHk1;

(4) Number expansion transformation method, is to expand the original criteria by the
number of multiples. Namely, Tkk ¼ ak; a[ 1;

(5) Number contraction transformation method, is to decrease the original criteria by
the number of multiples. Namely, Tkk ¼ ak; 0\a\1;

Fig. 2. Extension dimensions of constraints
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(6) Decomposition transformation method, is to divide the original criteria into cri-
teria in details, allowing different criteria to apply to different objects. Namely,
Tkk ¼ k1; k2; . . .; knf g.

Domain of discourse is fixed and unchanged in the classic set and fuzzy set. While
we consider that the domain or field can be transformed in the extension set, providing
a new direction to the problem solving. Basic transformations of the field also include
substitution transformation, increasing transformation, decreasing transformation and
decomposition transformation et al. The domain field can be number expansion and
contraction transformations when being a real number field. The transformation of
elements, criteria and field will be a new path for innovation or resolving contradictory
problems in MCDM.

4.3 General Steps to Update the Model

Based on the Extension Set theory and extension innovation methods, the general steps
to update the information of new MCDM model can be listed as 4 steps:

Step 1. Define the problem, recognize what is the real problem
The problem can be modelled as P = G * L, where P is the problem described in

the goal basic-elements and L is the condition basic-elements. Ask questions as: is the
goals are the real target we want to achieve both at present and soon? Are the con-
ditions updatable from transformation of field, conditions or rules? By several group
discussions, we should then establish the extension model of the problem: may identify
novel explanations for the real problem.

Step 2. The analysis of implication of goals
Based on the real problem, we define the goals into KPIs and calculate their weight

by AHP method. According to extension sets, we describe goals in three dimensions:
field information, evaluation criteria and elements information. Since the property of
goals is changing both quantitative and qualitative, we select the root goal and those
KPIs by implication analysis from which we can reach the result of win-win.

Step 3. Extension on the restrict conditions in basic elements
Decision making concerns the goals, conditions and the process from conditions to

the goals, and the more information we collect, the more helpful to get the win-win
goals. We describe the constraints in basic elements composed of M = (O, c, v) in n-
dimensions as matter, affair or relation element.

Step 4. Extension on the characteristics and their value of constraints and goals in
basic elements by conjugating analysis

As we have mentioned, the characteristics of constraints and goals can be extended
to four pairs of conjugate parts from the views of materiality, systematism, dynamic
and antithetical natures. In detail, we can extend the physical part (the entity of a
matter’s existence) to the non-physical part (the sprit or the space of the element), such
as social public welfare and social responsibility enterprises engaged in, the hard part
(each participate in a system) to the soft part (relation structure between parts of a
system) and, the apparent part (noticeable element) to the latent part (unnoticeable
element or forthcoming changes) and, from the negative part (the part creating negative
value to the goal) to the positive part (the part creating positive value to the goal). By
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above extension based on conjugating analysis, we can find more replaceable char-
acteristics and their value of constraints and goals or criteria in basic-elements set.
Denote as {Mc} = {Mi|Mi = (Oi, Ci, Vi), i = 1, 2, …., n} and {Mg} = {Mj|Mj = (Oj,
Cj, Vj), j = 1, 2, …., m}.

5 Conclusions

In this paper we propose a novel model to extend constraints and criteria in order to
obtain win-win solution for both participants in MCDM programs. Generally, we solve
MCDM program according to current constraints and criteria, most time we only
satisfaction solutions or even worse. In our new model, we try to find the win-win
solutions or the optimal solution and then according to the new goals, we study how to
achieve the ideal goals by extending the constraints or criteria. We solve MCDM
problem not only from the view of mathematics but also from the view of extensibility
in practice.

Then we give two matrix and main steps to explain how to break through the
restrictions on the existing conditions and how to extend the constraints gradually
according to the optimal solution or win-win solution. During this process, the trans-
formation may have to be cycled several times by analyzing the latent reasons and each
time the conditions are retransformed through the calculation based on algorithms of
dependent functions. The transformation methods include implication analysis, inter-
personal communication, negotiation, et al. The model integrates human knowledge
system and mathematical algorithms, with the help of extension methods, we will solve
MCDM problems with innovative multiple directions on a more rational level.

However, this study currently only raises a set of ideas and methods, the case study
is in processing. How to deeply make use of Extenics with tight integration of
extension set theory, knowledge management and MCDM in order to get an intelligent
algorithm for win-win solutions under the conditions for multi-objective conflict
problems is one of the future research directions.
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Abstract. With the development of the Internet, a large number of data sets are
generated, which contain valuable resources. Meanwhile, there are various
graphical representations in real life, such as social networks, citation networks,
and user networks. For user networks, there also exists rich information about
entities except the network structure. Therefore, predicting the type of nodes in
the network can help us quickly identify user type, citations type etc. In this
paper, a new method based on deep learning is proposed to predict the class of
node. Two public data sets are used as training sets. First, the node features are
embedded to pre-train the neighbor’s neighborhood structure features, then the
pre-trained data is used to input to the classification model, and the structural
feature parameters are loaded. The final result shows that the prediction accuracy
is increased by nearly 25% higher than the baseline model. The F1 scores of the
model tested on the two data sets are 83.5% and 80.2%, respectively.

Keywords: Deep learning � Word embedding � Pre-trained � Node embedding

1 Introduction

Graph is a ubiquitous data structure in the field of computer and data science (Walke
and Xie 2007). Social networks, molecular graph structures and biological protein-
protein networks etc. can be easily modeled as graphs that capture interactions For
example, in a social network, each user can be represented as a node, and when solving
the problem of finding an influential user, it is converted into a problem of classifying
the nodes (Litvak and Last 2008). According to the survey, the social network such as
micro-blog and Twitter have generated huge data. By August 2018, China Internet
Network Information Center (CINIC) released the 42nd China Internet Network
Development Statistics report, which displays that the number of internet users in
China reached 802 million as of June 2018. The relationships between the user for
social network consist of follow and follower. Therefore, it is especially important to
process these high-order complex network data and predict the class of network nodes
(Bhagat et al. 2011). Graph data representation is not simple. In this scenario, the task
of predicting a node’s class is becoming increasingly a huge challenge.
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The popular classifying algorithm Support Vector Machine (SVM) is to solve the
problem of linear separability, build a hyperplane to separate different nodes (Lin et al.
2013). Bengio and LeCun (2007) have debunked the shortcoming of SVM. K Nearest
Neighbors (KNN), each sample point can be represented by k nearest neighbors
(Cover, Tm et al. 1967). Additionally, in deep learning domain, including Convolu-
tional Neural Network (Krizhevsky et al. 2012) (CNN) and Recurrent Network (RNN),
have been more and more applied in classification. Network embedding is a significant
mission of learning low-dimension rep-representations in many domains, e.g., vectors
of nodes in networks (Lv et al. 2015), to capture and preserve the network structure
(Wang et al. 2016). Currently, most graph neural network models have a common
architecture. These are called graph convolutional neural networks (GCN), which are
convolutional, the filter parameters can be shared at all or a local location in the graph
(Duvenaud et al. 2015).

In this paper, a graph is used to describe the relationship, G (V, E). Among other
thing, the citation network of research papers is particularly well modeled as a directed
graph. Extracting node features with graph can improve the properties of the prediction
model by relying on the information flow between adjacent nodes (Litvak and Last
2008) However, most machine learning models expect fixed size or linear input. The
web of data is an invaluable source, and humans can handle it (Luo et al. 2014).
Therefore, the primary contributions of this paper are to propose and investigate a new
auto classification model which can directly train the graph representation from the
data, and then classify the node. It is shown analytically that the proposed method
alleviates the aforesaid method, e.g. k-nearest-neighbor classifier multiple experiments
are conducted with several methods. It is obvious that the proposed model can enhance
the classification model accuracy. The contributions of this paper are twofold:

• A new model is proposed to predict nodes’ classes.
• The characteristics of the nodes such as the graph structure of the nodes, and the

descriptive word vectors of the nodes are made full use of to improve the accuracy
of the nodes’ classes.

The rest of this paper is organized as follows: Sect. 2 reviews the related work,
Sect. 3 presents the proposed innovative model. Section 4 discuss the experiment and
the experimental evaluation. Finally, Sect. 5 draws our conclusion.

2 Related Work

2.1 Deep Learning

Deep learning, a new method taking on learning representation from data that
emphasizes the increasing representation of meaningful expressions (Lecun et al.
2015). The deep of deep learning stands for the idea of successive layers of repre-
sentations. The difference from shallow model is that deep models have more layers,
meanwhile, they are expressive in extracting low-dimensional data with more abstract
characteristics (Vaswani et al. 2018). In order to address the difficulty of unsupervised
deep learning, a deep auto-encoder was put forward. In practice, very few people train
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an entire CNN or RNN from scratch with random initialization. These are called graph
convolutional neural networks (GCN), which are convolutional the filter parameters
can be shared at all or a local location in the graph. Instead, it is common to pre-training
a model on a large-scale dataset in another domain. The last few years, in actual
networks, such as semantic networks, social networks and user networks (Al-Hami
et al. 2019), there are linear relations, as well as various complex and non-linear
relations (Bayer and Riccardi 2016). The learned low-dimensions representations are
then fed as the inputs to the next layer (Cao et al. 2016). In addition, the improvements
in computing hardware have made it possible to apply deep methods quickly.

2.2 Network Embedding

With the prevalence of machine learning algorithm, more and more machine learning
algorithms were designed, meanwhile, their performances are far beyond the traditional
algorithm (Bhagat et al. 2011). However, the network structure of data cannot be
directly used as an input of machine learning algorithm (Perozzi et al. 2014). An
intuitive idea is to embed the network structure feature extraction and vector, and the
feature vectors as the input of machine learning algorithm to realize network analysis
task (Gao et al. 2014). This vector must contain as much information as possible about
the original network structure, and the dimensions must not be too large (Ferdowsi and
Saad 2018). Network embedding is a task of learning low-dimension representations,
e.g., vectors of nodes in networks, to capture and preserve the network structure (Wang
et al. 2016). Matrix factorization-based approaches, random walk-based methods, and
deep learning techniques are the mainstream methods of learning network embedding.
Random walk-based methods, the ideas mainly come from NLP field.

The essence of node2vec, an algorithmic framework for learning continuous feature
representations for node in networks is defined as (Grover et al. 2016)

fnode2vec ui; uj
� � ¼ uj � ui ð1Þ

The algorithm can be used to learn mapping of node to a low-dimensional space of
features and maximize the likelihood of preserving network neighborhood of nodes.
The rich feature representations for nodes in a network can be learned in node2vec.
Therefore, in this paper, the node2vec is used as the network-embedding algorithm.

2.3 Word Embedding

A high performance method to improve the computability of text data for Natural
Language Processing is to map each word unit to an appropriate vector space of
number (Collobert et al. 2011). One-hot representation and word vector are well-known
vectors for NLP. One-hot encoding is the most common, most basic way to turn a
token into vector, which consists of associating a unique index with every word and
then turning this integer index I into a binary vector of size N (the size of the
vocabulary); there are all 0 in the vector, except for the ith entry, which is 1. For the
convenience of language modeling, Milkov et al. (2013) proposed a new neural net-
work. They created the Word2Vec, a language modeling, which can implement by two
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models, Continuous Bag-of-Word (CBOW) and Skip-gram. CBOW can predict the
representation of a target word that appears in the middle of other words.

Obtain word embedding:

• Learn word embedding together with the task you care about. In this setup, you
beginning with random word vectors, then learn word vectors.

• Pretrained word embeddings, that means being precomputed word embedding load
into your model, the one you trying to solve.

Prior study noted that Glove of Pennington et al. (2014) structured a vector rep-
resentation of words based on the co-occurrence counts matrix (Pennington 2014) as
well as Word2Vec of Mikolov et al. (2013). Thus, it is considered to use word
embedding in 256-dimension, 512-dimension, or 1,024-dimension, instead of one -hot
encoding in 20,000-dimensional or greater, to pack more information into far fewer
dimension.

3 New Method

In this section, the architectures of our put forward methodology are presented for node
classification using deep learning. A citation network is defined as a directed graph,
G = (V, E), where V ¼ i1. . .inf g is the set of individuals, and represents a lot of
scientific papers, while E (i, j) is the set of relations between various nodes and it
represents a citation from paper i (i2V) to paper j ðj 2 VÞ, as shown in the Fig. 1.

The proposed model is shown in Fig. 2. First, an algorithmic framework is pro-
posed to learn continuous feature representations for nodes. This method is used to
train the data and find the neighborhood of a node. Then, each element is changed in
the feature word vector of the node from integer to floating point, within the entire real
range, and compressed the sparse matrix into a low-dimensional space. After that,
embedded word vectors are used for training and the weights of the training model are
loaded onto the classification model loaded into classifier. Finally, pre-trained data and

Fig. 1. Citation graph. Each node represents an article, and arrow point to citation. Nodes of the
same color enjoy the referred label.
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average binary features of adjacent nodes are used as input to the classification model
for better accuracy.

Softmax is used as an activation function for the out layer, because the labels of the
categories are mutually exclusive.

softmax xð Þ ¼ exPn
i¼1 e

i ð2Þ

That is extremely important to choose the right objective function for the problem.
Sparse categorical cross entropy loss is used as a loss function.

4 Experiment and Result

In order to evaluate the property of the proposed model, the experiments are conducted
in two stages, as shown in Fig. 4. In the first phase, the baseline model is used to
predict node type, only the binary features vectors are used without all the graph
information. In the second phase, the new model based deep learning are used, and
added the structure information of the graph as input.

Fig. 2. Embedding nodes’ attributes to get lower-dimension representation.

Fig. 3. Main components of node classifier: node embedding, per-training, pre training weights
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4.1 Datasets

The proposed method in several aspects is evaluated and compared, considering var-
ious different features and datasets. This section discusses the experimental design.
CiteSeer dataset and Cora dataset (Lu and Getoor 2003) are used to evaluate the model.

• CiteSeer dataset: There are 3312 papers in the whole corpus that can be classified
into six classes: Agent, AI, DB, IR ML, HCI. These research areas are used as class
labels in the task. There are 4732 links in the citation networks. The first entry is the
paper being cited and the second is citation. Each node represents a publication
described by one-hot encoding.

• Cora dataset: This dataset contains of Mache Learning paper, classified into seven
classes. There are 2708 papers in the dataset, every paper citing or cited by at least
one other paper. We were left with a vocabulary of size 1433 unique words. All
words in the papers frequency less than 10 are removed. The last one in the line
contains the class label of paper.

4.2 Comparison Method

This step is the evaluation of baseline model, as a comparison. The baseline model is a
fully connected (Dense) Neural Network. Two intermediate layers with RELU acti-
vation function. The number of hidden units of the Dense layers are 10. According to
the principle of Occam’s razor, we add a dropout layer to reduce overfitting. The
dropout rate is 0.5. The input data is binary features vectors, and the class labels are
scalars. The RELU is used as activation function.

4.3 Evaluate New Method

The step is a new method’s evaluation we embed the node into the vector and calculate
the closest distance between the two nodes. The next step is to use the pre-trained
embedded node as input to the input classification model. Regarding the choice of
activation function of hidden layers, we have tried RELU, and sigmoid in dense layer.
The embedding layers’ dimension d is 50. To prevent overfitting, we use L2 regu-
larization, and L2 is set to 0.001. Experiments configurations, Keras is used to
implement the proposed models and Tensorboard for visualization.

Fig. 4. Experiment procedure
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4.4 Result

In order to analyze the experiments results well, the following several metrics are used
such as Acc, F1, Confusion-matrix.

Acc (accuracy) is the most common evaluation index, easy to understand (Vaswani
et al. 2018). Generally speaking, the higher the accuracy is, the better the classifier is.
The formula is given as:

Acc ¼ TPþ TNð Þ= TPþ TNþFPþFNð Þ ð3Þ

The F1 score can be interpreted as a weighted average of the precision and recall,
where an F1 score reaches its best value at 1 and worst score at 0 (Vaswani et al. 2018).
The formula for the F1 score is:

F1 ¼ 2 � precision � recallð Þ= precisionþ recallð Þ ð4Þ

As shown in Table 1, when baseline model is trained on Cora dataset, it achieves an
accuracy of 58.9% while the baseline model does not perform well on CiteSeer dataset
with an accuracy lower than 56%. Moreover, the results show that the NewModel could
achieve an accuracy of 82.1% when it is performed on CiteSeer dataset, which is
significantly higher than baseline model. Furthermore, the accuracy of the new model is
increased much on Cora dataset at 83%. The results show that New Model is more
robust for node classification than the baseline model with three hidden layers. The F1
scores of baseline model on Cora and CiteSeer are respectively 57.3% and 45.6%.
Meanwhile, New Model achieves F1 score of 80.2% and 83.5%. The results show that
the generalization performances of node classification are outstanding. The results
across all experiments are illustrated in Table 1. Of the prior results listed in Table 1, the
New Model performs well bath on two datasets, and the accuracy is improved by 28%.

In machine learning, confusion matrix is computed to evaluate the accuracy of a
classification and the visualization of models (Géron 2018). Figure 5 illustrates the
confusion matrices yielded by the two models based from two datasets. There is a slight
confusion between state “Pro-M” and “Based” in (a) and (b), which is improved when
New Models is used. In addition, the performance of (d) is much better than (c).

Table 1. Performance metrics for all the models

Dataset Acc F1

Baseline model Cora 54.9% 57.3%
CiteSeer 55.1% 45.6%

New model Cora 83% 80.2%
CiteSeer 82.1% 83.5%
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5 Conclusion

In this paper, a node classification model based on deep learning architecture is pro-
posed to improve the classifier accuracy by combining the edges between nodes and
node features in order. The citation graph is also analyzed. We have focused on the
discovery of node class label based on the relationships of citation graph and the
features of node by using one-hot encoding.

The proposed approaches make use of embedding layers to capture graph features
and pre-training weights. Word embeddings are low-dimensional floating-point vector
learned from binary data. Specifically, the classifier proposed in this paper is useful.
Our experimental results show that New Model outperforms dense neural network.
Meanwhile, these results show that using word embedding, graph features embedding
and pre-training is better for node classification.

In the future work, we aim at exploring how to make use of the classifier in order to
differentiate influence users by using the users’ social networks and opinions. We also
plan to apply node2vec in hidden layers, perhaps using social network and user net-
work with topical and entity-sentiment features.

Acknowledgment. This research was partially supported by grants from the National Natural
Science Foundation of China #U1811462, #71774134 and #71373216, in part by the Innovation
Scientific Research Program for Graduates in Southwest Minzu University (No. CX2019SZ16).

(c) (d) 

(a) (b)

Fig. 5. Confusion matrix for (a) (c) Baseline Model using Cora dataset and CiteSeer dataset
respectively. (b) (d) New Model using on CiteSeer dataset and Cora dataset respectively.
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Abstract. Time series classification is important due to its pervasive
applications, especially for the emerging Smart City applications that
are driven by intelligent sensors. Shapelets are sub-sequences of time
series that have highly predictive abilities, and time series represented
by shapelets can better reveal the patterns thus have better classifi-
cation accuracy. Finding shapelets is challenging as its computational
in-feasibility, most existing methods only finds shapelets with a same
length or a few fixed length shapelets because the searching space of
shapelets with arbitrary length is too large. In this paper, we improve
the time series classification accuracy by discovering shapelets with arbi-
trary lengths. We borrow the idea of Apriori algorithm in association
rule learning, that is, the superset shapelet candidates of a poor pre-
dictive shapelet candidate also have poor predictive abilities. Therefore,
we propose a Flexible Shapelets Discovery (FSD) algorithm to discover
shapelets with varying lengths. In FSD, shapelet candidates having the
lower bound of length are discovered, and then we extend them into
arbitrary lengths shapelets as long as their predictive abilities increases.
Experiments conducted on 6 UCR time series datasets demonstrate that
the arbitrary length shapelets discovered by FSD achieves better classi-
fication accuracy than those using fixed length shapelets.

Keywords: Time series · Classification · Shapelet discovery

1 Introduction

Time series is one of the most important type of data for modern information
society, especially for the emerging Smart City applications, which are driven by
the pervasive adoption of intelligent sensors [7,9,10,13]. Analysis of time series
is essential and attracts broad interests, which is not surprising since it serves
so many applications such as home environment control [8]. Classification is a
widely used method to analyze time series, and it uses a classifier trained by
a small labelled training set to predict or classify future time series. However,
c© Springer Nature Singapore Pte Ltd. 2020
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classification of time series may suffer from the “curse of dimensionality” that
undermines the accuracy.

Shapelets [14] is proposed to improve time series classification accuracy, with
shapelets being sub-sequences that represent interpretable, predictive local pat-
terns. The original time series are represented as the distance space to shapelets
and classified on the new representation. For example, the classification by Near-
est Neighbour classifier on Trace [2] dataset (Fig. 1(a)) only achieves 0.76 accu-
racy (Fig. 1(c) top); however, if time series are represented by the two shapelets
in Fig. 1(b), the classification accuracy increases to 0.98 (Fig. 1(c) bottom). The
benefit of time series classification by the shapelets representation is multi-
faceted. Firstly, time series differentiated by their local patterns can be easily
discovered; secondly, the influence of time series variation is not significant for
short shapelets and the simple Euclidean distance can be applied; thirdly, the
interpretability of the classification results is increased. Carrying these merits,
shapelets draw large attentions in time series classification [4,12,14].

(a) Trace dataset (b) Shapelets (c) Distance matrices

Fig. 1. Trace dataset [2] is shown in (a), two discovered shapelets are shown in (b).
Distance matrices obtained with the original time series (top) and the shapelets rep-
resentation (bottom) are shown in 2D visualizations by MDS [6] as shown in (c).

Discovering shapelets that have predictive abilities is challenging because
of the great complexity. Normally, shapelets is a subset of shapelet candidates
that involve all possible sub-sequences of every time series in the dataset. That
means even for Trace [2], a small dataset that contains 200 time series of
length 100, there are more than one million shapelet candidates, and it is time-
consuming to analyze such a great amount of shapelet candidates [15]. SD [4]
proposes a method to accelerate the brutal force searching through pruning sim-
ilar shapelet candidates, since similar shapelets generate highly correlated rep-
resentations. Other methods create shapelets by objective optimization [3,5,16]
instead of discovering shapelets from sub-sequences; however, the shape of dis-
covered shapelets cannot be guaranteed thus the interpretability of the classifi-
cation result is reduced. These methods only find shapelets with the same length
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or a few fixed lengths; but it is intuitive that shapelets, representing different
local patterns, may have different lengths.

In this paper, we tackle the problem of the discovery of arbitrary lengths
shapelets to improve the accuracy of time series classification. The major chal-
lenge is the complexity explosion when shapelet length is considered. To resolve
that, we borrow the idea from Apriori algorithm [1], which is widely used in
frequent item-set and association rule mining. Apriori prunes the item-sets that
have one or more of subsets being infrequent item-sets for acceleration. We apply
the idea in shapelets discovery, that is, shapelet candidates can be pruned if
they have one or more low predictive subsets. Based on that, we propose a
Flexible Shapelet Discovery (FSD) algorithm to find shapelets with arbitrary
lengths. FSD first finds seed shapelets of a small fixed length by SD [4], and
then the shapelets with arbitrary lengths are efficiently obtained by the exten-
sion of the seed shapelets. We conduct experiments on 6 labelled UCR time series
datasets [2], and the results demonstrates that classification results achieved by
the shapelets with arbitrary lengths (discovered by FSD) is 14% more accurate
in average than that of the fixed length shapelets. Therefore, this paper has three
contributions:

– We tackle the problem of arbitrary lengths shapelets discovery by pruning
shapelet candidates that have subsets with low predictive abilities.

– We propose a FSD algorithm to discovery arbitrary lengths shapelets. FSD
first finds highly predictive shapelets of a small fixed length, and then extend
them into arbitrary lengths shapelets using the prune strategy.

– We conduct experiments on 6 labelled UCR time series datasets and the
results shows the classification results achieved by the arbitrary shapelets are
14% more accurate in average than that of shapelets of fixed length.

The rest paper is organized as follows. In Sect. 2, we review the related work.
In Sect. 3, the proposed FSD is explained, and FSD is evaluated in Sect. 4. The
final conclusion is given in Sect. 5.

2 Related Work

Shapelet is first proposed as time series primitives for mining time series by
[14] and attracts broad interests. Shapelets are sub-sequence of time series that
represent local shapes and patterns to form a “bag-of-shapelets” representation
for the original time series.

Finding shapelets in non-trivia. The brutal force method in [14] analyzes a
huge amount of shapelet candidates and picks k shapelets having the largest
predictive abilities. Speed-up methods are proposed thereafter. In [11], the anal-
ysis of shapelet candidates is accelerated by early adoption. Random shapelets
are selected instead of the fine-picked shapelets in [12] but requires much more
shapelets for an accurate classification. SD [4] prunes similar shapelet candidates
considering that they generate highly correlated representations.
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Different from discovering shapelets from sub-sequences of time series, there
are methods that learn time series shapelets as an mathematical formulation
task, which are solved by objective optimizations [3,5,16]. In [5], discriminative
and sparse shapelets are extracted by Generalized Eigenvector Method together
with sparse modeling. In [3,16], the discontinuous distance of shapelets with time
series are approximated by a differentiable soft minimum function. Then, a
differentiable objective function in [3] finds shapelets that linearly separate time
series; while the one in [16] finds distinctive shapelets by spectral analysis. A
major problem of them is that the learnt shapelets lacks interpretability.

Our work is based on discovering shapelets from sub-sequences, but different
from the above since we focus on finding flexible shapelets of arbitrary lengths.

3 The Proposed Method

In this section, we provide problem definitions and demonstrate the proposed
FSD method. FSD includes the following two steps:

– Find highly predictive seed shapelets that have a small fixed length.
– Extend the seed shapelets into arbitrary lengths shapelets.

3.1 Problem Definition

Time series is a sequence denoted as X = x1, x2, ..., xm. A dataset is denoted as
D = X1,X2, ...,Xn, and the labels of time series are denoted as Y = y1, y2, ..., yn.
A shapelet candidate, S, is a sub-sequence of one time series, for example, S =
Xi,p:p+l−1, where l is its length. A bag-of-shapelets contains multiple shapelets
BOS = S1, S2, ..., Sk, and normally k is much smaller than m. Classification by
shapelets requires a transformation of D to H, which is the distance space of
shapelets to time series as follows:

H =

⎡
⎢⎢⎢⎣

d1,1 d1,2 ... d1,k
d2,1 d2,2 ... d2,k
...

...
. . .

...
dn,1 dn,2 ... dn,k

⎤
⎥⎥⎥⎦ , (1)

where di,j is the distance of shapelet Sj to time series Xi. Considering that
variation is negligible in shapelets, Euclidean distance is normally used in the
calculation of dij as follows:

di,j = min
1≤p≤m−l+1

Euclidean(Xi,p:p+l−1, Sj) (2)

The distance matrix of time series represented by H is calculated as follows:

W =

⎡
⎢⎢⎢⎣

w1,1 w1,2 ... w1,n

w2,1 w2,2 ... w2,n

...
...

. . .
...

wn,1 wn,2 ... wn,n

⎤
⎥⎥⎥⎦ , (3)
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where wi,i′ = Euclidean({di,1, ..., di,k}, {di′,1, ..., di′,k}).
SD [4] algorithm is effective in finding fixed length shapelets, and it relies on

the fact that H calculated by similar shapelets have highly correlated columns,
which contains redundant information. Therefore, SD only select a limited
amount of distinctive shapelet candidates for the analysis of predictive abil-
ity. However, we believe classification by shapelets with a fixed length has some
problems: (1) It is difficult to specify the length for shapelets discovery (Fig. 2(a)
and (b)); (2) Shapelets of different lengths naturally exist in time series. How-
ever, discovering shapelets of arbitrary lengths is challenging as the complexity
explosion; for example, for a dataset has n time series of m length, the shapelets
searching has to be conducted 1

2nm(m − 1) times.
To resolve that, we borrow the idea from Apriori algorithm [1] in frequent

item-set and association rule mining. Specifically, Apriori efficiently finds fre-
quent item-sets by pruning all the supersets of an infrequent item-set. For exam-
ple, A,B is not a frequent item-set if either A or B is an infrequent set. Like-
wise, shapelet candidates as supersets of a poor predictive shapelet candidate
can be prunes. That means shapelet candidates containing stop word shapelets
(Fig. 2(c)) or outliers are pruned, while those containing part of the local pat-
terns are preserved. Therefore, we propose a Flexible Shapelet Discovery (FSD)
algorithm to discover shapelets with arbitrary lengths. In FSD, first some highly
predictive seed shapelets with a small fixed length are discovered, and then they
are expanded into arbitrary lengths shapelets for the classification.

(a) (b) (c)

Fig. 2. A too short shapelet that cannot represent the local pattern is shown in (a), a
too long shapelet contains redundant sub-sequences is shown in (b), and a stop word
shapelet is shown in (c).

3.2 Find Seed Shapelets

In this step, FSD finds seed highly predictive shapelets with a lower bound
length, l, while l is small for short local patterns. We favor SD [4] to find the
seed shapelets because of its efficiency and effectiveness.



216 B. Cai et al.

SD is a shapelet discovery algorithm to find shapelets of a same length or
multiple fixed lengths, and it uses a pruning strategy to achieve a promising
efficiency. Specifically, SD prunes a large amount of similar shapelets because
they generate high correlated representations (by Eq. (2)). We slightly modify SD
to generate l length seed shapelets, which are denoted as SeedS = {S1, S2..., Sk}.
We also use the measurement of in [4] for the analysis of predictive ability, which
is calculated as the accuracy of nearest neighbour classifier by W as follows:

Accuracy =
1
n

|{i|yi = yargmin{wi,j |j!=i,1≤j≤n}}|, (4)

where y is the label of time series. If Accuracy increases after the the inclusion of
S′, S′ is regarded as a highly predictive seed shapelets and SeedS = SeedS∪S′;
or S′ is rejected.

3.3 Seed Shapelets Extension

To find shapelets of arbitrary lengths, we only extend the discovered seed
shapelets, SeedS, so that unnecessary analysis of a large number shapelets is
avoided. The upper bound length of the arbitrary lengths shapelets is denoted
l′, which also cannot be too long to represent local patterns.

The extensions occur on the time series that the seed shapelets belong to.
Assume one seed shapelet Sj = Xi,t, ...,Xi,t+l−1, Sj ∈ SeedS, where (t, t+ l−1)
is the segment of Xi. To find an arbitrary length shapelet, we extend Sj along
Xi to obtain Sa,b

j = Xi,t−a, ...,Xi,t+l+b−1.
To reduce the number of shapelet candidates that fall into segment (sup(1, t−

a), inf(t + l + b − 1,m)), we design an iterative extension process for accel-
eration. For Sj , we keep updating a shapelet candidates list ST initiated as
ST = {S1,0

j , S0,1}, where S1,0
j = Xi,t−1, ...,Xi,t+l−1 and S0,1

j = Xi,t, ...,Xi,t+l,
and after each iteration ST contains shapelet candidates that is 1 longer than
those in the last iteration. To analyze the predictive ability of Sa,b

j , we replace
the representation of Sj (dj = {dj,1, ..., dj,n}T ) with that of Sa,b

j (d′). Then, H
is updated as follows:

H = H ∪ d′ − dj , (5)

The distance matrix W for the nearest neighbour classifier is updated as follows:

wi,i′ =
√

w2
i,i′ + (d′

i − d′
i′)2 − (dj,i − dj,i′)2. (6)

If Accuracy calculated on the relative updated W increases, it is regarded as an
valid extension and the further extended Sa+1,b

j and Sa,b+1
j are added into ST for

the next iteration; if not, Sa,b
j is regarded as an invalid extension. After Accuracy

is calculated, H and W are respectively reverted. In addition, we update an
invalid zone (zl, zu) to further prune Sa,b

j that t − a ≤ zi and zu ≤ t + l + b − 1
to avoid redundant accuracy analysis, and whenever an invalid shapelets Sa,b

j

appears, the invalid zone is updated as (inf(zl, t − a), sup(zu, t + l − 1 + b)).
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We also reduce the number of shapelet candidates acquired in one iteration
by choosing the k (for example 3) shapelet candidates that have the largest
Accuracy gain for further extensions. Finally, the shapelet candidate provides
the largest Accuracy gain during the process is regarded as the arbitrary length
shapelet to replace Sj .

The pseudo code of seed shapelet extension is shown in Algorithm 1. At lines
1–4 the relevant parameters are initialized. At lines 5–21 the shapelet candidates
are analyzed by Accuracy gain; and in each iteration the 3 shapelets having the
largest Accuracy gain extended at lines 6–20.

Algorithm 1. ShapeletExtension
Input: Shapelet Sj , Largest length l′,
1: initial ST = {S1,0

j , S0,1
j }, invalZone, S′

j = Sj , d
′
j = d1j , ..., dnj

T ,
2: prevAcc=Accuracy by W , bestAcc=prevAcc
3: while ST ! = ∅ and iter ≤ l′ − l do
4: initiate ST ′

5: for S′ ∈ ST, S′ � invalZone do
6: update H,W by Eq. (5) and Eq. (6), respectively
7: Calculate Accuracy by Eq. (4)
8: if Accuracy > preAcc then ST ′ = ST ′ ∪ S′

9: else update invalZone

10: revert H,W
11: if Accuracy > bestAcc then bestAcc = Accuracy, S′

j = S′, d′
j = d′

12: Topk = the k shapelet candidates having the largest Accuracy gain in ST ′

13: for S′ ∈ Topk do
14: ST = ST ∪ {S′1,0, S′0,1}
Output: S′

j ,d
′
j

3.4 Complexity Analysis

The worst complexity to extend seed shapelets is O(2(l′ − l)kn2), where k (for
example 3) is the number extended shapelet candidates in each iteration. There-
fore, the overall complexity of FSD is O(2(l′ − l)kn2) plus the complexity of SD.

4 Evaluation

In this section, the proposed FSD algorithm is evaluated by 6 labelled UCR time
series datasets [2]. Specifically, we want to understand the power of shapelets
of arbitrary lengths over a fixed length shapelets. All the algorithms are imple-
mented by Python 2.7, and experiments are run on a Linux platform with 3.4G
CPU and 16G RAM.
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4.1 Experiment Setup

Datasets: We select 6 labelled UCR time series datasets with size varying from
56 to 1124, and time series length varying from 60 to 448. The statistics of these
datasets is shown in Table 1.

Table 1. The 6 UCR time series datasets [2].

Dataset Train/Test Length Classes

Coffee 28/28 286 2

Gun-Point 50/150 150 2

Meat 60/60 448 3

Plane 105/105 144 7

Syn.Cont. 300/300 60 6

Swed.Leaf 500/624 128 15

Counterpart: SD is chosen as the counterpart to demonstrate the novelty of
using arbitrary length shapelets in time series classification. We slightly modify
SD by replacing its random selection of shapelet length with an input parameter.

4.2 Arbitrary Length Shapelets vs Fixed Length Shapelets

In this experiment, we compare the accuracy of Nearest Neighbour classifier
on the arbitrary lengths shapelets discovered by FSD, with the fixed length
shapelets discovered by SD. To generate sound shapelets, we give FSD the lower
bound and upper bound lengths as 10–30, and SD is run 3 times with the shapelet
length set as 10, 20, 30, respectively. Nearest Neighbour classifier is adopted on
the relative W calculated by different shapelets, with the classification accuracy
calculated by Eq. (4). The results are demonstrated in Table 2.

Table 2. Classification accuracy.

Accuracy FSD SD(10) SD(20) SD(30)

Coffee 0.82 0.61 0.68 0.71

Gun-Point 0.77 0.73 0.7 0.71

Meat 0.93 0.75 0.87 0.9

Plane 0.98 0.62 0.73 0.95

Syn.Cont. 0.64 0.57 0.59 0.61

Swed.Leaf 0.96 0.7 0.94 0.88
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In all the 6 datasets, the arbitrary lengths shapelets discovered by FSD
achieves the best accuracy than that of SD on different parameter setups, and
the average improvement is around 14%. The largest improvement than the
best of SD is from 0.71 to 0.82 in Coffee dataset, and the least improvement
comes from 0.94 to 0.96 in Swed.Leaf dataset. Moreover, it is clear that no mat-
ter how the accuracy varies with the increase of shapelets length for SD, i.e.
accuracy increases with the increase of shapelet length (Coffee, Meat, Plane);
accuracy reaches local maximum (Swed.Leaf); accuracy reaches local minimum
(Gun-Point, Syn.Cont.), FSD always find optimal shapelets of arbitrary lengths.

(a) (b)

Fig. 3. The numbers of shapelet candidates of the seed shapelets extension (FSD) and
the brutal force extension are shown in (a), and the respective runtime comparison is
shown in (b).

4.3 The Performance of Shapelet Candidates Pruning

FSD adopts a prune strategy to accelerate the seed shapelets extension. In this
experiment, we demonstrate the effectiveness of the prune strategy by compar-
ing with the brutal force extension (see Sect. 3.1) in two aspects, the runtime
required for the seed shapelets extension process, and the number of shapelets
candidates that need to have predictive ability analysis. Specifically, the com-
parison is presented under different setups of shapelets lengths (l − l′), where l
is the lower bound and l′ is the upper bound. The results are shown in Fig. 3.

In the runtime comparison in Fig. 3(b), FSD is slightly slower than the bru-
tal force search though FSD analyzes less shapelet candidates when l′ < 20
(Fig. 3(a)), because the number of shapelet candidates is too small. However,
with the increase of l′, FSD is significantly more efficient than the brutal force
extension; and for the largest l′ (l′ = 30), the seed shapelets extension process
of FSD prunes 81% shapelet candidates and achieves 1 time speed-up.

5 Conclusion

This paper aims at finding shapelets with arbitrary lengths for more accurate
time series classification. We resolve the computation in-feasibility problem by
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pruning poor predictive shapelet candidates. Based on that, we design a Flexible
Shapelet Discovery algorithm, FSD, that discovers arbitrary lengths shapelets by
extending highly predictive seed shapelets of a small fixed length. We compare
the classification accuracy of the arbitrary lengths shapelets (discovered by FSD)
with that of fixed length (by SD) on 6 UCR time series datasets, and the results
show an 14% improvement of the classification accuracy.
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Abstract. With the rapid development of social networks, short texts
have become a prevalent form of social communications on the Internet.
Measuring the similarity between short texts is a fundamental task to
many applications, such as social network text querying, short text clus-
tering and geographical event detection for smart city. However, short
texts in social media always show limited contextual information and
they are sparse, noisy and ambiguous. Hence, effectively measuring the
distance between short texts is a challenging task.

In this paper, we propose a new heuristic word pair distance measure-
ment (WPDM) technique for short texts, which exploits the corpus level
word relations and enriches the context of each short text with bag of
word pairs representation. We first adjust Jaccard similarity to measure
the distance between words. Then, words are paired up to capture latent
semantics in a short text document and thus transfer short text into a
bag of word pairs representation. The similarity between short text doc-
uments is finally calculated through averaging the distances of the word
pairs. Experimental results on a real-world dataset demonstrate that the
proposed WPDM is effective and achieves much better performance than
state-of-the-art methods.

Keywords: Short text · Social network · Similarity

1 Introduction

With the increasing popularity of social networks among internet users, lots of
user generated content, usually in the form of short texts, are accumulating on
the web. Measuring the distance between text data has been proved to be a
fundamental task in many applications [1,2]. For example, using social media
text data such as tweets to detect spatio-temporal events for smart cities has
become popular in recent years [3,4]. Similarity measurement between short
texts is a fundamental step to accurately distinguish the event texts from non-
event texts. However, due to the limited text length and sparsity of short text
c© Springer Nature Singapore Pte Ltd. 2020
J. He et al. (Eds.): ICDS 2019, CCIS 1179, pp. 221–231, 2020.
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[5], accurately measuring the distance between short text documents becomes a
challenging problem.

Many advanced approaches have been proposed to tackle the problem. They
can be classified into two types: (1) learning new representations for short text
documents and measuring the distance based on the representation; and (2)
defining new models to compute the distance between short text documents.
A classic representation for text documents is using term weight vectors. The
elements in the vectors represent the weights of words (e.g., term frequency)
in the corresponding documents. Due to the limited text length of short text
documents and the large term vocabulary size, the term weight vectors are high
dimensional and sparse, which lead to inaccurate distance measurement between
short texts [6]. Later, researchers incorporate approaches Neural Networks [5] to
learn deep representations for short text documents. For example, Xu et al.
[5] proposed STC2 which combines word embedding and Convolutional Neural
Networks (CNN) techniques for deep feature extraction of short texts. However,
unlike images that contain rich information, short texts are generally sparse. The
deep features mined by neural network based techniques may not be accurate to
represent short texts.

Many new distance models have also been proposed to compute the distance
between short text documents [7]. For example, WMD [7] first adopted word
embedding trained from a large knowledge base, such as Wikipedia to measure
semantic similarity between words. Then, it computes the total distance between
short text documents as the minimum distance that the embedding words in one
short text traveling to the embedding words in the other document. Using an
external knowledge base can be helpful to enhance the background knowledge of
short texts, but due to the temporal changing attribute of short texts in social
networks, the general background knowledge from the external knowledge base
like Wikipedia may be harmful to the dynamical nature of short texts from social
networks.

In this paper, we propose a novel word pair distance measurement (WPDM)
technique for short text clustering through computing the distance between short
text documents by using bag-of-word-pairs. We break the distance measuring of
short text documents down into the word distances and word-pair distances.
The proposed approach involves the following three main steps: (1) We first
calculate word distances by adjusting the Jaccard similarity [8] through min-
ing the corpus level word co-occurrence patterns. Here, we adopt Jaccard sim-
ilarity instead of other similarity for words like Jensen-Shannon Divergence [9]
because the former considers the social relations between words (i.e., words with
similar co-occurrence terms will be more similar). Therefore, Jaccard similarity
is suitable in short text scenario since short text has limited text length and
the co-occurrence relations between words are important. (2) We then convert
short text documents from Bag-of-Words to Bag-of-Word-Pairs model. A word
pair consists of two words occurring in a document. By this conversion, the
length of a short text document increases, which overcomes the sparsity prob-
lem to some extent, and the different words combination may lead to information
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enhancement. (3) The distance between short text documents is finally calcu-
lated through averaging the distances across the word pairs in different texts.
Extensive experiments on real-world datasets show that the proposed measure
WPDM is more effective than existing approaches in measuring the distance
between short text documents. The contributions of this paper are summarized
as follows:

– We propose a new distance measurement, WPDM, to calculate distance
between short text documents. WPDM can effectively measure short text
distance using bag word pairs representations.

– The proposed WPDM exploits corpus level word co-occurrence patterns and
is free of relying on an external knowledge base. Hence, it overcomes the
potential context overwhelming issue from pre-trained or third-party datasets
encountered by other methods.

We adopt short text clustering experiments on real-world Twitter dataset to
evaluate the accuracy of WPDM. The experimental results show that the pro-
posed WPDM is accurate and outperforms the existing methods.

The rest of this paper is organized as follows. Section 2 presents related work.
Section 3 details the proposed WPDM method. The experimental results are
reported in Sect. 4. Conclusion is made in Sect. 5.

2 Related Work

In this section, we conduct a survey for existing work related to short text
similarity measurement.

The classic way to measure distance between text documents is via Vector
Space Model (VSM) [10], where texts are represented as term weight vectors.
The weights for terms are based on the term frequency in text documents. Later,
topic model is used into text representation learning. Quan et al. [11] have pro-
posed to measure similarity of short texts by combining the vector space model
and topic model. They adopted Latent Dirichlet Allocation (LDA) [12] to mine
the latent topic relation of non-common terms in two short texts. Recently, neu-
ral network based techniques have also been adopted for short text representa-
tion learning. For example, Xu et al. [5] have proposed Self-Taught Convolutional
Neural Networks (STC2) to mine implicit features from short texts for representa-
tion learning. Their proposed model requires two different raw representations of
short text: binary code representation of short text by dimensionality reduction on
term-frequency vectors, and word embeddings representation of short texts which
trained from external large corpus. The word embedding representations of short
texts are used as input for Convolutional Neural Networks and the binary code
are used as labels for CNN training. After CNN has been trained successfully, the
last hidden layer of the CNN is chosen as the deep representation for short text.

Instead of learning new representations for short text documents, model-
based methods focus on defining new strategies to measure the distance between
short texts. For instance, Kusner et al. [7] have proposed a novel Word Mover’s
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Distance (WMD) for text documents distance computing. WMD leverages the
word representation learning technique: word2vec [13] which learns embedding
representations for words using large scale text corpus. WMD measures dissim-
ilarity between two text documents by moving words from one document to the
word in the other document with minimum word travel cost. The the travel
cost between two words is the Euclidean distance based on the pre-trained word
embedding representations. The optimization of WMD is modeled by the trans-
portation problem of Earth Mover’s Distance.

3 The Word Pair Distance Measurement Method

In this section, we present our WPDM method for measuring short text docu-
ments distance/dissimilarity. The WPDM method consists of three main mod-
ules: global context based word distance calculation, Bag-of-Word-Pairs based
semantic boosting model and short text documents distance calculation.

3.1 A Global Context Based Word Distance Measurement

As the local context of words are quite scarce within the limited length of short
texts. Hence, we exploit the corpus level global context of words in the to ease the
problem by mining word co-occurrence relations across different short texts. The
global context of a word is represented by its word co-occurrence set. Assume
that we are given a short text corpus D, which is a collection of short text
documents denoted as D = {d1, d2, · · · , dm}, where m is the number of docu-
ments in the corpus. For an arbitrary short text document d ∈ D, we denoted as
d = {w1, w2, · · · , wn}, where wi is the i-th word (or term) in the sequence, and
n is length of document d. Due to the sparsity issue, directly representing short
texts as vectors would lead to high-dimensional and sparsity issues. Therefore,
we compute short texts distance based on measuring the dissimilarity between
words. Some existing methods for short text clustering also use the distance
between words. WMD [7] calculated word distances based on word-embedding
vectors generate by Word2Vec [13] on third-party datasets. These approaches
are inflexible as it may not be easy to find a suitable external knowledge base.
Also, the external datasets may be destructive for the semantic contents of the
given corpus. Our goal is to accurately calculate word distances based on mining
the word global context in the corpus.

Here, we exploit the co-occurrence pattern between two words to mine the
global context of words. For two arbitrary words w and v, if there exists a document
d ∈ D such that w ∈ d and v ∈ d, we call w and v as co-occurring terms. We use
f(w, v) to denote the co-occurrence frequency of w and v across all documents in
D. We can obtain a word co-occurrence set N(w) of terms that have co-occurrence
relations with word w. Based on theword co-occurrence set, we adopt Jaccard coef-
ficient [8] to calculate word dissimilarity. For two arbitrary wordsw ∈ di and v ∈ dj
(di, dj ∈ D), the word Jaccard distance between w and v is defined as follows:



Short Text Similarity Measurement 225

Jacc(w, v) = 1 − |N(w) ∩ N(v)|
|N(w) ∪ N(v)| . (1)

where, N(·) represents the set of neighboring terms. Note that, N(w) and N(v)
are computed through globally mining the given corpus of short text documents.
Hence, the word Jaccard distance is adaptive to reflect the distance between
words in the given short text dataset.

3.2 A Bag-of-Word-Pairs Based Semantic Boosting Model

Through transferring the raw short text into bag-of-pairs, the semantic or the
meaning of short text can be boosted. For example, the bag of word pairs repre-
sentation of short text “I visit apple store for an iphone” will be “(apple, store),
(apple, iphone), (store, iphone), (visit, apple)”; with some stop words and rare
word pairs removed. Many sub-topics such as “(apple, iphone), (visit, apple)”
become explicitly clear for strengthening the semantic meanings of short texts.
Therefore, the context scarce issues of short text can be relieved to some extent.

Specifically, suppose d = {w1, w2, · · · , wn} is an arbitrary short text doc-
ument in corpus D. A word pair is defined as a unordered 2-tuple pi,j :=
(wi, wj) of words from document d, where i �= j. In short text docu-
ments, a word generally appears once in a document. Thus, for document
d, we can obtain

(|d|
2

)
word pairs, and convert document d to a bag of

word pairs wp(d) := {p1,2, p1,3, · · · , pi,j , · · · , pn−1,n}. For example, if a docu-
ment contains three words: {w1, w2, w3}, the word-pair representation will be:
{(w1, w2), (w1, w3), (w2, w3)}.

After we obtain the Bag-of-Word-Pairs representation for short text docu-
ments, we calculate the distance between word pairs. For two arbitrary word
pairs ps(w1, w2) and pt(v1, v2), we define their word pair distance as the average
of word distances, which shown in the follows:

wpd(ps, pt) =
1

|ps||pt|
∑

i∈ps

∑

j∈pt

Jacc(wi, vj), (2)

where, Jacc(wi, vj) is the word Jaccard distance between wi and vj defined in
Eq. (1). The word pair distance wpd averages the word Jaccard distances across
the word pairs. Note that, the word pair pi,j = (wi, wj) is constructed within
documents.

3.3 Word Pair Distance Measurement for Short Texts

After we obtain the Bag-of-Word-Pairs representation and the word-pair dis-
tances, we now calculate the distance between short text documents. For two
arbitrary documents ds and dt, suppose their Bag-of-Word-Pairs representations
are wp(ds) = {ps,1, ps,2, · · · , ps,ns

} and wp(dt) = {pt,1, pt,2, · · · , pt,nt
}, where ns
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and nt denote the number of valid word pairs in wp(ds) and wp(dt), respectively.
We define the distance between ds and dt as follows:

F(ds, dt) =
1

|wp(ds)||wp(dt)|
∑

i

∑

j

wpd(ps,i, pt,j), (3)

where, wpd(ps,i, pt,j) is the word-pair distance between ps,i and pt,j defined in
Eq. (2). Equation (3) is the WPDM distance proposed in this paper for short
text distance measurement.

In summary, the first two steps learn the distance between short text docu-
ments from an atom level—word distance and word-pair distance. Additionally,
step one mines the word distance from the global context of corpus based on word
co-occurrence patterns across all documents, and step two explores the word-pair
distance through preserving the local relationships of words within documents.
Hence, the proposed WPDM distance not only learns the atom-level distance
between documents but also preserves the semantic consistency of documents
both globally and locally. Note that, the main computational cost of WPDM is
in step one, computing pairwise word Jaccard distance. In this step, since we
calculate neighbouring term list for each term v ∈ V by transforming each short
text d ∈ D to word pairs representation and compute pair wise term distance,
the average computational complexity of this step is O(mn̄2+v2), where n̄ is the
average length of short text document d, m is the total number of short texts in
D, v is the vocabulary size of dataset D.

4 Experimental Study

In this section, we first introduce the experimental setup and then use one down-
stream application: short text clustering to evaluate the performance of our pro-
posed method. In short text clustering experiment, we evaluate the effectiveness
of WPDM using various types of clustering methods.

4.1 Experiments Setup

Datasets. We test our approach on a real-world Twitter dataset (denoted as
Tweet). The dataset is publicly available from [14]. The Tweet dataset was col-
lected on Text REtrieval Conference (TREC)1 in the 2011 and 2012 microblog
tracks. It contains 2,472 tweets and each tweet has 8.56 words on average. The
vocabulary size of the dataset is 5,098. The dataset includes ground truth cluster
labels and the tweets have been grouped into 89 clusters.

Counterpart Methods. We compare the proposed WPDM method with three
representative distance measure methods for short text documents: STC2 [5],
WMD [7] and LDA [12]. Here, we briefly present the techniques involved in
the counterpart methods. STC2 [5] learns short text representation using deep
learning techniques. We adopted the open Matlab code of (STC2)2 for short text
1 http://trec.nist.gov/data/microblog.html.
2 https://github.com/jacoxu/STC2.

http://trec.nist.gov/data/microblog.html
https://github.com/jacoxu/STC2
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representation learning, all the paramter setting follows [5]. WMD [7] adopts the
Earth Mover’s Distance to the space of documents. The distance between two
documents is computed as the total minimum distances that the words in one
document travel to the words in the other document. LDA [12] is a probabilistic
generative model which learns a high level topic distribution vector for each
document. The topic distribution vector can be regarded as the implicit semantic
representation of a document.

4.2 WPDM for Accurate Short Text Clustering

As clustering methods generally need to compute the distance between data
points to determine the cluster membership of each data objects. Therefore,
it is persuasive to evaluate distance techniques using clustering methods. In
this subsection, we evaluate the effectiveness of WPDM in short text clustering
scenario. We briefly introduce three different types of clustering methods and
five clustering result evaluation metrics. Then, we analyze the robust clustering
performance based on WPDM.

Adopted Clustering Methods. We apply three different types of clustering
methods: K-Medoids [15], DBSCAN [16], and Agglomerative [17] to evaluate the
effectiveness of WPDM in short text clustering. K-Medoids [15] is a partition-
based clustering method that clusters the data objects into k clusters, where
k is a priori parameter. DBSCAN [16] is a density-based clustering method
that clusters data objects based on their spatial density. Agglomerative [17] is
a bottom-up hierarchical clustering method that recursively merges a selected
pair of clusters (or a pair of data objects at beginning) into a single cluster.
Agglomerative also requires the prior knowledge of cluster number k.

For measuring the clustering performance, we adopt five commonly used
external clustering evaluation metrics: Homogeneity (H), Completeness (C), V-
Measure (V), Adjusted Rand Index (ARI), and Adjusted Mutual Information
(AMI) to measure the performance of short text clustering. Homogeneity, Com-
pleteness, and V-Measure are adopted in [14]. Homogeneity computes the ratio
that each cluster contains only data points which belong to the same ground
truth class. Completeness computes the ratio that data points of a ground-
true class are clustered together. V-Measure calculates the harmonic mean of
Homogeneity and Completeness: V = 2∗H∗C

H+C . It represents the balance accu-
racy between Homogeneity and Completeness. Rand index is used to calculate
the ratio of correct decisions. Adjusted Rand Index (ARI) [18] is the improved
version of Rand Index. Mutual Information measures the percentage of same
information sharing by two partitions. Adjust Mutual Information (AMI) [18]
normalizes Mutual Information according to Adjust Index. A larger ARI/AMI
means a higher agreement between the true cluster partition and predicted clus-
ter partition.
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Robust Clustering Performance Based on WPDM. In Table 1, we report
the K-Medoids clustering results based on different distance methods. Note that
K-Medoids requires a prior knowledge of the cluster number k as its parameter,
here we set k as the true cluster numbers in the datasets. As we can see, the
K-Medoids clustering results based on the WPDM distance outperform all the
other methods on both datasets. In particular, the V-Measure result of WPDM-
based clustering on the Tweet dataset shows around 81% accuracy, indicating a
good accuracy of both Homogeneity and Completeness accuracy for predicting
the cluster labels of short texts. However, other methods only have at most 74%
V-measure accuracy on Tweet. In regards to ARI, the WPDM-based clustering
outperforms other methods significantly, with around 25%, 22% and 40% improve-
ment compared to STC2, WMD and LDA-based clustering result, respectively.

Table 1. K-Medoids clustering results on different distance methods. Larger metric
value indicates better clustering quality.

Dataset Metric WPDM STC2 WMD LDA

Tweet H 0.829 0.786 0.756 0.533

C 0.787 0.695 0.702 0.475

V 0.807 0.738 0.728 0.502

ARI 0.589 0.336 0.361 0.180

AMI 0.735 0.615 0.627 0.341

Table 2. Agglomerative clustering results on different distance methods. Larger metric
value indicates better clustering quality

Dataset Metric WPDM STC2 WMD LDA

Tweet H 0.885 0.827 0.844 0.536

C 0.873 0.724 0.798 0.472

V 0.879 0.772 0.821 0.502

ARI 0.739 0.337 0.538 0.157

AMI 0.843 0.650 0.749 0.330

Table 3. DBSCAN clustering results on different distance measures. Larger metric
value indicates better clustering quality

Dataset Metric WPDM STC2 WMD LDA

Tweet H 0.545 0.498 0.476 0.453

C 0.820 0.737 0.831 0.450

V 0.655 0.594 0.606 0.452

ARI 0.188 0.129 0.156 0.098

AMI 0.488 0.436 0.432 0.312
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For the AMI, the WPDM-based K-Medoids clustering achieves up to 73.5%
accuracy, which is around 13% better than STC2 based clustering.

In Table 2, we report the clustering results using Agglomerative clustering
method. Agglomerative involves two parameters: the cluster numbers k for
dataset and the linkage manner to compute distance between two subset. Here,
we choose complete linkage as the linkage manner and set the cluster numbers to
find as the true cluster numbers in the datasets. In general, the Agglomerative
clustering has higher accuracy than the K-Medoids clustering on all different
distance measure methods except DTW. This indicates Agglomerative cluster-
ing may be more adaptive than K-Medoids as the latter works well only for
spherical shaped data distributions. What is more, the results in Table 2 also
show that the cluster dendrogram of Agglomerative based on WPDM is much
accurate than STC2, WDM and LDA. For example, WPDM achieves around
88% clustering accuracy with V-Measure metric, but STC2 and WMD can only
get 77% and 82% clustering accuracy, respectively.

Table 3 shows the clustering results performed on the DBSCAN, which
involves two parameters: ε and min pts. ε is a threshold to determine neigh-
boring points for a given data object and min pts determines if a data object is
a core points [16]. As DBSCAN is sensitive to its parameter setting and different
distance measurement for short texts have various absolutely distance values. We
normalize the distances computed by different methods into range [0, 1], then we
report the optimal clustering performance for each methods by searching opti-
mal ε in ranges [0, 1] and min pts in range [5, 30], respectively. As we can see
from the results, the overall performance of the DBSCAN clustering on differ-
ent distance measure methods drops behind the K-Medoids and Agglomerative
clustering methods. This is because DBSCAN cannot cluster datasets well with
large differences in spatial densities of the data. From the distance measurement
perspective, the proposed WPDM still outperform its counterpart methods. For
example, the V-Measure of WPDM is around 66%, but the result of STC2,
WMD, LDA are around 59%, 61% and 45%, respectively.

The clustering results in Tables 1, 2 and 3 show that the overall trend is
that the WPDM-based clustering outperform the other methods. The results
indicate that WPDM is a robust distance measurement for short text clustering
on different types of clustering methods.

5 Conclusions

In this paper, we proposed a novel word pair distance measurement (WPDM) for
short texts using corpus level context (by exploiting word co-occurrence patterns)
and the bag of word pair representation to address the sparsity problem of short
texts in document level. We first exploited the corpus level word co-occurrence
pattern to effectively measure the word distance. The word global context can
overcome the word context scarcity problem in a short text by exploiting word co-
occurrence patterns in the dataset. Then, we converted the short texts into bag of
word pairs. The bag of word pair representation implicitly boosts the semantics



230 S. Yang et al.

of short text with sub-topics represented by different word pairs. Compared with
exiting work, WPDM is novel since it can implicitly retain the non-adjacent term
relations with bag of word pair representation and it is flexible since it does not
rely on any external knowledge-base. Our experiments on a real-world dataset
shown that WPDM achieves higher accuracy in measuring distance between
short texts than the counterpart methods.

Acknowledgments. This work was partially supported by Australian Research
Council (ARC) Grant (No. DE140100387).
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Abstract. In order to process a compressed image, such as a JPG image, a
common way is to decompress the image first to get each pixel, and then process
it. In this paper, we propose a method for image enhancement in the process of
decompression. The image is compressed by using two-dimensional F-shift
(TDFS) and two dimensional Haar wavelet transform. To enhance the image
during decompression, firstly we adjust the brightness of the whole image by
modifying the approximation coefficient and enhance the decompressed low
frequency component part using the contrast limited adaptive histogram
equalization (CLAHE) method. Finally, we decompose the remaining data and
do the last step of image enhancement. Contrast with CLAHE and the state-of-
art method, our method can not only combination merits of the spatial domain
method and the transform domain method, but also can reduce the process
complexity and maintain the compressibility of the original image.

Keywords: Image enhancement � F-shift transformation � CLAHE

1 Introduction

When we want to enhance an image, we need to get each pixel value of the image. One
of the most obvious questions is for a given compressed image, we need to extract the
file first and then process it. If we process an image during the decompress procedure,
the process complexity can be reduced.

Image enhancement technology, as a major class of basic image processing tech-
niques [1], aims to process images to produce images that are more “good” and more
“useful” for specific applications. They can be divided into spatial domain enhance-
ment methods and transformation domain enhancement methods. Both of them usually
need to get each pixel of the image. The spatial domain image enhancement method is
directly processed on the pixels of the image, which includes grayscale transformation

© Springer Nature Singapore Pte Ltd. 2020
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[2], histogram processing [3–5], Retinex methods [6, 7] etc. The most commonly used
method is histogram equalization (HE). Wong et al. proposed an approach to enhance
color images that incorporates color channel stretching process, histogram equalization,
and magnitude compression and saturation maximization [8]. Although this method
can achieve more natural display than other methods, some details of the image cannot
be well displayed. Adaptive image histogram equalization (AHE) algorithm solves the
above problem by histogram equalization in local area [9, 10]. This method is suitable
for images with uneven gray level distribution. After AHE, the details of the image
become clearer, the image can be significantly improved. However, AHE algorithm
usually amplifies useful information while enhancing noise signal. Therefore, the
contrast limited adaptive histogram equalization (CLAHE) [11] method is proposed to
solve this problem. On the basis of AHE, CLAHE restricts the height of local his-
togram to limit the enhancement of local contrast, thus limiting the amplification of
noise and the over enhancement of local contrast.

The transformation domain enhancement method is mainly to process the transform
coefficients in a certain transform domain, those method include Fourier transform [12,
13], discrete cosine transform (DCT) [14], wavelet transform [15, 16] and so on. By
means of transform, the frequency of the image is distributed regularly, and then some
components are enhanced by constructing a filter, and the other components are sup-
pressed or removed to achieve the purpose of image enhancement [17–19]. Common
filters include low-pass filters, high-pass filters, etc. The low pass filter can filter or
weaken the high frequency component, and filter out the noise contained in the high
frequency component, so it can play the roles of de-noising and smoothing, but at the
same time, it also inhibits the boundary of the image and causes the blurred image of
different degrees [20]. The high pass filter is used to attenuate or suppress low fre-
quency components and allow high-frequency components to pass through. The
function of the high pass filter is to sharpen the image and highlight the boundary. But
it will lose the rich low frequency information of the image [13]. Therefore, the
combination of the spatial domain method and the transformation domain method can
play a complementary role, while enhancing the details of the image, suppresses noise
and improving the sharpness of the outline of the image [21, 22].

F-shift transformation [23] is similar to the Haar wavelet transformation, which can
also transform the image into low and high frequency components. Based on the above
fact, a new image enhancement method during the decompressed process by utilizing
the F-shift transformation characteristic and CLAHE is proposed. The image
enhancement method has the following advantages: (1) It combines the advantages of
the spatial domain enhancement method and the transformation domain enhancement
method. (2) The computational complexity of image enhancement will be reduced
because the enhancement is performed during decompression. Because the data set is
smaller than the original data set. (3) The compressibility of the original image will not
be affected. This is because image enhancement is carried out in the process of image
decompression.

The rest of this paper is organized as follows: We introduce some related study
work in Sect. 2, including F-shift transformation and TDFS, the enhancement method
CLAHE. Section 3 describes the proposed method in detail. Section 4 presents the
experimental results, and the conclusions are given in Sect. 5.
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2 Related Work

In this part, we introduce a brief review of the previous work related to our proposed
method, which is F-shift transformation and CLAHE.

2.1 F-shift Transformation

F-shift transformation [23] is similar to the Haar wavelet transformation. The main idea
of wavelet transformation [24, 25] is to represent the original signal with a set of
wavelet basis signals. The Haar wavelet transformation is actually decomposed by
computing the average (low frequency component) and the difference (high frequency
component) of original data. Then repeat the same operation for the low frequency
component until there is only one average in low frequency component. While, F-shift
transformation does not directly transform the data itself. Instead, it turns the data into a
data range. By transforming the data range, the corresponding low frequency com-
ponent and high frequency component can be obtained. Similarly, low frequency
component are also composed of data ranges.

Figure 1 is an F-shift error tree to show the process of F-shift transformation. In this
example, the error bound D is 2, original data is [1, 6–8]. For an image data with four
resolution, a complete transformation can be obtained by two level transform. Finally,
we can get an average (approximation coefficient) of s0 ¼ 5:75 and three differences
(detail coefficients) s1 ¼ 0; s2 ¼ 0; s3 ¼ �3:5. The F-shift transformation can be sim-
ply described as following:

Relax each data di to a data range ½di; di� according to the given error bound D,
where di ¼ di � D, di ¼ di þD.

Judge whether there is a common interval between two adjacent data ranges.
Compute the detail coefficient s (high-frequency component):
If there is no common interval between two adjacent data ranges, the detail coef-

ficient s can be derived by:

s ¼
di þ di
� �� dj þ dj

� �
4

ð1Þ

Otherwise if two data ranges are intersecting, s ¼ 0.

Fig. 1. F-shift error tree
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From this step, we see some coefficients will be zero, thus the data number is
smaller than original data. So the data size is compressed.

Compute the data range ½d; d� of the approximation coefficient (low-frequency
component):

d ¼ maxfdi � s; dj þ sg
�d ¼ minf�di � s; �dj þ sg

�
ð2Þ

The above procedure is called one-step F-shift transformation. Such as Fig. 1, after
applying one-step F-shift transformation on original data, the one-dimensional wavelet
transformation can be computed as {[5, 8], [2.5, 6.5], [0, −3.5]}. Repeatedly do the
one-step F-shift transformation for the computed low frequency component until there
is only one data range in low frequency component. Finally, the mean of the data range
is chosen as the last approximation coefficient.

We can reconstruct the original data with a synopsis that contains a series of non-
zero coefficients:

d̂ Sð Þ
i ¼

X
sj2path dið Þ dijsj ð3Þ

Where dij ¼ þ 1 if di belongs to the left subtree of sj, and dij ¼ �1 if di belongs to
the right subtree of sj. pathðdiÞ is the set of all ancestor nodes starting from node di
(excluding di).

2.2 Contrast Limited Adaptive Histogram Equalization (CLAHE)

Histogram equalization is to transform the histogram presented by the original image
into a histogram with uniform distribution. Thus, the dynamic range of the gray value
of the pixel is enlarged, and the overall contrast of the image is enhanced.

Suppose a gray image has N pixels with gray scale range of [0, n − 1]. Then the
histogram equalization formula is as follows [26]:

g ¼ T rkð Þ ¼
Xk

j¼0

nj
N

¼
Xk

j¼0
Pr rj
� � ð4Þ

Where, g is the gray scale cumulative distribution function of images. TðrkÞ is the
mapping function of the original image and the equalization image of gray scale of k. nj
is the pixel number of gray scale of j. PrðrjÞ indicates the occurrence probability of the
gray scale of j in the image.

Adaptive histogram equalization (AHE) is an improved histogram equalization.
This method distributes brightness by calculating the local histogram of the image that
can improves the local contrast of the image. But it still cannot suppress the
enhancement of the image noise. CLAHE is an improvement of AHE. CLAHE can
suppress excessive enhancement of local contrast and noise amplification. Therefore,
the CLAHE algorithm is used to enhance the low frequency components of the image
in this paper.
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3 Proposed Method

In this paper, we firstly use the one-level two-dimensional F-shift transformation
(TDFS) to decompose the image. By approximating the data range in the low frequency
component, the approximation coefficients can be obtained. Then we can get the final
decomposition coefficients by two-dimensional non-standard Haar wavelet transform
[27] of the approximate coefficients. The image enhancement method described in this
paper is based on this compression scheme. In the following sections, we will explain
each step in detail.

TDFS implements one-step F-shift transformation step by step in each dimension.
After those one-step F-shift transformation, the low component and high frequency
component can be obtained. Then one-step F-shift transformation on the low frequency
component is implemented recursively, until only one data range in the low frequency
component is left. Figure 2 is the steps of TDFS. For an image of size of n� n, we
need to perform log2 n level row transformation and column transformation to realize
TDFS.

3.1 Adaptive Coefficient Adjustment

When decompressing the decomposition coefficients, we need to make an adaptive
adjustment to the coefficients. According to our compression scheme, it is known that
the approximation coefficient s00 is essentially an approximate value of the average
gray level of the original image. Since the average value of the image generally reflects
the brightness of the image itself, we can adjust this value to change the whole image
gray value. The adaptive coefficient adjustment formula is as follows:

s000 ¼ ks00; ð5Þ

k ¼
1þ 90�s00

128 ; 0� s00\90
1; 90� s00 � 150:

1� s00�150
128 ; 150\s00 � 255

8<
: ð6Þ

Where, k is the adjustment factor and s000 is the adjusted approximation coefficient.

(a) original data array (b) relax original data (c) one-step F-shift (d) one-step F-shift (e) one-step F-shift 
to data range transformation   transformation transformation

among row    among column alternatively on     
each dimension

Original
data array

Data 
range L H

LL
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Fig. 2. General steps of TDFS
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3.2 Decompression and Low-Frequency Component Enhancement

With the previous transformation, we can adjust the overall brightness of the image.
But to get more image details and contrast, we need to do the following step. In this
step, we reconstruct the adjusted coefficients. When reconstruction steps arrive at the
last level, we can get a quarter-size low-frequency component of the original image.
The low-frequency components of this level contain rich information of the original
image. At this point, we use CLAHE method to enhance the low-frequency component.
Due to the high-frequency component always contain some noise information, so we
do not enhance the high-frequency components. Therefore, noise enhancement can be
avoided.

3.3 Further Enhancement

After obtaining the enhanced low-frequency component and the un-enhanced high-
frequency component, we only need to decompress and reconstruct it. To further
enhance the details of the image, CLAHE method is used to enhance the enhanced
image obtained from the previous step.

4 Experimental Results

4.1 Impact of Error Bound on Enhancement

Figure 3 show the enhancement images by different error bound. From the figures we
see that with the increase of error bound, some images details are lost, and the image
enhancement effect become worse. This is because as the error increases, more details
will be lost in the high frequency component. For the original image in the first two
lines of Fig. 3, the image details are relatively rich. After decompression and
enhancement under different error bound, there is little difference in image quality.
While there is a big difference in image quality in the image of line 3 of Fig. 3. It’s
probably because the details of the image itself are less and the overall gray value is
lower. With the increase of error, there is a significant decline in image quality.
Obviously, the bigger the error is, the bigger the compression rate is, and the worse the
image reconstruction quality is. So we need to select an appropriate error bound and get
a compromise result. In practical applications, this error bound is obtained through
expert experience.

4.2 Comparison of the Enhancement Effect of Different Methods

We compare our results with the classical CLAHE algorithm and the CLAHE_DWT
algorithm [22]. Our data error bound is 5, 5, 3 respectively in Fig. 4. Here we define
r ¼ zero coefficeints size=original data size to represent the reduction rate of data.
Where, zero coefficeints size represents the size of zero coefficient obtained by our
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method and original data size represents the size of original image. The reduction
rates can achieve 76.47%, 59.73%, 75.03% respectively. It can be seen from the images
that overall brightness of the image get an appropriate improvement especially when
the image exposure is seriously insufficient. As shown in Fig. 4, compared with the
original image and the CLAHE method, the overall brightness of our method is sig-
nificantly improved. In addition, we can see that the image contrast of our method is
better than the CLAHE and CLAHE_DWT, and the details of the image are displayed
more clearly and hierarchically. We also calculate the information entropy of the
image, which can be used as an index of the richness of image details. For the aircraft
images in the first row of Fig. 4, the information entropy is as follows: 4.00, 5.73, 5.74,
7.23. For the bird images in the second row of Fig. 4, the information entropy is as
follows: 6.12, 7.76, 7.95, 7.99. For the elephant images in the third row of Fig. 4, the
information entropy is as follows: 5.63, 6.59, 7.39, 7.72. From the theoretical calcu-
lation results, we can see that the image information obtained by our algorithm is more
abundant.

(a) Original image                (b) Δ=0                               (c) Δ=2                            (d) Δ=5 

Fig. 3. The enhancement by different error bound
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5 Conclusion

In this paper, we propose a method of image enhancement in the decompression
process. The compressed data is obtained through one-level TDFS and two-
dimensional Haar wavelet transform. Image enhancement occurs in the decompres-
sion process based on this compressed data. In the decompression process, the gray
value of the image is adaptively adjusted, thus the difficulty of manual adjustment of
parameters is reduced. Meanwhile the low-frequency components are enhanced by
CLAHE. This can avoid noise signal enhancement and reduce computation. By further
enhancing the fully reconstructed image, the contrast and details of the image can be
further improved. The experimental results show that the proposed method can further
improve the contrast of the image and enrich the image details compared with the
classical CLAHE and CLAHE_DWT methods.
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Abstract. With the popularity of various portable recording devices, playback
speech has become one of the most important means of attack in the speaker
authentication system. By comparing with the original speech data, the differ-
ence in the high-frequency layer, and the playback speech is also different in the
low-frequency layer due to the different recording equipment. According to this
finding, a detection algorithm was presented to extract representative data. In the
high frequency layer, the inverse-Mel filters (I-Mel) is used to extract speaker
eigenvector sequences. In the low frequency layer, linear filters (Linear) is
combined with Mel filters (Mel) to avoid superposition of characteristic
parameters. Multi-layer fusion to obtain L-M-I filter banks to form new cepstral
features. The experimental results show that the method can detect playback
speech effectively and the equal error rate is 2.63%. Compared with the tradi-
tional feature extraction methods (MFCC, CQCC, LFCC, IMFCC), the equal
error rate decreases by 12.79%, 9.61%, 4.45% and 3.28% respectively.

Keywords: Speaker recognition � Playback speech � Data comparison �
Cepstrum feature � GMM model

1 Introduction

Speaker recognition is also known as voiceprint recognition [1]. Due to the easy
acquisition of voice signals and simple sound pick up equipment, it has been widely
used in judicial forensics, e-commerce, and social security systems. However, speech is
a complex signal. With the rapid development of voiceprint recognition technology,
splicing speech, synthesizing speech, emulating speech, playback speech and other
counterfeit speech become the main means of attacking the system [2, 3]. Among them,
because the playback voice has the characteristics of easy acquisition, easy operation,
and close to the acoustic characteristics of the original voice, it is widely used by
unscrupulous personnel [4]. Therefore, how to effectively detect playback speech has
become one of the research hot spots of speaker recognition.

At present, the detection of counterfeit speech has obtained more research results.
Authors in [5] proposed a method for detecting whether the speech is playback or the
original speech by detecting the randomness of the speech. The similarity is better
corrected by the mean and variance of the speech. On this basis, the relative position of
the points in the spectrum map is added to the algorithm, which further improves the
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detection rate, however, this idea only applies to text-related systems and is not
applicable in practical application scenarios [6]. Recently, constant-Q cepstral coeffi-
cients (CQCC) features have been successfully used as a countermeasure for replay
attacks. However, the disadvantage of the CQCC feature is that the algorithm runs for a
long time [7, 8]. It was found that high frequency content in the spectrum is more
useful for detecting the replayed speech and thus, authors in [9] proposed High Fre-
quency Cepstral Coefficients (HFCC). Some of the approaches using deep learning
along with feature normalization also proposed in [10, 11]. The Instantaneous Fre-
quency (IF)-based feature sets were explored in [12]. The study in [13] used high
resolution temporal features known as Single Frequency Filter (SFF). For replay
detection, high frequency region is found to be more useful [9, 14].

In this paper, through the comparative analysis of the playback speech and the
original speech spectrogram, it is found that there are information differences in the
high and low frequency layers. A detection technique that extracts representative data
to characterize a certain speech signal is proposed. Experiments show that the data
features extracted in this paper have better playback speech detection effects than the
widely used cepstrum feature technology.

2 Comparative Analysis of Playback Speech and Original
Speech

Through the human ear, it is difficult to judge whether the speech is playback speech or
original speech, and the difference between the two is small. However, since the
counterfeit speech has undergone sneak recording and playback, and the external
factors are affected during this period, the difference between the two is mainly caused.
The difference between the playback speech and the original speech can be observed
and analyzed on the spectrogram [15, 16].

All experiments in this paper were conducted on the ASVspoof2017 database [3].
In order to truly reflect the difference between the original speech and the playback
speech, an experimental sample of the same person and the same speech content
(“Birthday parties have cupcakes and ice cream”) in the speech library is selected, and
the speech spectrum is shown in Fig. 1.

The comparison found that in the recording device and recording environment are
different, the playback device is the same, the difference between the playback speech
and the original speech in the high-frequency layer is obvious. The three kinds of
playback speech also have some differences in the low frequency layer (0–3 kHz) due
to different recording devices, which affects the detection result.

According to the above experiments, the difference between the two audio fields is
mainly reflected in the high frequency layer, and you can see that there are subtle
differences in the low-frequency layers of the spectrogram, so the feature of extracting
the playback speech is focused on the high frequency layer.

246 J. Zhou and Y. Jiang



2.1 Low Frequency Layer Feature Extraction

The Mel Frequency Cepstral Coefficient (MFCC) is the mainstream speaker recogni-
tion characteristic parameter [17].

The compression amount in the low frequency portion is large, and the high fre-
quency portion has a small compression amount. Finally, the L-order MFCC is
obtained:

Cn =
XM
i¼1

log10X ið Þ * cos
pðk� 0:5Þn

M

� �
; n ¼ 1; 2. . .;L ð1Þ

Where M is the number of Mel filters and C (n) is MFCC. X(i) is the output power
spectrum of the ith filter. The MFCC dimension n is usually less than or equal to M,
and L is usually between 12 and 16. For example, a set of speech is processed by
MFCC, and the data is reduced from 161 * 241 to 42 * 241.

The structure of the linear filter is the same physical frequency interval between
each filter, so the linear filter has the same filtering effect on the high and low frequency
layers, and the extraction linear filter coefficient is similar to the MFCC extraction
process.

Fig. 1. Spectrogram of original speech and playback speech. (a) Spectrogram of original speech;
(b) The recording device is the playback speech of Rode smartlav; (c) The recording device is the
playback speech of Rode NT2; (d) The recording device is the playback speech of Samsung
Galaxy 7s.
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2.2 High Frequency Layer Feature Extraction

The structure of the I-Mel filter is opposite to that of the conventional Mel filter
structure. In the actual frequency range, the filter center frequency interval of the low
frequency layer is large, and the center frequency interval of the high frequency layer is
small and the distribution is concentrated. The inverse Mel frequency cepstral coeffi-
cient (IMFCC) conversion formula is as follows [18]:

fI�Mel = b � 2595 � log10 fmax�f
700

� �
b = 2595 * log10 fmax

700

� �
8<
: ð2Þ

Where fmax is the maximum value of the frequency in Hz and fI�Mel (I-Mel) is the
inverse Mel frequency. The extraction process is roughly consistent with the extraction
of the Mel frequency cepstrum coefficient.

The I-Mel filter can make full use of the speaker’s personality information in the
high frequency layer and weaken the speaker’s personality information in the low
frequency layer [19].

2.3 Multilayer Filter Bank Design

We will design the filter bank as the L-M-I filter bank. The first N in the L-M-I filter
bank are linear filters, N + 1 to M are Mel filters, and M + 1 to K are inverse Mel
filters, usually K is 27–40. The structure diagram of the L-M-I filter bank is shown in
Fig. 2.

The new filter bank design uses I-Mel filters in the high frequency layer and low
frequency layer in combination of Linear filters with the Mel filters for feature pro-
cessing. The main reasons are:

Fig. 2. L-M-I filter bank structure diagram

248 J. Zhou and Y. Jiang



Speech in the low frequency layer of 0–1 kHz is easily affected by the recording
equipment. In this area, the Linear filters can effectively extract the difference and
weaken the influence of the recording equipment. In the part of 1 kHz–2.5 kHz, there
are some effective speaker personality information. The Mel filter has relatively high
spectral resolution in the low frequency layer, so the Mel filter is used. The high
frequency layer above 2500 Hz contains more speaker information, and the I-Mel filter
has a higher domain frequency resolution in the high frequency layer, which can
effectively amplify the difference of the high frequency layer.

L-M-I cepstrum feature extraction process:

(1) After pre-emphasizing the speech signal, it is windowed and framed. The
experiment uses the hamming window, the framed speech signal is xi nð Þ.

(2) Performing an FFT on xi nð Þ results in linear spectrum Xi kð Þ of each frame.

Xi kð Þ¼
XN�1

n¼0

xi nð Þ*e�2jpk
N , 0� k�N ð3Þ

Where N is the number of points of the Fourier transform.
(3) The Xi kð Þ is filtered by the L-M-I filter to generate the L-M-I spectrum.
(4) Calculate the logarithmic energy for the L-M-I spectrum and obtain the loga-

rithmic spectrum Siðm).

Si mð Þ = loge
XN�1

k¼0

jXi kð Þj2Hm kð Þ
 !

, 0�m�M ð4Þ

Where M is the number of filters, m = 1, 2, …, M.
(5) The logarithmic spectrum Siðm) is discrete cosine transformed to obtain the L-M-I

cepstrum coefficient:

C nð Þ ¼
XN�1

m¼0

Si mð Þcos p n m - 0.5ð Þ
M

� �
ð5Þ

The processed speech signal is parameterized, and each segment of the speech
(10–30 ms) is mapped to the multi-dimensional feature space.

3 GMM Based Playback Speech Detection Algorithm

The classifier uses the Gaussian Mixture Model (GMM). Each speaker’s phonetic
features form a specific distribution in the feature space. The probability density
function of each speaker is the same. The difference is the parameters in the function.

First, after performing the EM algorithm for each segment of speech in the train set,
the real speech GMM model G1 and the playback speech GMM model G2 are trained.
Let the observed feature vector of the test speech be recorded as / ¼ /1;/2; . . .;/Tf g,
then the posterior probability that the speech is Gn is:
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p kn /jð Þ ¼ p / knjð Þp knð Þ
P /ð Þ ¼ p / knjð Þp knð ÞPN

m¼1
p / kmjð Þp kmð Þ

ð6Þ

Where p /ð Þ is the probability of the feature vector set / under all speech model
conditions, p knð Þ is the prior probability of real speech or playback speech, p /jknð Þ is
the conditional probability of Gn generating feature vector set /.

The test results are obtained by the maximum posterior probability criterion. In
order to simplify the calculation, according to the formula conversion, the calculation
of the likelihood ratio r is as follows:

r ¼ log10
P / G1jð Þ
P / G2jð Þ ð7Þ

Using the likelihood ratio as a means of judging whether the speech to be tested is a
playback speech, setting a threshold h, if the likelihood ratio r is larger than h, it is
considered to be a real speech. If the likelihood ratio r is smaller than the threshold h,
determining the speech to be tested is playback speech [20]. The main criterion for the
evaluation of the detection algorithm is the equal error probability (EER), Pfa hð Þ is the
false positive rate, Pmiss hð Þ is the missed detection rate [21]. When Pfa hð Þ and Pmiss hð Þ
are equal, the value is equal to the EER. The relevant calculation formula is as follows:

Pfa hð Þ ¼ spoof trials with score [ h
Total spoof trials

ð8Þ

Pmiss hð Þ ¼ human trials with score � h
Total human trials

ð9Þ

EER ¼ Pfa hð Þ ¼ Pmiss hð Þ ð10Þ

According to the actual situation, the h is adjusted so that the EER is within a rea-
sonable range. The recognition rate is judged according to the size of the EER, so that
the advantages and disadvantages of the detection algorithm and the filter extraction
effect of the filter are better. The smaller the EER, the better the detection effect.

4 Experimental Results and Discussion

In order to illustrate the effectiveness and practicability of the proposed algorithm, the
experimental speech data is taken from the data set in the ASVspoof2017 competition,
including the train set and the dev set. The theme of the contest is playback speech
attack detection, providing a standard speech library and evaluation rules. [22]. The
experiments in this work are conducted on the ASVSpoof2017 database, as shown in
Table 1.
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The playback environment mainly involves recording equipment, playback
equipment, and recording environment. In each playback environment, the same
speaker records the same phrase multiple times. The corpus uses the 10 most com-
monly used phrases in the RedDots corpus, with a sampling rate of 16 kHz.

4.1 Optimal Combination Analysis of L-M-I Filter

The combined filter of the number of Linear filters and Mel filters is 7, and the number
of I-Mel filters is 20 to find the optimal combination. And set the number of Gaussian
functions to 256. The experimental results are shown in Table 2:

It can be seen from Table 2 that when L-M-I is a combined cepstrum feature of
4 + 3 + 20, the playback speech detection EER is 2.63%, and the detection perfor-
mance is best in various combinations, and the combination of 4 + 3 + 20 is optimal.

4.2 The Effect of Delta Characteristics on Test Results

The speech signal has continuity, and the time-varying characteristics between the
features of the speech frame are obtained, which will improve the recognition effect.
The feature is subjected to a Fourier transform at the timing of the sequence of frames
to obtain the Delta feature. Make another Fourier transform to get the Delta_Deltat
feature.

Experimental conditions: L-M-I filter is 4 + 3 + 20 combination, Delta features:
static features, Delta features, Delta_Deltat features; GMM’s order is set to 64, 128,
256, 512.

It can be seen from Table 3 that the introduction of the Delta and Delta_Delta
features can improve the recognition rate to a certain extent. The Delta_Delta feature
has an improved detection effect than the introduction of only the Delta feature.

Table 1. ASVspoof2017 data set details

Subset Speakers Replay sessions Replay config Non-replay Replay

Train 10 6 3 1508 1508
Development 8 10 10 760 950

Table 2. Detection results of different filter combinations (%)

Linear filter Mel filter I-Mel filter EER

1 6 20 9.95
2 5 20 4.63
3 4 20 3.26
4 3 20 2.63
5 2 20 2.71
6 1 20 3.43
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4.3 Comparison of Multiple Feature Extraction Methods

This section adds a variety of single-layer filtered cepstrum features for experimental
comparison. They are the characteristic parameters CQCC used in the baseline system
of the ASVspoof2017 competition, several common traditional cepstral features
MFCC, IMFCC, LFCC [23].

The number of Gaussian functions set in the experiment is 64, 128, 256, 512. The
experimental uses the optimal L-M-I combination to be the cepstrum feature of
4 + 3 + 20. The experimental results are shown in Table 4.

When the GMM order is small, each component contains too much difference data,
which reduces the modeling ability, resulting in poor detection performance. As the
order of GMM becomes higher, the EER results under different cepstrum character-
istics tend to decrease overall. This is because the training set is large and there is no
over-fitting phenomenon.

From Table 4, the L-M-I multi-layer filter cepstrum feature proposed in this paper
has better effect than the traditional cepstrum features such as MFCC and LFCC.
The GMM order is 512, and the L-M-I cepstrum feature detection EER is 2.63%, and
the detection performance is the best.

Through the EER curve of Fig. 3, the performance of the L-M-I cepstrum feature is
more visually and intuitively seen.

Table 3. Results from different Delta features

Feature 64 128 256 512

Static 4.20 4.17 4.24 3.96
Delta 3.50 3.08 2.97 2.70
Delta_Delta 3.25 2.96 2.71 2.65

Table 4. Detection results under different cepstral features (%)

Cepstrum feature GMM
64 128 256 512

MFCC 16.80 15.55 14.31 15.42
IMFCC 6.64 6.05 6.17 5.91
LFCC 7.42 7.37 7.16 7.08
CQCC 13.93 12.80 12.60 12.24
L-M-I 2.96 2.80 2.70 2.63
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5 Conclusions

In this paper, a method for extracting cepstrum feature is designed. Linear filters and
Mel filters are used in the low frequency layer, and inverse Mel filters are used in the
high frequency layer. Multi-layer integration to form L-M-I features. From the
experimental results, the L-M-I cepstrum feature can effectively discriminate the
playback speech in a variety of spoofing environments, and has better detection results
than other cepstral features. This shows that the cepstrum feature extracted by the
algorithm can effectively capture the difference of frequency layers of speech.
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Abstract. With the development of wearable devices, there are growing con-
cerns about motion detection, the passive and wireless identification and sensing
platform—WISP, which transmitted data in real time, was used to detect the
indoor human behavior. WISP can obtain energy from the ultra-high frequency
signals emitted by RFID reader, so as to provide power for its built-in low-
power microcontroller and sensor, saving energy cost and using backscatter to
transmit data. The transmitted EPC data contains the acceleration information
collected by its built-in three-axis acceleration sensor ADXL362, the data are
processed and the noise signal is removed by wavelet filtering, so as to identify
the indoor human behavior. The experimental results verify the feasibility of
using WISP to collect acceleration data and can effectively detect various human
behaviors.

Keywords: Passive sensing network � Wireless identification sensing
platform � Wavelet filtering � Data transmission � ADXL36

1 Introduction

Nowadays, sports and health are the most concerned topics. With the continuous
expansion of Radio Frequency Identification (RFID) technology application field and
the development of highly integrated acceleration sensor technology [1], the combi-
nation of the two makes wireless human motion detection be applied. Traditional
passive tags can only be used to simply identify the target, and the function is relatively
simple. The status of the target cannot be detected in real time through the tag.

At present, the main behavior detection technologies are mainly based on computer
vision, infrared technology, ultrasonic technology, and special sensors. Based on
computer vision, for example, Chaaraoui [10] used computer vision technology to
process the sequence of video collected human behavior image, and then identified the
behavior. This method has a large amount of calculation and is suitable for recognition
within the line of sight range, and is prone to dead angles, which is greatly affected by
visual environment factors. The equipment of infrared technology is expensive and
deployment cost is high. Ultrasonic technology uses the Doppler Effect to determine
the direction, speed and size of the human body. The recognition accuracy is high, but
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the ultrasonic waves are easily attenuated during the propagation process, and addi-
tional equipment needs to be deployed. The behavior recognition of dedicated sensors
is mainly the use of acceleration sensors, which can identify fine-grained behavior by
analyzing acceleration data. However, there is little research on human behavior
detection in the combination of radio frequency technology and acceleration sensor
technology, which can ensure the convenience of real-time data transmission and the
accuracy of recognition behavior.

This paper adopts the latest passive WISP5.1 platform with real-time wireless data
transmission function, and realizes the detection of various motion behaviors of the
human body through the built-in ultra-low power, 3-axis MEMS accelerometer sensor
ADXL362. Not only does the user get rid of the inconvenience of wearing a bracelet,
but also overcomes the energy limitation. WISP captures the electromagnetic energy
from the RF wave of the reader, converts it into power energy, collects the data through
the sensor, and then sends the data to the reader through the reflective communication
[3], and finally returns to the background computer.

2 WISP Platform Architecture and Working Mechanism

2.1 WISP Platform and Architecture

WISP is a new generation of wireless identification and sensing platforms developed by
Intel research in Seattle and the university of Washington in 2008 [4] that can be used
to upgrade various RFID applications. WISP’s power supply, like ordinary passive
tags, collects the reader’s RF signal for conversion to DC power for its own use.
If WISP is developed as an RFID tag, then for an RFID reader, WISP is just a normal
EPC Gen1 or Gen2 tag. The difference is that it is a passive sensor tag, and can
integrate multiple sensors, using the RF signal collected from the reader side as the
internal working power, the entire workflow using low-power microprocessor control
tags including the sensor sampling [5], the latest WISP label version number is 5.1, as
shown in Fig. 1.

Fig. 1. WISP5.1 label
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Hardware architecture of WISP is shown in Fig. 2. The antenna is responsible for
receiving and transmitting radio frequency: when WISP energy is insufficient, the
antenna absorbs the RF signal to capture energy, when the WISP energy is sufficient
and needs to respond to the command of the RFID reader, the antenna reflects the RF
signal. The main function of the impedance matching module is to reduce RF reflection
to absorb RF signals. The energy harvesting module rectifies the received RF signal
into a DC voltage to charge the WISP’s internal capacitor. The function of the voltage
adjustment module is to monitor whether the rectified voltage reaches 2.2 V. Once the
rectified voltage reaches 2.2 V, a hardware interrupt is generated to wake up the
WISP. The demodulator is responsible for demodulating the data stream and outputting
the result to the MSP430 microprocessor. The modulator modulates the digital signal
output by the MSP430 into a radio frequency signal and reflects it through the antenna.
The external sensors (such as accelerometers, temperature sensors, illumination sen-
sors, etc.) are driven and turned off by the MSP430 microprocessor [3].

2.2 WISP System Working Mechanism

This WISP system consists of four main components: the reader, the reader antenna, the
WISP tag, and the background computer. The computer is connected to the reader via a
cable and sends the appropriate commands to the reader according to the application
requirements. The reader communicates with the WISP tag through the antenna to
transmit energy and command messages. After the WISP tag reaches the working
voltage, it starts working. The built-in MSP430 microprocessor parses the command to
perform the corresponding task, and reflects the data information to the reader in real
time. The reader further feeds the information back to the background computer to
serve the upper application [6]. The working mechanism of the whole system is shown
in Fig. 3.

Fig. 2. WISP hardware architecture
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3 Function Implementation

3.1 Environmental Construction

The experimental environment of this paper is shown in Fig. 4, using the ImpinjR420
reader produced by Impinj in American, WISP version number is 5.1. ImpinjR420
reader operates from 865 MHz to 956 MHz and supports the EPC global UHF Gen1 or
Gen2 interface [11]. The reader and the antenna are connected to each other through a
coaxial cable, and the RF electromagnetic field emitted by the reader antenna is used to
construct a wireless power source, thereby realizing energy supply to the WISP and
realizing data communication between the WISP and the reader. As the energy supply
of WISP is completely provided by the RF electromagnetic field emitted by the reader
antenna, the distance between WISP and the reader antenna shall not exceed 5.5
meters, and the power supply capacity will gradually decrease with the increase of the
distance between the two. Therefore, it is necessary to reasonably select the position of

Fig. 3. Working mechanism of WISP system

Fig. 4. Experimental environment
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the reader antenna in the experiment [7]. Background computer runs the WISP test
platform software, and the reader uses the 10/100BASE_T port to realize the network
interconnection between it and the background computer, and communicates with the
reader through the LLRP TCP/IP protocol [8].

After completing the connection of the experimental equipment, the ImpinjR420
reader parameters need to be set accordingly as shown in Fig. 5.

3.2 Data Collection

The process of WISP tag for behavioral data collection is shown in Fig. 6. MSP430
microprocessor in WISP is an ultra-low power, 16-bit compact instruction structure
microprocessor with fast computing speed and high processing power. It has five low-
power modes, LMP0 to LMP4, where LMP4 is dormant. MSP430 processes data and
controls various components, its normal operating voltage is 2.2 V and the operating
current is 250 A, but the current is only 0.1 A in the dormant state. Due to the energy
limit, the MSP430 in WISP cannot work all the time. There are two modes, one is the
working mode and the other is the deep sleep mode. In working mode, it is mainly used
for perception, calculation and communication. Set the time and cycle of sending
number according to energy, After the work is done, WISP enters a deep sleep phase.
In the deep sleep, the current is reduced to 20 nA, which saves energy. When the time
set by the timer is reached, the processor is awakened and starts to perform data
perception, calculation and transmission again from initialization [2].

Fig. 5. Parameter settings of ImpinjR420 reader
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The ADXL362 in WISP is an ultra-low-power, 3-axis MEMS accelerometer. The
functional block diagram is shown in Fig. 7. The power consumption is less than 2 lA
at an output data rate of 100 Hz and 270 nA in a motion-triggered wake-up mode.
Unlike accelerometers that use periodic sampling to achieve low power consumption,
the ADXL362 does not pass the under sampling aliased input signal, which samples the
entire bandwidth of the sensor at full data rate. The ADXL362 typically provides 12-bit
output resolution and, when low resolution is sufficient, provides 8-bit data output for
more efficient single-byte transfers. The measurement range is ±2 g, ±4 g and ±8 g,
and the resolution in the range of ±2 g is 1 mg/LSB. Applications with noise levels
below the normal 550 lg/√Hz of the ADXL362 can choose one of two low noise
modes (typically as low as 175 lg/√Hz) with minimal supply current increase. In
addition to ultra-low power consumption, the ADXL362 has many features to achieve
true system-level power savings. The device includes a deep multi-mode output FIFO,
a built-in micro-power temperature sensor and several motion detection modes,
including a sleep and sleep-up mode with adjustable thresholds, in which the mea-
surement rate is around 6 Hz, it consumes 270 nA. ADXL362 has two modes of
operation: measurement mode for continuous, wide bandwidth detection, and wake
mode for limited bandwidth motion detection. Due to the good characteristics of the
ADXL accelerometer, various behavioral data of this experiment can be collected
efficiently and accurately, which lays a foundation for later data analysis.

Fig. 6. WISP tag motion data acquisition process
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3.3 Behavior Detection Scheme

People’s behaviors in the room are mainly sitting, standing, fall, Swing in situ,
squatting and indoor direction movement. The experimenter binds the WISP tag to the
arm. For these application scenarios, the behavior detection scheme used in this paper
is shown in Fig. 8.

4 Analysis of Experimental Results

4.1 Data Processing

The program sets the sampling frequency of the WSIP tag to 100 Hz, the ADC12 clock
source on the WISP is ON, and the working voltage Zout is the operating voltage that
the WISP provides to the ADC12. According to the data we obtained in the client
software, as shown in Fig. 9, the hexadecimal EPC code stored in the WSIP tag can be
obtained.

Using the Python data processing program, the acceleration (unit g) information Gx,
Gy and Gz of x axis, y axis and z axis can be obtained as follows:

Gx ¼ VwXout

212=L
ð1Þ

Gy ¼ VwYout
212=L

ð2Þ

Fig. 7. ADXL362 function block diagram

Fig. 8. Behavior detection scheme in the experiment
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Gz ¼ VwZout
212=L

ð3Þ

Where Vw = 2V, L ¼ 16 is the measurement range length of the ADXL
accelerometer, and 212 is the maximum binary number that the 12-bit ADC can express.
Xout, Yout and Zout are analog data converted to decimal. According to the calculation
formula, the acceleration data of various behaviors such as standing, falling, squatting and
directional movement are calculated separately. In addition, due to the influence of the
collected data signal noise [13], the data needs to be filtered and preprocessed. The
bandwidth of the human behavioral motion is much smaller than the noise bandwidth of
the acceleration sensor. Therefore, the wavelet filter [12] is selected to reduce the out-of-
band noise, which can improve the measurement accuracy of the acceleration sensor [9].

4.2 Data Analysis

After processing in Python and MATLAB programs, acceleration data for stationary
standing, falling, squatting, and directional motion can be obtained successively, as
shown in Figs. 10(a), (b), (c), and (d), respectively.

Figure 10(a) is the acceleration data of still and standing. At the beginning, the
experimenter was in a static state, and the acceleration value remained stable, then the
experimenters stand up from the static state, and the acceleration value has obvious
changes, which can reflect the behavior change of the experimenters at the moment.
Figure 10(b) is the behavior of the experimenter to simulate the fall. It can be seen from
the figure that the acceleration changes significantly during the fall, and the value of the
acceleration after the fall becomes smaller, which can accurately reflect the state of the
fall. Figure 10(c) is the acceleration data of the squat movement of the experimenter for

Fig. 9. Client data acquisition
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5 times and each short stay. It can be seen that the acceleration changes in the squat
movement and the numerical value fluctuates for 5 times. The gentle fluctuation is the
transition state of the short stay of the experimenter, which can accurately detect the
status of the squat movement of the experimenter. Figure 10(d) is the acceleration data
of the experimenter moving in the indoor direction. When walking, the arm swings,
and similar frequency can be seen, which can reflect the walking state of the experi-
menter at this time.

Through the analysis of the fitting error of the original acceleration data and the
filtered acceleration data, as shown in Table 1, the root mean square error (RMSE) is used
to indicate the degree of dispersion of the acceleration data [14], and the root mean square
error ratio of the filtered data can be seen. It can be seen that the RMSE of the filtered data
is smaller than that of the original data, which indicates that the degree of dispersion is
small and the fitting is better, which is helpful for distinguishing the acceleration changes
of different behaviors and can effectively perform various behaviors.

(a) (b)

(c) (d)

Fig. 10. Acceleration data of various behaviors collected by WSIP. (a) acceleration of still and
standing, (b) acceleration of falling, (c) acceleration of deep squats (d) acceleration during motion

Study on Indoor Human Behavior Detection Based on WISP 263



5 Conclusion

This paper adopts the latest passive WISP with real-time wireless data transmission
function to realize the detection of indoor behavior of human body in each station. The
experimental results show that the wireless data transmission function can effectively
transmit the motion data and thus detect the various behavior states of the human body.
This method not only gets rid of the inconvenience of wearable devices, but also
overcomes the limitation of energy. Therefore, it has certain practical value, for
example, it can be used to monitor the indoor falling behavior of the elderly. The
further research direction of this paper is energy optimization algorithm and
improvement of detection accuracy, further saving energy cost and obtaining fine-
grained acceleration data through optimization. Machine learning method is used to
analysis and model the data.
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Abstract. In order to ensure the safety of workers engaged in high temperature
operation, it is of great significance to study the longest heat-resistant time of
human body at a certain temperature. In this paper, we mainly used a grid based
iterative algorithm. On the basis of Fourier Theorem, we established partial
differential equation about temperature of clothes, thickness and time, then
divide the grid in the range which calculate according to initial and boundary
condition to solve a difference equation. Taylor expansion is used to solve the
optimal thickness, time and other parameters by using the classical explicit
format method. The result shows that the clothing temperature rises rapidly in
the initial stage, and tends to be stable after reaching the critical time at about
1000 s, reaching the unsafe temperature of 47 °C at about 600 s. Compared
with the existing research, our model takes the temperature change into account
when the human body is the heat source, and considers the physical factors such
as heat conduction, radiation, convection and so on. It can be proved that the
results are more reasonable.

Keywords: Partial differential equation � Finite difference method � Heat
conduction theory � Grid based iterative algorithm

1 Introduction

High temperature heat protective clothing has important use value in daily life and is of
great significance in protecting people’s safety. In order to reduce the cost of clothing
production and research cycle, this paper analyzes the human body’s maximum heat
resistance time under a certain temperature and clothing thickness. In the existing
research results, the literature [1] proposed to set human skin as the fifth heating floor,
respectively established the heat conduction equations of each layer of the fabric, at
about 1500 s the temperature of the human body surface increases to 47 °C. Literature
[2] proposed an improved method combining differential transformation method, and
the results showed that the type of heat flux had no effect on the time to reach the
temperature distribution. Literature [3] used human sweat model to evaluate the thermal
protection performance of fireman’s clothing, the results showed that there was a linear
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relationship between the thermal protection performance and thermal insulation per-
formance of fireman’s clothing. In reference [4], multilayer skin simulators were
studied for temperature measurement with similar temperature rise curve outside the
skin surface, and advanced methods were used to directly simulate the heat transfer
inside the human skin with multilayer structure. Literature [5] studied the thermal
protection performance of fireman’s clothing fabric under different thermal radiation
levels, and found that weight, thickness, thermal resistance had significant influence on
the protection performance. Literature [10] based on the biological heat equation, the
finite element method is used to analyze the human body temperature change. Liter-
ature [11] established a thermodynamic model of the region around the human body,
and used the finite difference method to calculate the temperature distribution. Liter-
ature [12] simulated the change of temperature distribution with time based on the
specific heat capacity and thermal conductivity of human body.

Compared with other research contents, this paper considers three basic methods of
heat transfer: heat conduction, heat convection, heat radiation and their effects on four-
layer fabrics. In estimating the initial temperature, the original temperature of the
thermal suit is estimated according to the standard of the laboratory temperature, and
the human body’s heating condition on the clothing when the person does not enter the
high-temperature laboratory.

Based on the theory of thermodynamic conduction, a grid based iterative algorithm
is used. The model of clothing fabric temperature, time and space in high-temperature
environment is established, and the relationship among time, temperature and clothing
thickness is determined according to Fourier theorem and partial differential equation
model of heat conduction. The first part of this paper is the establishment of the system
model, the second part is the algorithm analysis, the third part is the simulation and
analysis of the results.

2 System Model

Due to its special working conditions and crowd, the high temperature heat protective
clothing has certain requirements on clothing thickness and heat resistance time. If the
clothing thickness is known, the heat-resistant time can be analyzed; otherwise, if the
heat-resistant time is known, the material thickness required by the clothing design can
also be rapidly solved through the model. Therefore, based on different clothing
thickness, this paper simulates the temperature distribution model of time and space,
and analyzes the relationship between them. The system algorithm flow chart is shown
in Fig. 1.

Fig. 1. Flow chart of the system algorithm
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Assuming that the general thermal protective clothing has three layers, the first
layer directly contact with the outside world, the third layer closest to the skin, to make
the result more accurate, we set the layer between the inside of the clothes and the air as
the fourth skin layer. Considering the heat transfer theory, the heat transfer in three
basic ways: heat conduction, convection and radiation [6], we found that the first layer
directly contact with outside air, are largely driven by external heat radiation and heat
convection between the air; The second and third layers wrapped inside, there is only
heat conduction; The fourth layer as the air layer between the skin and clothes, by
constant temperature thermal radiation and heat convection of air layer of the body.
Assuming that the fabric of each layer of the garment is evenly distributed, the two-
dimensional diagram of heat transfer effect is shown in Fig. 2.

2.1 Clothing Thickness and Heat Resistance Time Model

According to the theory of Fourier heat conduction law [7], heat conduction can be
transformed into solving the problem of temperature gradient, which can be solved by
partial differential equation. Suppose the temperature of the first layer is Ti(x,t)(°C), x
(mm)is the thickness of clothing relative to the outermost layer, and t(s) is the time of
heat transfer. The partial differential equation of heat conduction obtained from heat
transfer theory is as follows:

qici
@Ti x; tð Þ

@t
¼ ai

@2Ti x; tð Þ
@x2

i ¼ 1; 2; 3; 4ð Þ ð1Þ

Where, Ti(x,t) is the temperature of layer i, ci(J/(kg�°C)) is the specific heat, q is the
density, and ai is the heat conductivity.

2.2 Determination of Initial and Boundary Conditions

In order to solve the above partial differential equation model, the initial conditions and
boundary conditions need to be determined to frame the range of the results.

In this article, the initial condition is the initial state of clothing system, in order to
get more accurate initial value, we assume that temperature of the heat source before
entering the laboratory is 37 °C, assumptions before entering the laboratory tempera-
ture of each layer has reached a stable state, the problem is simplified to multilayer flat

Fig. 2. Outside - thermal clothing - skin heating diagram

268 Y. Shen et al.



wall heat conduction [6]. In the concept of resistance in analog electricity, the total
thermal resistance is the sum of the partial thermal resistance:

Rtotal ¼ Rout þ
X4
i¼1

Ri þRin ¼ 1
h1

þ
X4
i¼1

xi � xi�1ð Þ
ki

þ 1
h2

ð2Þ

Where h1 is the external convection heat transfer coefficient, and h2 is the con-
vection heat transfer coefficient of the fourth layer, so the heat transfer rate v of the
system is:

v ¼ Tout � Tin
Rtotal

¼ Tout � Tin

1
h1
þ P4

i¼1

xi�xi�1ð Þ
ki

þ 1
h2

ð3Þ

Therefore, we can determine the initial temperature of any point x = xi, the initial
condition of the equation is:

T x ¼ x1
t ¼ 0

������� ¼ Tout � v Rout þ
Xx¼x1

x¼x0

ri

 !
ð4Þ

We define the first three layers of fabric as a whole, thermal radiation and heat
convection need to be considered outside the heat proof clothes. According to the
Fourier law and Newton’s law of cooling, we can get on the left side of the boundary
conditions of convection and radiation related equation:

�k1
@T
@x

����
x¼0

¼ qconv þ qradð Þjx¼0¼ h1 Tout � T jx¼0

� � ð5Þ

Where qconv and qrad are respectively conduction heat flux and radiant heat flux.
The right side of the first three layers of fabric is the fourth air layer, three ways of

heat transfer are taken into consideration, namely thermal radiation, heat convection
and heat conduction, to get the right boundary condition associated with all three types
of heat transfer equation:

�k1
@T
@x

����
x¼x3

¼ qair;conv=cond þ qair;rad
� ����

x¼x3
¼ h2 Tjx¼x3�Tin

� �
þxr T4

��
x¼x3

�T4
in

� �
ð6Þ

Where, qair,conv/cond represents the heat flow density of the right side of the fabric,
qair,rad represents the radiant heat flow density of air, r represents the Boltzmann
constant, x represents the proportional coefficient of radiation, and Tin= 37 °C repre-
sents the temperature inside the dummy.
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To sum up, the thermal conductivity model is as follows:

ciqi
@Ti x;tð Þ

@t ¼ ki
@2Ti x;tð Þ

@x2 ; i ¼ 1; 2; 3; 4

T x ¼ x1

t ¼ 0

��������
¼ Tout � v Rout þ

Px¼x1

x¼x0
ri

 !

�k1@T@x
��
x¼0¼ h1 Tout � Tjx¼0

� �
�k1@T@x

��
x¼x3

¼ h2 Tjx¼x3�Tin
� �

þxr T4
��
x¼x3

�T4
in

� �

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð7Þ

3 A Grid Based Iterative Algorithm

In the process of solving one-dimensional heat conduction partial differential equations,
it is not difficult to find that as the number of layers increases, the solution space
becomes more complicated, so it is difficult to directly solve the exact solution of the
partial differential equation. Based on this, we use the FDM finite difference method [9]
to deal with the partial differential equation. Combining the iterative idea we can find
the approximation of the temperature value T(xi,ti) in the space G.

3.1 Difference Equation

When using the difference method to solve the partial differential equation, we first
need to mesh the region G of the feasible solution. To discrete the partial differential
equation on the grid, and use the quotient of the minimum difference of the adjacent
function as the deviation at the point, we can transform the solution of the partial
differential equation into a solution to the difference equation.

Based on the idea of finite element iteration, this paper divides the mesh in the
spatial direction and the time direction, sets the starting condition and boundary con-
dition of the mesh, and determines the optimal step size in the spatial direction and time
direction. The overall steps are as follows:

Step1: Define the solution space: G = {0 � x � X, 0 � t � T}.
Step2: Define the step size, take the space step in the x-axis direction h = X/N, and

the time step in the t-axis direction s = T/M, where M and N are positive integers.
Step 3: Determine the two clusters of parallel lines used for the split:

x ¼ xj ¼ jh; j ¼ 0; 1; . . .;N

t ¼ tk ¼ ks; k ¼ 0; 1; . . .;M
ð8Þ

Based on this, we divide the region G into rectangular grids, which are selected
random nodes, as shown in Fig. 3.
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Iterative results of finite difference show that the step size of the grid has a sig-
nificant influence on the temperature value of the node. If the long step will result in the
large error of the iterative value, and the short step will make the solving process
cumbersome. In order to get the most accurate temperature distribution [8], when
r = as/cqh2 � 0.5 the above differential grid has stability and the time step s = 1 s
and the space step h = 0.001 mm.

3.2 Classical Explicit Method to Solve Difference Equation

Based on the number of mesh nodes obtained from the optimal step value, the dif-
ference expansion formula of temperature T to time t can be derived by using the
Taylor expansion formula of the unary function:

@T
@t

j; kð Þ ¼ T j; kþ 1ð Þ � T j; kð Þ
s

þO sð Þ
@2T
@x2

j; kð Þ ¼ T j; kþ 1ð Þ � 2T j; kð Þþ T j� 1; kð Þ
h2

þO h2
� � ð9Þ

In the formula we will simplify T(xi,ti) as T(j,k). Based on this, we use Eq. (7) to
discrete the partial differential Eq. (1), and discard the high-order small term, and get
the approximate value of the node. Finally we establish the discrete difference
according to the boundary conditions and initial conditions satisfied by the heat con-
duction equation. The iteration model is:

Tkþ 1
j ¼ rTk

jþ 1 þ 1� 2rð ÞTk
j þ rTk

j�1

k ¼ 0; 1; . . .;M; J ¼ 0; 1; . . .;N

T0
j ¼ 37�C; Tk

0 ¼ 75
�
C

8><
>: ð10Þ

where r = ais/ciqih
2 is the net ratio, ci(J/(kg�°C)) is the specific heat.

Fig. 3. The schematic diagram of space G
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4 Emulation and Analysis

It can be solved by the multi-layer flat-wall heat conduction model. Before entering the
high-temperature experimental environment, the temperatures on the right side of the I
to IV layers are 22.3 °C, 23.1 °C, 27.1 °C, 37.0 °C respectively. On the basis of the
above initial conditions, referring to the parameter value of the heat-resistant material
shown in Table 1, the finite-difference method is used to solve the partial differential
equation, and the three-dimensional temperature distribution map at different time and
different clothing thickness is obtained, as shown in Fig. 4.

It can be found that as time increases, the temperature of the medium of each layer
of the garment is generally increased, and the temperature change in the human epi-
dermis is minimal, which is consistent with the inner skin heat transfer theorem in the
literature. In addition, the heat conductivity and specific heat of the air close to the
surface of human skin are lower. Combined with the inner skin heat conduction the-
orem, the temperature change at the innermost side of the garment is not obvious,
which is consistent with the actual change.

Observing a single curve from the profile can be found that the temperature exceeds
the critical value and tends to be stable. It is not difficult to find that layer I has the
largest critical temperature value and the fastest growth rate. As the critical layer
increases, the temperature value decreases and the rate of temperature value increase
slows down.

We use the single factor error analysis method to consider whether the influence of
each factor on the surface temperature value of the dummy is significant, and the
sensitivity analysis of the model between the thickness of the garment and the heat
resistance time.

Table 1. Parameters of clothes

Layer Density Specific heat Thermo-conductivity Thickness

I 300 1377 0.082 0.6
II 862 2100 0.37 0.6–25
III 74.2 1726 0.045 3.6
IV 1.18 1005 0.028 0.6–6.4

Fig. 4. 3-D temperature distribution map
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As shown in Fig. 5, the surface temperature distribution of the dummy skin mea-
sured at different temperatures shows that the ambient temperature will significantly
affect the surface temperature of the dummy skin within 1000 s of the test time. The
surface temperature value of the dummy’s skin gradually increases as the temperature
of the external environment increases. When the experimental time exceeds 1000 s, the
temperature of each layer gradually becomes stable.

At the same time, the maximum temperature of the surface of the dummy skin
corresponding to different temperature environments is different, but the time to reach
the maximum temperature is approximately equal, indicating that the external tem-
perature only affects the maximum temperature value of the surface of the dummy, and
does not affect the time required to reach the maximum temperature value.

Compared with other research contents, this paper considers three basic ways of
heat transfer: heat conduction, heat convection, heat radiation and their influence on
four-layer fabrics, which are considered more comprehensive. When estimating the
initial temperature, the original temperature of the heat-resistant suit is estimated
according to the standard of the laboratory temperature, and the human body supplies
heat to the garment when the human is not put into the high-temperature laboratory, so
that the result is more rigorous.

5 Conclusion

In this paper, the thermodynamic conduction principle is used to establish the rela-
tionship model between clothing fabric temperature, time and space in high tempera-
ture environment. According to Fourier Theorem, we establish a heat conduction
partial differential equation model. According to the actual environment and heat
transfer of the four-layer fabric, only the heat conduction is considered for the II and III
layers. The heat conduction, heat radiation and heat convection are considered for I and
IV layers. When solving the initial conditions, the problem is reduced to a multi-layer
flat-wall heat conduction model, and the temperature heated to a steady state is taken as
an initial condition. Finally, using the FDM finite difference method to calculate the
numerical solution of the partial differential equation, it is found that the temperature
rises sharply before 1000 s, and gradually reach a steady state after 1000 s. Based on
the theoretical model, it is possible to analyze the material density and thermal

Fig. 5. Temperature distribution at different temperatures
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conductivity of different garment materials, and fully consider various factors to make
the model structure more rigorous.
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Abstract. Emotions are expressed by humans to demonstrate their feelings in
daily life. Video emotion recognition can be employed to detect various human
emotions captured in videos. Recently, many researchers have been attracted to
this research area and attempted to improve video emotion detection in both lab
controlled and unconstrained environments. While the recognition rate of
existing methods is high on lab-controlled datasets, they achieve much lower
accuracy rates in a real-world uncontrolled environment. This is because of a
variety of challenges present in real-world environments such as variations in
illumination, head pose, and individual appearance. To address these challenges,
in this paper, we propose a framework to recognize seven human emotions by
extracting robust visual features from the videos captured in the wild and handle
the head pose variation using a new feature extraction technique. First, sixty-
eight face landmarks are extracted from different video sequences. Then, the
Generalized Procrustes analysis (GPA) method is employed to normalize the
extracted features. Finally, a random forest classifier is applied to recognize
emotions. We have evaluated the proposed method using Acted Facial
Expressions in the Wild (AFEW) dataset and obtained better accuracy than three
existing video emotion recognition methods. It is noticeable that the proposed
system can be applied to various contextual applications such as smart homes,
healthcare, game industry and marketing in a smart city.

Keywords: Emotion recognition � Random forest � Landmarks � Generalized
Procrustes analysis � Datasets in the wild

1 Introduction

Humans demonstrate their emotion states, moods, and feelings by employing a variety
of cues when they are in social interaction with other humans or interacting with the
robots. Speech, facial expressions, and body gestures are some ways for expressing the
affects [1]. Moreover, humans respond emotionally to the received messages in human-
robot interactions. Therefore, it is a must that machines can perceive human affects and
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manage their behaviors. Today this is happening by emerging affect computing and
emotion recognition systems.

Emotion recognition is a growing research area which has attracted much interest
all over the world. Due to various methods for expressing the affects, researchers have
chosen a particular way to propose an emotion recognition system such as facial
expression recognition (FER) [2], and speech emotion recognition [3]. However, some
have attempted to present multimodal emotion recognition systems [4, 5].

Facial expression recognition (FER) system recognizes the expressions resulted by
face muscles movements or changing their positions. There are many applications and
research areas such as mental disease diagnosis [6] and physiological interactions
which employ FER systems. Also, human-robotic interactions (HRI) can be improved
by applying FER systems to analyze humans’ emotional states. Although most of the
FER systems have been proposed to recognize six basic emotions introduced by Ekman
[7], some complex emotions such as contempt, and pain have been detected by a few
FER systems. In this paper, we recognize seven expressions including six basic
emotions and neutral face.

Although the camera is the most common sensor to record the emotions, the
researchers have employed a variety of sensors such as the electrocardiogram (ECG),
and the electroencephalograph (EEG) to recognize the emotions and facial expressions.
Camera-based FER systems are grouped into two main categories: static and dynamic
face image or video. The former refers to the FER system which uses data extracted
from images while the latter refers to the FER systems in which video provides the
proper information.

The majority of FER systems have focused on recognizing the expressions in the
images or videos captured in the laboratory. These systems could achieve a reasonable
and high accuracy of approximately 98%; however, when evaluating them in the wild,
a low accuracy of almost 50% is obtained. Therefore, developing the new systems for
recognizing expressions in the wild needs more attention. By improving the perfor-
mance of the emotion recognition system in the wild, it is possible to employ it in the
context of smart cities. The smart industry, marketing, healthcare, and homes can be
managed by understanding citizens’ emotions.

In this paper, we have proposed a novel video-based facial expression recognition
system which recognizes seven emotions. We have employed frame sequences to
extract the visual features from the videos. The contributions of the proposed method
are listed as follows:

• We have developed a video-based emotion recognition in the wild which handles
head pose.

• In addition to using the simple, statistical features, the proposed system can obtain
higher accuracy by evaluating AFEW dataset and comparing the method with other
state-of-the-art methods shows its superiority.

• It can be used as an emotion recognition system in different scenarios in a smart
city.

The organization of the paper is as follows: Sect. 2 reviews the literature and
introduces the motivation. The methodology is detailed in Sect. 3. Evaluation of the
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proposed system by the AFEW dataset is explored in Sect. 4, and the results are
reported. Section 5 concludes the paper.

2 Related Work and Motivation

A FER process consists of three main stages: first, the face is detected in the whole
image or video. Next, appropriate features are extracted from the detected face. Finally,
emotions are recognized using a classifier. Many researchers have attempted to
improve the performance of the FER systems by investigating new techniques appli-
cable in each stage. They have proposed two standard methods for extracting features
[8–13]: appearance-based and geometric-based. The first group uses the texture
information of face as a feature vector. The second one refers to the FER systems that
extract the geometric information of face elements such as eyes, nose, and mouth and
calculate some geometrical relations like angles between them.

Furthermore, researchers have explored many classification methods to present new
FER systems. Many classifiers have been employed in the literature to provide effi-
ciency and robustness in the FER systems. Support vector machine (SVM) [14],
Adaboost [15], and deep neural networks [16, 17] are some of the examples. While
deep neural networks are widely applied to various applications especially in the FER
systems, they face barriers in real-world applications due to the need for a computer
with a GPU.

The majority of existing FER systems have been evaluated in the lab-controlled
environments. In 2013, the EmotiW challenge was held to encourage the researchers to
assess their FER systems on the real-world datasets captured in the wild. In the
challenge, two accessible datasets were used, namely, static facial expression in the
wild (SFEW) [18], and acted facial expression in the wild (AFEW) [19]. The results
showed a very low accuracy in recognizing facial expressions in comparison to those
when the lab-controlled datasets such as CK+ were used. It was because of the
unexpected challenges existed in the real-world conditions. There are three significant
challenges in the wild: illumination variation, head pose, and subject-dependence. To
get excellent results, it is essential to handle these challenges. Munir et al. [20] have
presented a FER system to recognize facial expressions using the SFEW dataset. They
have used fast Fourier transforms and contrast limited adaptive histogram equalization
to control lighting varying conditions. Different classifiers have been employed to
classify the expressions. Finally, the best accuracy of 96.5% was obtained. Liu et al.
[21] have proposed a FER system to recognize seven basic emotions. They have
handled illumination recognition by describing dense low-level features of each
expression using a spatiotemporal manifold (STM). A multi-class linear SVM was
employed to classify the expressions. The method was evaluated on two lab-controlled
datasets, MMI and CK+ and one real-world dataset, AFEW with the accuracies of
94.19%, 75.12%, and 31.73% respectively.

The second challenge in the wild is the changing head position. In the laboratory,
the images or videos are recorded when the subjects are in frontal view while it is not
always available in the real-world conditions. Therefore, FER systems should consider
this challenge to get better results. So far, a few studies have been proposed to handle it.
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In [22], the authors have detected smiles captured in the real-world conditions when the
faces are in different views. They have used conditional random regression forest to
train a small dataset by extracting a relation between image patches and smile strength.
They could achieve the accuracies of 94.05% (LFW dataset) and 92.17% (CCNU-Class
dataset).

Fan and Tjahjadi [23] have proposed a FER system and developed spatiotemporal
feature based on local Zernike moment in the spatial domain using the frequency of
motion changing. By using a dynamic feature, they have evaluated the method by
AFEW dataset and could achieve an accuracy of 37.63%. Recently, a 3D convolutional
neural network has been proposed to recognize the facial expressions from image
sequences by extracting high-level dynamic features [24]. The AFEW dataset was used
to evaluate the proposed method, and an accuracy of 38.12% was obtained. Further-
more, there are some studies which have developed their facial expression recognition
to employ in smart cities. Roza and Postolache [25] have developed a smart phone
application to analyze the citizens’ emotions in different areas of a smart city.
Muhammad et al. [26] have presented a facial expression monitoring system for
healthcare in smart cities using Bandlet transform.

As mentioned above, it seems that developing a FER system which is able to
handle three main challenges is necessary. In this work, we focus on the second
challenge, head pose and design an efficient FER system that is applicable in the real-
world applications. Due to using a fast classifier and simple features, the proposed
method should be able to be applied to real-world applications.

3 Methodology

Figure 1 illustrates a general framework of a smart city which uses the emotion
recognition system in various applications. There are many smart homes employed
healthcare services through this technology, by understanding the patients’ needs,
moods and states. Moreover, the emotion recognition system can enhance the inter-
action between humans and home robots. Similarly, it is applicable to detect unwanted
behaviors in public places or public transport. This technology may lead to detecting
drowsy drivers in smart cities. Smart game industry and manufacturing, as well as
smart marketing, can benefit the emotion recognition system by designing the natural
avatars and personalizing online communication. Therefore, the proposed emotion
recognition system can be applied to various areas in smart cities to improve the
performance.

As mentioned above, a conventional facial emotion recognition system consists of
three stages: firstly, it is essential to detect the face. Secondly, the appropriate features
should be extracted from faces to describe each emotion independently. We have
implemented the technique in [27] to extract 68 landmarks and then applied a gener-
alized Procrustes analysis (GPA) method [28] to normalize the features. Finally, the
extracted features are applied to a random forest classifier to recognize the emotions.
Figure 2 illustrates the framework of the proposed FER system and the details of each
stage are explained as follows.
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3.1 Face Detection

At the first step, we need to track the faces in the videos and then detect them. The
binary robust invariant scalable keypoints (BRISK) method [29] has been employed to
track the faces. It has two advantages compared with other tracking techniques: (1) it is
able to detect scale-space keypoints by defining octave layers of the image pyramid. In
this way, it takes less than other existing methods and boosts computation time. (2) It
can create a pattern included direction and gradients of each gray value keypoint. As
the BRISK detector is scale-invariant by calculating the accurate scale of each key-
point, it is one of the best methods for tracking the faces in videos captured in the wild.
Moreover, we track multiple faces in each video. Figure 3(b) and (c) show two samples
of tracking one and two faces in two videos captured from the AFEW dataset.

3.2 Feature Extraction

After tracking the faces, it is necessary to find a good descriptor of each emotion. This
stage is the most crucial phase in an emotion recognition system, and good extracted
features guarantee a robust, and accurate classifier. Therefore, we need to detect

Fig. 1. The framework of a smart city employed the emotion recognition system in different
contextual applications.

Fig. 2. The framework of the proposed FER system.
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essential facial structures on the face. A variety of feature extraction techniques and
many facial landmarks detectors have been presented to find the face structures, but all
techniques have attempted to localize and detect the facial regions including the mouth,
right and left eyebrows, and eyes, nose, and jaw. In this paper, we have detected 68
facial landmarks using the method introduced by Kazemi [27]. This method uses
regression trees to estimate the location of face elements. By applying the model to
each image, the coordinates of the face elements are calculated. Figure 3(a) shows 68
facial landmarks on an image. Also, pictures (b) and (c) show the extracted landmarks
in two videos from the AFEW dataset.

After detecting the facial landmarks, we have employed the Generalized Procrustes
analysis (GPA) method to normalize the coordinates of the facial landmarks. It is a
statistical algorithm firstly proposed by Gower [28] and then modified by Berge [30].
The GPA enables the system to ignore the scaling, rotating, and translating of facial
landmarks and consequently eliminates head pose. In this way, it is an excellent choice
for normalizing the features extracted from videos captured in the real-world and
unconstrained environments.

3.3 Classification

Ensemble algorithms are the methods that use several weak classifiers and combine
their outputs. Bagging and boosting are two popular techniques of classification trees
[31]. While successive trees in boosting try to indeed detect incorrect samples predicted
by earlier trees, in bagging, each tree independently classify data by the bootstrap
samples of the dataset. Finally, the prediction is taken by the majority voting. Random
forests are the modified bagging algorithm by adding an extra random layer [32].

Moreover, the process of constructing trees is different rather than bagging. In
common trees, each node indicates the best value among all variables; in contrast, each
node in random forests describes the best among a subset of classifiers selected ran-
domly at that node. Random forests benefit by this strategy which assists in performing
robustly against overfitting in comparison to other classifiers such as support vector
machine, and neural networks [33].

Fig. 3. (a) 68 facial landmarks on a face image, (b), and (c) Tracking one and two faces and
detecting 68 facial landmarks in the video from AFEW dataset, respectively.
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4 Experimental Results and Discussion

4.1 Data Set

As we have presented a framework for recognizing the facial expressions in the wild,
we have employed the Acted Facial Expression in the Wild (AFEW) 4.0 to evaluate the
proposed system. This dataset includes three categories of videos which were recorded
in real-world and diverse outdoor and indoor situations. The first consists of 578 videos
for training, the second and third groups contain 383 and 307 videos for validation and
testing, respectively. The videos were captured from movies [22]. Figure 4 shows some
examples of this dataset.

4.2 Experimental Results

As explained in Sect. 3, we have extracted 68 facial landmarks and applied the GPA
method to normalize the extracted features. Therefore, we have 136 features per frame
(68 coordinates included x and y). The frame sequences of AFEW training set have
been applied to the random forest. The proposed classifier contained two trees that were
trained, and the validation set of the AFEW data set is employed as test samples.
Table 1 shows the confusion matrix of evaluating. It is noticeable that the accuracy of
39.71% was obtained.

Fig. 4. Some examples of AFEW dataset.

Table 1. Confusion matrix resulted from applying the proposed method to the same AFEW
dataset.

Angry Disgust Fear Happy Neutral Sad Surprise

Angry 0.045 0 0 0.0118 0.304 0.638 0
Disgust 0 1 0 0 0 0 0
Fear 0.049 0 0.009 0 0 0.3350 0.6055
Happy 0.063 0 0 0.9363 0 0 0
Neutral 0.394 0 0 0.280 0.237 0.088 0
Sad 0.056 0 0 0.0161 0.606 0.320 0
Surprise 0 0 0.0008 0 0 0 0.999
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4.3 Discussion

According to Table 1, the proposed method is robust in recognizing disgust emotion
and could detect disgust faces with 100% accuracy. Moreover, it was successful in
detecting surprise faces as well as happy people with a negligible error rate. It was able
to recognize sad and neutral faces with an accuracy of 32%. In contrast, angry and fear
are two expressions which the proposed framework could not detect them at all. It
seems that the features should be improved because the system misunderstood fear
expressions with surprise and angry with sad faces. Furthermore, a high level of
variation such as different head pose and illumination conditions existing in the faces of
the dataset, makes the extracting right features more challenging. Variation of age and
people nationality in the videos may be another factor influencing the results.

To show the superiority of the proposed method, we have compared it with three
other FER systems. As it is shown in Table 2, the proposed method has higher
accuracy than others. Also, it implements a fast classifier in comparison to the work in
[24] which uses a deep neural network. The computation time of the system is 7 ms
executed on 64 bit windows 10, Core i7 CPU 2.80 GHz, and 16 GB RAM. Therefore,
it can be used in real-world applications.

5 Conclusions

The emotion recognition system is one of the active research areas with applications in
various fields such as mental disease diagnosis, creating avatars, and human-robotic
interactions. It can be used in the context of smart cities and applied to different
applications such as smart marketing, homes, game industry, and healthcare. In this
paper, we have chosen facial expressions to develop a new framework to recognize
humans’ emotional states. We have considered head pose challenge existing in the
videos captured in the wild and proposed a feature extraction method to handle it. By
extracting 68 facial landmarks from frame sequences and applying the GPA method to
normalize the features, a random forest classifier was trained based on the training set
of the AFEW dataset. We have evaluated our method by the AFEW validation set and
achieved an accuracy of 39.71%. The comparison with other existing FER systems

Table 2. Comparison the proposed method with other state-of-the-art FER systems evaluated by
the same AFEW data set.

Reference Methodology Accuracy %

[21], 2014 STM, UMM feature
Multi-class linear SVM

31.73

[23], 2017 Local Zernike moment
Weighting strategy

37.63

[24], 2018 High-level dynamic features
3D CNN

38.12

The proposed method GPA normalized features
Random forest

39.71
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shows that the system is more accurate and has less computational time. The proposed
system can be employed in smart city applications. For the future, it is necessary to
extract more appropriate features from videos and add another dimension (audio) to
improve the system by adding some extra information.
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Abstract. Discovering the most adaptive learning path and content is an urgent
issue for nowadays e-learning system, to achieve learning goals. The main
challenge of building this system is to provide appropriate educational resources
for different learners with different interests and background knowledge. The
system should be efficient and adaptable. In addition, the best learning path to
adapt learners can help reduce cognitive overload and disorientation. This paper
proposes a framework for learning path discovery based on differential evolu-
tionary algorithm and Knowledge graph. In the first stage, learners are inves-
tigated to form learners’ records according to their cognitive models, knowledge
backgrounds, learning interests and abilities. In the second step, learners’ model
database is generated, based on the classification of learners’ examination
results. In the third stage, the knowledge graph based on disciplinary domain
knowledge, is established. The differential evolution algorithm is then intro-
duced as a method in the fourth stage. The framework is applied to learning path
discovery based on differential evolution algorithm and disciplinary knowledge
graph. The output of the system is a learning path adapted to learner’s needs and
learning resource recommendation referring to the learning path.

Keywords: Learning path � Different evolution algorithm � Knowledge graph

1 Introduction

Learning path is a series of concepts and activities, which is chosen and followed by
learners, during the learning process. In traditional education systems, the learning path
and the learning content are selected by a small group of experts. As a result, the
learning path and content are same to all. With the prosperity of information and
communication technologies, various teaching methods, taking e-learning system and
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intelligent tutoring system for examples, are developed. Personalized and adaptive
learning system has become an integral part of the learning process. For the difference
of learner’s knowledge, background, and preferences, choosing the same learning path
for all would unavoidably lead to bad academic performance and low satisfaction.
Therefore, constructing an adaptive learning path that fits the needs of different learners
is pivotal in today’s education system. In order to achieve the object of adaptability in
the open learning environment, personalized learning path discovery and learning
resource recommendation based on learning path are proposed.

The differential evolution algorithm is a multi-objective (continuous variable)
optimization method for solving the global optimal problems in multidimensional
space. It can deal with problems with uncertainty and incompleteness, and generate the
most adaptive path accordingly. This study proposes a method architecture that aims to
build a learning path automatically, which is suitable for learners, based on algorithms
and knowledge graph to optimize the learning efficiency.

The structure of this paper is as follows: in Sect. 2, it discusses some of the research
work on learning paths and the role of knowledge graph as a medium to offer learning
path adaptability; Sect. 3 describes the proposed method framework, including the
construction of learners’ model database, disciplinary knowledge graph, and learning
path discovery algorithm; in Sect. 4, the financial discipline is taken as an example to
illustrate this method framework; conclusions and future work are introduced in
Sect. 5.

Data testing based on the proposed method framework is part of this framework
and its evaluation will be addressed in a recent article.

2 Related Works

A learning path is composed of behavioral steps that are directional (Yang and Wu
2009). The learning path has a defined learning goal that aims at helping learners build
their knowledge or skills in specific area (Sengupta 2012). The adaptive learning path
consists of learners’ attribute model, which provides personalized services based on
their knowledge, background and preferences, to meet specific learning needs (Huang
et al. 2007).

Providing the most adaptive learning path in the e-learning system can improve
users’ effectiveness and performance during the learning process. In order to achieve
this, researchers have proposed a great number of methods in e-learning environment
(Baylari and Montazer 2009). For example, Chen (2006) proposed a genetic-based
personalized e-learning system that generates appropriate learning paths based on the
results of learner pretests, and an attribute-based ant colony system to construct
appropriate learning objects according to learner style. Level of knowledge was pro-
moted as a method to classify different kinds of learners in Wang et al. (2008).

Ma and Ue (2017) used vector to represent the user’s learning record, fully con-
sidered the learning order of knowledge points, and proposed a new method of online
learning recommendation. Yang (2014) combined with local neighborhood search and
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tabu search to propose a kind of improved particle swarm optimization algorithm to
solve learning path optimization methods in online learning systems; Ahmad et al.
(2013) recommended appropriate learning paths for different learning groups by
studying ant colony optimization algorithms and concept maps; Hsieh et al. (2010)
used Apriori algorithm to mine candidate learning resources, and analyzing the rela-
tionship between formal concepts and knowledge on learning paths; Lee et al. (2008)
quantified the centrality and difficulty of knowledge units to generate knowledge maps,
and propose feedback-based global optimization. The method of network navigation
learning path generation; Li et al. (2002) realized the learning path extraction and
optimization through parallel topology sorting algorithm and reachability matrix, and
recommend learning path for selected knowledge points. Liu (2018) developed a
learning path recommendation method based on scientific knowledge map. Firstly, the
knowledge map based on knowledge points was constructed. The center degree was
calculated by defining the contribution degree of knowledge points, and then the
ranking of the knowledge points of different hierarchical levels was used. Value,
recommend the learning path for learners. Frequent route sequence pattern mining
algorithm for massive candidate routes; finally, a multi-dimensional route search and
sorting mechanism is designed to recommend personalized travel routes for users.

In the above research, the researchers used different methods to mine the learning
path and recommend it. However, the recommended learning paths are approximate
learning paths. They do not fully combine the characteristics of domain knowledge and
cannot fully satisfy the learners’ professional knowledge. Learning needs. In addition,
the recommended learning path cannot be guaranteed to be globally optimal. This
paper will provide learners with a global optimal learning path recommendation on the
premise of satisfying the individual needs of learners.

3 Learning Path Discovery Framework

3.1 Learner Model Construction

Testing and Evaluation
Through testing questions, seen in Fig. 1, learn the learner’s interest in learning, the
mastery of subject knowledge, and the expected learning outcomes.

Learner Model Library Construction
The clustering method is used to classify learners and build a learner model library (or
learners’ database), showed in Fig. 1. Different learner models have different learning
path characteristics, including the direction of learning, the difficulty of learning, and
the time spent on learning.
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Learner Model Generation
For new learner, by matching the learner with the learners’ model database, the type of
this learner is obtained. The process of learner’s type discovery is showed in Fig. 2.

3.2 Disciplinary Knowledge Graph Construction

The disciplinary knowledge graph is a directed graph structure composed of nodes and
edges, which is essentially a semantic network integrating knowledge data from
courses and learning materials. The nodes in the knowledge graph represent the meta
knowledge, and the edges between the nodes represent the relationship between meta
knowledge (knowledge points). Since the knowledge graph of one specific curriculum
links the knowledge of the curriculum according to their dependencies, the knowledge
graph is formed to have the learning path of navigation capabilities.

A discipline consists of a series of courses, each composed of learning reference
materials. The knowledge of each course is distributed in various chapters of textbooks,
which are presented as concepts or definition. By extracting these concepts and

Fig. 1. Learners’ model and database

Fig. 2. Learner’ type discovery
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definitions, the basic notes containing knowledge information are formed in the
learning process. The relationship between knowledge points is the link of different
concepts or definition of knowledge, therefore the scattered knowledge points can form
an associated knowledge graph structure. The knowledge points of a course and the
relationship between knowledge points constitute the knowledge graph of courses. The
knowledge graph of the various courses are combined to form the knowledge graph of
one specific discipline.

Disciplinary Meta-knowledge Identification and Extraction
The identification and extraction of disciplinary meta-knowledge is the first step in
constructing the knowledge graph. The disciplinary knowledge consists of meta-
knowledge and relationship between meta-knowledge.

Firstly, by text recognition techniques, the meta-knowledge and relationship of that
in the content of textbooks are identified and extracted. The relationship between
knowledge points is divided into four types: inclusion, similarity, opposite, and
dependence. Inclusion relationship shows as “consist of”/“consisted by”; similarity
relationship is represented as “similar to”; opposite relationship is marked as “opposite
of”; dependence relationship is tagged as “based on”/“basis for”. Next, based on the
pre-learning relationship of the knowledge points, four kinds of relationship stand for
different direction: the inclusion relationship as the afterward direction; the similar and
opposite relationship as alternative choice; the dependence relationship as forward
direction. After the knowledge points are linked, the disciplinary knowledge graph is
constructed. As seen in the Fig. 1.

Meta-knowledge Vector Representation
This paper uses Node2vector method for knowledge representation. The information
represented includes: knowledge node coding, name, learning difficulty, prior learning
relationship knowledge point set, post-learning knowledge point set, including relation
knowledge point set, belonging to relation knowledge point set, similar relationship
knowledge point set, opposite relation knowledge point set.

Fig. 3. Knowledge graph based on meta-knowledge vector representation
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Node2vector = (ID, name, difficulty, basis set, consist set, similar set, opposite set),
showed in Fig. 3.

3.3 Differential Evolution Algorithm

Differential Evolution Algorithm Proposed and Source of Ideas
The Differential Evolution (DE) algorithm was proposed by Rainer Storn and Kenneth
Price in 1997 (Romero et al. 2009). DE is one of genetic algorithms on the basis of
evolutionary ideas. The essence of it is a multi-objective (continuous variable) opti-
mization algorithm (MOEAs) for solving multidimensional and overall optimal prob-
lem in space.

DE is traced from the early proposed genetic algorithm (Genetic Algorithm, GA),
which consists of four steps, as simulates, crossover, mutation, and selection, to design
genetic operators.

Compared with traditional genetic algorithms, DE generates the initial population by
random generation, and selects the most suitable value of each individual in the
population. The main process also includes three steps of mutation, intersection and
selection. The differences between DE and other genetic algorithm are that DE controls
the parental crossover of genes according to the fitness value, and the probabilities
generated by the mutation are selected. The probability that the individuals with large
adaptation values are selected in the maximization problem is correspondingly larger.
The mutation vectors of DE are generated by the parental individual vectors, and then
intersect with the parent individual vectors to produce a new individual vector. It is
selected by the parent individual vectors directly. As a result, DE is with a more
significant approximation effect relative to other traditional genetic algorithms.

Comparison of Differential Evolution Algorithms with Other Evolutionary
Algorithms
Genetic algorithms (GA), particle swarm optimization (PSO), and differential evolution
(DE) are all branches of evolutionary algorithms (EA). A great number of researchers
have studied these algorithms, and through their continuous endeavors, the perfor-
mance of EA is improved and the application fields of it are expanded.

There comes a need to discuss these algorithms and make comparison between
them. Different application areas and algorithm adaptability are taken as features, they

Table 1. Comparison of evolution algorithms

Types Coding
method

Number of
parameter

High
dimensional
problem

Convergence
speed

Stability Overall
performance

DE Real
number

Fewer Accurate Fastest Optimal Optimal

GA Binary More Slow Slow Stable General
PSO Real

number
More Accurate Faster Unstable Good
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are very meaningful to compare different algorithms for implication. In this paper,
according to series of experimental analysis on DE, GA, PSO, using the widely used 34
benchmark functions, to find out the performances for various algorithms. As in the
Table 1, DE stands for Differential Evolution, GA is the abbreviation of Genetic
Algorithm, and PSO is presented for particle swarm optimization.

Through experimental analysis, the DE obtains the optimal performance. Besides, it
is relatively stable, and the iterative operation can converge to the same solution; the
convergence speed of the PSO is second, but it is unstable, and the final convergence
result is easily affected by the parameter size and the initial population; the convergence
speed of the GA is relatively slow, but in dealing with noise problems, GA solves it
well and the DE is difficult to deal with this noise problem.

Therefore, this paper choose DE for calculate the learning path.

Algorithm Implementation Steps

By DE, the population is directly driven by mutation and selection processes. The
crucial process of DE includes mutation and crossover: mutation process is to explore
and expend the solution space; the selection process is designed to make sure that the
information of the promising individual can be utilized in the future. The procedure of
Differential Evolution is presented in Fig. 4.

Fig. 4. The procedure of differential evolution
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Population Initialization
Suppose we want to optimize a function with D real parameters, we must select the size
of the population N (it must be at least 4), the parameter vectors have the form:

xi;G ¼ x1;i;G; x2;i;G; � � � ; xD;i;G
� �

; i ¼ 1; 2; � � � ;N: ð1Þ

where G is the generation number.
Define upper and lower bounds for each parameter:

xLj � xj;i;1 � xUj ð2Þ

Randomly select the initial parameter values uniformly on the intervals: xLj ; x
U
j

h i
.

Mutation Operation
Each of the N parameter vectors undergoes mutation, recombination and selection, and
mutation expands the search space. For a given parameter vector xi;G, randomly select
three vectors xr1;G; xr2;G; xr3;G, where the indices i, r1, r2 and r3 are distinct.

Add the weighted difference of two of the vectors to the third:

vi;Gþ 1 ¼ xr1;G þF � xr2;G � xr3;G
� � ð3Þ

The mutation factor F is a constant from [0, 2], and vi;Gþ 1 is called the donor vector.

Crossover
Crossover operation incorporates successful solutions from the previous generation.
The trial vector ui;Gþ 1 is developed from the elements of the target vector, xi;G, and the
elements of the donor vector, vi;Gþ 1. Elements of the donor vector enter the trial vector
with probability CR.

uj;i;Gþ 1 ¼ vj;i;Gþ 1; if randj;i �CRor j ¼ Irand
xj;i;G; if randj;i [CRand j 6¼ Irand

�
ð4Þ

i ¼ 1; 2; . . .;N; j ¼ 1; 2; . . .;D:

randj;i �U 0; 1½ �, Irand is random integer from [1, 2, …, D], and Irand ensures that
vi;Gþ 1 6¼ xi;G.

Selection
The target vector xi;G is compared with the trial vector vi;Gþ 1 and the one with the
lowest function value is admitted to the next generation.

xi;Gþ 1 ¼ ui;Gþ 1; if f ui;Gþ 1
� �� f xi;G

� �

xi;G; otherwise

�
ð5Þ

i ¼ 1; 2; . . .;N

Mutation, Crossover and selection continue until some stopping criterion is reached.
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3.4 Learning Path Discovery Method

Based on the knowledge graph composed of disciplinary meta-knowledge points and
the meta-knowledge point vector – node2vector, the differential evolution algorithm is
used to address the global optimal learning path discovery problem, to satisfy learner’s
requirements. For example, for users with strong learning ability, the path will be with
the least time and knowledge nodes (Fig. 5).

3.5 Learning Resource Recommendation

According to the coding of meta-knowledge points, learning resources such as course
reference books, videos, and courses are marked with meta-knowledge points. Based
on the generated learning path, using the similarity algorithm, the learning resources
related to each knowledge point can be obtained, thus learner can be provided with
personalized learning path together with recommendation of reference resources.

4 Taking the Finance Discipline as an Example

Taking the finance discipline as an example, this paper adopts the training guidance of
the finance major from Peking University School of Economics, including the courses
set up by undergraduate majors in finance, the time required for no-course courses, the
order of courses, and the reference materials for courses. This article will start with the
interest of learners and focus on their career development plan. The purpose of learning
financial knowledge can be divided into three types: financial scientists, financial
practitioners, and financial enthusiasts. It corresponds to the three kinds of financial
theory, financial practice, and financial instruments. The knowledge points contained in
different learning directions will be reflected in the coding.

Fig. 5. Learning path discovery framework
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Since each course has a corresponding learning time, which can be marked by the
number of meta-knowledge points. Each meta-knowledge point becomes with the
feature of difficulty, which represents the expected learning time needed for each
knowledge point.

5 Discussion

In this paper, authors propose a system framework for learning path discovery based on
differential evolutionary algorithm and knowledge graph. The framework is designed to
meet the requirement of learning path discovery, using domain knowledge graph. The
output of the algorithm is a learning path adapted to learner’s ability, needs, and
interests, besides a learning resource recommendation is also provided according to the
learning path.

As further enhancement and improvement to this study: (a) this algorithm should be
implemented, tested, and evaluated on real learners and real data; (b) the learning path
discovery process can be constructed automatically; (c) this framework should be
applied in a practical discipline such as finance, to testing the efficiency of it; (d) more
algorithms can be tested to evaluate and find out the optimal algorithm for better effect;
(e) the evaluation of the learners should be included in overall performance of the
framework, to improve the learner’s learning performance.
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Abstract. Falls are one of the common reasons that affect the health of the
elderly. Because of its high incidence and high occasionality, the assistance rate
of the elderly is lower. Therefore, the fall detection method with an accurate and
timely research and development can better help patients get effective assistance.
We use a wirelessly-powered sensing platform to easily wear, which can convert
RF signal as its own power without replacing any battery, as well as, it can work
in non-line-of-sight environment and design a fall detection method based on
wirelessly-powered sensing platform. Firstly, the wirelessly-powered sensing
platform collects the acceleration data of the human waist and obtains the
motion acceleration and its corresponding Euler angle information. Then,
combining with Discrete Wavelet Transform and Hilbert-Huang Transform, a
algorithm for decomposing acceleration signals is proposed to extract signal
information. Finally, an abnormal detection algorithm for Euler angle is pro-
posed, we use the Support Vector Machine algorithm with the abnormal
detection algorithm for Euler angle to detect a behavior of the fall. At the same
time, in order to alleviate the pressure of power consumption, a sampling factor
is set to dynamically change the sampling frequency and reduce power con-
sumption. Experiments show that this method has a higher accuracy, which is
over 94.7% of accuracy of the lowest sampling frequency. In the meantime, it
has important meaning for the assistance of patients with the fall.

Keywords: Wirelessly-powered sensing � Discrete Wavelet Transform �
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1 Introduction

According to data of relevant organizations, falls have become the third cause of
injuries and deaths of the elderly. Because of its high incidence and high occasionality,
the timely assistance rate is low. In order to take care of the health of the elderly, it is
necessary to develop a kind of fall detection method with high accuracy and strong
timeliness [1]. In our life, the fall is an abnormal movement that are defined as the body
touches the ground, the floor, or other lower placement due to an accidental accident
[10]. At present, the fall detection technology is mainly divided into three major
technology categories: one is based on video detection technology, one is based on
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sensor detection technology, and the last is based on wireless signal detection tech-
nology. [2–4, 13, 14] are based on traditional sensors to collect data, need to regularly
repair hardware equipment, frequently manual battery replacement, lack of endurance
and other shortcomings, more cumbersome. Some research scholars place high-
precision cameras in the environment of the person being tested, record pictures in real
time, and analyze the recorded pictures to identify what happened [5, 11, 12]. But the
cost is high, and can’t work in non-line-of-sight environment. A wireless signal based
detection method is a more popular way recently. It mainly uses the variation char-
acteristics of channel state information (CSI) of WIFI signals to detect whether a
stumble occurs [7, 15, 16]. However, it is impossible to monitor different people in a
multi-person environment, and it is difficult to deploy.

At present, the research of wirelessly-powered sensing is becoming one of the
mainstream research directions, and it has attracted more and more people’s attention.
The wirelessly-powered sensing platform refers to the ability to extract power from
common electromagnetic waves for sensing, calculation, and communication. The
wirelessly-powered sensing platform doesn’t need to provide power actively, and it can
obtain power from the RF signal and others, which greatly improves the endurance of
the node. However, the use of traditional processing algorithms in wirelessly-powered
sensing platforms has the following challenges:

i. Depending on the acceleration information only, there may be a certain degree of
fake misinformation, which affects the accuracy of the results. Because there are a
few non-fall motion signals that may be similar to the fall at some points in the time
domain, the fall alarm would be raised.

ii. The power of consumption may be greater than the captured power, so that the
nodes are more in the sleep period and cannot be monitored in real time. The
wirelessly-powered sensing platform captures the RF signal emitted by the reader
as a power source for its own power supply. However, due to limitations of
hardware technology, the efficiency of capturing power is not high, and the task
cannot be performed all the time. There is a certain degree of sleep period, which
affects work efficiency and the timeliness of the monitoring.

The fall detection method based on the wirelessly-powered sensing platform [8]
proposed in our experiment uses the acceleration sensor used in the wirelessly-powered
sensing platform to collect the acceleration information of human body, and obtains the
processed motion acceleration signal. Then the motion acceleration signal is decom-
posed to get the corresponding energy feature. Finally, the pre-classification result is
obtained by using the Support Vector Machine algorithm. An Euler angle abnormal
detection algorithm is proposed based on the Euler angle information. The pre-
classification result further identifies the fall and increases the accuracy rate of identity
by the Euler angle abnormal detection algorithm. At the same time, in order to reduce
power consumption, the algorithm proposes a concept of sampling factor, which can
dynamically adjust the sampling frequency according to the classification result. The
wirelessly-powered sensing platform is a sensor tag that integrates sensing, computing
and communication together. It captures the radio frequency power as its own power
supply and drives the tag work. Further, it is smaller in volume so that it is more
convenient to carry [9].
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Here are the contributions we made:

I. According to the classification result, the sampling frequency is changed
dynamically, available power is made rational use, and the sleep period is
reduced.

II. Combined with the motion acceleration information and Euler angle informa-
tion, the accuracy is increased, and the misinformation caused by fake fall
behaviors and others is reduced. These are matching with real situations.

III. Combined with Discrete Wavelet Transform and Hilbert-Huang Transform, a
method for decomposing acceleration signals is proposed, which alleviates the
phenomenon that frequency domain aliasing may occur due to the weak
orthogonality of the components of Hilbert-Huang Transform.

2 System Overview

For actions with a large change of the amplitude in a short time, they are easier to pass
the threshold judgment such as walking and falling. However, for some actions (such
as jumping, lying, etc.), the amplitude of the acceleration changes is similar to that of
the fall, and the angle of tilting of the body is also the same substantially, so only the
information of the amplitude change of the acceleration cannot effectively distinguish
the fall behavior. In our method, the acceleration sensor used in the wirelessly-powered
sensing platform is used to collect the acceleration information of the body. The
median filtering and Butterworth low-pass filtering are used to obtain the processed
motion acceleration signal. Then the Euler angle information is obtained by the motion
acceleration signal and the optimized Euler angle information is obtained by Kalman
filtering. Then combined with Discrete Wavelet Transform and Hilbert-Huang Trans-
form, the motion acceleration signal is decomposed to get the corresponding energy
feature. The variance, mean and entropy and energy feature of the triaxial acceleration
signal are obtained to form the feature vector group. And making use of the Support
Vector Machine algorithm is to obtain the pre-classification result. According to the
Euler angle information, an Euler angle abnormal detection algorithm is proposed.
Then the pre-classification result further identifies the fall behavior by the Euler angle
abnormal detection algorithm. This experiment consisted of seven behaviors such as
running, sitting, lying, walking, going upstairs and downstairs, jumping, and falling.
Further, the fall behaviors include falling forward, falling backward, falling leftward,
and falling rightward. The system overview is shown in Fig. 1.

3 Data Processing

Firstly, we collect the data by the acceleration sensor used in the wirelessly-powered
sensing platform. The platform will communicate with the reader to capture the RF
signal emitted by the reader and convert it into its own power source. Placing the reader
on the ceiling of the experimental environment can reduce the effects of environmental
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multiple path effects and increase the efficiency of power capture. The wirelessly-
powered sensing platform is worn at the designated placement of the body. During the
experiment, the data is collected according to different actions including seven
behaviors such as running, sitting, lying, walking, going upstairs and downstairs,
jumping, and falling. And the falling behaviors include falling forward, falling back-
ward, falling leftward and falling rightward. The reader receives the data from the
platform and transmits the data to the software platform for analyzing and processing.

After collecting the acceleration information of the body, the needed motion
acceleration is obtained by the filtering processing. And the Euler angler information
would be obtained by the motion acceleration. Then the optimized Euler angle infor-
mation is obtained by Kalman filtering waves.

3.1 Motion Acceleration Acquisition

The acceleration information originally collected includes gravity acceleration, motion
acceleration and noise signals, and the noise signal and the gravity acceleration signal
need to be filtered out to obtain the required motion acceleration.

Firstly, the system uses n ¼ 3 median filtering [17] to filter out the noise signal in
the original acceleration information to obtain a mixed signal containing gravity
acceleration and motion acceleration.

Since the motion acceleration and the noise signal are mostly higher than the
frequency of the gravity acceleration, the original signal is processed by using a low-
pass filtering. The Butterworth filtering [18] is characterized in that the frequency
response curve in the pass-band is as flat as possible without undulations. This system
uses a third-order Butterworth low-pass filtering with a cut-off frequency set at 0.25 Hz.
After processing the original signal, an approximate portion of the gravitational
acceleration is obtained.
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Fig. 1. System architecture Fig. 2. Acceleration curve
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Finally, the acceleration signal obtained by the median filtering is subtracted from
the acceleration signal obtained by Butterworth filtering to obtain the desired motion
acceleration portion.

3.2 Euler Angle Acquisition

In order to increase the accuracy of the system to identify the fall, this experiment
introduces the Euler angle to further verify whether the fall occurs. In three-
dimensional space, the Euler angle is divided into three types, namely pitch, roll, yaw.
Where pitch and roll are related to the actions of falling forward and backward, and
falling leftward and rightward:

pitchðtÞ ¼ arctanðACxðtÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ACyðtÞ2 þACzðtÞ2

q
Þ ð1Þ

rollðtÞ ¼ arctanðACyðtÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ACxðtÞ2 þACzðtÞ2

q
Þ ð2Þ

Where ACxðtÞ, ACyðtÞ and ACzðtÞ are the motion acceleration values of the X-axis,
the Y-axis, and the Z-axis at the time t.

In order to reduce the error, the system uses the Kalman filtering algorithm [19] to
optimize the calculated Euler angle. The working principle is to calculate the current
optimal value based on the current measured value, combined with the previous
measured value and the error, and then predict the data of the next moment. Through
the Kalman filtering algorithm, the Euler angle is optimized to improve the accuracy of
the detection results.

4 Feature Extraction

In this part, we can obtain the processed motion acceleration. We use the acceleration
values of the X-axis, Y-axis, and Z-axis to get compound acceleration AC after data
processing, as follows:

ACðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ACxðtÞ2 þACyðtÞ2 þACzðtÞ2

q
ð3Þ

Where ACðtÞ is the composite acceleration at time of t.
After getting the compound acceleration of running, sitting, lying, walking, going

upstairs and downstairs, running, jumping, falling forward, falling backward, falling
leftward and falling rightward, it is known that the acceleration value cannot be used to
classify the fall behavior and non-fall behavior such as jumps and fall behaviors as
shown in Fig. 2, therefore, further analysis on the signal is required.
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4.1 DWT-HTT

Since the acceleration signal is a non-stationary and discontinuous signal, the signal is
processed by using a Hilbert-Huang Transform. Because the orthogonality of the
components resolved by the Empirical Mode Decomposition in the Hilbert-Huang
Transform is poor, frequency domain aliasing occurs possibly. Therefore, we combines
Discrete Wavelet Transform and Hilbert-Huang Transform to propose a method for
processing acceleration signals, which is recorded as DWT-HHT.

Firstly, in order to analyze signals in both the time domain and the frequency
domain, the Discrete Wavelet Transform [20] (DWT) method is used to decompose
signals at different scales. In this part, a pyramid algorithm is used to perform DWT.
Among them, Level 1 is the decomposed highest frequency signal component, and the
decomposition is continued until the decomposition reaches Level 10. Then we can
find out the correlation between Level 1 to Level 10 and ACðtÞ, and take out the three
signal components with the highest correlation, At last, we record them as D1, D2, and
D3 according to the frequency.

Then, Empirical Mode Decomposition decomposes a signal into a series of intrinsic
mode functions (IMFs) based on the characteristics of different characteristic scales.
These different IMFs contain different frequency information of the original signals, and
they can be analyzed to obtain local features of the signals, which can be expressed by:

ACðtÞ ¼
Xn
i¼1

IMFiðtÞþ rnðtÞ ð4Þ

Where rnðtÞ represents the signal residue. In our experiment, the value of n is set to
10. Then, we calculate the correlation between IMF1ðtÞ� IMF10ðtÞ and ACðtÞ, and we
can get 5 IMFs with the highest correlation. After finding out the correlation between
them and D1, D2, D3 separately, we can get out 3 IMFs with the highest correlation
between 5 IMFs and D1, D2, D3 according to the frequency from the top to the bottom
and regard them as c1ðtÞ, c2ðtÞ and c3ðtÞ.

At last, according to the above, we can get the amplitude function, which is rep-
resented by:

eiðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2i ðtÞþ ð1

p

Z þ1

�1

ciðxÞ
t � x

dxÞ2
s

ð5Þ

Fig. 3. Behaviors energy
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4.2 Energy Feature Acquisition

The original acceleration data sequence ACðtÞ is decomposed to form e1ðtÞ, e2ðtÞ and
e3ðtÞ. Therefore, the energy calculation process of ciðtÞ is obtained by:

ENGi ¼
Z

ðeiðtÞÞ2dt ð6Þ

Figure 3(a) to (j) are the energy maps of ten behaviors. It can be seen that the
energy of the fall behaviors is far greater than the energy of other behaviors.

Finally, we find out the variance, mean and entropy of the acceleration data. All the
features form the eigenvector group.

5 Motion Identification

In this part, the feature vectors obtained above are classified into and identified into the
actions.

5.1 Support Vector Machine

Support Vector Machine (SVM) [21] is a kind of two-class classification algorithm in
machine learning. It is used for classification of actions after data processing and
feature extraction. Since the system needs to recognize 10 actions, the combination
SVM is used for classification, and the number of SVM classifiers is 10.

The system classification algorithm is divided into two parts including offline
training and online detection. In the phase of offline training, the acceleration data of
the wirelessly-powered sensing platform is obtained. After processing the data by the
median filtering algorithm and Butterworth filtering algorithm, then the processed
acceleration data would implement the DWT-HHT and extract the power character-
istics. And using feature vector group does the real-time training for SVM models. In
the phase of online detection, after processing the data that doesn’t be used in the phase
of offline training, the feature vector group is obtained. Then this vector group is
entered into classifiers of combination SVM created in the phase of online testing. And
the classification result with the max of poll would be regarded as the pre-classification
result.

Fig. 4. System overview Fig. 5. WISP5.0
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5.2 Euler Angle Abnormal Detection Algorithm

In order to improve the accuracy of classification results, this paper proposes an Euler
angle abnormal detection algorithm called EAAD combined with the Euler angle
information. The Euler angle is obtained from the motion acceleration values, and then
the Euler angle is optimized by using Kalman filtering. The system sets two abnormal
parameters, pi and ro. If it is detected that the pitch value overpasses the normal range,
pi ¼ piþ 1; similarly, if roll is detected to overpass the normal range, ro ¼ roþ 1.

The pre-classification result is obtained by the SVM algorithm, and if the SVM
algorithm detects the fall, the two parameter values pi and ro are detected. If any of the
two parameters pi and ro is more than the number of samples 2/5, it means that the
parameter value is abnormal, and it is judged as the fall, and the pre-processing result is
output as the final result, and a fall warning is made; If any of the two parameters pi and
ro are less than the number of samples 2/5, the parameter value is within the normal
range. When the fake fall operation is performed, only the action is recorded; if the
SVM algorithm detects the non-fall, the pre-categorization result is directly output as
the final result.

5.3 Sampling Factor

The wirelessly-powered sensing platforms are devices that accept RF signals to convert
themselves into own power, but there may be situations where the power supply is
insufficient. Therefore, under limited power, it is necessary to make rational use of the
available power, dynamically adjust the size of the sampling data, and reduce the sleep
period caused by insufficient power. In this experiment, the motion detection is per-
formed every two seconds. And according to the weighted moving average algorithm
and the last five identification results, the sampling factor is obtained to determine the
sampling frequency of the current phase so that the sampling frequency is related to the
last five identification results. And as the time closing, the impact degree is greater. The
sampling factor is denoted as d. Assuming the current phase is t, the sampling factor is
obtained by:

dt ¼ 0:35At�1 þ 0:3At�2 þ 0:2At�3 þ 0:1At�4 þ 0:05At�5 ð7Þ

Finally, the sampling frequency is ftt ¼ 140þ d� 60, where ftt represents the
sampling frequency of the t phase. In this way, the sampling frequency can be
dynamically changed according to the identification results of the last five times, and as
the time closing, the impact is greater. Assuming that a fall or a fake fall occurs in the
recent time, the sampling frequency will increase dynamically so that the monitoring
effect will be strengthened.
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6 Experimental Work

The experimental platform required in our experiment is divided into three parts: one is
the wirelessly-powered sensing platform (WISP), the other is the reader, and the third
one is the fall detection software. The system overview is shown in Fig. 4.

Firstly, the WISP tags wore at designated placement of the human body are used for
that the human body acceleration information is transmitted to the PC end through the
reader. The fall detection software analyzes the data. And if the fall is detected, a
warning work (such as contacting a relative, etc.) is performed. Below are the com-
ponents used in our experiment.

Wirelessly-Powered Sensing Platform: The wirelessly-powered sensing platform
used in this experiment is WISP5.0, as shown in Fig. 5.

Reader: The reader Speedway Revolution R420 is an industrial reader that commu-
nicates with WISP5.0 following the EPC Class 1 Gen 2 (C1G2) protocol.

Fall Detection Software: The reader transmits data to the PC. The fall detection
software analyzes the data, determines whether a fall behavior occurs, stores the
occurrence time of the behavior, and alerts the fall behavior to remind relatives and
contact the medical department.

6.1 Wearing Position

Before the experiment, in order to find the best wearing position and improve the
accuracy of detection, WISP5.0 was placed on the head, hand, waist and legs
respectively. The accuracy of the fall detection obtained by experiment is shown in
Fig. 6. Since the hands and legs move more frequently, the result is more disturbed, so
the detection accuracy is lower. The accuracy of head and waist is above 90%. In order
to be comfortable to wear and comfortable to wear, it is decided to place it at the waist.

6.2 Experimental Protocol

Since the system scheme is aimed at the elderly population, it is unreasonable to select
the elderly as the experimental object. In order to verify the reliability of this plan, the
fall detection system designed in this experiment selected 10 healthy volunteers (four

Fig. 6. Wearing position Fig. 7. Effect of EAAD
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females and six males) to conduct experiments with different behaviors to obtain real
data. Each volunteer is between 22 and 26 years old.

Through the experiment, a total of 3500 motion data were collected, and 350
experimental data were extracted for each action, of which 200 data were subjected to
offline training, and the remaining 150 data were tested. The test results are shown in
Table 1 below including walking (WA), running (RU), sitting (SI), lying (LY), going
upstairs and downstairs (GS), jumping (JU), falling forward (FF), falling backward
(FB), falling leftward (FL), and falling rightward (FR).

In order to prove the advantages of the proposed plan, this paper compares the other
mainstream algorithms with this algorithm. The results are shown in Table 2 including
Smart phone (SP), video (VI), Pressure Sensor (PS) and our program (OP). As can be
seen from the results, the accuracy of this plan is better than other plans.

Table 1. Behaviors classification

Action IPRE IREC ISPEC IACC
WA 0.993 0.987 0.993 0.990
RU 0.980 0.973 0.980 0.977
GS 0.974 0.980 0.973 0.977
SI 0.973 0.967 0.973 0.970
LY 0.974 0.980 0.973 0.977
JU 0.960 0.967 0.960 0.963
FF 0.960 0.967 0.960 0.963
FB 0.966 0.960 0.967 0.963
FL 0.967 0.980 0.967 0.973
FR 0.967 0.973 0.967 0.970

Table 2. Comparison results

IPRE IREC ISPEC IACC
VI 0.923 0.905 0.914 0.965
PS 0.840 0.890 0.860 0.860
SP 0.930 0.950 0.925 0.938
OP 0.965 0.970 0.965 0.967

Fig. 8. Effect of sampling frequency

Fig. 9. Effect of sampling frequency

Fig. 10. Effect of DWT-HTT

Fall Detection Method Based on Wirelessly-Powered Sensing Platform 305



6.3 Experimental Comparison

In this part, we will show the effectiveness and timeliness of the method by experi-
mental comparison.

Effect of EAAD. In our experiment, an Euler angle abnormal detection algorithm is
designed to judge the pre-classification result to increase the accuracy of fall identifi-
cation. In order to detect whether the Euler angle abnormal detection algorithm can
increase the accuracy, the experiment is compared with the plan of not performing the
Euler angle abnormal detection algorithm. The experimental results are shown in
Fig. 7. It can be seen that the accuracy of using the EAAD algorithm is higher than the
accuracy without using the EAAD algorithm.

Effect of Sampling Factor. In order to rationally utilize the available power and
reduce the sleep period, this paper proposes the concept of sampling factor and
dynamically changes the sampling frequency. In order to verify whether it can reduce
the sleep period, the experiment uses different sampling frequencies to do the exper-
iments. The corresponding results of execution time are shown as the following Fig. 8.
It can be seen that as the number of tasks increasing, the increase of the sampling
frequency increases the execution time and affects the timeliness performance of the
detection method. Therefore, dynamically changing the sampling frequency can
effectively affect the system execution time. When there is no fall in the last few test
results, the sampling frequency is dynamically reduced, and the use of energy is
reduced, thereby effectively reducing the sleep period of WISP5.0 and increasing the
timeliness performance of the method.

Effect of Sampling Frequency. In order to verify whether the sampling frequency
will affect the accuracy of the final experimental results, the experiment is carried out
with different sampling frequencies, and the accuracy is obtained. The results are
shown in Fig. 9 below. It can be seen that the sampling frequency has a certain
influence on the experimental accuracy, but the influence is small (the maximum
difference is about 2%), so the dynamic change of the sampling frequency has little
effect on the experimental results.

Effect of DWT-HHT. In order to verify the effect of DWT-HTT on the experimental
results, we compared the DWT-HTT with HTT, as shown in Fig. 10. It can be seen that
the accuracy of using the DWT-HTT method is slightly higher than that of the HTT
method which indicates that the algorithm alleviates the frequency domain aliasing
phenomenon to some extent.

7 Summary

This paper uses a wirelessly-powered sensing platform for fall detection. The platform
will communicate with the reader to capture the RF signal emitted by the reader and
convert it into its own DC signal as an power source. Experiments show that this
method has a higher accuracy of behaviors classification, which is over 94.7% of
accuracy of the lowest sampling frequency. The experimental data proves that,
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compared with other algorithms, the proposed plan has high accuracy and timeliness,
can be operated in a non-line-of-sight environment, and avoids frequent battery
replacement, which is convenient to use.
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Abstract. The problem of population aging in China has attracted wide con-
cern, and big data is an important technological method in aging services.
Considering China’s current national conditions, in the form of various elderly
care, home-based elderly care will be the choice of most people, and elderly care
station is the terminal institution of the home-based elderly care service system.
The service quality evaluation index system for elderly care stations is designed
according to service and construction standards. An evaluation model is
established by using entropy method and analytic hierarchy process (AHP).
Some analysis is performed based on the data of the questionnaire survey. The
model can quantify the service requirements, conduct objective evaluation, and
play a positive role in monitoring the development of elderly care stations.
Introducing big data technology into the evaluation of the elderly services, the
model will be more accurate, and be beneficial to the improvement of opera-
tional supervision and service quality.

Keywords: Elderly service � Evaluation model � Big data

1 Introduction

The World Assembly on Aging—Vienna 1982 identified that, if the proportion of the
total population aged 60 and over is more than 10%, we called the country or region is
aging [1]. From a global perspective, in the late 19th century, the fertility rate of some
developed countries in Europe decreased continuously, the aging phenomenon began
to appear in some countries. Since the 1970s, aging has gradually spread to Asia and
the Americas, and has indeed become a global phenomenon at present.

According to the World Population Prospects The 2017 Revision, the number of
older people aged 60 and over was 962 million, accounted for 13% of the total
worldwide population. And by 2030, the number is projected to be 1.4 billion.

China’s aging population is large and developing fast. Since 1999, China has
entered an aging society. From 1999 to 2018, China’s population aged 65 and over has
a net increase of 79.79 million. In 2018, China’s elderly population over 60 years old
reached 249 million, accounting for the total population 17.88%. It is estimated that by
2050, the number of elderly people in China will reach a peak of 487 million,
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accounting for 34.9% of the total population, one quarter of the global aging
population.

China is developing an integrated social security system. The elderly service system
of China includes home-based, community-based and institution-based form. Among
them, the home-based elderly care form is actively promoted because of its wide range
of services, low investment costs, and strong needs. In 2015, Beijing proposed “9064”
mode of elderly service, that is, by 2020, 90% of the elderly will enjoy the home-based
service, 6% enjoy community-based service, and 4% enjoy institution-based service in
nursing home. The methods in Beijing might helpful to other regions and countries.

Since 2016, Beijing began to build elderly care stations. The amount will be 1000
in 2020. Elderly care station is a kind of old-age service institution, catering for home-
based elderly. It is built by government and run by private enterprise with six major
functions set in suggestions.

However, elderly care station is just in the embryonic stage, the supervision
mechanism of which is still imperfect. This leads to different levels of service quality of
elderly care stations. At present, it has the following problems.

• Due to the limited premises, the scale of elderly care station is difficult to match the
needs of the community, and the number of large-scale stations is small. It is hard to
provide personalized services based on the needs of the elderly in its service area.

• Due to funding issues, some operators lack the basis for standardizing long-term
sustainable development. The government subsidy is relatively poor.

• Service supervision is not in place, and the regulatory mechanism for establishing
and improving the survival of the fittest has not been perfected.

Therefore, it is of great significance to research the evaluation of the service quality
of elderly care station.

2 Literature Review

With the development of society, elderly service delivery system is getting more
attention. Alter [2] compared a first and second generation interorganizational service
system serving the elderly demonstrated that integration of Medicaid programs with the
Administration on Aging funded system is changing the structure of community-based
elderly services. Evashwick [3] studies the current trends and future opportunities for
home health care in 1980s, which inspires the development of elderly care service at
home. Studies on home-based elderly care has increased recently. Zhang [4] reviewed
the social care framework and policy for the elderly in China, and pointed the chal-
lenges Chinese government facing. Chang [5] identified three periods of welfare ser-
vices and policies on the elderly in Hong Kong, and focused on community care and
restrains from other major policies. Sijuwade [6] found that only home-based elderly
care by family members sometimes lack of quality and resulting in abuse, neglect and
abandonment. Wang [7] found that the development of home-based elderly care pattern
in China also has restriction, for that majority of Chinese are getting old before being
rich. Raikhola and Kuroki [8] summarized Japan’s experiences on aging and elderly
care, which worth other countries to learn. Kaarna, Korpela, Elfvengren and Viitikko
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[9] provided a new solution for the service needs assessment process for elderly care in
the South Karelia District of Social and Health Services, which combines primary and
secondary health care, elderly care and social care in a totally new way. Laporte and
McMahon [10] focused on the aging population for long time care systems from
economic perspectives and made an international comparative analysis. Philp [11]
provided new lifestyles to raise standards of care for all older people.

Studies on evaluation of elderly care service also emerges recently. Zhang and Liu
[12] investigated the elderly in Shanghai province of China, set up an evaluation
system of service quality of nursing home. Wan and Xie [13] set up aged service
quality evaluation system framework and constructed the aged service quality evalu-
ation index system based on standardization combining the status quo in Guangdong
province of China. However, the research on the evaluation of the home-based elderly
service institutions, like elderly care station, is not yet seen. Zhu and Li [14] analyzed
the influencing factors of elderly people with dementia based on entropy method. Since
the application of big data technology in the field of aged care services is still not
extensive, the studies in this area is rare.

This paper starts from the practical problem of home-based elderly care service in
Beijing. Based on the analysis of the home-based form and the results of the statistical
analysis, this paper uses the analytic hierarchy process (AHP) method and entropy
method to establish the evaluation index system model, and the fuzzy comprehensive
evaluation method to evaluate the service quality. Finally, combing the big data pro-
cesses in aging services, we put forward corresponding recommendations.

3 Methodology

We establishes the service quality evaluation index system of the elderly care station
according to its service and construction standard, and then uses the AHP and the
entropy method to establish the service quality evaluation model. The indicators weight
are calculated according to the questionnaire data. Finally, the evaluation team give
scores about each indicators according to the realities, and use the fuzzy comprehensive
evaluation method to obtain the quality of the service quality of the elderly care station.

3.1 The Index System

Define A, B, C as the target layer, the criterion layer, and the solution layer. In order to
achieve the final goal on layer-A, the primary indicators are designed on layer-B,
denoted by Bi. The secondary indicators are designed on layer-C, denoted by Bij.

According to the construction suggestion, elderly care station should have six basic
functions: day care, telephone service, meal service, health guidance, entertainment and
psychological comfort. Besides, taking the design requirements and Service standards
(trial) into account, the infrastructure of elderly care station is also considered as a
primary indicators of the AHP service evaluation model.

Using the SERVQUAL evaluation method [15], each primary indicator is measured
from five aspects of reliability Bi1, assurance Bi2, responsiveness Bi3, tangibility Bi4,
empathy Bi5, as the secondary indicators. Combined with the actual situation of elderly
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care station service, the tangibility can be changed to perceptibility, so that the meal
service, psychological comfort and other services can be evaluated from other sensory
feelings. In addition, infrastructure should be measured from the environmental loca-
tion, living room, activity room, ventilation and security aspects according to the
construction suggestion. Therefore, the index system is shown in Table 1.

Since the indicators are too abstract to understand and evaluate, indicators are put
into a specific description, as shown in Table 2.

Table 1. The service evaluation index system of elderly care station.

Target layer-A The service evaluation of elderly care station A

Criterion layer-B B1: Day care
B2: Telephone service
B3: Meal service
B4: Health guidance
B5: Entertainment
B6: Psychological comfort
B7: Infrastructure

Index layer-C Bij; i ¼ 1; 2; . . .; 7; j ¼ 1; 2; . . .; 5

Table 2. A description of the service evaluation index system of elderly care station.

The primary
indicators

The secondary
indicators

Description

Day care Reliability When the elderly need to get day care, they can be
accepted, and can get service including meals, changing
clothes, shampoo bath, etc.

Assurance The elderly care station is close for the elderly to get day
care service. Its service are trustful

Responsiveness Service staff can consider the feelings of the elderly, be
positive, kind and patient

Perceptibility Service staff can help the elderly solve problems with
care experiences and high quality services

Empathy Service can meet the needs of the elderly
Telephone service ……

Meal service ……

Health guidance ……

Entertainment ……

Psychological comfort ……

(continued)
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In order to build the model, assuming that there are m primary indicators, n sec-
ondary indicators. The number of valid questionnaires retrieved is a.

3.2 The Evaluation Model

The original score of the primary indicators is obtained from the questionnaire. The
respondents sort the primary indicators according to its importance level, and then the
sorting results are assigned. The most important one is 7 points, the second is 6, …, the
seventh is 1. Here si is the sum of all the respondents’ scores of the ith indicator, where
i ¼ 1; 2; . . .;m, and ai is the weights of the primary indicators, then

ai ¼ si=
Xm
i¼1

si ð1Þ

The weights of the secondary indicators are calculated by the entropy method.
Entropy is the concept of the degree of the microscopic thermal movement in the
material. After introduced into the information theory, the information entropy indi-
cates the degree of uncertainty of the index information. Generally, the more difference
between the index value, the greater the uncertainty of the index value, the greater the
amount of information carried, the greater the weight of the index. Compared with
expert evaluation method, entropy weight method is more accurate and objective, and it
can explain weight result more rationally combined with AHP.

The steps to calculate the weights of the secondary indicators using the entropy
method are as follows:

Firstly, build the original data matrix Pi. The original scores of the secondary
indicators are still given by the questionnaire. The secondary indicators are entitled

Table 2. (continued)

The primary
indicators

The secondary
indicators

Description

Infrastructure Location The location information is accurate, the layout of the
activity place is reasonable. Public facilities are accord
with national norms, the external environment are accord
with relevant national standards for ambient air, noise
and traffic

Living room The station includes the elderly lounge, public toilet and
public canteen, with clean environment and reasonable
layout

Activity room The station includes reading room, chess room,
calligraphy and painting room, fitness room and multi-
function hall, to meet the use of functions

Ventilation The station is equipped with heating facilities, air
conditioning equipment, and a ventilation device

Security Public space should be installed with safety armrest
along the wall, which should be kept continuous
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according to their importance level judged by respondents. The very important one is 5
points,…, very unimportant 1. Denote by xijk the kth sample’s original score of the jth

indicator in the ith group, where i ¼ 1; 2; . . .;m, j ¼ 1; 2; . . .; n, k ¼ 1; 2; . . .; a. Then
we get m raw data matrices.

Secondly, normalize the original data by using the max-min method, get normal-

ized data matrix P0
i ¼ x0ijk

� �
m�n�a

.

x0ijk ¼
xijk �minðxijÞ

maxðxijÞ �minðxijÞ ð2Þ

Thirdly, calculate the proportion of the kth sample of the jth indicator in the ith

group.

pijk ¼
x0ijk

Pa
k¼1

x0ijk

ð3Þ

Fourthly, calculate the entropy value of the jth indicator in the ith group.

eij ¼ �
Xa
k¼1

pijk � ln pijk= ln a ð4Þ

Fifthly, calculate the entropy weight of the jth indicator in the ith group.

bij ¼ ð1� eijÞ=
Xn
j¼1

ð1� eijÞ ð5Þ

After calculating the weight of the primary indicators on the layer-B and the
secondary indicators on the layer-C respectively. The product of them is the compre-
hensive weight of final target indicator on the layer-C.

wij ¼ ai � bij ð6Þ

According to the evaluation indicator system above, build the fuzzy comprehensive
evaluation model of service quality evaluation of elderly care station as follows:

Build the factor set and solve the membership degree of each factor. The factor set
is UA ¼ fUBig, where UBi ¼ fUBijg, i ¼ 1; 2; . . .;m, j ¼ 1; 2; . . .; n; assume the remark
set as V ¼ fVlg ¼ fexcellentðV1Þ; goodðV2Þ; qualifiedðV3Þ; unqualifiedðV4Þg, where
l ¼ 1; 2; 3; 4. Establish a fuzzy relationship from the factor set to the remark set,
according to the survey results of the original data matrix statistics D ¼ fyijlgðm�nÞ�4.

Denote by yijl the number of the people evaluate the jth indicator in the ith group as level
Vl. Calculate the membership of each factor y0ijl.
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y0ijl ¼
yijl

P4
l¼1

yijl

ð7Þ

Calculate the fuzzy relation matrix R ¼ fy0ijlgðm�nÞ�4.
Calculate the evaluation result vector T 0, which is the result of normalization of

T ¼ wij � R. By the maximum membership principle, the maximum value of the ele-
ment in the evaluation result vector T 0 is the final evaluation result level.

If it is necessary to sort evaluation subjects in a region according to the evaluation
results, just dividing them into four evaluation levels is not enough. The final evalu-
ation score F can be calculated by quantifying the remark set. According to the expert
opinion to set the comment set vector V ¼ fVlg ¼ fklg, where kl represents the
evaluation level corresponding to the score. Then a number of evaluation subjects can
be sorted according to the final evaluation score.

4 Practical Analysis

4.1 Data Resources

In this study, the questionnaire above was sent to the elderly in Beijing, with the aim of
obtaining the demand for the service requirements of the elderly. The questionnaire
includes questions in two parts about the basic information of respondents (6 questions)
and the evaluation of the importance of service quality evaluation indicators (36
questions). The basic information can understand the sample group and increase the
credibility of the survey results. The importance of the indicators survey includes the
ranking of the importance of the primary indicators, and the evaluation for the
importance level of each secondary indicators according to the specific description of
Table 2. The questionnaire was distributed and 36 valid questionnaires were collected.

4.2 Model Experiment

According to the sorting results of the questionnaire, the weight value of the primary
indicators of the layer-B is calculated as shown in Table 3.

Table 3. Weights of the primary indicators of the layer-B on the total target of the layer-A.

Layer-B Total score Weight value

Day care 169 0.168
Telephone service 136 0.135
Meal service 135 0.134
Health guidance 164 0.163
Entertainment 134 0.133
Psychological comfort 126 0.125
Infrastructure 144 0.142
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Use entropy weight method to calculate the comprehensive weights of the sec-
ondary indicators of layer-C on the total target of layer-A. The results are shown in
Table 4.

The study shows that the ranking of the importance of basic service functions and
infrastructure of elderly care station in Beijing is: Day Care, Health Guidance,
Infrastructure, Telephone Service, Meal Service, Entertainment, and Psychological
Comfort. The ranking reflects the needs of the elderly. Day care is the most valued
function, but due to the limited space for building elderly care stations, most of the
stations are C-type, which can just provide a small amount of day care beds. For the
Health Services, the majority have taken cooperation with surrounding hospitals, so
that there’s a fixed time every week when a doctor from the cooperation hospital come
for the elderly to provide health guidance and physical therapy services. The infras-
tructure construction has also been given greater attention, construction guidance has
been made, but some standards cannot be strictly enforced. Telephone service and meal
service got a lesser weight, for the distance between stations and residents is short, and
the elderly who enjoy home-based care service usually have high self-care ability. The
elderly in Beijing think little of the entertainment and psychological comfort service.

Assume that we are going to evaluate the service quality of an elderly care station
X. The third party evaluation team is composed of 10 people. According to the original
score table, we can get the evaluation set sample matrix D, and calculate the fuzzy
relation matrix R. Substitute R into the model T ¼ wij � R, and normalize it

Table 4. Weights of the secondary indicators.

Bij eij bij wij Bij eij bij wij

B11 0.945 0.347 0.058 B44 0.979 0.221 0.036
B12 0.972 0.178 0.030 B45 0.976 0.254 0.041
B13 0.977 0.144 0.024 B51 0.893 0.405 0.054
B14 0.972 0.178 0.030 B52 0.942 0.220 0.029
B15 0.976 0.151 0.025 B53 0.954 0.172 0.023
B21 0.960 0.388 0.052 B54 0.978 0.084 0.011
B22 0.986 0.136 0.018 B55 0.968 0.119 0.016
B23 0.983 0.163 0.022 B61 0.961 0.223 0.028
B24 0.984 0.155 0.021 B62 0.954 0.258 0.032
B25 0.984 0.159 0.021 B63 0.984 0.090 0.011
B31 0.959 0.302 0.040 B64 0.957 0.242 0.030
B32 0.985 0.108 0.014 B65 0.967 0.187 0.023
B33 0.966 0.251 0.034 B71 0.983 0.172 0.025
B34 0.984 0.117 0.016 B72 0.985 0.147 0.021
B35 0.970 0.222 0.030 B73 0.964 0.361 0.052
B41 0.983 0.177 0.029 B74 0.986 0.140 0.020
B42 0.985 0.159 0.026 B75 0.982 0.181 0.027
B43 0.982 0.190 0.031
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T 0
X ¼ ½0:3422 0:3551 0:2276 0:0751�. The result shows that the probability of X

rated as excellent is 34.22%, good is 35.51%, qualified is 22.76%, unqualified is
7.51%. According to the principle of maximum membership, the station X should be
rated as good.

5 Expectations with Big Data

With the development of elderly services and devices, more data is generated on
various platforms. Data-driven thinking and methods is going to play a crucial role.
Therefore, foundation works to bring big data to elderly services is very essential.

As for the methodology in this research, the evaluation model above is based on the
feedback of the questionnaires, which data size is too small to represent the elderly
needs of the whole region. If we can get a larger sample size, the indicator weights will
be more meaningful. The evaluation scores in the practical analysis of the model are
randomly generated. If a big data platform for the service of elderly care station is
established, the elderly can make timely feedback after receiving the service, back-
ground information can be updated dynamically. The elderly care stations in each
region can be ranked according to the score of the service evaluation. Introducing big
data technology into the service of elderly care station has the following advantages:

• It is beneficial to the relevant government departments to supervise the operation
management and service quality of elderly care stations. According to the quantity
and quality of services, the government can establish the access and exit mechanism
of the operators. It is effective to combine the operating subsidies with the service
evaluation scores, which can guide operators to pay attention to the improvement of
service quality.

• It is conducive to the internal supervision and service improvement of elderly care
station. The station can assess its staff based on the feedback of the elder clients,
then, improve the quality of services.

• It is convenient for the elder clients to express their feelings and needs, which is the
most important factor of the development of elderly care stations.

In addition, the rich sources of data have potentials for an increased understanding
of elderly needs, which can bring the home-based elderly service to a new level. Take
Health Guidance, one of the six basic functions of elderly care station, for example.
The elderly who has enjoyed service in a station will have an individual history,
including health status. The station can analyze the data from all customers, making
decisions of the guidance frequency, the matched doctors, the participants list, etc. The
services provided by elderly care station can be more accurate through data-driven
approaches.

Moreover, with the increase in the use of records of elderly ID cards, predictions of
service needs become a possibility. Using the consumption data collected from the
cards, we can make phase portraits of the consumption characteristics and activity
spatial patterns of the elderly. According to the analysis of these data, we will know
their preferences, and then, improve the services to meet their requirements.
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6 Conclusion

In the service system of the elderly care in Beijing, the home-based form have played
an important role. The number of the elderly care station is increasing, but its operation
still has problems. Elderly care station does not have a service evaluation standard, and
the imperfect government regulation also led to unclear development directions.

A service evaluation model was developed to assist the supervision and
improvement. According to the evaluation system, a questionnaire was used to collect
the data from the elderly in Beijing. Entropy weight method and AHP were used to
build the service quality evaluation model of the elderly care station, which applied to
fuzzy comprehensive evaluation of the service quality of an elderly care station. The
model can help with government management and provide assistance for decision
making.

Taking big data analytics into consideration, some expectations on elderly services
are made. The more feedback data we get from elderly customers, the more accurate
the evaluation model can be. The database of elderly service records can help stations
to provide personalized care, making the home-based form more effective. It’s also
critical to take advantage of the consumption data from elderly cards, which can be
analyzed to do some research on predictions. Therefore, taking big data towards elderly
service can be beneficial to evaluation, provision and prediction. It makes the elderly
services more proactive and quantifiable.
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Abstract. The application of biometric identification technology has been
applied extensively in modern society. EEG pattern recognition method is one
of the key biometric identification technologies for advanced secure and reliable
identification technology. This paper introduces a novel EEG pattern recognition
method based on Segmented EEG Graph using PLA (SEGPA) model, which
incorporates the novel self-adjusting time series dependency method. In such a
model, the dynamic time-dependency method has been applied in the recogni-
tion process. The preliminary experimental results indicate that the proposed
method can produce a reasonable recognition outcome..

Keywords: EEG � Pattern recognition � Self-adjusting � Dynamic time
dependency � Data mining

1 Introduction

The growing applications of Brain-Computer Interface (BCI) urge researchers to find
optimized solutions for efficient, non-invasive brain activity pattern recognition, partic-
ularly for brain wave recognition. The existing pattern recognition techniques and
methods have adopted extensively in various areas such as image recognition, voice
recognition, artificial intelligence, etc. The study on Electroencephalography (EEG) pat-
tern recognition is becoming a promising topic nowadays. EEG is a non-invasive and safe
solution for brain activity pattern recognition.

Currently, EEG-based pattern recognition methods mainly adopt traditional recog-
nition procedures, which include EEG data pre-processing, extraction, and feature
recognition. In many cases, the traditional EEG pre-processing process is primarily
considering EEG data items as non-related or non-dependent data items. This will cause
information loss during clustering or aggregation in the pre-processing phase. This
research incorporates the time-dependency analysis in to EEG pattern recognition
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process in order to improve the recognition accuracy. According to our previous
research, we discovered that time-dependency analysis is crucial for EEG recognition.
Since EEG data sets are time series data, therefore, EEG data items have inter-related
association over time. These multiple correlated time series data include electrocar-
diogram, non-invasive blood pressure, central venous pressure, etc. [1].

In most cases, a time series EEG data item is associated with its precedent EEG
data items, which can be the immediate past EEG data items or the past EEG data items
in certain time-frame. A past EEG data item will trigger/extend/reflect its upcoming
EEG data items, the time sequential data items show related association with their past
and future. This research is aiming to develop methods that can accurately recognize
brain activities in dynamic time frame and allowing initiation of efficient and high-
accuracy responses. Most of real-time systems, e.g. BCI systems, surveillance systems,
etc., can produce a large amount of data sets. In some cases, the data volume is too
large to be stored on disks or scanned multiple times in a certain time window [1]. We
utilize the SEGPA model to obtain EEG sample data without crucial information loss
and improve real-time EEG data analysis efficiency.

Based on SEGPA model, EEG data sets can be reduced significantly without major
information loss and ultimately generate time-series data items for analysis. Our
experimental data sets indicate that EEG signal change is not independent. It is a
correlated process, which means that early-time EEG data sets have potential rela-
tionship with their later-time EEG data in a time-series window. In this paper, the time
dependency analytical method has been adopted in the SEGPA model for EEG pattern
recognition. The analytical graph can be generated in the SEGPA model, which is
based on clustered time series as shown in Fig. 1 [2].

This time-series graph indicates the potential relationship between different EEG
time segments in a small time frame, which can generate time dependency for analysis.
The numbers in circles shown in Fig. 1, e.g. 4, represent different statuses or clusters of
EEG data sets. The numbers shown above the circles, e.g. 2616, represent their
sequential number or position in the EEG time series data. This sequential data set can
be further used for EEG pattern recognition, which will be introduced in the reminder
sections of this paper.

Time series data sets have been used widely in various fields nowadays. It has been
applied extensively in dealing with clustering, modeling, taxonomy prediction, and so

4 5 4 5 4 5 4 5 4

Time slot:
0001 0002 0003 0004 0005 0006 0007 0008 0009

....
44341434

12730 0016 0015 0014 0013 0012 0011 0010

Fig. 1. Time sequence graph generated based on electrode1 PLA slope value [2].
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on. Researchers believe that the reliance among time series and the proper treatment of
data dependency or correlation becomes critical in time series processing [1, 3].

2 Related Work

It has been a clear trend that the BCI research is becoming important for understanding
the complicated human brain and accelerates the development of artificial intelligence
as well as its applications. Existing research work has focused on low-risk and non-
invasive BIC method, i.e. EEG data analysis.

Chen proposed an implicit self-adjusting computation method [4], which claimed to
made progress towards achieving efficient incremental computation through providing
algorithmic language abstractions to generate computations that respond to dynamic
changes according to inputs automatically. The rules have been adopted in this model
to distinguish stable and changeable modes, which is list as below [4].

Acar introduced a self-adjust computation method, which utilizes dynamic
dependence tree. This method efficiently incorporates dynamic dependence graph into
the self-adjusting computation process. In [5], the Steady-State Visual Evoked
Potentials (SSVEP) method has been evaluated based on various classification tech-
niques including Decision tree, Naïve Bayes and K-Nearest Neighbor classifiers. The
Common Spatial Patterns (CSP) has been used in SSVEP for noise filtering [6]:

C ¼ AAT

trðAATÞ ð1Þ

where T denotes the invert operator and tr(*) is the trace of a matrix. A 2 RN�M

denotes the single-trial EEG data, N is number of channels and M is sample number of
every channel. In [7], 3-dimensional visualization software for EEG data analysis has
been developed based on Self Organized Mapping (SOM). In [8], TimeClust has been
applied to genetic analysis based on SOM application used for the online clustering in
the gene expression time series.

In [8], the stochastic dependencies method has been applied to impact analysis
through formalizing evolutionary coupling as a stochastic process using a Markov
chain model. In this model, the stochastic dependency is defined as follow. Given a
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sequence of s − 1 transactions in revision history involving an element a, the proba-
bility that another element b will be involved in the next transaction involving a as the
stochastic dependency from b to a at time s. For each of the s − 1 transactions

involving a, let xi be the value of xða;bÞs�i . The probability that b is stochastically
depending on a when the s-th transaction involving an occur as follows [8]:

Pr Xða;bÞ
s ¼ 1

� �
�

PrðXða;bÞ
r ¼ 1jXða;bÞ

r�1 ¼ x1 ^ � � � ^ Xða;bÞ
1 ¼ xr�1Þ

ð2Þ

In this paper, the SEGPA model adopts the clustering algorithm to generate initial
EEG data clusters and utilizes the method introduced in [9] for time series data
dependency analysis. The clustering methods developed for handling various static
data. The partitioning clustering, hierarchical clustering and model based clustering
have been utilized directly or modified for time series clustering. Time series clustering
methods have been divided into three major categories depending upon whether they
work directly with raw data, indirectly with features extracted from the raw data, or
indirectly with models built from the raw data [10]. The time series data dependency
analysis is based on [9]. The proposed model constructs generalizations of the dj’s
which are sensitive to the assumption of j-dependence in k dimensions and defined as
below [9]:

d½k�j ¼ Ck � ðCj=Cj�1Þk�jCj

Ck
¼ 1� Cj

Cj�1

� �k�jCj

Ck
ð3Þ

where dj denotes dependencies that are the result of averages over regions of a map. Ck

measures the probability that two vectors are within e of each other in all their Cartesian
coordinates.

3 Self-adjust Time Dependency for EEG Pattern Recognition

The SEGPA model incorporates and modifies the dependency measure method
introduced in [9], which calculates a certain portion of clustered EEG time series data
sets with another same size clustered EEG data in different time windows within e
overlapping. The K-means method has been applied to the clustering process, which
utilizes Euclidean distance calculation is expressed follows:

dðc1; c2Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

ðxi � yiÞ2
s

ð4Þ

The SEGPA model clusters each EEG electron data respectively based on K-means
clustering method. Two sample EEE data sets are illustrated in Table 1. In order to
further generate an efficient EEG pattern, the SEGPA model adopts and modifies the
FP growth tree method.
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The first step is to calculate the cluster distribution of an EEG data to select the
minority cluster as the starting node, e.g. Node A, for constructing EEG pattern
recognition (PR) tree. The next step starts from the starting node to be added to the
EEG PR tree and inserts the time sequential nodes as sub-tree based on modified FP
growth method. In the third step, the sub-tree will stop grow when a node, e.g. Node
A2, that is the same as Node A; and Node A2 will be added to the sub-tree as a time-
vary Node A if the sub-sequential nodes of Node A2 are also the same as Node A’s sub-
sequential nodes; If not all sub-sequential nodes are the same between Node A and
Node A2, then Node A2 and its sub-sequential nodes will be added as new sub-branch.

The following algorithm illustrates the EEG pattern recognition tree process utilized
in SEGPA, i.e. SEGPA PR-tree.

Algorithm 1: SEGPA PR-tree Construction 
Input: EEG time series data set C, Time elapsing t. 
Output: PR-tree TR, EEG data pattern P(TR). 
1 Calculate distribution of C, PD(C)   Fi list (Fi list is in ascending order). 
2 ‘Null’   TR, j=0, N[ ]=null
3 For i = 0 to number(Fi), i++
4     For j = 0 to number(Nj), j++
4        If (Fi≠ Nj[0]) then
6  Fi TR’s root
7        Else
8             For k = 0 to length(Nj[k])
9                 If Fi+k = Nj[k] then
10                  Fi TR’s Fi with t variation
11                End if
12             End for
13        End if
14      End for
15 End for
16 Return TR

Table 1. Clustered EEG data sets

Time ID EEG data Clusters Time ID EEG data Clusters

0.01 79.4287 Cluster1 0.01 17.567407 Cluster1
0.02 281.1286 Cluster2 0.02 2.45243 Cluster3
0.03 109.7588 Cluster4 0.03 −6.056001 Cluster0
0.04 −133.0819 Cluster5 0.04 −18.067903 Cluster5
0.05 93.44259 Cluster1 0.05 −22.872663 Cluster5
0.06 354.4012 Cluster2 0.06 −20.770581 Cluster5
0.07 137.6864 Cluster4 0.07 −38.087739 Cluster5
0.08 52.40192 Cluster1 0.08 −57.907378 Cluster4
…… …… …… …… …… ……

126.98 17.26711 Cluster0 11799 −8.358282 Cluster0
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4 Experimental Results

The experimental analysis has been conducted to evaluate the performance of SEGPA
based on dynamic time dependency method. The experimental results are illustrated
below. Figure 2 shows theEEGclustering results based on14participants,which does not
provide any explicit pattern for recognition in thisfigure. TheYaxis denotes the number of
EEG data items in a cluster. The X axis denotes clusters according to electron pulse.

The EEG clustered data sets shown in Fig. 2 based on 14 participants’ electron
pulse distribution have been further analyzed. Different colors of lines represent the
different participants’ electron pulse. Figure 3 shows that No. 14 participant (P14) has
significant difference with all other 13 participants. The red rectangle area indicates the
significant gap between P14 with others. However, we are unable to generalize a more
detailed and efficient pattern to distinguish the other 13 participants.
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Fig. 2. EEG clustering results based on 14 participants.
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Fig. 3. Pattern discovery based on 14 participants EEG clustering results
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Based on the analysis revealed in Fig. 3, we further analyzed the participant P3
using SEGPA PR-tree. Three different status EEG data sets are clustered including ‘left-
hand-rise’, ‘meditation-left-hand’ and ‘mediation’ EEG experiments. The clustering
results for ‘left hand rise’ are shown as below due to space limitation the other two
clustering results are not shown in this paper.

Final cluster centroids (The left-hand-rise experiment):

Cluster#

Attribute Full data 0 1 2 3 4 5
(12700.0) (170.0) (242.0) (159.0) (126.0) (11479.0) (524.0)

1 0.2468 −257.2914 −117.2815 146.9837 285.9135 −0.6492 44.4908

The construction of a SEGPA PR-tree starts from the cluster with minimum item
number. There in the above case, cluster 3 is selected as the pattern node for PR-tree
construction. After the SEGPA-PR tree construction (left hand rise), the clustered time-
series shown in Fig. 1 are converted to the following figure.

Based on SEGPA-PR tree, the EEG activity pattern can be revealed in a certain
order as shown in Fig. 4. The time t denotes the time elapse between two repeated
patterns (dot lines are repeated patterns). However, in this diagram, the repeat items in a
sub-branch are also reduced and expressed by t. In a 1 min and 30 s hand-rise-
meditation experiment, we generated 8 validate patterns as follows.
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Fig. 4. SEGPA-PR tree based on P3’s ‘left-hand-rise’ and ‘meditation-hand-rise’ EEG data.
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Due to the space limitation, first 5 patterns are listed above. These patterns will be
applied in time-dependency environment when immediate-future pattern can refer to
past patterns based on their statistical frequency or modern mining techniques.

5 Conclusion

The SEGPA model based on self-adjusting time dependency has been introduced in
this paper. The self-adjusting process in SEGPA adopts the time window moving
method and cluster probability distribution to conduct EEG pattern recognition.

This paper reviews the dependency analysis method based on EEG time series data
sets. Existing EEG pattern recognition methods are limited on performing efficient
analytical results due to the lack of associating decencies among different time win-
dows. The SEGPA model adopts k-means clustering method to reduce EEG data points
and generate clustered EEG segments for time-dependency analysis.

The experimental results indicate that the SEGPA model based on self-adjusting
time-dependency method can produce preliminary patterns to recognize EEG data sets
through referring to EEG data sets’ associated EEG segments in different time win-
dows. The future work will focus on optimizing the SEGPA PR-tree and generate more
efficient dynamically adjusting procedures for EEG pattern recognition. We also
consider the possibility of applying multi-criteria decision making methods to EEG.
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Abstract. Recommendation systems are best choice to cope with the problem
of information overload. These systems are commonly used in recent years help
to match users with different items. The increasing amount of available data on
internet in recent year’s pretenses some great challenges in the field of recom-
mender systems. Main challenge is to predict the user preference and provide
favorable recommendations. In this article, we present a new mechanism to
improve the prediction accuracy in recommendations. Our method includes a
discretization step and chi-square algorithm for attribute selection. Results on
MovieLens dataset show that our technique performs well and minimize the
error ratio.

Keywords: Recommender systems � Collaborative filtering � Discretization �
Prediction

1 Introduction

In everyday life we have so many preferences and selections for example which
product to buy, which stuff to wear, which movie to watch, which type of stock to buy,
which blog or post to read, which place to go, which hotel to choose. To take decision
in these massive domains is a challenging task. People in these days rely on recom-
mendations from their peers or from the expert advice to take decisions in any of the
mentioned domains [1]. Recommenders systems are designed to produce recommen-
dations for the relevant goods to help their users in many assessment-making proce-
dures. With these systems, consumers achieve the suitable result [2]. Some systems
have very low threshold for the services that they are not able to make best predictions
for their consumers. If a system is not able to predict the consumer’s tastes then after
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sometime the consumer stops using it. This situation led to emphasis that companies
need to improve their recommendation systems.

1.1 Problem Significance

Numerous techniques have been used in the literature that each have their strengths and
flaws. When developing the new methodology for the recommender system it is
necessary to evaluate the performance of that method. To test how accurately the
recommendation system predict the preference of consumers researchers use different
accuracy measurements. Some of well-known measurements used in the literature are
Root Mean Square Error (RMSE), Mean Absolute Error (MAE) and Normalized Mean
Absolute Error (NMAE) [3].

In the literature of recommender systems, root mean square error (RMSE) is the
most popular measurement for prediction accuracy. Researchers use different collab-
orative filtering techniques, matrix factorization methods and deep learning to mini-
mize the value of these errors [4–7, 15]. In this paper, we address the mentioned issue.
Our contribution in this paper is to propose a new framework that includes a dis-
cretization step and chi-square algorithm for attribute selection. All of this could
minimize the error significance in recommendation.

1.2 Organization

The rest of the article is organized as follows. The next Section affords a brief back-
ground in recommendation techniques. In Sect. 3, we present a discretization approach,
Chi Square Error for relevant features selection after that we present KNN collaborative
filtering and describe the algorithm in detail. Section 4 describes our experimental
work. It provides the details of our dataset, the results of some evaluation metrics and
comparison with other approaches. The last section provides concluding remarks and
some guidelines for the upcoming research.

2 Recommendation Methods

Different methods have been offered to make recommendations like Collaborative
Filtering, Content Based Filtering and Hybrid Filtering as shown in Fig. 1.
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2.1 Collaborative Filtering

It is the best successful approach in recommender systems that those peoples who are
same on their tastes in the previous would also same in future. It contains some m users
as U = {U1, U2, U3 …Um} and some n type items P = {P1, P2, P3….Pn}. Then the
method construct an m x n users and items matrix which contain the users ratings for
that specific items also every entry Ri,j is denoted by the rating given from user Ui for
that specific items Pj [8] as shown in Fig. 2.

These collaborative filtering models have two main approaches for the recom-
mendation generation problem.

Memory-Based Methods
In memory-based models, recommendations are made based on the similarity values.
Ratings are used to calculate the similarity between users and items. The most popular
memory based collaborative filtering methods are neighbor-based methods. These
methods predict ratings with similar user and similar items. The idea behind the scene
is if two consumers have similar ratings on some item, they have related ratings on the

Fig. 1. Different methods for recommender systems

Fig. 2. Working of CF
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remaining stuffs. Similarly item based collaborative filtering identify items that are
similar to the required items [9].

Model-Based Methods
Model-Based methods build an offline method by applying data mining and machine
learning techniques with the training data that can be used later for prediction. Singular
value decomposition (SVD) factorizes the rating matrix into low rank matrices to
compute the missing entries [10]. Some alternative methods are Maximum Margin
Matrix Factorization (MMMF) [11], Bayesian PMF [12], Non-linear PMF, Non-
negative Matrix Factorization (NMF) and Nonlinear Principal Component Analysis
(NPCA) [13].

3 System Architecture

The proposed approach uses a discretization mechanism. Discretization converts
numeric attributes into discrete attributes. As the data set is in the form of real numbers
or continuous attributes. First, we convert continuous attributes to nominal attributes
with the help of discretization because many algorithms work well with nominal data.
If the data is continuous values and the numbers are very huge building a prediction
model for this huge dataset is very difficult task. In addition, many algorithms operate
only in discrete search. Also using relevant features or attributes, the algorithm
improves their prediction accuracy and reduces the overall period of learning. Many
feature selection algorithms work with discrete data rather than numerical data [14]. In
this paper, we use chi-square algorithm for features selection. After that, we use User-
KNN collaborative filtering model for the prediction results. The Proposed architecture
is shown in Fig. 3.

Discretization goal is to reduce the number of values and group them into some
intervals or bins of equal range. This range of numerical values is grouped into different
segments of equal sizes. Every segment is represented as a bin that represents the range
covering the numerical value [15]. The overall discretization process is shown in the
Fig. 4.

Ratings Discretize Attribute 
Selection User- KNN Prediction 

Results 

Fig. 3. Architecture for rating prediction
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3.1 Feature Selection

We incrementally add some features that are relevant to each other’s. After that we
calculate the relevance of each feature with the help of chi-square statistic. Those
features that are highly relevant to each other’s we have taken it for further evaluation.
We remove some features from feature set that contains noise. For each feature we
calculate the prediction error and choose those features that have very less prediction
error.

3.2 User-User Collaborative Filtering

The technique is also known as user K nearest neighbor (user-KNN) collaborative
filtering. GroupLens introduce the technique. The main idea in this method is to find
users whose rating behavior of past is similar to the rating behavior of current users.
Then the algorithm predicts rating what the current user likes or dislikes [8].

Computing Predictions
To predict the recommendation for a user u the algorithm uses s to compute the
neighbors N � U of user u. When N is computed then the algorithm combines the
rating of user to generate predictions for items that a user prefers. It calculates the
weighted average as expressed in Eq. 1.

Pu;i ¼
P

u02N s u; u0ð Þ ru0;i � �ru0
� �P

u02N s u; u0ð Þj j ð1Þ

After that, it will be normalized to z score by dividing the mean rating with standard
deviation ru as expressed in Eq. 2.

Fig. 4. Discretization process
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Pu;i ¼ �ru þ ru

P
u02N s u; u0ð Þ ru0;i � �ru0

� �
=ru0P

u02N s u; u0ð Þj j ð2Þ

Computing User Similarity
User-user collaborative filtering uses different similarity functions to compute the
similarity. To compute the similarity among items or users Pearson Correlation and
Vector Cosine based similarity is used. Pearson Correlation between two users’ u and v
is calculated in Eq. 3.

Vi;j ¼
P

u2U ru;j � ri
� �

ru;j � rj
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
u2U ru;j � ri

� �2q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
u2U ru;j � rj

� �2q ð3Þ

Cosine Similarity computation between two things I and j can be calculated in
Eq. 4.

Wi;j ¼ cos ~i;~j
� �

¼
~i :~j

~i
�� �� � ~j

�� �� ð4Þ

4 Experimental Evaluation

4.1 Data Set Description

We take dataset from MovieLens website. The dataset used for our experiments is ml-
latest and is freely available on the website only for non-commercial usage. This
dataset contains 100,000 ratings, 9000 movies, 3600 tag applications and 600 users. All
data contains in the files rating.csv, movies.csv, tags.csv and link.csv. We split the
dataset into training, test sets 80% data is used for training purposes, and remaining
20% is used for testing.

4.2 Evaluation Metrics

Several types of accuracy measurements are used for evaluating the quality of predicted
ratings. In this article we use two accuracy measurements RMSE and MAE. RMSE is
the common method for scoring an algorithm. It can be calculated as if Pi,j is the
expected rating for user I over the item J and also Vi,j is the proper rating and K = {(I,
J)} is the set of unknown user-items rating then RMSE is calculated in Eq. 5.

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i;jð Þ2K pi;j � vi;j

� �2
n

s
ð5Þ

MAE is the degree of deviation of predictions from their consumer stated values.
Each rating prediction pair <Pi, Qi> the matric calculates mean absolute error among
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them. This can be computed as by adding this absolute error of N rating predictions and
finally computes the average as expressed in Eq. 6.

MAE ¼
PN

i¼1 pi � qij j
N

ð6Þ

The lower the both error means the prediction engine predicts user rating
accurately.

4.3 Evaluation Results

The Fig. 5 shows the root mean square error values with respect to different techniques.
Results shows over proposed technique perform well as compared to other matrix
factorization techniques such as probabilistic matrix factorization (PMF), matrix fac-
torization (MF) and singular value decomposition (SVD).

4.4 Comparison of Mean Absolute Error (MAE) with Other Methods

In Fig. 6 the result of mean absolute error of slope one algorithm and singular value
decomposition technique is shown. Here over proposed technique perform well and
normalize error ratio.
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Fig. 5. RMSE values for different methods
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Fig. 6. MAE values for different methods
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The average results of three evaluation metrics root mean square error, mean
absolute error and normalized mean are shown in the Fig. 7.

5 Conclusion and Future Work

This article is about the optimal rating prediction for recommendations. The proposed
methodology is used to minimize the error significance of recommender system and the
result shows that over proposed methodology performs well as compared to other
filtering techniques. In future, our next aim is to perform this technique on different
datasets and provide a comparative analysis.
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Abstract. Clustering algorithms for big data have important applications in
finance. DataMPI is a communication library based on key-value pairs that
extends MPI for Hadoop and Spark. We study the performance of K-means,
fuzzy K-means and Canopy clustering algorithms on the DataMPI cluster by
experiments. Firstly, we observe the influence of the number of nodes on the
clustering time and scaleup; and then we observe the influence of the size of the
memory of each node on the clustering time and memoryup; at the same time,
we compare the performance of these three clustering algorithms on different
text data set. From experimental results we can find that: (1) When the size of
data set, the size of the memory, and the number of nodes keep the same,
Canopy is the fastest, followed by K-means, and the fuzzy K-means is the
slowest; (2) When the size of the memory of each node is fixed, these three
algorithms have a good scaleup on all of text data set, which shows that the
increase of the number of nodes can significantly improve the efficiency of these
three algorithms; (3) When the number of nodes is fixed, and as the size of the
memory is increased from 1 GB to 4 GB, the clustering time is significantly
decreased, which shows that these three clustering algorithms have a good
memoryup.

Keywords: Clustering algorithms � Big data � DataMPI � Clustering time �
Scaleup � Memoryup

1 Introduction

According to IDC, the data volume in the whole world will be doubled each 18 months,
and the total amount of data will be increased to 35.2 ZB by 2020 [1, 2]. The data come
from a variety of sources, such as: sensors used to gather weather information, websites
that post social media, records of users’ purchases and transactions, GPS signals from
cellphones, data produced by non-traditional IT devices such as sensors and navigation
devices. The explosive growth of data make us enter the era of big data. Big data is a
kind of data which can’t be stored, calculated, transferred by current information
technology and software & hardware tools within a tolerable period of time. In addi-
tion, big data is also extended as a method to solve problems, that is, by collecting and
analyzing massive data to obtain valuable information, and by experiments, algorithms
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and models, to discover rules, collect valuable insights and help, and generate a new
business model [3].

The clustering algorithms for big data have important applications in financial
applications, such as: stock investment analysis in traditional financial applications,
abnormal detection of credit card data and customer segmentation in Internet financial
applications. If the traditional approach is adopted, neither the size of memory nor the
computing power can satisfy the needs of the clustering for big data, and an effective
combination of distributed computing technology and the clustering algorithms can
provide a viable way to solve the issue of the clustering for big data. The use of parallel
computers or cluster systems with multiple processor makes it possible to cluster big
data.

DataMPI [4] is a communication library based on key-value pairs that extends MPI
for Hadoop and Spark. Unlike buffer-to-buffer communication in MPI, DataMPI adopts
a communication way based on key-value pairs, which has the basic communication
properties of Hadoop and Spark. Moreover, DataMPI implements a two-way com-
munication model to support communication characteristics of big data processing
system: dichotomy, dynamic, data-centric and diversity.

In this paper, we study the performance of different clustering algorithms under the
DataMPI platform by experiments. Firstly, we observe the influence of the number of
nodes on clustering time and scaleup; and then we observe the influence of the size of
memory on clustering time and memoryup; at the same time, we compare the per-
formance of different clustering algorithms under different text data set.

2 Related Work

In 2012, aiming at solving the problems of the traditional hierarchical clustering
algorithm, Xinxin [5] improved the hierarchical clustering algorithm to increase the
scalability and reduce the computing complexity of algorithm. At the same time, the
parallel implementation of the hierarchical clustering algorithm is studied, and draw the
conclusion that: the clustering results of the hierarchical clustering algorithm based on
MPI is the same as that of the sequential hierarchical clustering algorithm, but the
efficiency is greatly improved. In 2009, Ying [6] analyzed the text clustering method of
Wikipedia, summarized the relevant problems of text clustering, analyzed the infor-
mation mining method of Wikipedia and the influence of its text clustering form on the
content quality of Wikipedia combining the general process of text clustering. In 2010,
Lina [7] of Yunnan University proposed a parallel K-means clustering algorithm based
on Master/Slave programming mode under the MPI messaging programming envi-
ronment. The proposed algorithm and traditional K-means algorithm were compared
and evaluated based on evaluation criteria such as algorithm complexity and scaleup At
the same time, the two algorithms were clustered on resume data to show they are
correct and effective. In 2011, Beiyuan [8] from Ji Lin University analyzed and
compared two traditional parallel computing programming models, namely multi-
thread and messaging model, to seek a new mixed model integrating the two
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programming models, so as to maximize the performance of parallel computing. Based
on previous studies on MPI, Liang et al. [9] studied extending MPI to DataMPI, which
is a big data platform similar to Hadoop, and pointed out that DataMPI has advantages
in performance and flexibility [10]. Compared the performance of three big data
platform: Hadoop, Spark and DataMPI by three clustering algorithms for big data:
parallel K-means, parallel fuzzy K-means and parallel Canopy.

However, among these studies on the performance of the clustering algorithms for
big data on DataMPI, the adopted performance evaluation metrics and methods are not
comprehensive enough and cannot provide suggestions for the clustering algorithms
and the cluster scale when using data set of different size. To solve these problems, we
attempt to build a more comprehensive performance evaluation metrics and a multi-
dimensional performance evaluation model to compare the performance of different
clustering algorithms on the DataMPI platform, so as to help users select appropriate
algorithms according to different application scenarios.

3 Performance Evaluation

3.1 Metrics

(1) Clustering time

Clustering time is the most intuitive indicator to show the efficiency of algorithms.
Generally, the faster the algorithm runs, the higher the efficiency.

(2) Scaleup

Scaleup can evaluate the algorithm’s ability to improve proportionally as the total
number of nodes increases. We can compute the scaleup by changing the total number
of nodes and keeping the size of data set as well as the size of memory unchanged. It
can be computed by formula 1:

ScaleupðmÞ ¼
T1
Tm

� �

m
ð1Þ

T1 denotes the run time of an algorithm running on one node and Tm denotes the
run time of the same algorithm running on the same data set & memory and m nodes. If
with the increase of nodes, the scaleup can be increased at a a rate of slope greater than
or equal to 1, then the increase of the number of nodes can effectively improve the
efficiency of the algorithm.

(3) Memoryup

Memoryup is a metrics to evaluate the performance of the algorithm by changing the
memory size of nodes with the same number of nodes and the size of data set. The
formula is as follows:
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MemoryupðMÞ ¼
T1
TM

� �

M
ð2Þ

Here,T1 denotes the run time when the memory size is 1 GB, and TM denotes the
run time when the memory size is M GB. If with the increase of memory, the mem-
oryup can be increased at a rate of slope greater than or equal to 1, then the increase of
memory can effectively improve the efficiency of the algorithm.

3.2 Configurations of Hardware and Software

We install two Linux virtual machines on six servers respectively, and each virtual
machine acts as a node of a cluster, which is composed of one master node and several
slave nodes. The hardware configurations of each node are: CPU: Intel Xeon E5 2609
2.40 GHz; RAM: 1 GB/2 GB/3 GB/4 GB/5 GB/6 GB; Hard Disk: 32 GB, and the
software configuration of each node are: OS version: Red Hat 6.2; JDK version: 1.6;
Hadoop version: 1.6.1; DataMPI version: 0.6.0.

3.3 Data Set

(Table 1).

3.4 Experimental Results

(1) Clustering time and Scaleup

The scaleup of K-means, fuzzy K-means and Canopy on the three data set was
investigated by changing the number of nodes and keeping the size of memory
unchanged. The comparison of clustering time as well as scaleup of these three
algorithms when the data set is textdata1 and the memory is 4 GB are shown in Figs. 1
and 2 respectively; the comparison of clustering time as well as scaleup of these three
algorithms when the data set and the memory is 4 GB is textdata2 are shown in Figs. 3
and 4 respectively; the comparison of clustering time as well as scaleup of these three
algorithms when the data set is textdata3 and the memory is 4 GB are shown in Figs. 5
and 6 respectively.

Table 1. Text data set

Name Data set Size Number of items

textdata1 Pagecounts of Wikimedia [11] 100 MB 2,530,941
textdata2 Amazon book reviews [12] 100 MB 103,955
textdata3 NIPS conference papers [13] 100 MB 9,244
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Fig. 1. Comparison of runtime when the dataset is textdata1

Fig. 2. Comparison of scaleup when the data set is textdata1

Fig. 3. Comparison of run time when the data set is textdata2
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Fig. 4. Comparison of scaleup when the data set is textdata2

Fig. 5. Comparison of runtime when the data set is textdata3

Fig. 6. Comparison of scaleup when the data set is textdata3
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From the above figures, we can find that:

• For textdata2 data set, when the number of nodes is increased from 2 to 6, the
clustering time of fuzzy K-means is about 2.1 times that of K-means algorithm and
2.3 times that of Canopy;

• When the number of nodes is increased from 1 to 2, the clustering time decreases
little and does not change significantly; when the number of nodes is increased from
2 to 6, the clustering time is decreased obviously; when the number of nodes is
increased to 8, 10 and 12, the clustering time has few changes;

• When the number of nodes is increased from 1 to 2, the scaleup of clustering
algorithm is less than 1, which indicates that for textdata2, adding 1 node has little
impact on efficiency; when the number of nodes is increased from 4 to 6, the
scaleup of these three clustering algorithms is greater than or equal to 1; when the
number of nodes is greater than 6, the clustering time of the three clustering
algorithms has few changes, and the scaleup is less than 1. It shows that increasing
the number of nodes can effectively improve the clustering performance;

• For textdata3 data set, when the number of nodes is changed from 2 to 6, the
clustering time of fuzzy K-means algorithm is approximately 1.6 times that of K-
means algorithm and 2.4 times that of canopy algorithm;

• When the number of nodes is increased from 1 to 2, the clustering time decreases a
little and does not change significantly; when the number of nodes increases from 2
to 6, the clustering time decreases obviously. When the number of nodes increases
to 8, 10 and 12, the clustering time changes a little;

• When the number of nodes is increased from 1 to 2, the scaleup of clustering
algorithm is less than 1, which indicate that for textdata3, adding 1 node has little
influence on efficiency; when the number of nodes is increased from 4 to 6, the
scaleup of the three clustering algorithms is greater than or equal to 1; when the
number of nodes is greater than 6, the clustering time of the three clustering
algorithms has few changes, and the scaleup is less than 1. It shows that increasing
the number of nodes can effectively improve the clustering performance.

(2) Memoryup

The change of the clustering time and memoryup of these three clustering algorithms
with the increase of the size of memory are shown in Figs. 7 and 8 respectively.
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The above figures show that:

• When the size of the memory of each node is increased from 1 GB to 4 GB, the
clustering time of these three algorithms is decreased obviously; while when the
size of the memory of each node is increased from 4 GB to 6 GB, the clustering
time of these three algorithms keeps constant. Therefore, the optimal size of the
memory for the data set should be between 2 GB and 4 GB;

• The memoryup of these three algorithms keeps 1 when the size of the memory of
each node is increased from 2 GB to 4 GB, therefore, increasing the size of the
memory of each node can improve the clustering efficiency;

Fig. 8. Comparison of memoryup

Fig. 7. Comparison of run time under different size of memory
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• When the size of the memory of each node is less than 4 GB, the memoryup of
fuzzy K-means is obviously better than the other two algorithms; while when the
size of the memory of each node is 5 GB, the memoryup of Canopy is better than
the other two algorithms.

4 Conclusions

In this paper, by changing the number of nodes and keeping the size of the memory of
each node unchanged, we compare the clustering time and scaleup of K-means, fuzzy
K-means and Canopy on three text data set of DataMPI platform, and compare the
clustering time and memoryup of these algorithms on three text data set of DataMPI
platform by changing the size of the memory of each node. By analyzing the experi-
mental results, the following conclusions can be concluded:

• When the size of data set and the number of nodes are the same, Canopy is the
fastest, followed by K-means, and fuzzy K-means is the slowest;

• When the size of the memory of each node is 4 GB, the three clustering algorithms
have a good scaleup, which indicates that the increase of the number of nodes can
significantly improve the efficiency of the three algorithms;

• When the number of nodes is fixed, the three clustering algorithms have a good
memoryup; when the size of the memory of each node is increased from 1 GB to
4 GB, the clustering time is significantly decreased;

• The three text data have a good scaleup when the size of the memory of each node
is fixed, and when the number of nodes is increased, the efficiency is also improved;
Textdata3 had the longest clustering time and textdata1 had the shortest clustering
time;

• No matter which text data set is selected, DataMPI is suitable for these three
clustering algorithms. In fact, no matter which clustering algorithm is selected, an
ideal clustering effect can be achieved when appropriate parameters are selected.
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Abstract. The construction of domain-specific sentiment lexicon has become
an important direction to improve the performance of sentiment analysis in
recent years. As one of the important application areas of sentiment analysis, the
stock market also has some related researches. However, when considering the
heterogeneity of the stock market relative to other fields, these studies ignore the
heterogeneity of the stock market under different market conditions. At the same
time, the annotated corpus is also indispensable for these studies, but the
annotated corpus, especially the social media corpus that is not standardized,
domain-specific and large in volume, is very difficult to obtain, manually
labeling or automatic labeling has certain limitations. Besides, in the evaluation
of the stock market sentiment lexicon, it is still based on the general classifi-
cation algorithm evaluation criteria, but ignores the final application purpose of
the sentiment analysis in the stock market: helping the stock market participants
make investment decisions, that is, to achieve the highest profit. To address
those problems, this paper proposes an unsupervised new method of con-
structing the stock market sentiment lexicon which based on the heterogeneity
of the stock market, and an evaluation method of stock market sentiment lexi-
con. Subsequently, we selected four commonly used Chinese sentiment dic-
tionaries as benchmark lexicons, and verified the method with an unlabeled
Eastmoney stock posting corpus containing 15,733,552 posts about 2400 Chi-
nese A-share listed companies. Finally, under our lexicon evaluation framework
which based on the portfolio annualized return, the stock market sentiment
lexicon constructed in this paper has achieved the best performance.

Keywords: Sentiment lexicon � Stock market � Investor sentiment

1 Introduction

In recent years, with the rise of social media (such as Weibo, WeChat and some
forums), posting has become one of the most popular behaviors in the Internet age.
These user-generated content makes social media the largest source of data for opinion
mining. However, social media data has the characteristics of fast generation and large
volume. It is impossible to manually analyze social media data. Therefore, some
methods such as sentiment analysis that automatically mine large amount of opinion
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data have been used in those days. Some existing sentiment analysis methods usually
use supervised learning algorithms such as support vector machine [8], naive Bayesian
method [17], fuzzy TOPSIS [9], integrated learning [21] and other deep learning
method [11], but these algorithms require labeled data as support. Although this
method has higher accuracy when the training data and the testing data come from the
same domain, the labeled data, especially the labeled social media data is difficult to
obtain, and manual labeling is also time consuming and labor intensive. Therefore, the
use of sentiment lexicon for sentiment analysis is an important direction in the field of
sentiment analysis.

For the stock market, there have been some studies on the use of sentiment analysis
to predict stock market related variables [1, 10, 18, 19, 25], such as stock prices and
trading volumes. The use of social media data for stock market related decision-making
research has shown an upward trend in recent years, which is closely related to the
frequent activities of users on social media. At the same time, the acquisition of social
media data has its incomparable advantages is in terms of difficulty and timeliness
when compares to traditional data. These advantages help stock market participants to
evaluate the stock market in real time, which is invaluable for stock market investment
decisions during the trading day. Some existing researches mainly use the existing
general sentiment dictionaries to analyze the stock market investor sentiment, but many
previous studies have shown that sentiment words will change with different appli-
cation fields and contexts [7, 15].

However, there are few studies on the construction of sentiment lexicon in the stock
market. Loughran and McDonald [10] used the official text data which comes from the
American Securities and Exchange Association from 1994 to 2008 to manually con-
struct a financial sentiment lexicon. Mao [12] used the current stock return rate to label
the news corpus, and proposed method to automatically construct the Chinese financial
sentiment lexicon. Nuno [14] improved the existing method by comparing three kinds
of statistical based methods to construct sentiment lexicon, and proposed two sup-
plementary statistical indicators to improve the existing method.

Although the above study considers the heterogeneity of the stock market relative
to other fields, it ignores the heterogeneity of the stock market under different market
conditions. For example, consider two situations: (1) the market fell, a stock rose
against the trend; (2) the market rose, a stock rose. If a single stock market sentiment
lexicon is used for sentiment analysis, in the above two cases, the related sentiment
words have the same sentiment intensity. However, considering the real word invest-
ment decision-making, in these two cases, the investment decision is completely dif-
ferent, and the stock that rises against the trend should be the preferred investment
target of the stock market participants. At the same time, although the sentiment
analysis method based on sentiment lexicon itself is an unsupervised learning method,
it is a supervised method for the stock market sentiment lexicon construction method
itself, and also requires an annotated corpus. However, previous studies have shown
that sentiment analysis based on supervised algorithms is a better choice for labeled
data. In addition, in the evaluation of the stock market sentiment lexicon, the general
classification criteria is still used as the main method, but the final purpose of the
sentiment analysis applied to the stock market is neglected: to help the stock market
participants make investment decisions, that is, to achieve the highest profit.
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Therefore, in order to solve the above problems, this paper proposes a new
unsupervised stock market sentiment lexicon construction method. The main contri-
butions of this paper are: (1) According to the heterogeneity of the stock market in
different market conditions, the sentiment seed words are automatically extracted, and
the bullish sentiment lexicon and the bearish market sentiment lexicon are constructed
based on the automatically extracted seed words. This method not only helps to resolve
the heterogeneity of the stock market relative to other fields, but also considers the
heterogeneity of the stock market itself. (2) An unsupervised method for automatically
constructing stock market sentiment lexicon is proposed, which eliminates the need of
labeled corpora (3) transforms sentiment lexicon optimization goals, and aims at the
realistic goal of sentiment analysis in the stock market: help Stock market participants
make investment decisions.

2 Related Works

With the advent of the Internet era, data acquisition has become more and more
convenient. The stock market has been a hot topic in the research field for many years,
more and more research uses the large amount of data obtained in the Internet era to
study the stock market. Nayak [13] proposes a novel condensed polynomial neural
network (CPNN) for the task of forecasting stock closing price indices. Rashid [16]
uses a large panel of Pakistani non-financial firms over the period 2000–2013 to
examine the role of financial Constraint in establishing the relationship between cash
flow and external financing. Challa [3] try to through light on investment decisions by
linking it with beta values of respective stocks. But most of the above studies are based
on the effective market, and the irrational behavior of investors, for example: investor
sentiment [22], the herding behavior [26], is not considered.

The construction of the stock market sentiment lexicon is a domain-specific task,
Loughran and McDonald [10] used to form a financial sentiment lexicon manually with
the official text data from the American Securities and Exchange Association from
1994 to 2008. Mao [12] proposed a method based on Chinese corpus to construct an
sentiment lexicon in the financial field. According to the rise and fall of individual
stocks on the day, the news of were classified as “negative” and “positive”, and then the
labeled news were used. The news data constructs the financial domain sentiment
lexicon by calculating the Jaccard similarity between the seed word and the target
word. Oliveira [14] proposed three methods which based on the commonly used
methods of PMI, TF-IDF and IG for constructing stock market sentiment lexicon.
Finally, it was found that the PMI- based sentiment lexicon construction method has
the highest accuracy. Sun [23] built the basic sentiment lexicon with HowNet and
NTUSD, then added the unique stock market sentiment word to it, and extended the
stock market sentiment lexicon based on information entropy.

In summary, although there have been some studies on the construction of senti-
ment lexicon in the specific field of the stock market, there are still some shortcomings:
First, although the heterogeneity of the stock market relative to other fields is con-
sidered, it is ignored the heterogeneity of the stock market under different market
conditions. Secondly, although the sentiment analysis method based on sentiment
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lexicon itself is an unsupervised learning method, it is a supervised method for the
stock market sentiment lexicon construction method itself, and also requires an
annotated corpus. However, previous studies have shown that sentiment analysis based
on supervised algorithms is a better choice for labeled data. Finally, the evaluation of
the stock market sentiment lexicon is still based on the traditional classification eval-
uation method, ignoring the ultimate goal of sentiment analysis of the stock market: to
help stock market participants make investment decisions.

3 Methodology

The method of constructing the stock market sentiment lexicon proposed in this paper
is mainly composed of three steps: (1) candidate word extraction (2) seed word
selection; (3) lexicon expansion. The main idea of the method is to divided the whole
corpus into a bullish corpus and a bearish corpus according to the market return. By
filtering the sentiment words with the same and stable sentiment in two corpora as seed
words, then the seed words is used to expand the sentiment lexicon in the bullish
corpus and bearish market corpus respectively. The method proposed in this paper is
shown in Fig. 1.

3.1 Data Collection and Processing

This article contains 15,733,552 pieces of posts about 2400 Chinese A-share listed
companies. In this paper, 2400 A-share Chinese listed companies has been divided to
training data and testing data, to be specific, we use posts data about 70% stocks as the
training data, and the remaining posts about 30% stocks as a testing data. The title of all
posts constitutes the above training data and testing data. The reason why the post title

Fig. 1. The framework of the stock market sentiment lexicon construction method
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is selected as the final corpus is because the text posted in the forum usually shows a
more obvious sentiment polarity in the title. The more complex expression in the text
will bring too much noise to the final sentiment analysis. In addition, the training set
and the testing set are divided in such a way as to ensure the integrity of the daily
posting data of each stock, so as to avoid the 70%/30% division of the entire corpus
leads to the error of the sentiment analysis of a single stock. The final training set and
testing set contain 10,907,590 and 4,371,729 post titles respectively.

Stock-related data comes from the CSMAR database, which mainly includes
market daily return of sub-markets, stock daily return. By integrating the corpus with
the stock data, this paper uses the training set to construct the stock market sentiment
lexicon through the method proposed in this paper, and then uses the testing set to
make the final evaluation.

3.2 Candidate Extraction

The first step in constructing a stock market sentiment lexicon is to extract candidate
word from the corpus of the training set, because not all vocabulary appearing in the
corpus is suitable as an sentiment word. The first step is based on Word frequency F Ið Þ
filtering. Although in social media, uncommon expressions often appear, some are not
even included in the lexicon, but some uncommon expressions are accepted and widely
used in a particular field, such as in stock forums. There are some uncommon
expressions such as “raising limit”, but they are very common in the stock market. So if
some words are not common, but the word frequency reaches a certain threshold, this
article still retains it in the candidate word set.

3.3 Seed Word Selection

In previous studies on the construction of sentiment lexicons, the selection of seed
words was basically done by manual selection [24, 27] or by automatically labelled
data [12]. Different from the previous research, the method of constructing the senti-
ment lexicon proposed in this paper can automatically extract the seed words from the
unlabeled corpus, which not only saves the trouble of labeling the corpus, but also
guarantees the extracted seed words are highly field related which contributing to the
subsequent expansion of the sentiment lexicon. In previous studies, such as investor
sentiment and stock pricing research in behavioral finance [2, 5, 6, 20], the researchers
found that the sentiment of stock market participants is closely related to the rise and
fall of stock prices. Therefore, this paper believes that the rise and fall of stock prices is
often accompanied by the rise and fall of investor sentiment. This assumption has also
been supported in previous studies [4].

Drawing on Mao’s [12] study of the economic significance of sentiment words, in
this paper, the economic significance of sentiment words is defined as follows:

EV Ið Þ ¼
Pn

i¼1 ri
n

ð1Þ
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where n indicates that the number of posts which contain word I in the training set, and
each of which is associated with a particular stock i, ri indicates its stock daily return.
Simply put, E Ið Þ is the average stock daily return, for the convenience of calculation,
this article uses the base point to represent E Ið Þ.

With the above definition of the economic significance of sentiment words, the
method of automatically extract seed words proposed in this paper has a basis. As
previously stated, the rise and fall of stock prices is often accompanied by the ups and
downs of investor sentiment, while most stocks should show an upward trend when the
stock market is better, and vice versa. Therefore, when the stock market is better, most
of the posts in the stock market forum should present more optimistic emotions, so the
words’ E Ið Þ appearing in these posts should be greater than zero, and vice versa. And
some words that express a stable sentiment polarity should also have a stable economic
significance in both cases, that is, regardless of the market is good or bad, these words’
E Ið Þ are the same sign. And these words should be the best choice as a seed word.

At the same time, the sentiment scores calculated by the seed words under different
market conditions should also be the same. In this article, we have selected the often
used statistic-based algorithm for calculating sentiment scores, the statistic expression
is as follows:

PMI x; yð Þ ¼ log2
p x; yð Þ
p xð Þp yð Þ ð2Þ

Based on above statistics, the sentiment score of a candidate word is calculated as
follows:

SOI ¼ 1
Nspos

XNspos

i¼1
PMI I; spos

� �� 1
Nsneg

XNspos

i¼1
PMI I; sneg

� � ð3Þ

among them I is a candidate word, Spos, sneg are positive seed words and negative seed
words respectively. Nspos and Nsneg represent the total number of positive seed words and
negative seed words respectively, and in order to ensure the expansion of the subse-
quent sentiment lexicon is not biased to the difference between the total number of
positive and negative seed words, Nspos and Nsneg must be equal.

Based on the above analysis, the steps to automatically extract seed words from the
training set are as follows:

1. Dividing the training set into a bullish corpus and a bearish corpus according to
market daily return MT and calculating candidate words I’ EVI;Bullish;EVI;Bearish;

2. I 2 Spos
EVI;Bearish

EVI;Bullish
[ 0 andEVI;Bearish þEVI;Bullish [ 0

Sneg
EVI;Bearish

EVI;Bullish
[ 0 andEVI;Bearish þEVI;Bullish\0

(
, that is, seed words should

have stable economic significance in different market conditions;
3. Calculate candidate word seeds Spos, Sneg sentiment scores in the bearish market

corpus and the bullish corpus: SOSpos;Bearish ; SOSpos;Bullish , SOsneg;Bearish ; SOsneg;Bullish ;
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4. S 2
spos

SOspos;Bearish

SOspos;Bullish
[ 0 and SOspos;Bearish þ SOspos;Bullish [ 0

sneg
SOsneg;Bearish

SOsneg;Bullish
[ 0 and SOsneg;Bearish þ SOsneg;Bullish\0

8
<

: , that is, seed words

should have a stable sentiment polarity in different market conditions.

Although the above 5 steps have been used to extract some seed words with stable
economic significance and sentiment polarity in different markets, there are some
neutral or misclassified seed words. In order to reduce the errors and noises in the seed
concentration, based on the filtering rules designed by Mao [12], this paper designs the
following filtering rules:

First of all, D Ið Þ is defined as all posts which contains candidate word I, the size of
the D Ið Þ is F Ið Þ, indicating the number of posts that appear in the corresponding
corpus, which is the word frequency. Stock coverage SC Ið Þ represents the number of
stocks which the subdataset D Ið Þ includes, time coverage TC Ið Þ represents the number
of dates which the subdataset D Ið Þ included. For candidate seed words, it should have
such a feature vector EV sð Þ;F sð Þ; SC sð Þ; TC sð Þf g. The specific filtering rules are as
follows:

1. SC sð Þ[ 200: Seed words need to cover more stocks;
2. TC sð Þ[ 20: Seed words need to cover more dates;
3. EV sð Þj j[ 10: Seed words need to have strong economic significance;

After passing the above filtering rules, the paper selected positive and negative seed
words respectively. The top 30 seed words are used as the final seed word set. Tables 1
and 2 show some selected the positive seed words and negative seed words that are
automatically extracted by the above methods, respectively.

3.4 Lexicon Expansion

The third step in constructing the stock market sentiment lexicon proposed in this paper
is the lexicon expansion, that is, using the seed word set selected above, and calculating
the sentiment score of the candidate words according to formula (3). As mentioned

Table 1. Positive seed words

Sneg EVS;Bearish EVS;Bullish TC sð Þ SC sð Þ F sð Þ
涨停 77.12 207.94 244 1538 273324
拉高 36.32 140.46 244 1538 53242
突破 11.61 119.91 244 1537 45898
涨停板 114.57 238.58 244 1535 38917
板 143.37 300.12 244 1520 30213
新区 21.42 193.24 205 1494 25447
献花 3.03 133.26 244 1506 24595
追 45.02 168.59 244 1525 24468
追高 34.00 156.02 244 1517 22852
高开 17.47 127.20 244 1511 22226
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earlier, the existing research considers the heterogeneity of the stock market field
relative to other fields, but ignores the heterogeneity of the stock market itself under
different market conditions. This heterogeneity is crucial for making stock market
investment decisions through sentiment analysis, because the same rise and fall is
completely different for investors in bullish and bearish markets. At the same time, this
heterogeneity may have a greater impact on the sentiment polarity and sentiment
intensity of some sentiment words. For example, the previously selected neutral word
“buy” has the opposite economic significance in the bullish market and the bearish
market. This situation may arise because stock market participants are affected by stock
market conditions. These neutral words often appear in the headers of affirmative
contexts in the bull market, and in negative context posts in bearish markets.

Based on the above considerations, when constructing the stock market sentiment
lexicon, this paper divides the corpus of the training set into the bullish corpus and the
bearish corpus according to the market return, and constructs the bullish market stock
market sentiment lexicon and the bearish market stock market sentiment lexicon
respectively.

As with the filtering of seed words, in order to reduce the noise of the final
constructed stock market sentiment lexicon and improve its quality, the candidate word
in the bullish sentiment lexicon and the bearish market sentiment need to be filtered by
the following rules:

1. SO Ið Þj j[ SS: Candidate’s sentiment score needs to be greater than a certain
threshold in order to reduce the noise of the final lexicon.

2. SC Ið Þ[ 30: sentiment words need to cover more stocks;
3. TC Ið Þ[ 3: Seed words need to cover more dates;
4. EV Ið Þj j[ 1: Seed words need to have strong economic significance;

Table 2. Negative seed words

Sneg EVS;Bearish EVS;Bullish TC sð Þ SC sð Þ F sð Þ
跌 −198.05 −34.27 244 1538 376300
跌停 −387.16 −179.45 244 1538 172365
死 −163.93 −1.84 244 1538 117707
砸 −172.60 −24.67 244 1537 117055
下跌 −172.33 −19.57 244 1538 93188
大跌 −162.65 −16.29 244 1537 72860
割肉 −219.41 −37.91 244 1537 69797
减持 −142.99 −1.55 244 1537 65341
垃圾股 −151.44 −3.04 244 1535 57252
破 −189.56 −23.07 244 1535 56802
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4 Evaluation and Results

4.1 Evaluation

In the previous study, there is no difference between the evaluation of the stock market
sentiment lexicon and the evaluation of the general classification algorithm which
evaluates the performance of the sentiment lexicon through traditional classification
evaluation criteria such as accuracy rate, recall rate and F-value. But this test method
ignores the ultimate goal of applying sentiment analysis to the stock market—helping
market participants make investment decisions and maximize investment returns.

Therefore, based on the above considerations, in this paper, we use the bullish stock
market sentiment lexicon and the bearish stock market sentiment lexicon constructed in
this paper to construct an investment portfolio based on sentiment analysis, and cal-
culate the final portfolio annualized return. The final evaluation criteria in this paper is a
comprehensive criteria which combined recall rate and the final portfolio annualized
return. At the same time, we selected four commonly used Chinese sentiment dic-
tionaries as the benchmark lexicon, and carried out the same evaluation process, so as
to compare the methods proposed in this paper. These four Chinese sentiment lexicons
are Hownet, NTUSD, TSING, and DUTIR.

4.2 Results

Table 3 shows the final results. The results show that the performance of the sentiment
lexicon constructed by the proposed method surpasses the selected benchmark lexicon
in terms of the annualized return or the recall rate. In addition, from the results of the
benchmark lexicon and the results of the lexicon constructed in this paper, the research
on constructing domain lexicon is verified in the previous research. In the face of
sentiment analysis in special fields, the general sentiment lexicon does have insufficient
sentiment words. The problem of inaccurate sentiment polarity, and the inaccuracy of
sentiment is the main problem. Because the sentiment lexicon of the stock market
constructed in this paper is not the most in the number of sentiment words, especially
the number of negative sentiment words is the smallest, which indicates that the sen-
timent polarity of the sentiment words of the general sentiment lexicon is not accurate
in the special field.

Table 3. Main results

Lexicon Positive words Negative words Portfolio return Recall

Hownet 4528 4320 27.62% 29.90%
NTUSD 2648 7742 71.91% 30.12%
Tsinghua 5567 4469 98.71% 29.09%
no_name 14056 9299 102.38% 63.97%
DUTIR 11205 10763 64.56% 20.65%
Combine 27926 26594 84.09% 63.76%
Our method 6669 4042 640.70% 75.21%

358 Y. Liu and F. E. Alsaadi



5 Conclusion

In the previous research on the stock market sentiment lexicon, although some studies
considered the heterogeneity of the stock market relative to other fields, they ignored
the heterogeneity of the stock market under different market conditions. At the same
time, the previous research on the stock market sentiment lexicon still relies on the
labeled corpus when constructing the sentiment lexicon. However, the labeled corpus,
especially the social media corpus, is difficult to obtain. There are limitations to
automatic labeling according to return, etc. In addition, in the evaluation of the stock
market sentiment lexicon, the general classification algorithm is still used as the main
method, but the final purpose of the sentiment analysis applied to the stock market is
neglected: to help the stock market participants make investment decisions, that is, to
achieve the highest profit. In response to the above problems, in this paper, we propose
a new unsupervised method for constructing a stock market sentiment lexicon. Through
comparison with the four commonly used Chinese sentiment lexicons and a series of
tests, we can find that the method of constructing the stock market sentiment lexicon
proposed in this paper has been significantly improved.

The research in this paper has certain contributions in both theory and practice.
First of all, the method proposed in this paper does not require the labeled corpus as a
support, and is an unsupervised method, which can save a lot of manual labor. Sec-
ondly, the method proposed in this paper can not only be used to automatically extract
seed word sets through the consideration of heterogeneity under different market
conditions, but also help stock market participants to make more reasonable investment
decisions under different market conditions.

In theory, the change proposed in this paper for evaluating the stock market sen-
timent lexicon goal is more in line with the reality, and provides a new idea for the
evaluation of sentiment lexicon in the absence of labeled data. Secondly, the research
on the dynamic relationship between investor sentiment and stock price provides
empirical support for related research.

This study still has some limitations, first of all we only use the Eastmoney Guba
post which about 2400 Chinese A-share listed companies in 2017, regardless of the
time span from sample cover, or from the platform diversity, linguistic diversity point
of view, there is a large room for improvement. Secondly, the optimization of the
sentiment lexicon in this paper relies only on the different parameter combinations
manually set, but how to find an optimal combination is still an unsolved problem.
Finally, in the evaluation of stock market sentiment lexicon, only the single factor of
portfolio return rate is considered, and other factors such as fluctuations in portfolio
return are not taken into consideration, which is the direction that can be further studied
in the future.
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Abstract. China is an agricultural country. Agricultural production is an import
part of the Chinese economic system. With the advent of the information age,
plenty of data have been produced in a series of links about harvest and after-
harvest, such as harvest, processing, transportation, and consumption. With
proper use of these data, we can dig out more and more valuable information
from the data. In this paper, the relevant algorithm of machine learning is
adopted and improved to predict the grain loss after extracting the data of
harvesting link. Machine learning is the core of Artificial Intelligence, and its
application covers all fields. In this paper, based on the traditional machine
learning algorithm—decision tree, the knowledge graph is used to make
appropriate improvements to predict the grain-loss after harvest.

Keywords: Grain loss � Machine learning � Decision tree � Knowledge graph

1 Introduction

China is a country with a large population. How to solve the problem of grain pro-
duction has always been the top priority in agricultural production. From 1981 to 1995,
a total of 81 million mu of arable land was reduced nationwide, thus reducing grain
production by 50 billion jin per year. After a comprehensive investigation of the grain
loss in each link, the annual loss of grain is about 108.26 billion kg [1]. To this end,
China has actively promoted the “save grain and love grain,” and made full use of the
“National Food Festival Publicity Week,” “world food day” and other platforms to
widely carry out the publicity activities of “love grain and save grain.” To actively
respond to the call of the state, the author of this paper, based on the grain project, used
the traditional machine learning method to implement the prediction function of the
grain-loss. In traditional machine learning, there are many classification methods.
Decision tree algorithm is a basic classification and regression method. The model of
the decision tree is a tree structure which represents the process of classifying instances
based on features in the classification problem. The main advantage is that the model is
readable and classification is fast. But, there are obvious disadvantages in the process of
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the predictive model. It is easy for the decision tree algorithm to ignore the correlation
between attributes in the data set, which will reduce the accuracy of the calculation
results. Knowledge graph, known as a scientific knowledge graph, integrates the the-
ories and methods of applied mathematics, graphics, information visualization tech-
nology, information science and other disciplines to statistics the data comprehensively
in a certain aspect, stores and displays the data in a network structure for convenient
access and analysis. The knowledge graph can conveniently provide clear information
and comprehensive generalization. Because of their advantage, Combination of the
both can better show the relationship between data. In this experiment, the combination
of knowledge graph and decision tree algorithm can significantly improve the pre-
diction accuracy.

2 Related Work

In China, the research progress on grain-loss is relatively slow. Hu [2], based on the
existing basic situation in rural China, studied the rice harvest loss and its influencing
factors, and used the ordered multi-class logistic model to identify the nine major
influencing factors of rice harvest loss and structurally divide the key elements,
established a hierarchical structure of factors affecting rice harvest loss. Cao [3] et al.
co-operated with the rural fixed observation point office of the ministry of agriculture in
2016. Took wheat as an example, used the obtained data of wheat-loss, they con-
structed the “quantile regression” method to quantitatively analyze the degree of wheat
harvest loss and its main influencing factors. In the last century, due to the impact of the
food crisis, foreign countries have also intensified the study of grain-loss. Its emphasis
was on the loss investigation and technology research of the system about grain-loss,
and some results have been achieved. Halloran [4] et al. analyzed the reasons for food
waste in Denmark. To better understand food waste and loss, they proposed to conduct
a deeper study on food waste at all levels of the food supply chain.

Decision tree algorithm is a basic algorithm in machine learning. It is widely used
in various disciplines and gets positive feedback. In China, there has been an explosive
growth in the popularity of machine learning in recent years, and correspondingly, the
research on machine learning algorithms has also developed rapidly. Lin [5] took the
data collected by UZI website as the investigation object, selected the decision tree
algorithm as the basis, combined with cross-validation, Laplace smoothing test and
improved model to study the prediction of heart disease. Zhang [6] proposed to apply
ID3 of decision tree algorithm to data mining of sports achievements. After investi-
gating and analyzing the short-comings of existing results analysis, the authors intro-
duced the overall architecture of the system, the implementation process of data mining
and the design of the ID3 decision tree algorithm principle. Abroad, Han [7] proposed a
new classification rule based on rough set theory to form a new decision tree classi-
fication algorithm. Tamura [8] et al. made a survey of the farm and obtained data, and
then used the decision tree algorithm to classify the feeding and regurgitation of cattle
with high accuracy. Ochiai [9] et al. collected relevant information of track occupation
records, and used the decision tree algorithm to identify the main factors that distin-
guish “good driving” and “poor driving” and achieved some results.
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Knowledge graph has developed rapidly in recent years. Domestic and foreign
research has achieved great results. In China, the application of knowledge graph in
many fields has benefited more and more researchers. Zhang [10] et al. expounded the
necessity of studying agricultural knowledge graph, and introduced the knowledge
graph drawing tools and their applications by taking the tea pest information graph as
an example. Finally, the application of the knowledge graph in agriculture is sum-
marized and forecasted. Zhang [11] et al. used the CNKI periodical database as the data
source. The analysis found that the identification of traditional Chinese medicine was
based on the original plant identification and used the knowledge graph to explore the
research hotspots and frontiers of Chinese medicine identification to provide new ideas
for the summary of the theory of traditional Chinese medicine. In foreign countries, the
emergence and application of the knowledge graph have made researchers aware of the
importance of the knowledge graph. Ma [12] et al. collected a large amount of data and
extended the static knowledge graph to the temporal knowledge graph. Wilcke [13]
et al. developed and implemented user-centered end-to-end pattern mining for human
science knowledge graph, which made archaeologists optimistic about the potential of
this method. Goodwin [14] et al. applied knowledge graph to medicine to process large
amounts of complex data. Li [15] et al. proposed to apply convolutional neural net-
works to knowledge graph.

It can be seen from the above literature that researchers at home and abroad have
made in-depth research on decision tree algorithms and knowledge graph, and realized
the shortcomings of the algorithms and made corresponding improvements.

3 Algorithm Improvement

3.1 Algorithm Comparison

Each algorithm has its advantages and disadvantages. The decision tree has the
advantages of fast calculation speed, relatively small amount of calculation, and easy to
transform into classification rules. As long as it goes down the tree roots to the leaves,
the splitting conditions along the way can determine only one classification. The
algorithm is easy to understand. It can clearly show which fields are more important. In
other words, it can generate understandable rules. The data needed by the algorithm
does not need any domain knowledge and parameter assumptions. At the same time,
the algorithm is suitable for high-dimensional data; that is, data contains many attribute
classifications. But the disadvantage is also obvious, the algorithm ignores the corre-
lation between attributes. It is precisely this point that often leads to inaccurate cal-
culation results. The knowledge graph is essentially a large semantic network, which
aims at describing conceptual entity events in the objective world and their relation-
ships. It takes the entity concept as the node and the relationship as the edge and
provides a view of the world from the perspective of the relationship. Its core structure
is triple, consisting of entities, attributes, and relationships. Based on such a structure,
new relationships and attributes can be easily deduced. At the same time, such a
structure is easy to be interpreted by human beings, and easy to be processed and
processed by computers. And it is simple enough to reflect the relationship between
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data more easily. In this experiment, the above two algorithms are combined, and the
accuracy of the calculation results is improved to a certain extent by comparing the
calculation results with the results.

3.2 Implementation and Results

In this experiment, first of all, read and collate the data. Secondly, information
extraction is divided into three steps. The first step is to automatically identify named
entities from text datasets. The second step is to extract a series of discrete named
entities from a text corpus. To obtain semantic information, it is necessary to extract the
relationship between entities from the relevant corpus, and link entities through rela-
tionships to form a network of knowledge structure. The third step is to extract the
attribute information of the entity from the text dataset, connect the attribute infor-
mation with the corresponding entity and relationship above, and finally process the
information to remove the useless knowledge and form the final knowledge graph
structure. When calculating the algorithm, we can read the attribute values corre-
sponding to the actual entities from the knowledge graph., and the process is as shown
in Fig. 1.

Combined decision tree algorithm with the knowledge graph. After the experiment,
certain results were obtained. The results of the traditional decision tree algorithm were
compared with the experimental results, as shown in Table 1.

Fig. 1. Process

Decision Tree and Knowledge Graph Based on Grain Loss Prediction 365



4 Experimental Process

4.1 Data Source

The data of this experiment were derived from two parts, one is the grain-related data
crawled by the author from Wikipedia, the other is the data extracted from the grain-
related project undertaken by the author.

Two copies of experimental data were backed up and stored in two ways. One data
was stored in normal text mode for comparison of results. The other data was stored in
the neo4j database. Neo4j is a high-performance, NOSQL graphics database. It stores
data structurally with the database. Therefore, it can also be called a high-performance
graphics engine and has all the features of the mature and robust database.

4.2 Experimental Steps

a. Collected and saved the crawled data and the project’s data.
b. The key words were extracted from the above-mentioned collated data, and the data

was extracted as an entity. For each entity, the relevant attributes and their attribute
values were extracted from the data. All the extracted data were backed up in two
copies and one of them stored as ordinary text. Another data stored entities, attri-
butes, and attribute values in neo4j’s database according to neo4j’s specifications.

c. For the data stored in the neo4j database, extracted the relationship between the
entities, and connected the entities through the connection to form a network of the

Table 1. Comparison of experimental results.

Contrast Labels Precision Recall Accuracy

DecTree Low 0.66 0.54 0.5614
Middle 0.56 0.81
High 0.41 0.46

Dec&Kno Low 0.66 0.64 0.6596
Middle 0.90 0.85
High 0.48 0.53

DecTree Low 0.76 0.65 0.6865
Middle 0.96 0.85
High 0.38 0.59

Dec&Kno Low 0.99 0.91 0.8163
Middle 0.19 0.90
High 1.00 0.70

DecTree Low 0.99 0.82 0.8970
Middle 0.57 0.84
High 0.99 0.82

Dec&Kno Low 1.00 0.96 0.9403
Middle 0.79 0.93
High 0.96 0.91
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knowledge graph structure. Finally, merged the data and stored it in the neo4j
database, as shown in Fig. 2.

d. From the above data, it could be seen that there were many grain-related relation-
ships and attributes. But only the attributes and relations related to grain loss were
related to the experiment in this paper. Therefore, we only extracted the influencing
factors of grain loss. After extracting the data, two calculation methods were used,
and the experimental results obtained were compared. On the one hand, we used
plain text data as input data for the decision tree. The results of the calculations were
shown above and were not specifically described here. On the other hand, we used
the data stored in the neo4j database to read the knowledge graph of grain from
neo4j and divided the entities, relationships, attributes and attribute values. Using
the above data, the decision tree was built by using the decision tree learning
algorithm. When the new data needed to be classified, the new data was extracted
from the data according to the structure of the knowledge graph. When calculating,
first calculated the data in the training set that was close to the new data, and then
calculated according to the decision tree algorithm, and finally got the classification
result, as shown in Table 2.

Fig. 2. Data structure into a knowledge graph form stored in the database

Table 2. Calculation results of data using the knowledge graph structure

Contrast Labels Precision Recall Accuracy

Dec&Kno Low 0.99 0.91 0.8163
Middle 0.19 0.90
High 1.00 0.70

Dec&Kno Low 1.00 0.96 0.9403
Middle 0.79 0.93
High 0.96 0.91
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e. The experimental calculations prove that the knowledge graph is used together with
the decision tree to obtain more accurate results.

5 Conclusion

The results of calculation of traditional decision tree algorithm are easy to understand
and readable. In the calculation process, continuous features and data-type features can
be processed. Secondly, compared with other calculation methods, decision tree runs
faster. However, the shortcomings are also apparent. The model is easy to over-fitting.
At the same time, the decision tree tends to ignore the correlation between the attributes
in the data set. When the data is missing, the processing is more complicated. The
knowledge graph can better solve the problem of data set correlation and missing. The
combination of the two is better and more accurate than the single algorithm. This
experiment only provides a certain degree of reference for other researchers to provide
a new way of thinking.
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Abstract. The quality of Forestry Open Government Data (FOGD) is the basis
for the construction of Forestry Open and Shared Service System. This paper,
which is based on the quality criterion of Open Government Data (OGD) and
forestry data, constructed a quality assessment framework for FOGD and adopts
manual collection as well as network crawling methods to conduct the com-
parison research of FOGD platforms between China and the United States,
showing that Chinese FOGD have quality problems in security, openness,
comprehensiveness, sustainability, availability, metadata, etc. To encourage
users to participate in innovation and value creation in leveraging forestry
government data extensively, it is recommended that in the future, the degree of
policy standards readiness and data openness should be improved; metadata
standard should be established; comprehensive, accurate, consistent and stan-
dardized forestry government data should be continuously opened up.

Keywords: Open Government Data � Forest big data � Data quality

1 Introduction

Opening Forestry Government Data could not only promote the effective use of forestry
information resources but also improve the precision of forestry governance and social
service capacity of forestry government, which can provide strong data support for the
construction of China’s ecological civilization. In 2006, “Resources and Environment”
were listed as key open high-value fields by the OECD [1]. As an important part of
resource and environment, forestry has become the focus of government data opening.
Now, China has established OGD Platforms, such as “National Forestry Science Data
Sharing Service Platform” and “China Forestry Database”, sharing and opening the big
data of forestry ecology, economy and society. However, In the process of its devel-
oping, data quality problems such as low openness, poor standardization, low read-
ability, monotonous form, download difficulties and double usage have limited itself,
which made the opening is mere in formality and drew much public attention toward
FOGD quality.

The quality of FOGD is the basis for the construction of Forestry Open and Shared
Service System, which has got great attention both at home and abroad. In 2013, the

© Springer Nature Singapore Pte Ltd. 2020
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Open Data Charter signed by G8 established five principles including “focusing on the
quality and quantity of Open Data” [2]. In 2014, the United States(US) introduced
quality metadata item “Data Quality” in its metadata plan POD [3]. The “13th Five-
Year National Informatization Plan” pointed out that it is necessary to strengthen
quality management and improve data accuracy, usability as well as reliability [4].
There are also provisions for data quality checking, evaluation and data life cycle
management in open data policy documents of governments at all levels [5]. Around
the OGD quality assessment, scholars have built several dimensions such as acquisi-
tion, comprehensiveness, traceability, timeliness, accuracy, etc. At present, most of the
research objects of OGD quality are general OGD, while FOGD differs from that in
quality requirements for it includes not only general social data and industrial data, but
also forestry resources monitoring and ecological engineering business data. Besides,
there is little research on the quality assessment of OGD in the forestry field.

Therefore, this paper proposed a quality assessment framework for FOGD and
conducts quality assessment and comparative research on the platforms of US-China
FOGD. This paper mainly divided into 5 parts, the rest of this paper was organized as
follows. In Sect. 2, we reviewed OGD quality standards at home and abroad, sum-
marized the existing quality assessment dimensions of OGD, and analyzed the content
and quality requirements of FOGD; then in Sect. 3, we described the selection criteria
for the research objects of this paper and constructed a quality assessment framework
for FOGD; In Sect. 4, we applied the framework to conduct quality assessments and
comparative research on the platforms of the US-China FOGD; Finally in Sect. 5, we
explored and analyzed the quality problems of China’s FOGD and proposed
improvements in the future.

2 Related Work

2.1 Open Government Data Quality Standards Profile

At present, quality standards of general OGD have been formulated at home and
abroad. In 2007, 30 advocators of OGD proposed eight principles firstly: integrity,
primitiveness, timeliness, accessibility, machine processability, non-discriminatory,
non-proprietary, license-free [6], moreover, the Open Data Charter supplemented its
features with usable, comparable, interoperable, and aimed at improving governance &
citizen engagement, inclusive development and innovation [7]. To facilitate the online
search, access and utilization by the public, in the opening of public information
resources field, the Chinese government emphasizes integrity, accuracy, primitiveness,
machine readability, non-discriminatory, and timeliness [8–10]; the “Information
Technology Data Quality Evaluation Indicators” evaluates data quality through its
normalization, integrity, accuracy, consistency, timeliness and accessibility [11].
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2.2 Open Government Data Quality Assessment Research

In order to guarantee and improve the quality of OGD, governments around the world
have adopted the “quality assessment system” measures such as the US online dash-
board system and the open data portal quality framework which can easily evaluate or
rank in real time [12]. Scholars have also done a lot of research on the quality of OGD.
This paper collected 35 articles on assessment research of the open government data
quality through CKNI and Web of Science, combined with the literature analysis
results to select the representative literature of the main research authors. The quality
assessment dimensions of OGD are as shown in Table 1.

2.3 The Forestry Government Open Data Quality

At present, China has established several platforms such as “China’s forestry database”
and “National Forestry Science Data Sharing Service Platform” and opened FOGD
with different tenses and formats in three categories: ecology, economy and society.
Table 2 summarizes the quality requirements of FOGD. This paper focused on FOGD,
combined with the quality requirements of OGD and forestry data and conduct quality
assessment of FOGD.

Table 1. Open government data quality assessment dimensions

Object Dimension Lit
[13]

Lit
[14]

Lit
[15]

Lit
[16]

Lit
[17, 18]

Lit
[19]

Lit
[20]

Lit
[21]

Frequency

Data set Timeliness
p p p p p p p

7
Comprehensiveness

p p p p p p p
7

Accuracy
p p p p p

5
Consistency

p p p p
4

Safety
p p p

3
Openness

p p p
3

Uniqueness
p p

2
Accuracy

p
1

Relevance
p

1
Metadata Comprehensibility

p p p p p p
6

Normalization
p p p p p

5
Traceability

p
1
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3 US- China Forestry Open Government Data Quality
Assessment Framework

3.1 Assessment Framework

At present, the assessment of OGD quality mainly focuses on data sets and metadata.
According to the quality assessment dimensions in high frequency and the quality
requirements of forestry government data as is shown in Table 1 and considering the
China FOGD is still in the initial stage of opening, which means the effect and value of
data using are not generated, we proposed a FOGD quality assessment framework from
data level with six aspects such as security, openness, comprehensiveness, sustain-
ability, availability and metadata (Table 3).

Table 2. Content, format and quality requirements of the China forestry open government data

Forestry government data Tense Format Quality
requirementsHistoric Changing Real

time
Predictive Grid Vector Statistic Document Multi

media

Forestry
ecological
data

Forest,
wetland,
desertification,
biodiversity
resource data

p p p p p
Timeliness
Consistency
Accuracy
Precision
Normalization
accessibilityWildlife data

of nature
reserves

p p p p p p

Forestry
business data

p p p p p

Disaster
monitoring and
emergency
command data

p p p p p p p

Ecological
engineering
data

p p p p

Forestry
economic
data

Forestry
industry data

p p p p
Timeliness
Comprehensiveness
AccessibilityForestry

investment
data

p p p

Forestry
tourism data

p p p p

Forestry
social data

Forestry
practitioner
data

p p p p
Timeliness
Comprehensiveness
Accessibility

Forestry
education
science and
technology
data

p p p p p

Forestry
government
data

p p p p p p

Forestry public
opinion data

p p p
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3.2 Data Collection

Based on the assessment framework above, this paper used manual and network
automatic acquisition to collect the evaluation datum, and the collection time is up to
March 8, 2019.

• Manual collection. This paper used manual records to collect laws, policies and
standards documents relative to data security, platform development models, open
licensing protocols, data formats, metadata standards and their elements.

• Network acquisition. This paper collected the dataset information on the open
platform of forestry government data automatically such as data title, provider,
update date, and data topic, etc.

3.3 Selection of Assessment Objects

This paper selected the research objects based on the following criteria:

(1) The platform domain name has “forest” or “data” (“open data”). Besides, “forest”
could be the abbreviation of the forestry department, which is seemed as the basis
for the official open data platform recognized by the government.

(2) The platform can provide the original electronic datasets by the public through
directly download or API interface.

The US-China FOGD platforms that meet the above criteria mainly have two forms
[22]: (1) unified embedded, which refers to forestry data embedded in the government
portal; (2) unified proprietary, which refers to forestry data centralized on a proprietary
data open platform. In this paper, five FOGD platforms were selected as the research
objects (Table 4).

Table 3. Forestry open government data quality assessment framework

Dimensions Content

Openness Development model, open authorization, data format
Safety Law, policies, standards
Comprehensiveness Data quantity, data capacity, data topic
Sustainability Persistence of data provision
Availability Accuracy, consistency, compliance, timeliness
Metadata Metadata standards, elements
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4 Assessment of Open Government Data Quality Between
China and the United States

4.1 Security

This paper assessed the security of FOGD by legislation, policies, standards (Table 5).

• Legislation. The US issued the Freedom of Information Act in 1960s and the Open
Government Act in 2007, while China’s security law infrastructure is relatively later
and there is no special protection law for OGD security yet.

• Policies. Regulations on Open Government Information, issued in 2007, indicated
that the Chinese government’s data security has entered the top-level design phase
[23]. Although China attaches great importance to ensuring data security, it still
lacks specialized policy documents that technically guide the protection of data
security [24].

• Standards. The US stated that all datasets accessed through Data.gov are subject to
the confidentiality of the Federal Information Processing Standard (FIPS) 199, and
organizations submitting data must adhere to the NIST guidelines and OMB
guidelines. In 2017, the “Information Security Technology Big Data Security
Management Guide (Draft for Comment)” was formulated to start researching on
big data related technologies and standards. In the same year, the forestry issued the
“Guidelines for the Classification and Protection of Forestry Network Security
Levels”, which stipulated the process of implementing the protection level of for-
estry network security.

Table 4. US-China forestry open government data platforms

Country Platforms Platform URL Platform
form

USA National Open Government Data
Platform

www.data.gov/ Unified
proprietary

Geospatial Data Discovery enterprisecontent-usfs.
opendata.arcgis.com

Unified
proprietary

Research Data Archive www.fs.usda.gov/rds/
archive

Unified
proprietary

China China Forestry Database www.forestry.gov.cn/
data.html

Unified
embedded

National Forestry Science Data
Sharing Service Platform

www2.forestdata.cn/ Unified
proprietary

Research on Assessment and Comparison of the FOGD Quality 375

http://www.data.gov/
http://enterprisecontent-usfs.opendata.arcgis.com
http://enterprisecontent-usfs.opendata.arcgis.com
http://www.fs.usda.gov/rds/archive
http://www.fs.usda.gov/rds/archive
http://www.forestry.gov.cn/data.html
http://www.forestry.gov.cn/data.html
http://www2.forestdata.cn/


4.2 Openness

This paper compared the openness of US-China FOGD platforms through development
models, open authorization and data formats. It is found that the openness of US FOGD
is higher than that of China (Table 6).

Table 5. Laws, policies and standards of US-China FOGD security

US China

Laws 1966, 《Freedom of Information Act》
1996, 《Freedom of Electronic Information
Act》
2002, 《Federal Information Security
Management Act (FISMA)》
2007, 《Open Government Act》

2015, 《State Security Law of the People’s
Republic of China》
2017, 《Cybersecurity Law of the People’s
Republic of China》

Policies 2003, 《National Strategy to Secure
Cyberspace》
2006, 《Federal Cyberspace Security and
Information Protection Research and
Development Program (CSIA)》
2009, 《Freedom of Information Act
Memorandum》
2012, 《Big Data Research and Development
Initiative》
2014, 《Big Data: Seize the Opportunity and
Protect the Value》

2007, 《Regulations on Open Government
Information》
2015, 《Action Plan for Promoting Big Data
Development》
2016, 《13th Five-Year Plan of National
Informatization》

Standards Federal Information Processing Standards
Federal Information Processing Standards
(FIPS)
FIPS 199 Federal Information and Information
System Security Classification Standard

Information security technology-
Classification guide for classified protection
of information system
Guidelines for Big Data Security Management
of Information Security Technology
Measures for Information Security Grade
Protection and Management

Table 6. Openness of US-China forestry government data

Platforms Development
model

Open authorization Data format

Free
access

Non-
discriminatory

Free
use

Free
communication
sharing

Data
set

Metadata

Data.gov Open source
p p p p

★★★★ ★★★
Geospatial Data
Discovery

Open source
p p p

★★★ ★

Research Data
Archive

Dedicated
p p

★★★ ★★★

China Forestry
Database

Dedicated
p

★ ★

National Forestry
Science Data
Sharing Service
Platform

Dedicated � � � � ★ ★
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Development Model. The development model of FOGD platforms can be divided into
open source and dedicated [25]. In addition to the Research Data Archive, the US was
based on the CKAN open source data portal platform for localization development, not
only opening data, but also opening the platform. Chinese platforms were developed
specifically for specific needs with dedicated model, which is not conducive to wide
participation of users, and lack of openness.

Open Authorization. The Data Open License Agreement can guarantee the openness
of data by law, which requires the platforms should grant users four rights to free
access clearly, non-discrimination, free use, free dissemination and sharing of open
data [22]. Data.gov in the US clearly granted these four rights, but the China Forestry
Database did not specify the open authorization. In contrast, the US has a higher
awareness of data open authorization than China.

Data Format. Table 7 summarizes the formats of datasets and metadata and evaluates
the openness of by the US-China FOGD Platforms based on the five-star open data
model of Tim Berners-Lee. It is shown that China has only opened text format at one-
star level, while the US provides non-proprietary machine-readable data formats for
CSV, JSON, and XML which have reached three-star level. Data.gov also provides
URL links for each data set up to four-star level. Most of the forestry geospatial data is
obtained by map demonstration or API. The US provides formats such as KML, Sha-
peFile, GeoJSON, etc. It also provides Esri REST API, OGC WMS, OGC WFS and
other geospatial data service interfaces. Except displaying geospatial data on maps, there
is no other format available in China. There is also a big gap between the formats and
forms of metadata in China and the US. The US provides metadata files exclusively,
while China only describes data sets in HTML metadata format. Data.gov provides
elements in JSON-LD files that are downloadable and highly machine readable.

Table 7. US-China forestry open government data format

Platform Data format Metadata
formatGeneral data set Geospatial data set

Data.gov HTML, CSV, ZIP Esri REST API,
OGC WMS,
OGC WFS, GeoJSON,
KML

HTML,
JSON-LD,
Metadata file

Geospatial Data
Discovery

XLS, ZIP KML, Shape File,
Geodatabase ZIP,
Shapefile ZIP File

HTML,
Metadata file

Research Data Archive XML, TXT, CSV,
XLSX, PDF, TEXT,
TIFF, JPG

Arc File HTML,
XML,
Metadata file

China Forestry
Database

Structured, text HTML

National Forestry
Science Data Sharing
Service Platform

Vector, table,
indicator, analysis,
text

HTML
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4.3 Comprehensiveness

Data Quantity. Data quantity can reflect the ability of the OGD platforms directly. Up
to March 8, 2019, data quantity was obtained in Fig. 1 (Data.gov is based on “pub-
lisher = US Forest Service”). Data quantity in the US is less than 500, while the “China
Forestry Database” has 59383 data resources which can be called far ahead.

Data Capacity. Data capacity refers to multiplying the number of fields (columns) by
the number of rows (rows) in each data set to measure the actual amount of data. This
paper took the structured datasets of the “Natural Resources” theme for nearly one year
as the evaluation object (Fig. 1), finding that the data capacity of Geospatial Data
Discovery is up to 100 million, and the data capacity of the US is higher than that of
China. Comparing the data quantity and data capacity, China has an absolute advantage
data quantity, but limited in data capacity.

Data Topic. According to “labels” and “keywords”, this paper summarized data topics
and frequencies on US-China FOGD platforms, obtaining the topic cloud as shown in
Table 8. The data opened by the US-China forestry governments are distinct in terms
of data topics. China focused on the openness of forest resources’ statistics and industry
management data, while the US opened data set related to biota and eco-environment
systems rather than single forest data.
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Fig. 1. Quantity and capacity of US-China forestry open government data

Table 8. Keyword clouds of US-China forestry open government data

China US

378 B. Wang et al.



4.4 Sustainability

This paper selected the main data sources of the US-China FOGD platforms as “data
provider” and collected the data quantity indicator from the “natural resource” topic
with updated records periods to assess whether the data provider provides certain type
of data continuously (Fig. 2). It is noted that the “update time” of the China Forestry
Database should be “data generation time”, and all the data of the National Forestry
Science Data Sharing Service Platform are provided by the Forestry Science Data
Center, so both of the observation is not made. It is shown that the US FOGD was first
opened in 2017 and the opening time is not regular, which means it is not opened
according to the time when the data is generated but most of them are released in a
certain time or period uniformly. Considering the establishment time of the platform
and distribution methods of the dataset, this paper believed that it is difficult to explore
the sustainability of FOGD at this stage.

4.5 Availability

This paper assessed the availability of FOGD by accuracy, consistency, compliance,
and timeliness [26], finding that China has more availability quality problems than the
US (Table 9).

• Accuracy means that the FOGD can reflect the actual situation objectively without
unreasonable and erroneous values. This paper found that both of the US-China
FOGD Platforms have quality problems in links of data resource.

• Consistency refers to the FOGD should be out of semantic errors or conflicts. This
paper found that there are inconsistencies in the content and format on the “China
Forestry Database” platform.

• Compliance means that FOGD follows certain standards and rules in terms of
representation and citation. Both China and the United States provide data reference
specifications.

• As for data representation, the US FOGD Platform lacks a description of data units
while China lacks control over numerical precision.

• Timeliness means that the FOGD can reflect the latest state of the entity. Based on
the “latest update time” (statistics up to March 8, 2019), it is found that both of the
platforms of the US-China FOGD can open datasets timely. Only the “China
Forestry Database” lacks judgmental evidence for it does not have “update time”.

1
17-3-26 17-7-4 17-10-12 18-1-20 18-4-30 18-8-8 18-11-16

Geospatial Data Discovery Data.gov Research Data Archive

Fig. 2. Sustainability of US forestry open government data
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4.6 Metadata

Metadata in high quality contributes to the discoverability, understanding and usability of
FOGD.TheUS developed theOGDmetadata standard PODbased onDCAT.CSDGM is
the US National Geospatial Data Metadata Standard, which is referred by China to
develop the “Forestry Science Database and Data Sharing Technology Standards and
Specifications”. However, since China have not established specifically metadata stan-
dard toward OGD yet, we could only find the definition of the core metadata in the
Guidelines for the Preparation of Administrative Information Resources (Trial).

This paper combed the metadata elements of each platform by the existing metadata
standards in the US and China (Table 10). The metadata of Data.gov is the richest, all
of which meet the 10 required elements of the POD: title, description, keyword,
modified, publisher, contactPoint, identifier, accessLevel, warehouseCode and pro-
gramCode. The Geospatial Data Discovery only meets 2 of 10 categories in CSDGM:
identification information and metadata reference information. The Research Data

Table 9. Availability quality problems of US-China forestry open government data

Availability Quality
problems

Platform Example description

Accuracy Incorrect data
resource link

China
Forestry
Database

The content of the “Wang Chengming”
data resource link page in “Celebrity
Expert Database” is “China Flower
Association Reform”

Invalid data
resource link

Data.gov The access page link for “NLCD 2001
Land Cover Puerto Rico” is invalid

Consistency Inconsistent of
content

China
Forestry
Database

The “Publishing Year” of “China
Forestry Development Report 2003” is
“2003” and “Publishing Time” is “1992-
03-01”

Inconsistent of
format

China
Forestry
Database

The “Publishing Time” of “China
Forestry Development Report 2014” is
“2013-11-21”, and the “Publishing
Time” of “China Forestry Development
Report 2015” is “2015/9/1”

Normalization Missing data
unit

Geospatial
Data
Discovery

“PERIMETER” of “Ecological
Provinces (Feature Layer)” has no data
unit

Numerical
accuracy is not
the same

China
Forestry
Database

“Second National Desertification
Monitoring Dynamics of Sandy Land
Area in Tongliao City” The “fixed sand
area _ha” has numerical records with
different precision: “242.03” and
“242.0330”

Timeliness Unable to
judge
timeliness

China
Forestry
Database

“Update time” data item was not
available to judge timeliness

380 B. Wang et al.



Table 10. Metadata elements of the US-China forestry open government data platform

Object Data.gov Geospatial
Data
Discovery

Research
Data
Archive

National Forestry
Science Data
Sharing Service
Platform

China
Forestry
Database

Metadata
reference

Metadata Context
Schema Version
Catalog Described by
Metadata Type
Source Datajson
Identifier
Source Hash
Source Schema
Version
Metadata Created Date
Metadata Updated
Date

Data
Access:
Metadata

Data set Resource Type
Harvest Object Id
Harvest Source Id
Harvest Source Title
Public Access Level
License
Program Code

Data
source
License
Dataset
description
Rows

Abstract
Title
Keywords
Author

Data sources
Sharing level
Data description
Key words
Data size
Data format
Data processing
method
Visits amount
Download times

Source
Title
Author
Format
Category
Resource
Amount

Distribution Unique Identifier
Homepage URL

Data
Access:
data

Identifier Resource
URL

Geospatial Spatial
Category

Data range

Time Data First Published
Data Last Modified
Data Update
Frequency

Updated Publication
Year

Data time
Data production
time
Update time

Published
Date
Published
Year

Contact Bureau Code
Publisher
Maintainer
Maintainer Email

Shared by Submitted
agency contact
name
Submitted
institution name
Submitted to the
agency email
address
Submitted agency
phone number
Submitted agency
communication
address
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Archive follows the US CSDGM and FGDC Biodata Profile (BDP) standards, pro-
viding five types of information including data identification, data quality, entities &
attributes and distribution & metadata reference. In contrast, China platforms not only
lack metadata files, but also fail to follow the existing standards for metadata
description completely and limited in using metadata elements.

This paper counted the quantity of metadata elements of the US-China FOGD
separately by 6 categories as follow: metadata references, datasets, data resources,
geospatial, time, and contact information (Fig. 3). In terms of metadata reference
information and geospatial information, obviously diversity was found between the US
and China. The US has descriptions of metadata patterns, standards, versions, time
information, and geospatial attributes such as coordinates and spatial extents of data
sets, while China lacks these elements.

5 Problems and Suggestions of China’s Forestry Open
Government Data Quality

5.1 Improve Policy Standard Readiness

• Perfect the laws and standards of data security. The law is an important basis for
ensuring the security and openness of data, and the standard is an important part of
the data security guarantee system. To deal with the leakage of national security, the
forestry government should follow the effective restrictions while expanding open
data. At present, China neither clarify forestry open government data legal pro-
tection nor establish a forestry data security technical standard, which will lead to
difficulties of opening forestry government data. The government should strengthen
relevant legislation and standards, and open data with a sense of security.

• Clarify data open authorization agreement. China has large restrictions and
vacancies in opening authorization. In order to open different types of forestry
government data legally and compliantly, it is urgent to clarify the forestry gov-
ernment data opening authorization agreement to guide government departments to
normalize “must be opened” and “cannot be opened” data, safeguarding the data
rights of the state, government and the public.

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Research Data Archive
Data.gov

Geospatial Data Discovery
National Forestry Science Data Sharing Service Platform

China Forestry Database

Metadata Reference Data set Distribution Geospatial Time Contact

Fig. 3. Metadata elements types of the US-China forestry open government data
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5.2 Improve the Openness of Forestry Government Data

• Develop platform with open source. At present, Chinese FOGD platforms are
developed in a dedicated model, while the Data.gov of the US and the Data.gov.uk
of UK use the CKAN open source model for platform development. CKAN is the
leading open source data portal platform of the world, which allows developers to
choose or customize its extension. In the future, the Chinese forestry government
can refer to the CKAN model to develop open source platform, which has both
independent design rights and encourages user participation and innovation.

• Data should be machine-readable. The openness of China FOGD only stays at
one-star level, and the format of forestry geospatial data is far from the United
States. In the future, we should value the API interface of forestry geospatial data,
improve the machine-readable level, and develop toward the five-star standard of
Linked OGD, which is convenient for the acquisition and use of open data by the
forestry government.

5.3 Attach Importance to Quality More Than Quantity

China FOGD is far ahead in quantity, but data capacity is on the last position. It should
not only open statistical forestry government data, but also open in an ecological
context; in availability aspect, there also have quality problems such like inaccuracies,
inconsistent, non-standard, also lacking sustainability limited the timeliness. The for-
estry government should ensure the comprehensiveness and availability, and open high-
quality datasets continuously to create higher value for FOGD.

5.4 Establish Metadata Standards

The important foundation of the FOGD quality assurance is metadata standard. China
not only lacks the metadata standard of FOGD, but the metadata currently used also has
quality problems in format and content inconsistent, which will affect the opening effect
of FOGD. Metadata in high-quality is a prerequisite for opening forestry government
data and is of great significance for improving the discoverability and reusability of
forestry government data.

6 Conclusion

This paper constructed a quality assessment framework for FOGD, combined manual
acquisition and network crawling methods to obtain data, compared the platforms of
US-China FOGD, finding that China FOGD has quality problems in security, openness,
sustainability, availability, and metadata. In the future, efforts should be made to
(1) improve readiness by tamping the foundation of legal and standards, (2) develop
open sourced platforms by distributing open-format datasets, (3) establish metadata
standards that are in line with international standards, (4) focus on data capacity, and
(5) open comprehensive, accurate, consistent, and standardized forestry government
data continuously. In the end, users would be encouraged to leverage FOGD exten-
sively, participate in innovation and create value.
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Abstract. The purpose of data fusion is to combine multi-source and hetero-
geneous data to make the data more valuable. Re-examining data fusion under
the background of big data, technology has undergone transformation and
innovation; management requires new theories such as data governance, big data
chain, data sharing and security, quality evaluation and others to support; the
application field is also more extensive. This paper reviews and combs the
technology, management and application of data fusion in the context of big
data, and finally the future prospect of big data fusion is put forward.

Keywords: Data fusion � Big data � Data sharing � Technology integration

1 Introduction

Nowadays, information islands are becoming less common, and data fusion has
become an inevitable trend, both from the supply side and the demand side. Data fusion
can overcome the problem of data fragmentation, form a clearer understanding of the
whole picture and essence of things, further explore the value of data and new rules,
and then make better decisions. Data fusion in the context of big data will face even
more severe challenges and will also play a more important role. The technology,
management and application of data fusion in the context of big data need to be re-
examined.

The concept of data fusion originated in the 1970s. It first refers to the integration of
effective intelligence data from all parties in military operations to grasp the overall
situation and make correct command decisions. Joint Directors of Laboratories
(JDL) under the US Department of Defense established the Data Fusion Subpanel
(DFS) in 1984 and listed data fusion in 1988 as one of the key technologies for key
research in the 1990s. They define data fusion in the military field as: the processes of
association, correlation, combination, and evaluation of data from multiple sensors and
sources to achieve accurate location and identity estimation, as well as timely and
complete evaluation of battlefield conditions and threats [1]. The automated command
control system–C3I (command, control, communication and intelligence) system is the
first success to use multi-sensor data fusion technology to collect and process battlefield
information. Nowadays, the concept of data fusion has been extended to applications in
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academic, government, industry, enterprise and so on. There are two fundamental
power sources for big data fusion:

Multi-source, Decentralized, Heterogeneous Data. In the era of big data, the char-
acteristics of multi-source, dispersion and heterogeneity are particularly prominent. The
reasons are listed in Table 1:

Business Intelligence Systems have a Strong Demand for Data Fusion. In view of
the intelligence and comprehensiveness of the system–internal and external, cross-
supply chain and even cross-industry, it is inevitable to solve the problem of data
fusion. The complex problem of data fusion can be decomposed into specific problems,
including the problem of whether and how to integrate the heterogeneous, abnormal,
off-site, and streaming data.

The former makes the data fusion task difficult, and the latter means that the
demand side is in a state of emergency to be satisfied. These two points make the
concept of data fusion attract much attention both in academia and industry.

2 The Concept of Data Fusion

2.1 Definition

From the perspective of non-military applications, data fusion refers to the synthesis of
incomplete information about a certain environment or object characteristics provided
by multiple sensors and information sources, so as to obtain a relatively complete and
consistent description to achieve more accurate recognition and judgment [2].

From the perspective of information technology, data fusion is an information
processing technology performed by multiple data sources involved by multiple par-
ties, using computer to obtain a number of observations in time series, and automati-
cally analyzing and synthesizing under certain criteria to complete the decision-making
and evaluation tasks.

In the early days, the concept of information fusion and data fusion can be universal,
but as the concepts of data, information and knowledge become clearer, data fusion has
become an underlying concept of information fusion. Some studies hold that data fusion
is actually multi-sensor data fusion, but we believe that sensors are only one of the data
sources, so multi-sensor data fusion is only a branch of the data fusion concept.

Table 1. Reasons for multi-source, decentralized, heterogeneous data.

Category Contents

Data sources Sensors, monitors, social software, e-commerce platforms, enterprise
internal systems, supply chain member systems

Type of data Numbers, pictures, text, text files, spreadsheets, audio and videos
Storage location File cabinet, local database, distributed database, cloud
Data structure Independent design without uniform specification
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In this paper, data fusion is defined as: the data processing process of automatically
collecting, pre-processing and analyzing the multi-source heterogeneous data according
to certain rules by a centralized party on the big data chain under various technical
applications. The consistent interpretation and description of the object enables the
system to obtain more information than its components, thereby achieving deeper
mining and extensive sharing of data values, and further improving decision-making
efficiency.

2.2 Performance

Layering. It is generally believed that according to the level of data fusion, it can be
further subdivided into data layer fusion, feature layer fusion and decision layer fusion.
As the level of fusion gradually increases, the information loss increases, the amount of
calculation and the accuracy decreases. However, the real-time performance is grad-
ually enhanced, and the fault tolerance, anti-interference, and flexibility are also higher.

Basic Model. The data fusion model proposed by JDL (Fig. 1) is a technology-
oriented functional model [3], which plays a foundation in data fusion research.

Based on this, other models have been proposed. For example, the Observe-Orient-
Decide-Act model (OODA) is toward decision making, emphasizing the combination
of human roles and machine fusion results. Solano et al. [4] proposed a high-level data
fusion implementation framework–Recombinant Cognitive Synthesis (RCS) for intel-
ligence applications, which can be extended by fusion model algorithms.

Characteristics. Pan et al. [5] summarize the key points of data fusion challenges
including uncertain, multi-modal, conflict, correlative and networked. The data fusion
in the era of big data shows new features, summarized as follows: wide source,
intersection, parallelism, sharing, complexity, and spanning.

Fig. 1. Data fusion model proposed by JDL
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3 Technology of Data Fusion

3.1 Traditional Technology

Traditional technologies can be used as data fusion methods if they are robust, parallel,
fault-tolerant, and adaptive.

• Weighted average method. The simplest real-time data fusion method and the
correct selection of weights is the key.

• Principal Component Analysis (PCA). The essence is to summarize and eliminate
correlations by eliminating redundant data. The fused data can maximize the con-
tribution of the original data.

• Kalman Filter. It is mainly used to fuse real-time dynamic multi-sensor redundant
data. It uses the statistical characteristics of the measurement model to recur, and
obtains the optimal fusion and data estimation in statistical sense. The feature
allows system processing without requiring much data storage and computation.

• Multi-Bayesian Estimation. It provides the final fusion value of multi-sensor
information by using the likelihood function of the joint distribution function to be
minimal. Zvi and Robert introduced the concept of evident dependence to smoothly
adapt to Bayesian methods, construct joint distribution for data fusion, and use
advertising industry data to confirm the effectiveness of the method [6].

• Dempster-Shafer (D-S) Evidence Reasoning. The theory was proposed by Demp-
ster and Shafer in 1970s [7, 8]. It can process uncertain information without a priori
information. As an extension of Bayesian inference, the three basic points are: basic
probability assignment function, trust function and likelihood function [9].

3.2 Technology in the Context of Big Data

• Fuzzy logic. It is multi-valued logic, which allowing the uncertainty in the fusion of
multi-sensor information to be directly represented in the inference process. Wang
and Shi [10] proposed a consistent data fusion method based on fuzzy theory. Xu
and Zhao proposed an information fusion method for intuitionistic fuzzy decision-
making based on the inaccurate cognition of human affirmation, negation and
hesitation [11], which provides a solution to decision fusion.

• Rough set theory. It is an approximate representation of fuzzy sets, proposed by
Pawlak in 1982. With the help of simplification and nucleus, the redundant infor-
mation in the data can be eliminated, and obtain the information that is conducive to
decision-making. Wei and Liang clarified the application of data fusion in rough set
theory, and studied existing data fusion methods of multi-source, multi-modal,
multi-scale and multi-view information systems from the perspectives of object,
attribute, approximation, attribute simplification and decision making [12].

• Artificial neural network (ANN). It has strong fault tolerance and ability of self-
learning, self-organization and self-adaptation, and can simulate complex nonlinear
mapping. Multi-sensor data fusion is realized by using the signal processing
capability and automatic reasoning function of the neural network [13].
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3.3 Technology Integration

Since the above methods have their own advantages and disadvantages, the integration
of various technical methods is an important direction of technological innovation. The
innovative technologies of data fusion are summarized as follows:

• Combination of fuzzy theory and neural network theory. The fuzzy neural network
generated by the combination of the two can be regarded as a function estimator that
does not depend on accurate mathematical models. The current various fuzzy neural
networks can be divided into two categories: fuzzy neural networks based on fuzzy
numbers and logical inference processes of fuzzy rules.

• Combination of genetic algorithm and fuzzy neural network. The fuzzy neural
controller can be trained offline using genetic algorithm, and then trained online
with the help of BP algorithm. The simulation results show that the fuzzy neural
controller has better effect than the fuzzy controller.

• Combination of fuzzy logic and Kalman filter. The classical optimal Kalman fil-
tering theory imposes strict requirements on dynamic systems. Escamilla et al.
propose an adaptive Kalman filter data fusion algorithm based on fuzzy logic,
which uses fuzzy logic to adjust the values of Q and R so that it can better conform
to the estimated value of covariance. Then they use the algorithm to establish
centralized, distributed and hybrid adaptive Kalman filter multi-sensor fusion
algorithms [14].

• Combination of neural network and D-S evidence theory. Du et al. [15] put the
initial results of neural network into the D-S evidence theory fusion center and
proposed a two-stage fault diagnosis algorithm. The algorithm can offset the
uncertainty and improve the fusion rules. Combined with expert knowledge, the
effect is better.

• Combination of fuzzy theory and least squares method. The prior information of data
is unnecessary during processing. Liu et al. use the correlation function to calculate
the mutual support degree of multi-sensors, and apply the data fusion method based
on the least squares principle to fuse the sensor data with high support. The simu-
lation results show higher precision than other similar methods [16].

4 Management of Data Fusion

4.1 Data Governance

Data quality is a concept that describes attributes, and its dimensions include accuracy,
timeliness, completeness, consistency, relevance, and applicability [17]. Data gover-
nance is the guarantee of data quality and the basic work of data fusion. Chen et al.
proposed the challenges of data fusion in data governance, including uncertainty,
imprecision, inconsistency, association, correlation, calibration, modality, granularity,
dynamicness and computational load [18]. In order to solve these problems, data fusion
puts new demands on data governance:
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• A wider range of data standard applications.
• Scientific processing of heterogeneous data.
• Reasonably optimized information combination.
• Lifecycle management of metadata.

The ISO/IEC JTC1 SC32 Data Management and Exchange Subcommittee is the
most closely related standard organization for big data. They provide technical support
for coordinating data management capabilities across industry sectors.

4.2 Big Data Chain

The concept of big data chain and data fusion are complementary. In the era of big data,
the ability to utilize all available information has become an important part of the core
competitiveness of enterprises [19]. The concept of a big data chain provides a possible
solution for data fusion management. Brown, Chui, and Manyika [20] first proposed the
concept of using supply chain big data and forming a big data chain.

A big data chain is defined as a series of activities led by the participation of many
organizations, begins with data collection and ends with data-based decisions. Different
scholars have made different summaries about the steps of these activities. Bizer,
Boncz, Brodie, and Erling [21] identified six steps: capture, storage, search, sharing,
analysis, and visualization of data. Later, scholars have added or deleted about that.
Chen and Liu [22] use only three steps: data understanding, data processing, and data
movement. Marijn et al. [23] argue that the big data chain influences the quality of
decision making and conducts in-depth research in conjunction with the actual case of
the big data chain of The Dutch Tax organization.

4.3 Data Sharing

Data sharing is a prerequisite for data fusion and an inevitable result of the imple-
mentation of big data chains. Related research is usually placed in specific industry.

Li et al. believe that the four necessary conditions for the open sharing of scientific
big data are high-quality normative scientific data, the willingness of the shareholder to
drive, the fast and effective communication channels and the correct sharing model. In
various classic data sharing models, data marts drive data sharing with economic
benefits. The bottleneck lies in the sustainability of economic benefits and data pricing
[24]. Wang et al. discuss the credit data pricing problem of data-driven online credit
information sharing system. It is believed that data source and data quality are the
deciding factors of data pricing. The current charging standards for online credit
information sharing system credit data are mainly based on the length of time,
extraction method and usage [25]. Some scholars have studied government data sharing
from an economic perspective. Based on the theory of public goods, Liu and Wu
proposed a classification and sharing mechanism for government information resour-
ces: pure public information is shared freely, weak competitive information is shared by
collecting marginal cost, and strong competitive information is shared through market
pricing [26]. Later, the marginal cost is used to prove the sub-additive cost of gov-
ernment information products, which gives the economic theory basis of government
data resource sharing [27].
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4.4 Data Security

Data security is a problem that arises with data sharing. Data security problems can be
summarized into two points: privacy leakage and data theft.

Mohammed et al. [28] propose a multi-source data fusion model using k-anonymity,
which adapts to large data sets, but does not take the importance and sensitivity of the
data provider into account. In response to this problem, Yang et al. [29] design a multi-
source data fusion algorithm for sensitive values to securely integrate data. Navarro
believes that data fusion itself is conducive to data privacy and there are two measures
that can be taken: one is to use data aggregation to mask specific sensitive values, and
the other is to use record links to match multi-source data [30].

For the security risk of data theft, Hu [31] designs a secure data fusion protocol–
Secure Data Aggregation (SDA) for WSN that fuses the original data. It can protect
against malicious intrusions and single-node threats, but does not consider the confi-
dentiality of data. Cam et al. [32] propose an energy efficient and secure pattern based
data aggregation (ESPDA). The sensing node does not need to transmit raw data during
the fusion phase, so the intermediate node does not need to decrypt the encrypted data.
Qin et al. [33] propose an optimal and secure pattern comparison based data aggre-
gation (OPSPDA) algorithm for WSN. Based on a simple model code, it ensures the
confidentiality of the original data transmission and the security of the fusion process
and the result while ensuring high energy efficiency of the entire network.

4.5 Quality Evaluation of Data Fusion

Quality evaluation of data fusion is an evaluation of the authenticity and value of the
fusion data.

The authenticity of data fusion quality is the error size. Li et al. [34] propose a data
fusion quality evaluation model based on log-linear and dual-system estimation
methods for the coverage error. They believe that in the case of multi-database fusion, a
sample survey containing only insufficient coverage errors can be used to evaluate the
level of fusion error.

A data fusion quality evaluation index system needs to be established according to
the actual application scenario, considering whether the indicators are reasonable,
measurable, complete, and directly affects the evaluation results. Wang has specified
the indicators from the performance and effectiveness of the data fusion system [35].

5 Application of Data Fusion

The application fields of data fusion are gradually expanding and data fusion has
become a universal tool.

• Remote sensing image data fusion. The technology combines non-remote sensing
data with multi-source remote sensing image, performs pre-processing operations
and synthesizes the image by using the fusion data. Simple traditional fusion
algorithms include HPF (High Pass Filter), IHS, PCA image fusion, and the like.
Multi-fusion algorithms are mainly wavelets and pyramids. Xie et al. [36] report an
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improved method of the image fusion based on kernel estimation and DEA, and to
evaluate it, visual perception and selected fusion metrics are employed.

• Medical health data fusion. Bikash et al. [37] combed and compared the region-
based image fusion methods in medicine. Zheng et al. [38] propose a health data
fusion method based on multi-task SVM. In addition, the health care monitoring
system is able to integrate body monitoring data for the patient and automatically
notify the care or first aid personnel if an abnormality is found [39]. The physical
data collection system that integrates the TCM knowledge can also provide more
objective, accurate and efficient diagnosis and treatment [40].

• User research and marketing. Nielsen, a world-renowned market research company,
is good at using data fusion for research. They integrate the user’s demographic
characteristics, consumption behavior, media monitoring and others through key
connection points, discover new marketing rules, and reach the target users more
accurately. Ji et al. [41] extract the features, divide the users and sort the predictions
by combining data of scores, comments and social relationships, and establish a
hybrid recommendation model with higher accuracy. Web page data fusion is a new
focus [42].

• Data fusion platform products. The Informatica platform launched by Informatica
Corporation in the United States provides support in three main areas: fusion and
analysis; security and privacy; and collaboration and information sharing. Intelli-
gent Data Integration products are specifically designed for data integration.
Whether the data comes from a cloudy, mixed or local environment, this hybrid data
integration product helps users integrate all data and applications in bulk or in real
time.

6 Outlook

The future direction of data fusion is summarized as follows:

• Architecture design for complex multi-sensor data fusion systems. It is the basic
guarantee for the efficient development of data fusion, with the increase of net-
working devices and the continuous explosion of data in the future.

• Human centered decision fusion, which integrates information from decision
makers, thereby improving the interaction experience and effect between the system
and people, and further improving the flexibility and intelligence of decision-
making.

• Comprehensive use of various technologies, especially the application of artificial
intelligence to improve data fusion performance [43].

• A wider range of applications under the Internet of Things, including emerging
areas such as identification, smart home, smart driving and smart city.
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Abstract. Recommendation systems can be divided into two categories: a
generator model for predicting the relevant item given a user; or a discriminator
model for predicting relevancy given a user-item pair. In order to combine the
two models for better recommendation, we propose a novel deep matrix fac-
torization model based on a generative adversarial network which uses collab-
orative graphs to relieve data sparsity. With interactive records, user-
collaboration-graph and item-collaboration-graph are constructed. Then, we
use the neighbor nodes’ information in collaborative graphs including user-
based information and item-based information to alleviate interaction matrix
data sparsity. Finally, the pre-filled matrix is fed into a deep generator and a
deep discriminator respectively to learn the feature representations of users and
items in a common low-dimensional space through adversarial training, which
generates better top-N recommendation results. We conduct extensive experi-
ments on two real-world datasets to demonstrate the effectiveness of our model.

Keywords: Generative adversarial network � Recommendation system � Data
mining

1 Introduction

Recommendation systems extract valuable information from a large amount of data with
low-value density, helping us locate the information source quickly. During the infor-
mation explosion period, recommendation systems play an increasingly important role.

Collaborative filtering is currently one of the most popular algorithms in recom-
mendation systems and has been generally applied in e-commerce, social media, and
online news. The based intuition is to discover users’ potential preferences for items
through the similarity between users or items. As a popular collaborative filtering
technique, matrix factorization (MF) [1] projects users and items into a common latent
space to form feature vectors. Then, the interaction is modeled by the inner product
operation of the representations. However, the real interaction matrix is often sparse,
which affects the performance of matrix factorization algorithm. To overcome the
sparseness of the interaction matrix, a few efforts have been made to integrate side
information [2, 3] into MF.
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Recently, with the rise of representation learning and its powerful representation
ability, deep learning has been applied in various areas including Speech Recognition,
Natural Language Processing, Computer Vision, etc. Many researchers have also begun
to apply deep learning in recommendation systems. Salakhutdinov [4] firstly proposed
Restricted Boltzmann Machines (RBM) to learn users’ ratings on items; Bayesian
network [5] was used to model individual user’s preference with the uncertainty in
mobile. NCF [6] explored the deep neural networks for modeling the interaction pref-
erence from data; DeepFM [7] fed both explicit ratings and implicit feedback into DNNs
for top-N recommendation. Most of the deep learning recommendation algorithms are
generator models for predicting the relevant item given a user.

IRGAN [8] introduced GAN [9] to the field of Information Retrieval for the first
time, in which a generator and a discriminator try to optimize adversarial goals for
retrieval tasks. As IRGAN said “Item recommendation can be regarded as a generalized
information retrieval problem, where the query is the user profile constructed from their
past item consumption [8]”, it implemented a basic matrix factorization with random
initialization vectors as input. KGAN [10] is an extended IRGAN that used the
knowledge embedding as input. Although both IRGAN and KGAN have improved the
performance of the recommendation, they are all based on historical sparse interactive
records, and neither the generator nor the discriminator considers the deep feature.

As mentioned above, unifying generative models and discriminative models via
adversarial training can take advantages from both schools of methodologies [8]. This
work proposes a novel GAN-based deep matrix factorization which uses the neighbor
nodes’ information in collaborative graphs to alleviate data sparsity. Our method first
constructs a user-item matrix. With user history records, we build user-collaboration-
graph and item-collaboration-graph, which includes both user-based information and
item-based information. Then, the interaction matrix is pre-filled by hybrid collabo-
rative filtering based on collaborative graphs. Input the full matrix, a deep neural
generator and a deep neural discriminator is proposed to learn vectors to represent users
and items through adversarial training.

Our main contributions are as follows:

• We design a novel GAN-based deep matrix factorization method that maps users
and items into a common latent space with adversarial training.

• Our method considers the features of high-order neighbor nodes in hybrid collab-
orative graphs to alleviate data sparsity.

• The experiments on real datasets demonstrate the effectiveness of our proposed
method over other state-of-the-art methods.

2 Problem Statement

Suppose M users are represented as U ¼ u1; . . .; uMf g, N items are represented as
I ¼ i1; . . .; iNf g. Let Y 2 RM�N denote user-item interaction matrix. In this paper, we
define the interaction matrix Y from explicit feedback as:

GAN-Based Deep Matrix Factorization for Recommendation Systems 397



yij ¼ Rij; if user ui has rated item vj
0; otherwise

� �
ð1Þ

Here, a value greater than 1 for yij indicates that user ui rated item vj as Rij. However, a
value of 0 for yij does not mean user ui dislikes item vj, but rather that the rating is
unobserved. The explicit ratings in Eq. 1 indicate the preference of users on items,
which is important to predict the score. Recommendation system’ task is to predict the
ratings of all unobserved entry in Y which are used to recommend top-N items list.
Model-based methods assume that all unobserved ratings can be described by an
underlying model [2]. In this paper, we construct a deep discriminator which predicts
relevancy given a user-item pair and a deep generator that predicts the relevant item
given a user.

3 GAN-Based Deep Matrix Factorization

In this section, we first introduce our proposed architecture in short. Then, we illustrate
the graph-based hybrid collaborative filtering algorithm and matrix factorization based
on generative adversarial network followed by the model training algorithm.

3.1 The Framework

Figure 1 illustrates our framework, which consists of two parts. Part I is pre-filling
user-item matrix by combining user-based collaborative filtering and item-based col-
laborative filtering. Part II is feeding pre-filled matrix to a generator and a discriminator
for adversarial training. Both generator and discriminator include two independent deep
neural networks for projecting users and items into a common latent space. Finally, we
recommend top-N items based on the feature vectors in the common latent space. We
will discuss the two parts in detail next.

3.2 Graph-Based Hybrid Collaborative Filtering

Each row Yi� in the matrix Y represents a user ui, corresponding to the ratings of all
items with explicit feedback; each column Y�j represents an item vj corresponding to all
the ratings obtained. Inspired by traditional collaborative filtering, there are more
identical interactive items between similar users, and the interactive users between
similar items are more identical. We define the similarity between two users/items
based on the co-occurrence frequency of the items/users in the interaction set. With
interaction records, we construct a weighted directed user-collaborative-graph in
which the weight of each edge represents the similarity between two users.
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Note, user-collaborative-graph is a weighted directed graph where wij indicates the
importance of uj to ui. Equally, wij in item-collaborative-graph indicates the impor-
tance of vj to vi. The similarity between ui and uj is measured according to Eq. 2,
sameitems ui;ujð Þ is the number of identical interaction items for ui and uj.

wij ¼
same items ui; uj

� �
PM

k¼1 same items ui; ukð Þ ð2Þ

Figure 2(a) shows a simplified interaction matrix Y. We calculate the user similarity
to construct weighted directed user-collaborative-graph as shown in Fig. 2(b).
According to weights in user-collaboration-graph, the central user node gets more
information from its neighbor nodes, which is the principle of user-based collaborative
filtering. Basic preference of the node u2 is Y2�, denoted as u02. Then, u2 is given more
information by the preferences of its 1-hop neighbor nodes to form 1-hop preference
u12. Similarity, we can also use the 2-hop neighbor nodes of u2 to get more preference
information and continue to spread outward. Formally, for any user node ui, after k
times of preference hops, we can get the k-hop preference of the user ui:

uki ¼ uk�1
i þ 1

exp kð Þ
X

uj2Nui

wij � uk�1
j ð3Þ

There are also the same correlations between items. Therefore, we use the same
method to give item nodes more information. After k hops, we get user-based col-
laborative filtering user-matrix Yu and item-based collaborative filtering item-matrix
Yv, which is the input of the models in the next part.

Discriminator

layer 2 layer 2

layer N layer N

S

....... .......

Generator

layer 1 layer 1

layer 2 layer 2

layer N layer N
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Fig. 1. GAN-based deep matrix factorization model architecture
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3.3 GAN-Based Deep Matrix Factorization

As showed in Fig. 1. GAN-based Deep Matrix Factorization (GANMF) consists of a
deep generator (G) and a deep discriminator (D). We input the hybrid collaborative
user-matrix and the item-matrix into G and D respectively, optimize the network
structure to obtain the optimal representations of the users and the items during the
adversarial training.

Discriminator. According to a preference conditional probability ph vju; rð Þ, G tries to
select the most relevant item from the candidate pool for a specific user. In other word,
G lets generated distribution ph vju; rð Þ infinitely approximate the true distribution
ptrue vju; rð Þ through adversarial training.

Generator. According to the scoring function fU u; vð Þ, D tries to distinguish positive
samples and negative samples generated by the generator based on the preference
conditional probability ph vju; rð Þ. That is, D is a two-classifier, which tries to classify
positive and negative samples during the adversarial training process.

Optimization Objectives. In the process of training, the generator and the discrimi-
nator have opposing optimization goals. GANMF optimizes two parameters: G’
preference distribution ph vju; rð Þ and D’ scoring function fU u; vð Þ. The objective
function is formally defined as:

J ¼ min
h

max
U

PM
i¼1 fEvj � ptrue vj jui ;rð Þ ½log PðvjjuiÞ�

þEvj � phðvj jui ;rÞ
½logð1� PðvjjuiÞÞ�g

ð4Þ

where PðvjjuiÞ indicates that ui may select the predicted score for item vj, ui and vj is the
feature representations of the i-th user and the j-th item in the common latent space
respectively.

uj ¼ f . . .f Wu2f Yu
�jWu1 þ bu1

� �
þ bu2

� �
. . .

� �

vj ¼ f . . .f Wv2f Yv
�jWv1 þ bv1

� �
þ bv2

� �
. . .

� � ð5Þ

Both G and D have two independent multi-layer networks, which transform the
feature representations of users and items into latent space respectively. Suppose
k-layers network, the user/item weight matrix of the k-th layer is Wuk=Wvk and the bias
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matrix is buk=bvk , f is an activation function. According to the Eq. 5, the input Yu
i�

represents the i-th user and Yv
�j represents the j-th item, that is finally mapped to a new

latent feature space.

f/ ui; vj
� � ¼ cosine ui; vj

� � ¼ vTi � vj
vik k vj

�� �� ð6Þ

In the new latent feature space, we get feature representation of ui and vj. The
selected score between ui and vj is measured by Eq. 6. Then, we define the probability
that the user ui selects the item vj as:

P vjjui
� � ¼ r f/ ui; vj

� �� � ¼ exp f/ vi; vj
� �� �

PN
k¼1 exp f/ vi; vkð Þ� � ð7Þ

Here, vi and vj is obtained through the neural network whose parameters are
continuously optimized in adversarial training. As shown in Fig. 1, inputs Yu and Yv, G
and D adjust their own parameters in the training process based on adversarial goals. So
that we can obtain the optimal feature representations ui and vj of the user and the item
through the network. In IRGAN, the input is a fixed dimension vector of randomly
initialized user/item. Our model uses the graph-based hybrid collaborative filtering
interaction matrix as input, which can improve the performance of the generative
adversarial network and we will prove it in the experiments section.

Training. In the global objective function J, D tries to make the best distinction
between the positive sample and the negative samples generated by G. The opti-
mization goal of D is to maximize the log-likelihood of positive and negative samples
with G is fixed. We use stochastic gradient descent to optimize the parameters of D:

U� ¼ arg max
U

PM
i¼1 fEvj � ptrue vj jui ;rð Þ ½log PðvjjuiÞ�

þEvj � phðvj jui ;rÞ
½logð1� PðvjjuiÞÞ�g

ð8Þ

Instead, the goal of G is to minimize the objective function J so that the generated
distribution ph vju; rð Þ is infinitely close to the true distribution ptrue vju; rð Þ of the data.
In the case where D is fixed, the optimization of the generator is as:

H� ¼ arg min
h

XM
i¼1

fEvj � ptrue vj jui ;rð Þ ½log PðvjjuiÞ�

þEvj � phðvj jui ;rÞ
½logð1� PðvjjuiÞÞ�g

¼ arg min
h

XM

i¼1
Evj � phðvjjui;rÞ½logð1þ expðPðvjjuiÞÞÞ�

� �
ð9Þ

G samples discrete items from the candidate pool according to the sampling
probability, that cannot be optimized by gradient directly. Referring to IRGAN [8], we
use the policy gradient in reinforcement learning to achieve optimization.
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4 Experiments Results

In this section, we experiment with two real datasets and present the results to prove the
performance of our proposed framework.

4.1 Experiment Settings

We evaluate GANMF model on the open widely used datasets MovieLens-1M and
Booking Cross in recommendation systems. For unobserved <user, item> pairs, we set
the rating to zero. Both the two datasets are filtered, each user has more than 20 items in
MovieLens-1M and more than 5 items in Booking Cross. In order to compare with the
best GAN-based recommendation model, referring to the knowledge graph in [2], we
only consider items with corresponding entities in KG. See Table 1 for more infor-
mation about the datasets.

We use the leave-one-out method which has been widely used in recommendation
systems [6, 7] to measure the model performance. Specifically, we hold-out the latest
interaction for each user to build test data, and the rest items are all used as training
data. Following [6], we randomly select 100 items that have no interaction with the
current user to construct the candidate pool. The performance of top-N recommenda-
tion is judged by averaged Hit Ratio (HR) and averaged Normalized Discounted
Cumulative Gain (NDCG) for all users.

4.2 Performance Comparison

To demonstrate the superiority of our models, we compared GANMF with the fol-
lowing models:

• BPR This is one of the most common comparison models [11] in recommendation
systems, which uses the Bayesian Personalized Ranking to sort items in pairs.

• eALS It is a matrix factorization method [1] which assigns each item a weight
according to its popularity and constructs a mean square loss function.

• IRGAN This method is a general GAN-based information retrieval model. IRGAN
[9] randomly initializes the user/item representation that is highly dependent on the
quality of the pre-trained vector representation.

• KGAN It is an extended IRGAN model [9] with the Knowledge Graph, which feeds
user/item representation constituted by knowledge embedding. In this paper, we use
the state-of-the-art KG embedding approach [12] to mapping entities and relations.

• GANMF This is our proposed model which the discriminator and the generator are
both fed with graph-based hybrid collaborative filtering matrix.

Table 1. Statistics of the two datasets

Dataset #User #Item #Interaction #Sparsity (%)

Booking cross 860 5664 10255 99.79
MovieLens-1M 3180 2292 514876 92.94
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We implemented our model based on PyTorch and used the grid tuning method to
determine the optimal hyper-parameters. For GANMF models, we initialized network
parameters with a Gaussian distribution and optimized it with mini-batch Adam.
D used Sigmoid activation function and G used ReLU activation function. Since the
size of the last hidden layer determines the representation capability of model, which
we termed as latent factors and evaluated it. Finally, the mean of Gaussian distribution
is 0.0 and the standard deviation is 0.01, the hyper-parameters are set to (Hop-k = 1,
batch size = 128, Neg-n = 2, lr = 0.001, factors = 256).

All models are adjusted by grid tuning method, and we adopt the same evaluation
methods and metrics mentioned above. The comparison results are showed in Table 2.
The results prove the performance of our proposed framework. On the two widely used
experimental datasets, GANMF accomplished the best experimental results in HR@10
and NDCG@10, which our proposed framework can have the target item in the top-10
ranking list and rank it in the top when compared with other models. The other top-N
recommendations also support the same conclusion.

4.3 Sensitivity to Key Parameters

We have experimentally verified the impact of key parameters on two datasets. Due to
space constraints, we only report results on Booking Cross dataset.

• Hop Number

We propose a graph-based hybrid collaborative filtering algorithm, which requires k
hops in both the user-collaborative-graph and the item-collaborative-graph to get more
information. Basic indicates that only use information from the raw interactive records
without collaborative graphs. As shown in Table 3, k hops can get better performance
than Basic. However, a large k value will produce long-distance noise. The k value is
around 1 gets the best performance.

Table 2. Experiment results comparisons of different methods

Dataset Booking cross MovieLens-1M
Measures HR@10 NDCG@10 HR@10 NDCG@10

BPR 0.175 0.109 0.312 0.145
eALS 0.206 0.122 0.320 0.152
IRGAN 0.288 0.243 0.362 0.217
KGAN 0.312 0.251 0.391 0.235
GANMF 0.423 0.272 0.425 0.249
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• Negative Sample Ratio

In our framework, G needs to sample negative instances to fool D. As shown in
Table 4. Neg-n means that we sample n negative instances for an observed user-item
pairs, we apply different negative sample ratio to observe the models. The optimal
negative sampling ratio is around 2 for Booking Cross dataset. A larger negative
sampling ratio may decrease the performance. In order to ensure the efficiency of the
model, we generally take a smaller value.

• Factors of the Latent Space

In our model, both G and D project users and items to a common latent space through a
multi-layer neural network. Since the factors of the last layer determine the represen-
tation capability, we conduct an extensive experiment to evaluate the model with
different factors of the final layer. As shown in Fig. 3, the factors in final latent space
equal 256 illustrate the best performance. For a sparse or small dataset, the represen-
tations in final latent space with more factors might be more useful.

Table 3. Results of different hop number on booking cross

Hop Number HR@5 HR@10 NDCG@5 NDCG@10

Basic 0.302 0.356 0.191 0.193
Hop-1 0.361 0.423 0.223 0.255
Hop-2 0.334 0.386 0.206 0.214
Hop-3 0.286 0.321 0.135 0.151

Table 4. Results of different negative sample ratio on booking cross

Neg-N HR@5 HR@10 NDCG@5 NDCG@10

Neg-1 0.325 0.375 0.189 0.198
Neg-2 0.359 0.415 0.238 0.249
Neg-3 0.327 0.394 0.204 0.215
Neg-4 0.319 0.383 0.188 0.203

Fig. 3. Results of different factors of the latent space. (a) HR@10; (b) NDCG@10
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• Epochs of G and D

Our model is a GAN-based deep neural network, which requires the generator and the
discriminator reach a state of stable confrontation. We conduct extensive experiments
with different training epochs of the discriminator and the generator to evaluate our
model. As shown in Fig. 4, the best performance can be obtained by training the
generator 1 epoch and the discriminator 5 epochs at the same time.

5 Conclusion

In this work, we propose GANMF framework, a novel GAN-based deep matrix fac-
torization recommendation model. Under the framework of generating adversarial
network, we use the multi-layer architecture to extract the deep features of users and
items in a common latent space. By feeding the graph-based hybrid collaborative
filtering matrix to the deep neural networks, we get the feature representations of users
and items in the process of adversarial training, which is used for top-N items rec-
ommendation. The extensive experiments prove that incorporating graph-based hybrid
collaborative filtering with Deep GAN shows significant improvements and effec-
tiveness over random representations or knowledge embedding on model learning,
especially in the scenarios where the user-item interaction is sparse.
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Abstract. According to BELT AND ROAD PORTAL, China has signed 173
cooperative documents with 125 countries and 29 international organizations
along the Belt and Road (B&R) until April 2019, and the exchange rate
volatility of currencies in the B&R are usually higher. In this paper, we firstly
constructed the B&R exchange rate index on the basis of both the trade volumes
and the foreign investment situation. After that, we compared it with the RMB
exchange rate index. First, the EMD algorithm was used to decompose each
index respectively into 8 IMFs and residual signal. Afterwards, based on grey
comprehensive relational degrees, we reconstructed the market fluctuation term
and noise term of each exchange rate index, and also get the trend term which is
the residual signal. Then, we used comparative analysis to discuss and explain
the features and relationship of exchange rate risk of RMB between the B&R
and against main currencies, and found that in the long term, there was more
devaluation risk of the currencies and regions along the B&R; in the middle
term, there was a lead-lag relationship between the two indexes, and the B&R
exchange rate index is going to decline; in the short term, the exchange risk in
the countries and regions along the B&R is greater than the worldwide RMB
exchange rate risk. Finally, we put forward several relevant suggestions to help
going-out enterprises to avoid and manage exchange rate risks effectively.

Keywords: The B&R exchange rate index � EMD algorithm � Grey
comprehensive relational degrees

1 Introduction

According to BELT AND ROAD PORTAL, China has signed 173 cooperative docu-
ments with 125 countries along the Belt and Road (B&R) until April 2019. And also,
from 2013 to 2018, the goods trade volume between China and regions along the B&R
surpassed 6 trillion U.S. dollars, in accordance with the National Development and
Reform Commission (NDRC). However, the exchange rate volatility of countries is
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usually higher than that of mainstream currencies such as US dollars and euros because
the economic development level of countries and regions along the B&R varies greatly,
and the country risk is relatively high. Thus, in this paper, we constructed the B&R
exchange rate index and compared it with the RMB exchange rate index documented
by the BIS (shorted as RMB exchange rate index). In addition, we used EMD algo-
rithm and grey relational degrees during the multi-angle comparative analysis.

2 Methodology and Data

Firstly, the EMD (empirical mode decomposition) algorithm was used to decompose
both the B&R exchange rate index and RMB exchange rate index respectively. Then,
based on grey comprehensive relational degrees, we added up each IMF (Intrinsic
Mode Function) component to obtain the trend term, noise term and market fluctuation
term of each exchange rate index. Finally, we used comparative analysis to discuss and
explain the features and relationship of exchange rate risk of RMB between the B&R
and against mainstream currencies.

2.1 EMD (Empirical Mode Decomposition) Algorithm

To sum up, exchange rate changes are related to many factors, and various influence
channels are related to the period length. Therefore, it is necessary to decompose
exchange rate into sequences in different frequency bands for research.

This paper mainly adopts the time-frequency analysis method based on empirical
mode decomposition (EMD) proposed by Huang (1998). This method can be used to
smooth the non-stationary time series, the data in the different scales of trend of
fluctuations or decompose step by step, produce has the characteristics of different
scales of intrinsic mode function (IMF), which can then be separately for each IMF
component for time-frequency analysis. Huang and Shen et al. improved it in 1999,
making the signal processing method more suitable for the analysis and processing of
non-stationary signals.

According to the characteristics of the signal itself, the IMF of the signal can be
extracted autonomously. This method is a major breakthrough for traditional Fourier
analysis and wavelet transform time-frequency analysis methods based on linear and
stationary assumptions.

The EMD algorithm decomposes the original signal into many narrow-band
components based on the Hilbert transform, and each component is called Intrinsic
Mode Function (IMF). The formula for the Hilbert transform is given by

H x tð Þ½ � ¼
Z þ1

�1

x sð Þ
t � s

ds ð1Þ

In general, there are some certain assumptions to use the algorithm1:

1 Huang (1998).
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(a) any signal can be composed of several IMFs;
(b) the numbers of local zero points and local extremum points of each IMF are the

same, and the upper and the lower envelopes are on the time axis symmetry
locally;

(c) at any time, a signal can contain several IMFs, and each IMF can be aliased to
form a composite signal.

The essence of the EMD algorithm is to find the IMFs of the original signal in
layers, and the main process is as follows:

1. Find the maximum and minimum points of the original signal. With cubic spline
interpolation cardinal function, curve fitting its maximum and minimum envelop
curves eþ tð Þ and e� tð Þ, and the mean value of the envelop curves which is the
mean envelop curve m1 tð Þ.

2. Obtain a new signal h11 tð Þ by subtracting the mean envelop curve m1 tð Þ from the
original signal, which is h11 tð Þ ¼ x tð Þ � m1 tð Þ. Generally, the new signal h11 tð Þ does
not meet the requirements of IMFs, thus, repeat above processes until getting the
correct IMF hk1 tð Þ, which is the first-class IMF, which is written as IMF1 tð Þ.

3. Get a new signal r1 tð Þ with the high frequencies removed by subtracting IMF1 tð Þ.
And the second-class IMF, which is written as IMF1 tð Þ, is obtained by repeating the
above procedures.

4. Repeat the above processes by n times until the new signal rn tð Þ is monotone or
constant which is the end of the EMD algorithm. And the new signal rn tð Þ are
signed as the residual signal �n tð Þ:

5. Finally, the formula for the EMD of original signal is given by

xt ¼
Xn

i¼1
IMFi tð Þþ en tð Þ ð2Þ

2.2 Grey Relational Analysis (GRA)

GRA2 was firstly put forward by Deng in 1989. His grey relational degree model which
is usually named as grey relative correlation degree mainly focused on the influence of
distance between points in the system.

GRA can be used in various regions. Hu et al. (2013) used GRA to improve the
traditional flow-based methods to consider the varies on each criterion between all the
other patterns and the latter globally. Kou et al. (2012) compared GRA with other four
multiple criteria decision making (MCDM) methods in the task of classification
algorithm selection and resolved conflicting MCDM rankings. Ozcan et al. (2016) used
GRA to identify the significant indicators in the performance evaluation model for
retail stores.

The grey relative correlation degree formula is given by

2 Deng J.L.: Introduction to grey system theory. Journal of Grey System 1(1), 1–24 (1989).
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r1ij ¼
1
N

XN

t¼1

minjmint di tð Þ � dj tð Þ
�� ��þ qmaxjmaxt di tð Þ � dj tð Þ

�� ��
di tð Þ � dj tð Þ
�� ��þ qmaxjmaxt di tð Þ � dj tð Þ

�� �� ð3Þ

where di tð Þ is the reference series; dj tð Þ is the compare series; q is the distinguishing
coefficient, which is usually equal to 0.5.

In order to overcome the weakness of grey relative correlation degree, the absolute
correlation degree is proposed by Mei (1992)3. The formula is given by

r2ij ¼
1

N � 1

XN�1

t¼1

1
1þ di tþ 1ð Þ � di tð Þ½ � � dj tþ 1ð Þ � dj tð Þ

� ��� �� ð4Þ

Considering the weakness and strength, we used grey comprehensive relational
degree to classify the noise terms and market fluctuation terms. And the formula of
grey comprehensive relational degree is given by

rij ¼ br1ij þ 1� bð Þr2ij ð5Þ

where b is the weight of grey relative relational degree, which valued as 0.5 here.

2.3 Data

Taking into account the availability of data, we used the 187 countries and regions,
foreign direct investment (OFDI) data, and from 2011 to 2018, “along the way” the
bilateral trade volume data along the 121 countries and regions, determine the currency
basket Components and their weights. Then, using the RMB exchange rate data of 10
currencies and its weight, the B&R exchange rate index was constructed.

3 Constructing the B&R Exchange Rate Index

The concept of the effective exchange rate index can be traced back to an earlier time.
Fred (1970) considered the original bilateral exchange rate does not reflect the overall
trend of the currency change, so he proposed to build an effective exchange rate index.
Based on the stability of the exchange rate, we will refer to “a basket of currency
exchange rate changes” when constructing the exchange rate index. The choice of a
basket of currencies and the determination of the optimal weight of the basket cur-
rencies have become the key to determining the exchange rate index.

In this paper, the currency basket of the B&R exchange rate index was determined
by both the trade volumes and the foreign investment situation. And the currency
liquidity had also been taken into consideration.

In order to ensure that the basket can comprehensively measure the exchange rate
risk of the target country, we made certain requirements on the proportion of the trade

3 Mei Z.: The Concept and Computation Method of Grey Absolute Correlation Degree. Systems
Engineering, 5, 43–44 (1992). (in Chinese)
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volume between China and its important trading partners in the total trade volume. In
2017, based on the total import and export volumes of countries along the B&R against
China, the top 14 countries were India, South Korea, Chile, Vietnam, Russia, Thailand,
Singapore, Philippines, United Arab Emirates, South Africa, Iran, Angola, Iraq and
Turkey. The sum of trade volumes between these 14 countries and China accounted for
more than 80% of China’s total trade with the B&R.

What’s more, considering the situation of outward direct investment, the top 10
countries along the B&R in 2017 were: Singapore, Russia, Indonesia, Kazakhstan,
South Africa, Laos, South Korea, Pakistan, Myanmar and Cambodia. Besides
Indonesia, Laos and Cambodia. In addition to Indonesia, Laos and Cambodia, the other
seven countries also accounted for the top 20% of Chinese import and export trade.
Meanwhile, taking the availability and continuity of the exchange rate data into con-
sideration, the basket included 10 currencies: Indian rupee, Korean won, Vietnamese
dong, Russian ruble, Thai baht, Singapore dollar, Philippine peso, South African rand,
Indonesian rupiah and Chilean peso.

When building the optimal weight model of basket currencies, scholars consider
different influencing factors according to different exchange rate policy objectives.
Yoshino et al. (2004) set the policy target as the stability of GDP and the stability of
current account, and studied the optimal weight model of a basket of currencies taking
into account the factors of commodity market and financial market.

Some scholars put the weight of bilateral trade as the weight of basket currencies.
On this basis, Bayoumi (2006) introduced the third-party market competition effect and
adopted the method of “double trade weighting system” to assign the standardized
weights to the basket currencies. This has become the basis for the international
monetary fund (IMF) and BIS to compile national effective exchange rate indexes, and
also the basis for the compilation of national effective exchange rate indexes.

In this paper, we used bilateral trade weights to construct the currency basket, based
on the volumes of foreign trade in 2017.

The calculation formula of bilateral trade weights is given by

Wi ¼ xi þmiPn
k¼1 xi þmið Þ ð6Þ

where n is the number of currencies in the basket; x is the volume of exporting to
country i in the basket; m is the volume of importing from country i in the basket.

Then, the B&R exchange rate index was compiled according to the index calcu-
lation formula, as well as the 10 basket currencies selected above and their weights.
The formula is given by

B&R index tð Þ ¼
Xn

i¼1

Wi � ExRatei tð Þ
ExBenchmarki

ð7Þ

where t is the time point; Wi is the bilateral trade weight of currency i; ExRatei tð Þ is the
currency i’s exchange rate against RMB; ExBenchmarki is the benchmark which is the
average value of currency i’s exchange rates in 2011.
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As shown in Fig. 1, comparing the B&R exchange rate index with the RMB
exchange rate index, it can be found that the trend of change of the two indexes is
coincident approximately. However, in the long run, the B&R exchange rate index had
grown faster than the RMB exchange rate index. And due to the influence of exchange
rate system, geopolitics, economy, trade and other factors of countries along the B&R,
the B&R exchange rate index was more volatile.

4 Multi-scale Features of the Exchange Rate Risk in the B&R

4.1 EMD and IMFs

Using EMD algorithm, the B&R exchange rate index and RMB exchange rate index
were decomposed into 8 IMFs and a residual signal respectively, as shown in Fig. 2.

4.2 Reconstruction

Calculate the grey comprehensive relational degrees of initialized IMFs and build the
fuzzy similar matrix. The fuzzy maximum spanning trees according to the fuzzy similar
matrixes are shown in Fig. 3.

Fig. 1. The comparison of the two exchange rate indexes

Fig. 2. Decompositions
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Finally, taking both the correlation between each IMF and their own volatilities into
account, we chose an appropriate threshold to segment the tree into two parts, noise
term and market fluctuation term. And the trend term is equal the residual signal of
EMD algorithm. The trend terms, noise terms and market fluctuation terms, which are
shown in Fig. 4 together with the original series. We can find that the exchange rate
indexes both mainly fluctuate around their trend terms, and the frequency and ampli-
tude of fluctuations are similar to those of market fluctuations.

In addition, as shown in Table 1, the Pearson correlations between each component
and the variance contribution, which is the ratio of sample variance to population
variance, show that trend terms, market fluctuation terms and noise terms of the two
exchange rate indexes have distinctly different fluctuation features.

Fig. 3. The fuzzy maximum spanning trees

Fig. 4. Reconstructions

Table 1. The correlation coefficients of different components with the original series

Trend
terms

Market fluctuation
term

Noise
term

B&R exchange
rate index

Pearson correlation 0.9511 0.2642 0.0704
Variance contribution 0.9664 0.0719 0.0304

RMB exchange
rate index

Pearson correlation 0.8865 0.1813 0.0753
Variance contribution 1.0471 0.2147 0.0136
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As for the B&R exchange rate index, the Pearson correlation between trend term
and the index is 0.9511 and its variance contribution is 0.9664, and is 0.8865 and
1.0471 for RMB exchange rate index respectively, which indicate that trend term is the
main components of the exchange rate index series and reflects the long-term trend of
exchange rates.

4.3 Multi-scale Comparisons with RMB Exchange Rate Index

In this section, we find that the exchange rate risk along the B&R is much higher than
that of international mainstream currencies by compared the B&R exchange rate index
with RMB exchange rate index from different aspects.

As for the trend terms, there is more devaluation risk of the countries and regions
along the B&R. As shown in Fig. 5, the B&R exchange rate index was growing faster
than the RMB exchange rate index. That is to say that the depreciation of currencies
along the B&R were more significantly than those around the world. During 2011 to
the first quarter of 2017, RMB continued to appreciate against the basket currencies in
both the B&R exchange rate index and RMB exchange rate index. However, there has
been a downward trend in the two trend terms since the first quarter of 2017 and this
trend is likely to continue in 2019. And the depreciation of currencies along the B&R is
going to decline sharper than the main currencies.

As for the market fluctuation terms, there is a lead-lag relationship between the
B&R exchange rate index and the RMB exchange rate index, and the B&R exchange
rate index is going to decline. As shown in Fig. 6, the RMB exchange rate index cycle
is about two quarters ahead of that in the B&R exchange rate index. Furthermore,
during the past three cycles, the declines of the two market fluctuation terms are
approximately synchronous. Thus, it is reasonable to speculate that the market fluc-
tuation term in the B&R exchange rate index is going to decline.

As for the noise terms, the exchange rate risk in regions along the B&R is greater
than the worldwide RMB exchange rate risk. As shown in Fig. 7, compared with the
RMB exchange rate index, the fluctuating range and frequency of the B&R exchange
rate index are higher in the short term. That is to say that due to the influence of
exchange rate system, geopolitics, economy, international trade and so on, the

Fig. 5. The comparison of trend terms
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fluctuation of exchange rate of currencies along the B&R is more uncertain. On the
whole, the exchange-rate systems of countries along the B&R are relatively rigid,
which makes it difficult to reflect and absorb exchange rate fluctuations without delay
and If the exchange rate would fluctuate greatly if it is changed to a floating rate. In
addition, from the perspective of trade deficit, although emerging countries have a large
export volume, they have a larger import volume as a result of the relatively backward
production level and the poor independence. So, they have a large trade deficit and are
more vulnerable to the impact of the international economic situation.

5 Conclusions and Recommendation

Through constructing a new B&R exchange rate index, we found that the exchange rate
volatility of countries is usually higher than that of mainstream currencies such as US
dollars and euros because the economic development level of countries and regions
along the B&R varies greatly, and the country risk is relatively high.

Fig. 6. The comparison of market fluctuation terms

Fig. 7. The comparison of noise terms
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Afterwards, we reconstructed both the B&R exchange rate index and the RMB
exchange rate index into three terms according to its different periodic characteristics.
In the long term, there was more devaluation risk of the currencies along the B&R in
the past 8 years, but the devaluation is going to slow down. In the middle term, there is
a lead-lag relationship between the B&R exchange rate index and the RMB exchange
rate index, and the B&R exchange rate index is going to decline. In the short term, the
exchange risk in the countries and regions along the B&R is greater than the RMB
exchange rate index.

Furthermore, we provide a combined forecast method by calculating the three terms
respectively, especially the trend terms and the market fluctuation terms which are
smooth and can be well extrapolated.

Therefore, we put forward the following suggestions:

1. It is suggested that related financial institutions develop relevant financial products
to avoid exchange rate risk and encourage enterprises to use relevant financial
hedging tools.

2. It is suggested that the going-out enterprises especially small- and medium-size
enterprises further their understanding of exchange rate risk and their ability to use
relevant financial hedging tools.

3. It is suggested that related government departments or authoritative financial
institutions issue effective, unified and reliable indicators for overall and sub-
regional exchange rate fluctuations along the B&R.

4. It is suggested that enterprises and instructions can predict and control exchange
rate risks in a forward-looking manner based on the historical rule that the RMB
exchange rate index leads the exchange rate index of B&R.

Acknowledge. This work is supported by the National Natural Science Foundation of China
No. 71501175, the University of Chinese Academy of Sciences, and the Open Project of Key
Laboratory of Big Data Mining and Knowledge Management, Chinese Academy of Sciences.

References

Ozcan, T., Tuysuz, F.: Modified grey relational analysis integrated with grey Dematel approach
for the performance evaluation of retail stores. Int. J. Inf. Technol. Decis. Making 15(02), 1–
34 (2016)

Hu, Y.-C.: A novel flow-based method using grey relational analysis for pattern classification.
Int. J. Inf. Technol. Decis. Making 12(01), 75–93 (2013)

Kou, G., Lu, Y., Peng, Y., et al.: Evaluation of classification algorithms using MCDM and rank
correlation. Int. J. Inf. Technol. Decis. Making 11(01), 197–225 (2012)

Bayoumi, T.F., Lee, J.S., Jayanthi, S.T.: New rates from new weights. IMF Staff Pap. 53(2), 272–
305 (2006)

Yoshino, N.F., Kaji, S.S., Suzuki, A.T.: The Basket-peg, dollar-peg, and floating: a comparative
analysis. J. Japan. Int. Econ. 18(2), 183–217 (2004)

Huang, N.E.F.: The empirical mode decomposition and the hilbert spectrum for nonlinear and
non-stationary time series analysis. Proc. R. Soc. Lond. A 454, 903–995 (1998). Proceedings
Mathematical Physical & Engineering Sciences, vol. 454, no. 1971, pp. 903–995 (1998)

416 C. Yixi et al.



Huang, N.E.F., Shen, Z.S., Long, S.R.T.: A new view of nonlinear water waves: the hilbert
spectrum. Ann. Rev. Fluid Mech. 31 (1998)

Deng, J.L.F.: Control Problems of Grey Systems. Syst. Control Lett. 1(5) (1982)
Helpman, F.E.: An optimal exchange rate peg in a world of general floating. Rev. Econ. Stud.

46(3), 533–542 (1976)
Hirsch, F., Higgins, I.: An indicator of effective exchange rates. IMF Econ. Rev. 17(3), 453–487

(1970)

The Feature of the B&R Exchange Rate: Comparison with Main Currency 417



Dynamic Clustering of Stream Short
Documents Using Evolutionary Word

Relation Network

Shuiqiao Yang1, Guangyan Huang1(B), Xiangmin Zhou2, and Yang Xiang3

1 School of Information Technology, Deakin University, Burwood, VIC, Australia
{syang,guangyan.huang}@deakin.edu.au

2 School of Computer Science and Information Technology, RMIT University,
Melbourne, VIC, Australia

xiangmin.zhou@rmit.edu.au
3 Swinburne University of Technology, Hawthorn, VIC, Australia

yxiang@swin.edu.au

Abstract. The explosive growth of web 2.0 applications (e.g., social net-
works, question answering forums and blogs) leads to continuous genera-
tion of short texts. Using clustering analysis to automatically categorize
the stream short texts has been proved to be one of the critical unsuper-
vised learning techniques. However, the unique attributes of short texts
(e.g, few meaningful keywords, noisy features and lacking context) and
the temporal dynamics of data in the stream challenge this task.

To tackle the problem, in this paper, we propose a stream clustering
algorithm EWNStream by exploring the Evolutionary Word relation
Network. The word relation network is constructed with the aggregated
word co-occurrence patterns from batch of short texts in the stream to
overcome the sparse features of short text at document level. To cope
with the temporal dynamics of data in the stream, the word relation
network will be incrementally updated with the new arriving batches
of data. The change of word relation network indicates the evolution of
underlying clusters in the stream. Based on the evolutionary word rela-
tion network, we proposed a keyword group discovery strategy to extract
the representative terms for the underlying short text clusters. The key-
word groups are used as cluster centers to group the stream short texts.
The experimental results on real-word Twitter dataset show that our
method can achieve much better clustering accuracy and time efficiency.

Keywords: Stream clustering · Short text · Social network

1 Introduction

With the explosive development of web 2.0 based applications, such as Twitter,
Facebook and Weibo, large amount of user generated content, usually in the
form of short texts (e.g., tweets, questions), continuously appears in a stream
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Fig. 1. Illustration of stream short text
clustering.

Fig. 2. Illustration of the proposed
method EWNStream.

mode. Clustering analysis for the stream short texts becomes an important unsu-
pervised technique to automatically analyze the data [1–3]. Figure 1 illustrates
the scenario of stream short text clustering. With the continuously flowing in
of short texts (shown as the left side of Fig. 1), the stream clustering methods
quickly assign the data into different clusters (shown as the right side of Fig. 1).
The clusters should be dynamically generated to cope with the evolution of data
in the stream. Due to the popularity of social medias, stream short text clus-
tering has many applications, such as geographical event detection and tracking
[4] for different cities and user behavior analysis [5,6] to monitor the large scale
social interest trends.

However, stream short text clustering faces challenges. One of the challenges
comes from the short texts data format. Short texts are generally short and
sparse compared with the regular sized documents. Hence, it is difficult to extract
useful knowledge at document level [7]. Meanwhile, short texts are generally
related to real-life events and various new events continuously appear in the
world [8,9]. Therefore, new clusters tend to appear with the flowing in of new
short text content [10]. Generally, the existing work for stream short text clus-
tering can be classified into two categories: similarity-based methods [4,9,11–13]
and topic tracking-based methods [10,14,15].

The similarity-based methods tackle the dynamic changing of data challenge
by maintaining cluster data structures in an online fashion to capture the evolu-
tion of data in the stream. Based on the pre-defined similarity threshold, short
texts are either merged into the existing cluster or create a new cluster. However,
in this type of methods, short texts are usually represented as high-dimensional
and sparse term weight vectors, which are less discriminative for the similarity
measurement between short texts and the cluster vectors [16]. The topic tracking-
based methods tackle the challenges by making strong assumption and inferring
the latent topics distribution in a dynamic way. However, this type of methods
generally need vast number of sampling operations on the text documents to get
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the stationary posterior parameters for the topic distributions. Hence, they are
generally time inefficient in processing large scale stream texts.

In this paper, we propose a stream clustering method called EWNStream
by exploring the Evolution of Word relation Network. Unlike the similarity-
based methods and topic tracking-based methods, EWNStream compresses the
latent topic information of short text documents into the node weighted and edge
weighted word relation network. The node weight and edge weight are defined as
words frequency and words co-occurrence frequency from batches of documents
in the stream. Both weight will be dynamically updated with the arrival of new
batches of short texts.

In EWNStream, we develop a keyword group discovery strategy to identify
different keyword groups using the word relation network. Our proposed keyword
group strategy are designed not only to find representative keyword with high
frequency but also to make sure that the keywords of a cluster are closely related
to each other. To group short texts, the discovered keyword groups are used as
virtual cluster centers. Short texts are clustered by choosing the closest centers.
To cope with the dynamic topic changing of stream short text, word relations
will be updated with the new arriving of text data. Each time after the word
relation network has been updated, the keyword groups will also be updated
to capture the change of data in the stream. Figure 2 illustrates the process of
EWNStream. We process the stream in batch mode. The word relation network
will be updated when a new batch of data arrives in the stream. Meanwhile, the
keyword groups will also be updated from word relation network to capture the
change and cluster the new data.

The main contributions of our work are summarized as follows:

– We overcome the sparse issue of short text in clustering by discovering key-
word groups from word relation network. The word relation network is built
based with the aggregated word statistical patterns. The keyword groups are
used as cluster centers to guide short texts into different categories.

– We handle the dynamically change of data in stream short text corpus by
incrementally updating word relation network. New keyword groups will be
discovered from the updated word relation network for short text clustering.

We conduct extensive experiments on real-world Twitter dataset. The exper-
imental results demonstrate that the proposed method achieves much better
accuracy and efficiency for stream short text clustering.

The rest of this paper is organized as follows. Section 2 presents related work.
Section 3 details the proposed approach. Experimental results are reported in
Sect. 4. We finally conclude this paper in Sect. 5.

2 Related Work

In this section, we review the existing work related to stream short text clustering.
The similarity based methods group stream text into clusters based on the

similarity or distance between texts and the active clusters during the clustering
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process. Texts are normally represented as word weight vectors (i.e., TF-IDF vec-
tors) and distance metrics such as Euclidean distance are adopted. Shou et al.
[9] have proposed Sumblr to cluster and summarize the large-scale tweets stream.
Sumblr contains two core modules: online incremental clustering for streaming
tweets and historical tweet summarization. In the clustering part, Tweet cluster
vectors (TCV) were used to store the statistical features of tweet clusters. For
each new arriving tweet, the similarity between new tweet and the current clus-
ters will be computed. Based on the similarity, the new tweet will be merged into
the current cluster or form a new cluster. Feng et al. [4] have proposed StreamCube
which focuses on clustering hashtag stream from Twitter for event detection. In
StreamCube, the spatial and temporal aspects are considered to detect the bursty
hashtags. The hashtags are represented as by its co-occurences words in a stream.
To group the similar hashtags in tweets stream, the similarity between hashtags
is computed and compared with the current event clusters. Similar hashtags in a
group are used to represent a spatial temporal event.

The topic tracking based methods determine the cluster memberships for
text documents through inferring and tracking the time varying topics for text
data and cluster texts that share the same topics. For example, Blei et al. have
proposed dynamic topic model (DTM) [14] for the time evolving document topi-
cal discovery. The dynamic topic model is consisted by multiple Latent Dirichlet
Allocation (LDA) units. The prior parameter setting for one LDA model in DTM
is based on the posterior parameters that learned by its previous LDA models.
Liang et al. have proposed dynamic clustering topic model (DCT) [10] to track
the time-varying distributions of topics for short text streams. The major dif-
ference between DCT and TTM is that DCT adopts Dirichlet mixture model
(DMM) as the basic topic discovery unit. The Dirichlet mixture model infer the
latent topics for short texts corpus with the assumption that each short text is
generated from single latent topic. To smoothly learn the topic distributions, the
Dirichlet mixture models in DCT have short or long term dependency with each
other to set the prior parameters of topic distributions. More recently, Yin et al.
[15] have proposed MStream based on the Dirichlet process multinomial mixture
model. Compared with DCT, MStream exploits the Dirichlet process on DMM
to capture the dynamic appearance of new topics. In MStream, the Dirichlet
process mechanism allows the new arriving short texts to choose a current topic
(or cluster) or a new topic by computing the choosing probability for documents.

3 The Proposed Approach

In this section, we present the details for our proposed stream short text clus-
tering methods in two main parts. We first introduce how to discover keyword
group from word relation network. Then, we introduce how to update the word
relation network and discover dynamic keyword groups for stream short text
clustering.
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3.1 Keyword Group Discovery from Word Relation Network

Word Relation Network. We denote the whole short text stream as follows:

S = {· · · ,Dt−1,Dt,Dt+1, · · · },

where Dt is the t-th batch of short texts in streaming S. we first construct a
node-weighted and edge-weighted word relation network from the first batch of
short texts in S. Each node represents a word and the node weight is the word
frequency. Each edge represents that two nodes have co-occurred in a document
and the edge weight is the co-occurrence frequency between two nodes. For each
short text di ∈ Dl, it can be presented as a collection of words denoted as
di = {wi,1, · · · , wi,ni

}, where wi,j is the j-th word (or term) in di and ni is the
number of words in di. We denote the word relation network created from the
first batch of short texts D1 as G1 = (V,E). The node set V is a collections
of words in D1, each node in V is weighted by its term frequency in D1. For
each arbitrary edge e ∈ E, it represents the co-occurrence of two words (say, w
and v) in V , the edge weight of e is denoted as the co-occurrence frequency of
f(w, v). Due to the limited length and sparsity of short texts, many words may
have low co-occurrence frequency. To diminish the impact from these unusual
co-occurrences, we choose the edge for the word graph by applying a threshold
γ in the following rule:

e(w, v) ∈ E if f(w, v) ≥ γ. (1)

Keyword Group Discovery. In this step, we introduce how to discover key-
word groups for different short text clusters from the word relation network.
According to our observation, the keyword terms for a short text cluster (or a
topic) show two attributes: (1) the term frequency is significantly higher among
all the terms in a cluster (or a topic); (2) the co-occurrence frequency among
the keyword terms is significantly strong than the other normal terms. That is
to say, the keyword terms for a short text cluster (or a topic) are close to each
other and have relatively higher term frequency.

To locate a keyword group, we first find a node that has the highest node
weight than its neighbouring nodes in the word relation network. We define this
type of node as seed node. Formally, the following rule is used for seed node
selection:

w is a seed node, if f(w) ≥ f(v), ∀ v ∈ N(w) and v �∈ SeedSet, (2)

where N(w) is the neighbour node of w and SeedSet is the collection set of
current seed nodes. As the keywords related to the same cluster or topic should
closely related to each other on the word relation network, while keywords in
different groups are far away to each other. Therefore, after we find a seed node
w, we can form a keyword group by incorporate the neighbouring nodes of w
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that are close to w. We adopt Jaccard similarity as the closeness measurement
between the seed node w and its neighbouring node v as followings:

C(w, v) =
N(w) ∩ N(v)
N(w) ∪ N(v)

, (3)

The value range of closeness metric is range from 0 to 1. If the closeness C(w, v) ≥
β, where β is a given threshold, then node v is defined as an affiliated node
of the seed node w. As the seed node w has the locally highest frequency, the
selected affiliated nodes of w also show relatively higher frequency in order to
be selected as an affiliated node. Therefore, w and its affiliated nodes are closely
related to each other and have higher frequency. Hence, we use the seed node w
and its affiliated nodes to form a keyword group.

3.2 Stream Short Text Clustering Based on Evolutionary Word
Relation Network

Evolution of Word Relation Network. Suppose that the word relation graph
at batch t is Gt(V,E) and the discovered keyword groups are denoted as Kt. For
a new arriving batch of short texts Dt+1, we update the word relation network
Gt to Gt+1 by merging the word statistics from the new batch of data into word
relation graph Gt. We use Gt(w) and Gt(w, v) to denote the node weight of w
and edge weight between w and v in graph Gt. The node weight is updated as
followings:

Gt+1(w) = Gt(w) + fDt+1(w), (4)

where fDt+1(w) denotes the frequency of word w in batch Dt+1. The edge weight
is updated as followings:

Gt+1(w, v) = Gt(w, v) + fDt+1(w, v), (5)

where fDt+1(w, v) denotes the frequency of word w in batch t+1. After updating
of word relation network, we remove the edges that have lower weight according
to rule 1. According to the above updating rules for word relation network, the
word co-occurrence patterns and word frequency statistics of new events or topics
will be captured in the updated word relation graph. Based on the new word
relation network Gt+1, we use the proposed keyword group discovery strategy
to discover new keyword groups Kt+1.

Clustering for Stream Short Texts. For the arriving batch of short texts,
we predict the cluster label for each short text in the batch based on the key-
word groups discovered from the corresponding updated word relation network.
Formally, for stream S = {· · · ,Dt−1,Dt,Dt+1}, we update the word relation
network gradually as {· · · , Gt−1, Gt, Gt+1, · · · , } and discover keyword groups as
{· · · ,Kt−1,Kt,Kt+1, · · · }. The cluster membership for short text dt,i in batch
Dt is predicted as followings:

ci,t = arg max
kt,j∈Kt

|dt,i ∩ kt,j |
|dt,i| , (6)
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Algorithm 1: Stream short text clustering.
Input: short text stream S , parameters: γ, β.
Output: cluster labels for short texts in S.

1 while !S.end() do
2 get the t-th batch of short texts Dt from S
3 if t == 1 then
4 create word relation network G1(V, E) from D1 according to rule 1.
5 end
6 else
7 update word relation network Gt−1 to Gt according to Eq. 4 and Eq. 5.
8 end
9 Discovery new keyword group from Gt as Kt

10 for di,t ∈ Dt do
11 predict the cluster membership of di,t according to Eq. 6.
12 end

13 end

Algorithm 1 presents the process to cluster streaming short texts. The short
text stream is processed in batch mode. Each time, a batch of short text is
extracted from the short text stream S. The word relation network G is con-
structed at the first batch and will be updated to capture the changing of data
in the stream when new batches arrive. Lines 2–8 are used to create or update
the word relation network G. We use the keyword discovery methods to discover
updated keyword groups in Line 9. The cluster memberships of short texts in
each batch are predicted in lines 10–12.

4 Experimental Study

In this section, we first introduce our experimental setup in Sect. 4.1. After that,
we evaluate the accuracy and efficiency of EWNStream in Sect. 4.2.

4.1 Experiments Setup

Dataset. Our experiments are carried out on real-word short text dataset
crawled from social network: Twitter. The original Tweets dataset is collected
by Yang et al. [17] during the time period from June 2009 to December 2009.
Here, we select the tweets related to 16 different events happened in June 2009.
After removing the none highly relevant tweets, we constructed a dataset with
16 categories and totally 143,971 tweets. The average tweet length is 7.44 and
the vocabulary size is 66,288 in the dataset. We refer this dataset as TweetSet.

Evaluation Metrics. Normalized Mutual Information (NMI) is a popular met-
ric to evaluate the clustering quality [7,15]. NMI measures the similarity between
the ground truth cluster partition of the dataset and the predicted cluster par-
tition of the dataset. Let C = {c1, · · · , cP } denotes the ground truth cluster
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partitions in the dataset and Ω = {ω1, · · · , ωQ} denotes the predicted partitions
for the dataset. Normalized Mutual Information is formally defined as follows:

NMI(C, Ω) =

∑
i,j

|wi∩cj |
N log N |wi∩cj |

|wi||cj |
(−∑

i
|wj |
N log |wi|

N − ∑
j

|cj |
N log |cj |

N )/2
,

where N is the number of documents in the dataset. Note that, the NMI value
ranges from 0 to 1 and larger NMI value indicates better clustering quality.

Counterpart Methods. We compared the proposed methods with the fol-
lowing state-of-the-art methods: MStream [15], Sumblr [9] and DTM [14].
MStream adopts the Dirichlet Process Mixture Model (DPMM) [18] to process
stream documents. Sumblr compresses the information of tweets into dynamic
statistical data structure called Tweet Cluster vector (TCV) and uses TCVs to
represent different clusters. DTM is an extension of Latent Dirichlet Allocation
(LDA) [19] to infer the dynamic topic distribution for the streaming corpus.

The parameters for the counterpart methods are well tuned. For MStream,
we set α = 0.03 and β = 0.03. For DTM, we set α = 0.01. The number of
iterations for MStream and DTM are set as 10. The topic number k of DTM
are set as 20. For Sumblr, we set β = 0.1. For our method, we set γ = 30 and
β = 0.8. The number of batches is set as 16 for all the methods if not specified.

4.2 Stream Short Text Clustering Accuracy and Efficiency Analysis
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Fig. 3. Clustering performance analysis on TweetSet.

Figure 3 shows the comparison of NMI accuracy of different methods on Tweet-
Set dataset with the same batch number setting. Here, the batch number for
EWNStream, MStream and DTM is set as 16. On TweetSet, the proposed
method achieves around 0.80 NMI accuracy, which outperforms the counterpart
methods significantly. MStream shows the second best clustering performance
on TweetSet, which is around 0.5. Sumblr and DTM have only around 0.47 and
0.30 NMI accuracy on TweetSet. Sumblr use the raw word frequency features to
represent short text for similarity calculation, which is not accurate. DTM also
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relies on rich word co-occurrence pattern to infer accurate topic distribution,
its performance is influenced by the sparsity of short texts. Figure 4 shows the
influence of batch numbers for different methods on TweetSet. The batch num-
ber setting varies from 2 to 16. As we can see, the performance of the proposed
method is stable with different batch numbers and outperforms its counterpart
at different batch number settings.

Figure 5 presents the execution speed analysis result on incrementally increas-
ing dataset size. All of the four methods are implemented in Python. All algo-
rithms were run 1.5 GHz CPU with 64 GB memory. We can see that the execu-
tion time cost of the four methods are approximately linear increasing to the size
of dataset. The proposed method are apparently faster than other methods. It
has the lowest complexity than its counterpart methods. MStream shows better
time efficiency than Sumblr. Among the four methods, DTM has the worst time
efficiency.

5 Conclusion

In this paper, we proposed to exploit evolutionary word relation network to
handle the challenges in streaming short text clustering. The word relation net-
work was constructed based on the aggregated word statistics from batches of
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documents in the short text stream. To capture the dynamic change of stream-
ing short texts, we proposed to dynamically updated the word relation network
when a new batch of data arrives. To cluster short texts, we proposed a keyword
group discovery method to extract the representative terms for different topics
from the word relation network and adopted the keyword groups as centers to
cluster short texts. In this way, we avoid the sparsity issues in short text repre-
sentation. Extensive experiments on real-world dataset show that our approach
can achieve better clustering accuracy and time efficiency for short texts than
several counterpart methods.
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References

1. Silva, J.A., Faria, E.R., Barros, R.C., Hruschka, E.R., De Carvalho, A.C., Gama,
J.: Data stream clustering: a survey. ACM Comput. Surv. (CSUR) 46(1), 13 (2013)

2. Ozcan, G.: Unsupervised learning from multi-dimensional data: a fast clustering
algorithm utilizing canopies and statistical information. Int. J. Inf. Technol. Decis.
Making 17(03), 841–856 (2018)

3. Mehdizadeh, E., Teimouri, M., Zaretalab, A., Niaki, S.: A combined approach based
on K-means and modified electromagnetism-like mechanism for data clustering.
Int. J. Inf. Technol. Decis. Making 16(05), 1279–1307 (2017)

4. Feng, W., et al.: STREAMCUBE: hierarchical spatio-temporal hashtag clustering
for event exploration over the twitter stream. In: 2015 IEEE 31st International
Conference on Data Engineering (ICDE), pp. 1561–1572. IEEE (2015)

5. Zhao, Y., Liang, S., Ren, Z., Ma, J., Yilmaz, E., de Rijke, M.: Explainable user
clustering in short text streams. In: Proceedings of the 39th International ACM
SIGIR Conference on Research and Development in Information Retrieval, pp.
155–164. ACM (2016)

6. Wang, N., Ke, S., Chen, Y., Yan, T., Lim, A., et al.: Textual sentiment of Chinese
microblog toward the stock market. Int. J. Inf. Technol. Decis. Making (IJITDM)
18(02), 649–671 (2019)

7. Yan, X., Guo, J., Lan, Y., Cheng, X.: A biterm topic model for short texts. In:
Proceedings of the 22nd International Conference on World Wide Web, pp. 1445–
1456. ACM (2013)

8. Huang, G., et al.: Mining streams of short text for analysis of world-wide event
evolutions. World Wide Web 18(5), 1201–1217 (2015)

9. Shou, L., Wang, Z., Chen, K., Chen, G.: Sumblr: continuous summarization of
evolving tweet streams. In: Proceedings of the 36th International ACM SIGIR
Conference on Research and Development in Information Retrieval, pp. 533–542.
ACM (2013)

10. Liang, S., Yilmaz, E., Kanoulas, E.: Dynamic clustering of streaming short doc-
uments. In: Proceedings of the 22nd ACM SIGKDD International Conference on
Knowledge Discovery and Data Mining, KDD 2016, pp. 995–1004. ACM (2016)

11. Aggarwal, C.C., Han, J., Wang, J., Yu, P.S.: A framework for clustering evolving
data streams. In: Proceedings of the 29th International Conference on Very Large
Data Bases-Volume 29, pp. 81–92. VLDB Endowment (2003)



428 S. Yang et al.

12. Cao, F., Estert, M., Qian, W., Zhou, A.: Density-based clustering over an evolving
data stream with noise. In: Proceedings of the 2006 SIAM International Conference
on Data Mining, pp. 328–339. SIAM (2006)

13. Zhong, S.: Efficient streaming text clustering. Neural Netw. 18(5–6), 790–798
(2005)

14. Blei, D.M., Lafferty, J.D.: Dynamic topic models. In: Proceedings of the 23rd Inter-
national Conference on Machine Learning, pp. 113–120. ACM (2006)

15. Yin, J., Chao, D., Liu, Z., Zhang, W., Yu, X., Wang, J.: Model-based clustering
of short text streams. In: Proceedings of the 24th ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining, KDD 2018, pp. 2634–2642.
ACM, New York (2018)

16. Liu, K., Bellet, A., Sha, F.: Similarity learning for high-dimensional sparse data.
In: AISTATS (2015)

17. Yang, J., Leskovec, J.: Patterns of temporal variation in online media. In: Pro-
ceedings of the Fourth ACM International Conference on Web Search and Data
Mining, WSDM 2011, pp. 177–186. ACM, New York (2011)

18. Yin, J., Wang, J.: A model-based approach for text clustering with outlier detec-
tion. In: 2016 IEEE 32nd International Conference on Data Engineering (ICDE),
pp. 625–636. IEEE (2016)

19. Blei, D.M., Ng, A.Y., Jordan, M.I.: Latent dirichlet allocation. J. Mach. Learn.
Res. 3, 993–1022 (2003)



Data Exchange Engine for Parallel Computing
and Its Application to 3D Chromosome

Modelling

Xiaoling Zhang(&) , Yao Lu(&) , Junfeng Wu(&) ,
and Yongrui Zhang(&)

Sun Yat-Sen University, Guangzhou, China
hjzhangxiaoling@163.com, luyao23@mail.sysu.edu.cn,

wujunfeng@vip.163.com, zhangcy122@163.com

Abstract. Data Exchange Engine for Parallel Computing (abbreviated as
DEEPC) is a universal parallel programming interface for scientific computing
environments such as MATLAB, Octave, R and Python. It is a software
developed by us to support Bulk Synchronous Parallel (BSP) computing for
these mainstream script-driven scientific computing environments. BSP is one
of the most dominant parallel program models, and it affects the design of
parallel algorithms profoundly. However, most of these scientific computing
environments have been lack of the software support of BSP for a long time
until the birth of DEEPC. The main features of our DEEPC is its ease of use and
high performance, especially that without much modification to the sequential-
computing programs, one can combine these programs to a high performance
parallel program with a short script. To demonstrate these features, we put
DEEPC in use to a MATLAB program for the 3D modelling of chromosomes. It
has been observed that DEEPC performs very well even without much modi-
fication to the corresponding program for sequential computing.
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1 Introduction

The Bulk Synchronous Parallel (BSP) model is a bridging model for designing parallel
algorithms. It was developed by Leslie Valiant of Harvard University in 1980s [4, 18,
19]. It provides the algorithm designers with an abstract parallel computer so that the
designers can focus their mind to revealing the potential of parallelism in the algorithm.

Furthermore, this abstract parallel computer exposes the most significant features of
the parallel computers in the real world, so that if with the right software support, it is
very simple to build highly efficient parallel programs with these algorithms [1]. It is
therefore a bridging model that bridges the gap between the theory and the reality in
parallel computing. There are a lot of BSP software supports for conventional pro-
gramming languages. For example, BSPlib [8–10] is a BSP toolset for C, C++, or
Fortran. It supports SPMD parallelism based on efficient one-sided communications.
The PUB-Library, or Paderborn University BSP-Library [2, 3], is a C-Library to
support development of parallel algorithm based on BSP. BSPonMPI [17] is a platform
independent software library for developing parallel programs. It implements the
BSPlib standard (with one small exception) and runs on all machines which have MPI.
BSPML [7, 14] is a library for parallel programming with the functional language
Objective Caml. It is based on an extension of the k-calculus by parallel operations on a
parallel data structure named parallel vector. Apache Hama [16] is a java framework for
big data analytics which uses the BSP computing model. It provides not only pure BSP
programming model but also vertex and neuron centric programming models, inspired
by Google’s Pregel and DistBelief. Another two java parallel computing framework,
Pregel [15] and Apache Giraph [5, 6], are both graph processing architectures inspired
by the BSP model. Python-BSP [11–13] is a Python module built on the BSPlib
implementation. As for those non-conventional yet widely used programming lan-
guages, especially those script-driven mainstream scientific computing environments,
such as MATLAB, R, and Octave, have been lack of BSP software support for a long
time. This is the reason why we implemented a unified software support of BSP
computing for these computing environments as well as Python. This software is call
Data Exchange Engine for Parallel computing, or DEEPC for abbreviation, it is based
on MPI implementation, uses interprocess shared-memory techniques to give and take
data from these script-driven environments, and exchange data among computing
nodes via a BSP-styled mechanism.

The rest of this paper is organized as follows. In Sect. 2, the basic idea of DEEPC is
explained. In Sect. 3, the programming interface of DEEPC is presented. In Sect. 4,
details are shown how to optimize the BSP communication in DEEPC. In Sect. 5, a
solution to the interprocess contention problem in network resource is described. In
Sect. 6, an application to 3D chromosome modelling (for visualization) demonstrates
the practical use of DEEPC. The algorithm used in this application is based on
ChromSDE [20]. In Sect. 7, some conclusions about DEEPC are made.
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2 The Main Idea of DEEPC

Data Exchange Engine for Parallel Computing, or DEEPC, is developed to be a unified
parallel programming framework for MATLAB, R, Octave and Python with BSP
communication derivatives. DEEPC itself has an easy-to-use script engine. This engine
does not provide us with much computing capability. Its focus is on the data logistics
for those scientific computing environments. In other words, it leaves the computation
tasks to the scientific computing environments such as MATLAB, R, Octave and
Python, and it serves these computing environments as a data-transport center that
helps these computing environments exchange data among processes and computing
nodes.

The Basic Idea of DEEPC is as follows. Firstly, it works in a server-client model.
The server is in charge of data exchange, and the clients are to run computing scripts in
MATLAB, R, Octave and Python.

• Its server runs one instance for each computing node. The purpose of the server is to
spawn computing clients, to share data with clients, and to exchange data among
different computing nodes. Each of its clients is basically the client-script engine
with interprocess memory access abilities. The server spawns them to carry out the
computing tasks. The data sharing is implemented with interprocess shared-memory
mechanisms provided by the operating system. Various operating systems, such as
Linux, Windows and Mac OS X, have C/C++ interprocess shared-memory support.
The data exchange among computing nodes is implemented with MPI.

• Its clients are spawned by the instance of its server on the computing node. One
instance of the server can spawn arbitrarily many clients. These clients use client-
script engines provided by those scientific computing environments, so that they are
100 percent compatible with the corresponding scripts, such as MATLAB scripts, R
scripts, Octave scripts and Python scripts. The interprocess memory access abilities
are given to these client-script engines by external modules, since all these com-
puting environments allows interfacing with C/C++ via external modules.

Secondly, the data exchange of DEEPC is driven by orders. The instances of
DEEPC server on different computing nodes place orders, so that when the BSP Barrier
of each super-step is triggered, the orders are processed, and the data are exchanged.
There are three distinct types of orders in DEEPC:

• Point-to-point orders: these orders represents the basic data-routing operations in
BSP. The algorithms in BSP are divided into super steps. Each super step is consist
of local computation, data-routing and a global synchronization barrier. Each
operation of the data routing is to deliver a data package to a specific process.
Hence, these data-routing operations are point-to-point orders in DEEPC. Note that
in DEEPC, point-to-point orders can be issued either by the data sender or by the
data receiver, and the data package can either be a whole local shared array or a part
of the array.

• Point-to-group orders: these orders are actually extensions to BSP. DEEPC has
shared-arrays, and the shared arrays can either be owned by local process or be
partitioned among processes. When one instance of DEEPC server sends data to a
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shared array partitioned among multiple server instances, the corresponding order
will be disassembled in the underlying runtime implementation, and the data will be
sent to different server instances according to the partition of the shared array.
Hence, in this situation, the server sending the data has placed a point-to-group
order.

• Group-to-point orders: these orders are the reversed version of point-to-group
orders, so they are extensions to BSP as well. In fact, when an instance of DEEPC
server tells the underlying runtime that it needs data from some parts of a shared
array that is partitioned among multiple server instances, it places a group-to-point
order.

Thirdly, the idea of DEEPC to optimize the communication is to use the order-
driven data-exchange mechanism to make inter-node communication faster, and to use
the server-client model to reduce the network contention problem within a computing
node.

• Inter-node communication optimization: (1) Since the data exchange are order-
driven and with global synchronization, the underlying fine-grained message-
passing can be automatically replaced by coarse-grained message passing, as large
batches of small messages can be bundled into a small number of large packages.
(2) Point-to-group orders and group-to-point orders are usually highly compress-
ible, for example, if one needs a region of data in a shared array, one only needs to
tell the underlying runtime the boundary of the region, and the description of the
boundary is usually far more compact in bytes than the list of all element positions
in the order. (3) Whenever some of the orders are known in advance by both the
data requester and the data owner, the description of these orders are not necessary
to be sent.

• Intra-node network contention reduction: when there are many processes in one
node, and they all try to use the network to exchange data with the processes from
outside, the network resources will be in traffic jam just like the most busy roads full
of cars and busses during the rush hours. To solve this network contention problem,
DEEPC server takes over the data exchange from the clients (MATLAB, R, Octave
and Python), and let the clients share data with the server via interprocess shared-
memory. So, when the clients need to exchange data with those from other nodes,
they just need to point out for the server which shared-data are involved, and whom
these data are sent to or retrieved from. Since shared-memory are very high-speed,
this method avoids the network contention very well.

3 The Programming Interface of DEEPC

There are two sides in the programming interface of DEEPC, one is the server side, the
other is the client side. This is because of the server-client mode of DEEPC. The server
is in charge of data exchange, and the clients are to run computing scripts in MATLAB,
R, Octave and Python. In the following subsections in this section, we use the syntax
description convention as follows:
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• tokens without [], () and <>: these tokens must be written as in the description;
• in [token1, token2, …]: all these tokens are optional;
• in (token sequence 1 j token sequence 2 j …): one and only one of these token

sequences is chosen;
• in <token>: the token inside must be replaced by an actual value or keyword;
• in (token sequence)?: the token sequence within is optional;
• in (token sequence)*: the token sequence within can be repeated k times, where k is

0 or any positive integer;
• in (token sequence)+: the token sequence within can be repeated k times, where k is

any positive integer, but not 0;
• “[”,“]”, “(”, “)”, “<”, “>”, “?”, “*”, “+”: these tokens are actually written as [,], (,),

<,>, *, and + respectively.

3.1 Managing Shared Data

Shared arrays and shared variables are the data connection between the server and
clients in DEEPC. Here, variables are scalar variables and arrays are vectors, matrices
and higher order data. There are two shared scopes in DEEPC, the local scope and the
global scope. Each of those local shared is owned by one computing node only, and
each of those global shared are owned by (and partitioned across if it is an array)
multiple computing nodes. Global shared variables and global shared arrays are created
only at the server side, while local shared ones can be created either at the server side or
at the client side.

3.1.1 Namespace Declaration
DEEPC supports namespaces for shared data. The DEEPC namespaces are similar to
C++ namespaces. They give shared arrays and shared variables some prefixes so that
the organization of data are much prettier. Namespaces can embedded in other
namespaces, so one can also consider the namespaces in DEEPC as virtual directories
similar to the file directories, and the shared arrays and shared variables are stored in
and can be accessed from these virtual directories.

The syntax for declaring a new namespace at the server side is as

For example, the following piece of server script declares a namespace called
“NS1”, and then another namespace called “ns2” in “NS1”.

new namespace NS1
NS1 . new namespace ns2

Data Exchange Engine for Parallel Computing and Its Application 433



Namespaces can also be created by the clients. For example, in a MATLAB client,
one can write:

dcc . createNameSpace ( ’NS1 . ns2 ’ ) ;
% This will create a level 1 namespace "NS1" then a level 2 namespace "ns2" in "
NS1".
% dcc is the name of the module in the DEEPC client to support shared data access 
to and from the DEEPC server. 
% dcc is the abbreviation of DEEPC Client.

3.1.2 Grid Declaration
Server grids are used in global shared arrays. Global shared arrays are created by joining
local shared arrays in user-specified server grids. Suppose that there are P computing
nodes, and the integers from 0 to P − 1 is assigned to these nodes as their Proc (Process)
ID, then a server grid is defined by a starting Proc ID p0, a number d of dimensions, and
a d-dimensional tuple (n0; n1; : : : ; nd − 1), meaning that the computing nodes with
Proc ID from p0 to p0 + n − 1, where n = n0n1 : : : nd − 1, are in the d dimensional grid
with the size of the grid being n0 n1,…, nd−1 along dimension 0, 1,…, d − 1.

A server grid can only be declared at the server side. The syntax is

If the Starting ProcID is not given, the grid will start from Proc ID 0.

3.1.3 Local Shared Variable Declaration
The syntax for declaring local shared variables at the server side is as

where the DataType can be any of bool, integer, double, string. For example, the
following piece of server script declares a local shared variable called “NS1.a” and
another one called “b”:

NS1 . new local integer a
new local double b

Local shared variables can also be created by the clients. For example, in a
MATLAB client:

dcc .createLocalVariable ( ’NS1 . a ’ , ’integer’ );
% This will create a namespace "NS1" if it does not exist, and then create an inte-
ger variable "a” in "NS1 ".
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3.1.4 Global Shared Variable Declaration
Global shared variables can only be declared at the server side. The syntax is

where the DataType can be any of bool, integer, double, string. For example, the
following piece of server script declares a local shared variable called “NS1.c” and
another one called “d”:

NS1 . new gobal integer c 

new global double d

3.1.5 Local Shared Array Declaration
The syntax for declaring local shared arrays at the server side is as

where the DataType can be any int8, int16, int32, int64, uint8, uin16, uint32, uin64,
float, double, and bool. For example,

new local double a[m] [ n ]

Local shared arrays can also be created in clients. For example, in a MATLAB
client, one can write

dcc . createLocalArray ( ’ a ’ , ’ int 3 2 ’ , [m, n ] ) ;
% This will an int 3 2 l o c a l sha red a r ray call a with size m ∗ n.

3.1.6 Global Shared Array Declaration
Global shared arrays are joined by local arrays in user specified server grids, and they
can be created only at the server side. The server script syntax for creating a global
shared array is

where the DataType can be any int8, int16, int32, int64, uint8, uin16, uint32, uin64,
float, double, and bool, and the LocalArrayName is the name of the local shared array
that will be joined together to form the global array, and the grid name is the name of
the server grid used by the array. If the grid name is not given, then the default global
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grid is used. The default global grid is 1-dimensional, starting from Proc ID 0, and its
size is the number of computing nodes. In other words, the default global grid is the 1D
grid including all computing nodes.

A global shared array can be multidimensional, if the local shared arrays are of the
same DataType, of as many dimensions as the grid of the global shared array, and they
are with joinable size along each dimension. Two d-dimensional sizes (m0; m1; : : : ;
md − 1) and (n0; n1; : : : ; nd − 1) are joinable along dimension k if

mj ¼ nj for all integer j : 0 � j\ d but j 6¼ k:

When all these conditions are satisfied, the global shared array will be created and it
is of the same number of dimensions as that of its grid.

For example, suppose “localA”, “localB” are two local shared arrays, “gridA” is a
server grid, then the following piece of server grid creates a global shared array A in
gridA, and a global shared array B in the default global grid.

new global A = f local A}@grid A
new global B = f local B}

3.1.7 Object Deletion
One can delete namespaces, variables and shared arrays in DEEPC to recycle some
memory. At server side, they are deleted with the following syntax:

where if the object corresponding to the ObjectName is a namespace, all objects in the
namespace and the namespace itself will be deleted, otherwise only the object is
deleted.

At the client side, only the local shared variables and the local shared arrays are
deletable. For example, if “localA” is a local shared array, then in a MATLAB client,
one can delete it by writing

dcc . delete ( ’ LocalA ’ ) ;

3.1.8 Client Access to Shared Data
For shared variables, the dcc.get() and dcc.set() functions in the client module reads and
writes them respectively.

For local shared arrays, the dcc.getElement() and dcc.setElement() functions reads
and writes the elements in the arrays respectively. One can also use dcc.fromArray()
and dcc.toArray() to read and write the whole data of the arrays.

There is no direct access to global shared arrays from the clients, but the clients can
indirectly access the global shared arrays by accessing the local arrays that join as the
global array, or issuing data exchange orders for the data in the global arrays.
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3.2 Spawning Computing Clients

DEEPC focuses itself on the data exchange service, and leaves the computing to the
scientific computing environments. The server of DEEPC spawns the clients from these
computing environments to perform the tasks of computing. The client spawning is at
the server side, with the following syntax:

where ProgramName is a user-specified name assigned to this client, so that one can
synchronize data between the client and the server, the CommandLine is the command
with appropriate arguments to run the program.

3.3 Issuing Data-Exchange Orders

The data exchange in DEEPC is driven by orders. The orders are the requests to send
data to or receive data from shared arrays. There are three types of orders in DEEPC:
(1) point-to-point orders, (2) point-to-group orders, and (3) group-to-point orders.
These orders are often issued with index sets. An indexset is a set of indices that
specifies which part of data in the shared array is involved in the data exchange. There
are 4 different types of index sets:

• Point sequence index set: each index set of this type enumerates a sequence of
element positions. The name comes from that the position of an element can be

Fig. 1. An example of point tensor index set.
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considered as a point in the coordinate space of the array, so the sequence of
element positions is a sequence of points.

• Region sequence index set: each index set of this type enumerates a sequence of
regions for array elements. Each region is described by two points in the coordinate
space of the array, i.e., the lower point and the upper point. For example, if the
lower point is (3; 5; 4) and the upper point is (12; 8; 10), then the region includes
the points with their coordinates (i0; i1; i2) satisfying

3 � i0 � 12;
5 � i1 � 8;
4 � i2 � 10:

• Point tensor index set: each index set of this type describes the set of element
positions with a multidimensional tensor of coordinates. An example of this type of
index set is illustrated in Fig. 1. In this example, the set of positions are described
by the tensor between two coordinate sequences, the yellow one is 1-dimensional,
and the blue one is 2-dimensional. The result of the tensor is consist of all possible
combinations that combines a 1D yellow coordinate with a 2D blue coordinate.
Also note that the 3D coordinates in the result preserve the order in the tensor, so
the yellow coordinate comes before the blue one in each of the results.

• Region tensor index set: each index set of this type describes the set of element
positions with a multidimensional tensor of regions.

Thus, the part of programming interface involving issuing orders includes creating
four types of index sets and three types of orders.

3.3.1 Creating Point Sequence Index Sets
At the server side, the syntax is

where the LocalArrayName is the name of the local shared array that contains the
coordinates of a sequence of points. For example,

new index set myIndexSet = myLocalArray

At the client side, for example, in the MATLAB client, the following piece of script
use a local shared array called “myLocalArray” to create a point sequence index set
called “myIndexSet”, where the second argument of the function call is ‘ps’, meaning
that it is a point sequence:

dcc . create IndexSet ( ’ myIndexSet ’ , ’ ps ’ , ’ myLocalArray ’ ) ;
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3.3.2 Creating Region Sequence Index Sets
At the server side, the syntax is

where the LowerLocalArrayName is the name of the local shared array that contains
the lower point sequence, and the UpperLocalArrayName is the name of the local
shared array that contains the upper point sequence. For example,

new indexset myIndexSet = myLowerLocalArray : myUpperLocalArray

At the client side, for example, in the MATLAB client, the following piece of script
use two local shared arrays called “myLowerLocalArray” and “myUpperLocalArray”
to create a region sequence index set called “myIndexSet”, where the second argument
of the function call is ‘rs’, meaning that it is a region sequence:

dcc . creat e IndexSet ( ’ myIndexSet ’ , ’ r s ’ , ’ myLowerLocalArray ’ , ’ myUp-
perLocalArray ’ );

3.3.3 Creating Point Tensor Index Sets
At the server side, the syntax is

where the LocalArrayName is the name of the local shared array that involved in the
tensor computation, and different LocalArrayName tokens can have different actual
values. For example,

new indexset myIndexSet = myLocalArray1 # myLocalArray2 # myLocalArray3

At the client side, for example, in the MATLAB client, the script of the same
purpose as above is:

dcc . create IndexSet ( ’ myIndexSet ’ , ’ pt ’ , ’ myLocalArray1 ’ , ’ myLocalAr-
ray2 ’ , ’ myLocalArray3 ’ ) ;
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3.3.4 Creating Region Tensor Index Sets
At the server side, the syntax is

For example,

new indexset myIndexSet = myLowerArray1 :
myUpperArray1 # myLowerArray2 :
myUpperArray2

At the client side, for example, in the MATLAB client, the script of the same
purpose as above is:

dcc . create IndexSet ( ’ myIndexSet ’ , ’ r t ’ , ’
myLowerArray1 ’ , ’ myUpperArray1 ’ , ’
myLowerArray2 ’ , ’ myUpperArray2 ’ ) ;

3.3.5 Point-to-Point Orders
Point-to-point orders are the basic data-routing operations in BSP. This type of orders
can be issued at both server side and client side.

The simplest server side syntax is as follows.

For example, suppose the computing node with ProcID 3 executes the following
line:

copy NS1 . lo calA to procID ( 0)

This will send the data in the local shared array “NS1.localA” to the computing
node with Proc ID 0, and after the BSP synchronization of this super step, the com-
puting node with Proc ID 0 can access the data in “3:NS1.localA”, where the “3”
before “:” is the Proc ID of the computing node issuing this order.

At the client side, for example, in a MATLAB client, one can use the following
code to issue the same order as above:

dcc . copyTo ( 3 , ’NS1 . LocalA ’ ) ;

More advanced point-to-point orders use index sets to specify the parts of some
local shared arrays to access. The server side syntax for reading data from local shared
arrays in a specified computing node is:
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For example, the following server script requests to read data specified by index set
“C” from a local shared array “B” in computing node with ProcID being 3 to a local
shared array “A” in the requester’s computing node:

for $ in C
A << procID ( 3) .B

Similarly, the reverse direction of point-to-point orders are of the following server
side syntax:

3.3.6 Point-to-Group Orders
Point-to-group orders are data-updating requests that gets data from the requester
computing node and updates them to a group of data holder nodes via global shared
arrays.

This type of orders can be issued only at the server side. The server side syntax is as
follows.

3.3.7 Group-to-Point Orders
Group to point orders are data-retrieving requests that gets data from a group of data
holder nodes to the requester computing node via global shared arrays. This type of
orders can be issued only at the server side. The server side syntax is as follows.

3.4 Synchronization

There are two types of synchronizations in DEEPC: (1) the BSP super step inter-node
synchronization, and (2) the shared-memory server-client intra-node synchronization.
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3.4.1 BSP Inter-node Synchronization
This can only be done by the server side, with the sync statement with grid as follows:

where grid with the GridName contains all the computing nodes to be sync with. To
sync all computing nodes, just use

sync @ this . g r id

3.4.2 Shared Memory Intra-node Synchronization
This must be done by both the server side and the client side. At the server side, the
statement is as

Note that no grid is specified for this kind of synchronization. At the client side, the
dcc.sync() function triggers the client server synchronization.

4 The Optimization of Communication in DEEPC

4.1 Automatic Message Bundling

Message bundling is a technique that merge large batches of small messages into a
small number of large messages. This technique is important in communication
optimization.

Message bundling can reduce the overheads of the communication significantly.
There are two important parameters in network devices, one is latency, the other is
bandwidth. When a network device is told to send a message, it has to notify the
receiver, and to prepare the hardware and the software for the data transport on both
sides. This will cause a delay for sending the message. Latency is the time of such a
delay. When both sides are ready, they starts the data transport for the message, but
they cannot complete the transport in 0 s because of their speed is finite. So bandwidth
measures the speed by how many bits or bytes of data they can transfer within one
second. Suppose the latency is µ and the bandwidth is B, then sending n messages of
size m from node A to node B needs time

T0 ¼ n l þ m ¼ Bð Þ;

but with message bundling that bundles these n small messages into one large message,
the communication time is reduced to

T1 ¼ l þ nm ¼ B:
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Apparently, when n >> 1 and m close to 0,

T0 [[ T1;

One of the magics of BSP is that the message bundling technique can be applied
very easily to most of the BSP algorithms, and the order-driven data exchange
mechanism allows DEEPC to bundle the messages automatically and dynamically. In
fact, the global synchronization of the BSP super step allows the scheduling of message
bundling, and the order mechanism of DEEPC allows regrouping the messages
according to their destinations and purposes, so that each group of the messages can be
bundled by the underlying runtime implementation before they are transferred.

4.2 Real Time Message Compression

Data exchange requests cause overheads in BSP communication. BSP messages
include request messages and respond messages. Request messages tell the data source
which data location the requester want to get data from or put data to. Respond
messages is sent by the data source nodes, so that the requester will get its wanted data.
Data exchange requests will be transferred as parts of the data in request messages, so it
is important to reduce the volume of these parts.

The order-driven data exchange mechanism in DEEPC allows efficient compres-
sion of data exchange requests, since the requests in DEEPC are described with index
sets, and the region-sequence index sets, the point-tensor index sets, and the region-
tensor index sets, are all highly compressible in comparison with the plain style point-
sequence index sets.

Moreover, since the compression methods of the index sets are connected to their
types, the compression can be completed in real time.

4.3 Semantic Communication Reduction

Since some data exchange orders are issued by the DEEPC server script, and the script
is consistent over all computing nodes, so there are many parts of these orders are
known in advance by both the requester and the data holder. For these parts of the
orders, there is no need to send them in the request messages. Just let all instances of
the DEEPC server parse the server script dynamically, these parts of the orders will be
computed instead of transferred. In this way, communication can be reduced by means
of semantic analysis.

5 Solving the Communication Contention Problem
in DEEPC

5.1 The Network Contention in Pure Message Passing

Pure message passing programs suffer great loss of network performance on manycore
machines. The number of cores per CPU is increasing nowadays, and the pure message
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passing program of parallel computing need to spawn as many processes as the cores it
uses. Suppose that there are P nodes, and C cores on each node. Also support the pure
message passing program needs to perform an all-to-all communication, then the
network device of each node will need to process at least communication transactions,
since each of the C cores in a node need to talk to C cores on each of the other P – 1
nodes. Apparently, as C increases, the network contention measured by N0 will
increased at speed of O(C2).

N0 ¼ P � 1ð ÞC2

5.2 The Solution from DEEPC

DEEPC solves the contention problem above by using a shared-memory-message-
passing hybrid model. The internode communication of DEEPC is handled by its
server, and the DEEPC server has only one instance for each node. In a node, the CPU
cores share their data via shared memory, and all their requests out of this node will be
bundled by the server and processed in batch. So, for the all-to-all communication
example as above, the number of communication transactions processed by the net-
work device of each node can be reduced to

N1 ¼ P� 1:

6 Application of DEEPC to 3D Chromosome Modeling

Three-dimensional chromosome modeling has affected the study of genomes pro-
foundly. In the past, scientists thought that the genomes were of linear structure.
Recently, they found that they are wrong in that assumption with new chromosome
conformation capture (3C)-based technologies, such as Hi-C. These technologies
provide the loci contact frequencies among loci pairs in a genome-wide scale, unveiling
that two far-apart loci can interact in the tested genome. It indicates that the tested
genome forms a nonlinear chromosomal structure. So the scientists look for new
methods to discover the actual structure of the genomes more precisely.

ChromSDE is a deterministic method to find out the 3D structure of the genomes.
Its purpose is to model the 3D chromosomal structure from the 3C-derived data
computationally.

Fig. 2. An example of optimal partition for the data partition in our parallel ChromSDE.
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We used DEEPC to rewrite a sequential ChromSDE MATLAB program into a
parallel MATLAB program. The rewritten program is of the following algorithm:

1. Partition the input chromosome conformation capture data over many instances of
MATLAB clients via global shared arrays and some group-to-point data exchange
orders.

2. Each MATLAB clients compute part of the 3D structure of the genomes.
3. With point-to-point data exchange orders, computing node with ProcID 0 gathers

the output results from all of the computing nodes, and merge the results.

We have studied the partition problem in step 1, and found that simple partition will
cause poor load balance, and the optimal partition is of the form shown in Fig. 2.

In this figure, the chromosomes are sorted by their sizes, and labelled with integer
numbers 0 to 19. The chosen partition put chromosome 0 and chromosome 19 together
in one node, chromosome 1 and chromosome 18 together, chromosome 2 and chro-
mosome 17 together, and so on. In fact, this is because of the relation between the size
of chromosome and the computation time, as illustrated in Table 1. We have therefore
used group-to-point data exchange orders to partition the data via global shared arrays.

In step 3, we found that the pure message passing program suffers severe perfor-
mance loss due to the network contention. As shown in Tables 2 and 3, we compared
our DEEPC implementation of the algorithm with a pure message-passing implemen-
tation, and found that our DEEPC implementation outperforms the competitor signifi-
cantly. The time in these tables are all measured on one node, and with 8 instances of
MATLAB clients. It seems that MATLAB has built-in shared-memory parallel com-
puting ability, and thus an 8 client DEEPC implementation just make the computation a
little faster. However, when in comparison with the pure message passing implemen-
tation, DEEPC is many times faster, due to the network contention reduction in DEEPC.

To further confirm the network contention problem and the efficiency of DEEPC’s
communication optimization, we have test various implementation for parallel matrix
multiplication. The results are shown in Figs. 3, 4, 5, 6. In these figures, “D-Matlab” is
the MATLAB parallel matrix multiplication program implemented with our DEEPC,
“SPMD” is the program implemented with MATLAB SPMD parallel constructs, “D-
Octave” is the Octave parallel program implemented with DEEPC, “Distributed” is the
MATLAB program implemented with MATLAB distributed arrays and operations,

Table 1. Relation between the size of chromosome and the corresponding computation time

Size 776 716 628 612 600 588 560 508 476
Time 313 258 195 177 163 149 132 117 105

Table 2. Performance comparison among different implementations for data of small size

Implementation 3D modeling time

Original MATLAB program 1912 s
Pure message passing 1 node 5927 s
DEEPC 1 node 1803 s
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“Sliced Parfor” is the MATLAB program implemented with MATLAB Parfor state-
ments and sliced variables. The time in these figures are measured in seconds, and all
speedups in these figures are defined by the ratio of SPMD 1-node time to the
implementation’s parallel time. From these figures, we found that D-Matlab (the
DEEPC MATLAB program) outperforms all the other implementations, and although
Octave is of much lower performance than MATLAB, the DEEPC Octave program
scales very well in parallel computing.

Table 3. Performance comparison among different implementations for data of normal size

Implementation 3D modeling time

Original MATLAB program 6132 s
Pure message passing 1 node The program was killed by the cluster job scheduler

after hitting the wall time of 5 h
DEEPC 1 node 5740 s

Fig. 3. Parallel time comparison of 10k � 10k matrix multiplication

Fig. 4. Parallel time comparison of 10k � 10k matrix multiplication
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Fig. 5. Parallel time comparison of 20k � 20k matrix multiplication

Fig. 7. Parallel time of our parallel ChromSDE

Fig. 6. Parallel time comparison of 20k � 20k matrix multiplication
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Figures 7 and 8 show the parallel time and speed up of our DEEPC parallel
program for ChromSDE respectively. From these figures, one can see that DEEPC
gives solid BSP support for scientific computing environments like MATLAB. More
importantly, this is accomplished by modifying 6 lines of the original code and adding
20 lines of new code.

7 Conclusions

It is presented in this paper a unified BSP software support for MATLAB, R, Octave
and Python. Theoretical analysis and experiments have both shown the ease of use and
the high efficiency of DEEPC’s BSP support for scientific computing environments
such as MATLAB, R, Octave and Python. Application of DEEPC to 3D Chromosome
modeling has shown that DEEPC is ready to be used in scientific research.
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Abstract. Searching a given image belongs to which part of an image is a
practical significance topic in computer vision, image and video processing.
Commonly the images are compressed for efficient storage and transfer, while if
we want to search a given image form images, we need to decompress them first
and then process our task. In this paper, we give a quick image searching
method based on F-shift compressed images, which means no decompression
processes are needed. The basic principle lies on the attribute of F-shift trans-
formation (similar to Haar wavelet transformation), where each of the data are
quality-guaranteed. This property ensure we can just search the high frequency
component of a compressed image to reach our goal. Getting benefit from the
fact that no decompression process are needed, the efficiency of our method can
be promoted significantly.

Keywords: Image search � Template matching � F-shift transformation �
Synopsis based query

1 Introduction

Image quick search [1, 2] (also named template matching) is a practical technology and
it is not complicated to determine whether an image is an exact part of a given image
and where is its specific location. The simplest strategy is to search the whole image,
called full search algorithm, nevertheless this kind of search method scans the entire
image at each pixel. Obviously, it requires high complexity and time-consuming
computation. When we want to search an image from a set of compressed images, we
need to get each pixel of the images first and then process a certain strategy. If we can
process the search task on the compressed image and we need not decompress those
data, so the efficiency of the search task can be promoted.
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F-shift transformation [3, 4] is a compression method similar to Haar wavelet
transformation [5]. It can also transform the image into low and high frequency
components, the latter contain the key feature of an image, especially the synopsis, the
essential skeleton of an image (Fig. 1). Based on the fact, we propose a quick image
search method by utilizing the characteristic of F-shift transformation which means we
compare the synopsis instead of the whole images.

The rest of this paper is organized as follows: Sect. 2 introduces the related works;
Sect. 3 describes details of the proposed method; Sect. 4 presents the experimental
results, and the conclusions are given in Sect. 5.

2 Related Work

The existing common image search methods are template matching algorithm based on
gray level, such as mean absolute difference algorithm (MAD) [6, 7], sum of absolute
differences algorithm (SAD) [8–10], mean square error algorithm (MSE) [11], nor-
malized cross correlation algorithm (NCC) [12, 13].

This kind of method is to find a special template from given images by using two-
dimensional sliding window space matching. These algorithms are directly calculated
on the original pixel of the image. The difference between different algorithms is
mainly due to the selection of correlation similarity matching criteria. The general idea
of this kind of algorithm is simple and the matching accuracy is high. Because it
queries on the original data, the amount of computation is very large. But it is sensitive
to noise.

In addition to querying on the original image data directly, another representative
method is feature-based query algorithm. This kind of algorithm need to extract image
features first, and then retrieves the results according to the similarity of color features,
texture features, shape features, time domain features, spatial features and other
features.

Content-based image retrieval (CBIR) [14, 15] is an important research topic in
computer science, and is the most frequently used image retrieval technologies at
present. It retrieves results based on the similarity of certain features, such as color
features, texture features, shape features, time-domain features, spatial features etc.

(a) Original image             (b) Synopsis          (c) 2 Levels Synopsis   (d) Synopsis with Marker  

Fig. 1. Original image and it’s synopsis.
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Since the early 1990s, researchers use the global, local and convolutional features-
based methods to process CBIR tasks, and achieved remarkable results. Since 2003,
image retrieval methods based on local descriptors (such as SIFT descriptors) have
been widely studied for more than ten years due to the excellent performance of SIFT
features in image scale, rotation and intensity invariance.

However, SIFT algorithm relies too much on the gradient value and pyramid layer
number of local region pixels [16]. Small deviation angle and scale may lead to
unsuccessful matching. Moreover, it has high computational complexity and time-
consuming. Recently, the image representation method based on convolutional neural
network (CNN) has attracted more and more attentions [17, 18]. At the same time, this
method also shows amazing performance. However, they need heavy calculations.

Wavelet transform has also entered the research field with the establishment of its
theoretical structure. Its theoretical basis is to divide the signal into different frequency
components, and then study the corresponding scales of each component. Wavelet
transform can decompose the signal into approximate component and detail compo-
nent. The approximate component is usually the low-frequency part of the signal. It is
easy to think that the color information in the image is the low-frequency information,
while the high-frequency component of the signal corresponds to the detail component,
that is, the texture information such as transition and edge in the image.

The Haar wavelet transformation is actually decomposed by computing the average
(low-frequency component) and the difference (high-frequency component) of adjacent
original data. Then repeat the same operation for the low- frequency component until
there is only one average in low-frequency component. F-shift transformation does not
directly transform the data itself. Instead, it turns the data into a data range. By
transforming the data range, the corresponding low-frequency component and high-
frequency component can be obtained. Similarly, low- frequency component is also
composed of data ranges. This may take us obvious advantage because F-shift algo-
rithm can not only decompose original data into multi-scale information, but also
compress data. At the same time, after reconstructing data, the error of each data point
is within a limited range. So F-shift algorithm is quality-guaranteed. Based on this fact,
the accuracy of data query can be guaranteed in later quick search.
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In Fig. 2, we present an error tree of F-shift transformation. This error tree is similar
to Haar wavelet error tree. Here we replace the Haar wavelet coefficient c with our shift
coefficient s. We give four original data and set the error bound D to any value, such as
3 in this example. Generally, after the Haar wavelet transform, the wavelet coefficients
are still four values. If the adjacent data are very different, the four coefficients are
generally non-zero values. For example, for the original data shown in Fig. 2, we can
get a set of four Haar wavelet coefficients c0 ¼ 9:25; c1 ¼ 1:75; c2 ¼ 4; c3 ¼ �2:5 after
Haar wavelet transform. While after the F-shift transform, we can get a wavelet syn-
opsis s0 ¼ 8; s2 ¼ 4, which is a streamlining data sets after the removal of non-zero
shift coefficients. The calculation steps of the transformation are as follows.

We should first relax each data di to a data range di; �di½ � with the given error bound
D, where di ¼ di � D; �di ¼ di þD. Then we need to calculate the corresponding low-
frequency components and high-frequency components for each level step by step.

(1) Judge whether there is a common interval between two adjacent data ranges.
(2) Compute the detail coefficient s (high-frequency component):

If there is no common interval between two adjacent data ranges, the detail
coefficient can be derived by:

s ¼ ðdi þ �diÞ � ðdj þ �djÞ
4

ð1Þ

Otherwise if two data ranges are intersecting, s ¼ 0.
From this step, we see some coefficients will be zero, thus the data number is
smaller than original data. So the data size is compressed. We should mention that
the coefficients are the synopsis of the image.

(3) Compute the data range d; �d½ � of the approximation coefficient (low-frequency
component):

d ¼ max di � s; dj þ s
n o

�d ¼ min �di � s; �dj þ s
� �

(
ð2Þ

(4) The above procedure is called one-step F-shift transformation. Such as Fig. 2,
after applying one-step F-shift transformation on original data, we compute the
one-dimensional wavelet transformation as {[8, 14], [7, 8], [4, 0]}. Repeatedly do
the one-step F-shift transformation for the computed low frequency component
until there is only one data range in low frequency component. Finally, the mean
of the data range is chosen as the last approximation coefficient.

The original data can be reconstructed through these decomposition coefficients.
The reconstructed data:

d̂ Sð Þ
i ¼

X
sj2 path dið Þ dijsj ð3Þ

Where dij ¼ þ 1 if di belongs to the left subtree of sj, and dij ¼ �1 if di belongs to the
right subtree of sj. pathðdjÞ is the set of nodes that lie on the path from the root node to
di (excluding di).
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In this paper, a two-dimension F-shift (TDFS) method for image compression is
proposed by using the 2D-DWT method for reference. During TDFS, the redundant
information in high-frequency components by setting proper errors can be removed.
Thus image compression can be achieved. Specifically, TDFS used one-step F-shift
transformation alternately in each dimension. When we want to compress an image, we
can process the following steps shown in Fig. 3: Apply one-step F-shift transformation
on each row of the image repeatedly. After those one-step F-shift transformation, the
low frequency component and high frequency component by column can be obtained.
Then we apply the one-step F-shift transformation on the low frequency component
recursively, until we have only one data range in the low frequency component. As
shown in Fig. 2, For an image of size of n� n, we need to perform log2 n level row
transformation and column transformation to realize TDFS. The calculation process of
TDFS and the storage mode of each coefficient of the synopsis are shown in Fig. 4.
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Fig. 3. General steps of TDFS
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3 Proposed Method

3.1 Basic Strategy

As we mentioned before, we try to search the template image by comparing the
synopsis. More concretely, to compare two images, our strategy is to compare the sum
of the coefficient values of each rows and columns in the synopsis.

The first reason we choose the strategy is its efficiency. Because it only takes
addition and subduction. Figure 5(a) shows the sum of coefficient values of each row
and column of an image, while Fig. 5(b) shows another image. The sum of coefficient
values of rows and columns are equal, but the two images coefficient are different. We
can analyze this phenomenon from another angle. There are thousands of pixels in a
picture, once a coefficient values in Fig. 5(a) is changed, at least other 3 coefficients
value need to be changed to keep the sums unchanged. That is to say, it is a small
probability event for two different images have all the sum of the pixel values of rows
and columns. So, we take this advantage to a match with great probability, while this
strategy only takes addition and subduction.

The second reason is: TDFS method transform an image to high frequency part and
low frequency component, the former is the skeleton of an image and the later shows
the detail information. Due to the skeleton of an image can largely determine what a
graph is, so it is reasonable to practice image searching task with high frequency
component.

The last and most important one is: TDFS compression is max-error bound, which
mean the error of each data point can be controlled and guaranteed. For thousands of
pixels in an image, some data point in the error range are larger than the original, and
some are smaller, and they can be counterbalanced each other. Without proof, we
affirm that the sum of coefficients of rows/columns will not produce great accumulate
errors.

3.2 Scheme Detail

To begin with our explanations, we assume the search image is M with size of 2M � 2M

and the template image is S with size of 2S � 2S. (M> S). SM and SS is the synopsis by
using TDFS of M and S.

(a) Sum of rows and columns     (b) Similar Sum of rows and columns  

Fig. 5. Basic explanation of our strategy.
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Step 1: We use the level l’s synopsis of M and S to start our search task (l > 1).
Suppose the level l’s synopsis is SlM and SlS.
Step 2: Firstly, we sum the data for each row and each column for SlS separately. It
is easy to know that the size of SlS is (2S�l � 2S�l).
Step 3: We make the sliding window size equal to the size of SlS. From the first
sliding window of SlM , we sum each rows of SlM and compare whether it is similar to
that of S. If the answer is true, we compare the next row. If all of the rows are
similar, we compare the columns.
Step 4: If one of the rows or columns are not similar, we move the sliding window
to the next location. The stride is 1� 1.
Step 5: If all of the rows and columns are similar and l = 1, we can make a decision
that S can be found in M, else if l > 1, we locate the start position in level l-1 and
make a further judgment.

The similarity measure for each sliding window can be expressed as:

SlMRi � SlSRi

�� ��� d
SlMCj � SlSCj

�� ��� d

�
ð4Þ

Where, SlMRi and SlSRi represent the sum of each row for each sliding window in SlM
and SlS. S

l
MCi and SlSCi represent the sum of each column for each sliding window in SlM

and SlS. i and j stand for the number of row and column.

4 Experimental Results and Analysis

We process our test as follows: First, we test whether our scheme can find the template
image properly, and then analysis the effect of threshold on searching results.

We compress the images with different error bound, and search the template image
with an initial threshold to determine whether it can be found or not. In this test, the
template image is a part of the given images, so it can be found indeed. If the search
work fault to get a matched block, we increase the threshold until it can be found.

(a) Image A                    (b) Image B                   (c) Image C    

Fig. 6. Test image
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Before process our scheme to find the template image marked by box in Fig. 6, we
firstly adopt TDFS to compress the test image (512 � 512) and template image
(64 � 64). Table 1 gives the number of non-zero synopsis data of the images when
process compression with different error bound. We summarize the search result in
Tables 2, 3, 4 and 5.

From Table 2, we see that when error bound is set to 0 (a lossless compression) and
the threshold set to 1, there is only 1 match block. It means our basic strategy is
feasible. In other words, there is a small probability to find a collision matching block.
As the error bound increases to 5 slightly, no collision occurs. But when the error
bound raise to 10, collision occurs.

This phenomenon raises a question that which threshold is feasible. To answer the
question, we take focus on one image, and test the threshold when the compress error
bound is given. The test result is summarized in Tables 3, 4 and 5.

Table 1. Number of non-zero synopsis data under different error-bound.

Error bound 0 1 2 3 5 10

Image A 202006 172217 158654 143813 118189 71456
Image B 234375 216551 205800 195552 177082 139957
Image C 256413 228049 204576 184929 153242 102302

Table 2. Search result under difference error bound.

Error bound 0 1 2 3 5 10

Image A T: 1
M: 1

T: 16
M: 1

T: 16
M: 1

T: 56
M: 1

T: 96
M: 1

T: 128
M: 1

Image B T: 1
M: 1

T: 16
M: 1

T: 16
M: 1

T: 24
M: 1

T: 48
M: 1

T: 136
M: 1

Image C T: 1
M: 1

T: 16
M: 1

T: 32
M: 1

T: 64
M: 1

T: 112
M: 2

T: 144
M: 3

Note: T-Threshold, M-Matched Block Number

Table 3. Search result under the Image A

Error bound 0 1 2 3 5 10

Image A T: 1
M: 1

T: 16
M: 1

T: 16
M: 1

T: 56
M: 1

T: 96
M: 1

T: 128
M: 1

T: 8
M: 1

T: 24
M: 1

T: 24
M: 1

T: 64
M: 1

T: 104
M: 1

T: 136
M: 2

T: 16
M: 1

T: 32
M: 1

T: 32
M: 1

T: 72
M: 1

T: 112
M: 1

T: 142
M: 3

Note: T-Threshold, M-Matched Block Number
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We can see that, for a texture-responsible image with many similar regions, the
probability of collision is high when the threshold is large. Nevertheless, the result is
acceptable, especially for image C. We can see that the matched block in Fig. 7(a) are
very similar to those in Fig. 6(c). A noteworthy phenomenon is that for Image A, the
matched block in Fig. 7(c) is like mirror image to template image in Fig. 6(a). That
means a further rule is required to be added.

Table 4. Search result under the Image B

Error bound 0 1 2 3 5 10

Image B T: 1
M: 1

T: 16
M: 1

T: 16
M: 1

T: 24
M: 1

T: 48
M: 1

T: 80
M: 1

T: 8
M: 1

T: 24
M: 1

T: 24
M: 1

T: 32
M: 1

T: 56
M: 1

T: 88
M: 1

T: 16
M: 1

T: 32
M: 1

T: 32
M: 1

T: 40
M: 1

T: 64
M: 1

T: 96
M: 1

Note: T-Threshold, M-Matched Block Number

Table 5. Search result under the Image C

Error bound 0 1 2 3 5 10

Image C T: 1
M: 1

T: 16
M: 1

T: 32
M: 1

T: 64
M: 1

T: 112
M: 2

T: 128
M: 3

T: 8
M: 1

T: 24
M: 1

T: 40
M: 1

T: 72
M: 1

T: 120
M: 29

T: 136
M: 6

T: 16
M: 1

T: 32
M: 1

T: 48
M: 1

T: 80
M: many

T: 128
M: 1

T: 144
M: 24

Note: T-Threshold, M-Matched Block Number

(a) Image C                     (b) Image C                  (c) Image A

Fig. 7. Collisions (error bound = 10, threshold = 144)
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5 Conclusion

In this study, we propose an efficient image search scheme, compared with the tradi-
tional schemes, our scheme processes on the compressed images, and deal with less
data. Due to utilize the property of F-Shift, our strategy is low computational com-
plexity, only calculate the sum of a row or column to determine whether the template
image exists or not with large probability, so this strategy can be applied as a pre-
judgment condition. That means although collisions occur in our actual tests, they can
be improved by adding discriminant rules. Another question should be studied is to
choose an optimal initial threshold based on the error bound and some properties of the
images to be searched.
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Abstract. In relational databases, functional dependencies discovery is a very
important database analysis technology, which has a wide range of applications
in knowledge discovery, database semantic analysis, data quality assessment
and database design. The existing functional dependencies discovery algorithms
are mainly designed for centralized data, which are usually only applicable when
the data size is small. With the rapid development of the database scale of the
times, the distributed environment function dependence discovery has more and
more important practical significance. A functional dependencies discovery
algorithm for big data in distributed environment is proposed. The basic idea is
to first perform functional dependencies discovery on the sampled data set, and
then globally verify the functional dependencies that may be globally estab-
lished, so that all functional dependencies can be discovered. Parallel computing
can be used to improve discovery efficiency while ensuring correctness.

Keywords: Functional dependency � Parallel computing � Knowledge
discovery

1 Functional Dependency

Functional dependency can be thought of as integrity constraints defined on relation-
ships. Assuming that R is a relational model, Attrs(R) = {A1, A2, …, Am} is the set of
attributes on relational schema R, and L is the subset on the full set of attributes Attrs(R).
Dom(A) is the domain of attribute A. D is an instance of the relational schema R and is
also a collection of tuples. For any tuple in D, it must belong to Dom(A1) �
Dom(A2) � … � Dom(Am).t is a tuple in instance D, and t[A] represents the value of
tuple t in attribute A. t[L] represents the projection of a set of attributes L on tuple t.

Function Dependency: A function dependency (FD) is an expression of the form
X ! Y defined on the relationship R, where X, Y are the set of attributes on Attrs(R).
The function depends on X ! Y on the relationship R, if and only if: any pair of tuples
of instance D, if they have the same X attribute value, they must have the same
Y attribute value. In the function dependency X ! Y, X determines Y. Besides, We call
X the left hand side (lhs) of the FD, and A right hand side (rhs).
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A functional dependency X ! A is minimal if no subset of X determines A, and it is
non-trivial if A 62 X. To discover all functional dependencies in a database, it suffices to
discover all minimal, non-trivial FDs, because all lhs-subsets are non-dependencies and
all lhs-supersets are dependencies by logical inference.

X, Y, and Z are both subsets of attributes of Attrs(R).

Lemma 1. If the candidate function depends on X ! A does not hold, then
Y ! A does not hold, where Y�X.

Lemma 2. If the candidate function depends on X ! A, then Y ! A must be estab-
lished, where X�Y .

For a relational pattern r, and instance D on r, a subset D0 of D. Due to the function
dependency D0-FD found on D0, and the function dependency D-FD found on D, there
are two relations as follows:

(1) Completeness: FD that does not hold on r0 must not hold on r;
(2) Minimal: It is the smallest function dependency on r0, and must also be the

minimum function dependency on r.

2 Related Work

The existing function dependency discover rely on stand-alone algorithms can be
divided into three categories according to the different discovery methods, which will
be briefly introduced below.

The algorithms TANE [3], FUN [4], FD_MINE [5], and DFD [6] explicitly model
the search space as a power set of attribute combinations to traverse it. TANE, FUN,
and FD_Mine use a hierarchical intelligent bottom-up traversal strategy based on the a
priori candidate generation principle, and DFD implements deep random walks.
Although the traversal strategy is different, all four algorithms continuously generate
new FD candidates and validate them separately using stripped partitions. In order to
prune the search space, the algorithm derives the validity of the unchecked candidates
from the already discovered FD and non-FD. Pruning rules typically take advantage of
FD’s minimization criteria and there is a large overlap between the four methods: all
algorithms in this class use and extend TANE’s pruning rules.

The Dep-Miner [15] and FastFD [7] algorithms are built on so-called difference sets
and consent sets to find all the smallest functional dependencies. Instead of checking
FD candidates one by one, the two algorithms search for a set of attributes that are
consistent in the median values of certain tuple pairs. Therefore, the search space is
primarily defined by the cross product of all tuples. Once the consent set is calculated,
both algorithms can derive all valid FDs from it: Dep-Miner first maximizes and
supplements the consent set to infer FD; FastFD first supplements the consent set as a
difference set and then makes these differences The set is maximized to infer the FD.
For FD reasoning, Dep-Miner searches for the difference set in the horizontal direction,
and FastFDs converts them into a deep traversed search tree.

The existing functional dependency discovery algorithm is mainly for small-scale,
centralized distribution database, and is not suitable for distributed environments and
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big data. In a distributed environment, data is distributed among different nodes, and
nodes are connected through a network. Since each node contains only part of the data,
the function dependency obtained by executing the traditional function dependency
discovery algorithm on a single node only satisfies the local data, and does not nec-
essarily satisfy the overall data. As shown in the Fig. 1, A ! B holds in both separated
data set, but doesn’t hold in the overall data set.

In the distributed functional dependency discovery algorithm, the literature FDcent_
discover, a distributed database function dependency mining framework is given.
Firstly, function dependency discovery is performed in each node, and then the
candidate function dependency set is pruned according to the found result. Finally,
each will be pruned. The data of the node is concentrated to a central node, and the
function dependency mining algorithm in the centralized environment is executed at the
central node.

FDPar_discover [13]first performs function dependency discovery using local data in
parallel at each node, pruning the candidate functional dependency set based on the results
of the above findings, and then further utilizing the features of the left part of the function
dependency to group the functional dependencies candidate sets. The distributed envi-
ronment discovery algorithm is executed in parallel for each set of candidate functions,
and finally all function dependencies are obtained. However, the algorithm still needs to
migrate the data ensemble multiple times, so the efficiency is low.

3 Sampling Verification

3.1 Theoretical Basis

In a distributed environment, since the data is distributed in dependence on any
function u, it is necessary to distribute u to each node and then verify it in parallel, and
finally the return function depends on the verification result. This process requires
considerable communication costs and additional costs associated with the distributed
framework operating mechanism. For a function dependency u in which the verifi-
cation result is not valid and conflicts, if it can be sampled and verified on one master
node, it can save the cost of distributed verification, thereby improving the effective-
ness of the algorithm.

Fig. 1. Distributed data set example
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For a function dependency u, define: if t1[X] = t2[X], t1[Y] 6¼ t2[Y], that is, the tuple
(t1, t2) is a conflicting tuple.

In a relational model R, the dependency u, the lhs of the dependency X, the total
number of tuples in the instance D, denoting |D| as S, PX = k, that is, there are
k attribute values under the attribute X in the instance D, assuming:

Ei ¼ BjB2PX [ Y ;Ai 2PX ;B�Aif g; 1� i� k; and ei ¼ Eij j;

Extracting s tuples on the data set that do not conflict, is equivalent to extracting on
each attribute without conflict. Therefore, in the case of total extraction of s tuples, the
possibility of not having a conflicting tuple is:

P u; sð Þ ¼
X

l1 � e1;...;lk � ek ;
P

l¼s

Qk

i¼1
pðu; i; liÞCli

ei

Cs
S

ð1Þ

Figure 2 shows the probability that the sampling verification is unsuccessful in the
case where there are 2%, 20%, and 100% tuples in the data of 1000 tuples.

It can be seen that the probability of unsuccessful sampling verification decreases
rapidly in most cases with the increase of sampling items, and thus the sampling
method can quickly eliminate the unreliable function dependence.

3.2 Sampling Framework

According to this principle, this paper proposes the sfd algorithm, firstly extracts the
sample from the data set of the function dependency to be mined to the master node for
sampling data set, and then uses the existing function dependency discovery algorithm
to mine on the sampled data set r0. Then, the function dependencies in which the
verification result is performed are further verified on the data set r.

Fig. 2. Probability of failing to find a conflicting pair
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Figure 3 shows the flow chart of the sfd algorithm proposed in this paper. This
article will introduce the various components and the flow of control between them.

(1) Candidate FD Generator. Candidate FD generator stores the verified function
dependencies, and continuously generates FD candidates to be verified according
to the verified function dependencies, and these FD candidates are first performed
on the sampled data set D0. Verification, if the verification on D0 is not established,
the dependency relationship can be obtained directly, and the function depen-
dency verified as valid is verified on the data set D to obtain the verification result.

(2) Local Validator. Local validator is responsible for verifying the received FD
candidate. If the verification is not established, the non-establishment information
is directly sent to the candidate FD generator. If it is established, the FD candidate
is sent to the global validator for further verification.

(3) Global Validator. Global validator is responsible for verifying the FD candidate
established on D0. If the verification is established, it is sent to the candidate FD
generator. If not, the information that is not established is sent to the candidate FD
generator. The tuples that conflicted under the FD are sampled and sent to the
local validator to augment the sampled data set.

4 Local Verification

4.1 Candidate Generation

Under the framework of the algorithm, in theory, whether it is a row-efficient function-
dependent discovery algorithm or a column-efficient function-dependent discovery
algorithm, as long as it can continuously generate candidate function dependencies that
is local verified and then send it to the global validator, the functional dependency
discovery algorithm can be used. It comes to generate function dependencies. In the
algorithm flow, the number of rows of the sampled data set is expanded with the
addition of new conflicting tuple pairs, so that the row efficient algorithm to generate
candidate function dependencies is more suitable.

Fig. 3. Sampling verification framework
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In this paper, local validator starts the search from singleton sets of attributes and
works its way to larger attribute sets through the set containment lattice level by level.
When the algorithm is processing a attribute set X, it tests dependencies of the form
Xn Af g ! A, where A 2 X. This guarantees that only non-trivial dependencies are
considered. The small-to-large direction of the algorithm can be used to guarantee that
only minimal dependencies are output.

As shown in the Fig. 4, the relationship r contains four attributes, namely A, B, C,
and D. When searching, starting from the first layer, the search function first depends on
the number of attributes on lhs is 0, there are 4 candidate FDs, Ø ! A, Ø ! B, Ø ! C,
Ø ! D, then the second layer, the number of attributes on the lhs is 1, A ! B, A ! C,
A ! D, B ! A, B ! C, B ! D, C ! A, C ! B, C ! D, D ! A, D ! B, D ! C,
then the third layer: AB ! C, AB ! D, AC ! D, AC ! D, AD ! B, AD ! C,
BC ! A, BC ! D, BD ! A, BD ! C, CD ! A, CD ! B, and last the forth layer,
ABC ! D, ABD ! C, ACD ! B, BCD ! A, all the non-trivial function dependencies
have been searched.

Procedure sFD
Input database D=(D1,D2,...,Dn),set of attributes R
Output Minimal non-trivial functional dependencies set Φ

1. Φ←Ø
2. for X R do
3. candidate_FDs.add(Ø→X)
4. while candidate_FDs≠Ø do
5. nonFDs←new list
6. for cfd candidate_FDs do
7. if local_validate(cfd) and global_validate(cfd) then
8. Φ.add(cfd)
9. else
10. nonFDs.add(cfd)
11. candidate_FDs←candidate_FD_generation(nonFDs)
12. return Φ

Fig. 4. Search space of functional dependency
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According to Lemma 2, when performing a candidate function dependency search,
X ! Y is required for a function. If the subset Z of X already has Z ! Y, the function
dependency of the function does not need to be verified. Therefore, a function that may
not be established depends on X ! Y, and its function depends on any subset Z of lhs
X, and Z ! Y does not hold. According to this property, the candidate function relies
on the function dependency that is not established by the previous layer verification and
is generated by Fk−1 � Fk−1. The specific implementation is as follows: two identical
lexicographically arranged sequence tables U1 and U2, each of which contains a
function dependency of the function dependency in the k − 1 layer that is not valid,
depends on the lhs, and then U2 The element X2 in the case, if the condition is satisfied,
is combined with the element X1 in U1 to generate a new candidate functional
dependency on lhs X3, which is the same as X1 and X2 before the k − 2 term, and X2 is
in dictionary The order is after X1. Then, the newly generated function is dependent on
lhs X3, and it is verified whether the subset of lhs whose base is k − 1 is in U1. If both
are in U1, the function depends on lhs X3 is a valid candidate function dependency.

Take Fig. 5 as an example, in the third layer, there are 4 left ends of the function
dependencies, which are {A, B, C}, {A, B, D}, {B, C, D}, {B, C, E}, satisfying the
merged pair of conditions has two pairs {A, B, C} and {A, B, D} and {B, C, D} and {B,
C, E}, and the candidate function depends on lhs {A, B, C, D} and {B, C, D, E},
however the subset {B, C, D, E} {B, D, E} is not in lhs of the third layer where the
function dependency does not hold, so cut go with. The final 4-layer candidate function
relies on lhs with only {A, B, C, D} left.

With the Fk−1 � Fk−1 algorithm, the next layer of candidate function dependencies
can be quickly generated even when the number of attributes is large.

Fig. 5. Fk−1 � Fk−1 generating candidates
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Procedure candidate_FD_generation
Input FDs of the k-1th layer that don’t hold (nonFDs)
Output Candidate FD of the k-th layer (candidate_FDs)

1. for nonFd nonFDs do
2. nonFDs(nonFd.rhs).add(nonFd.lhs)
3. for A R do
4. for nonFdLhs1 nonFDs(A) do
5. for nonFdLhs2 nonFDs(A) do
6. If( nonFdLhs1<nonFdLhs2 )and
7. (same_first_k-2_attrs(nonFdLhs1,nonFdLhs2)) then
8. flag←true
9. for B nonFdLhs1 do
10. if nonFdLhs-B nonFDs then
11. flag←false
12. break
13. if flag=true then
14. clhs=nonFdLhs1 nonFdLhs2
15. candidate_FDs.add(clhs→A)
16. return candidate_FDs

4.2 Local Verification

When performing local verification of candidate function dependencies, the existing
stand-alone function dependency verification method can be used for verification, and
an appropriate verification method can be selected according to the characteristics of
the data set.

The implementation algorithm of the local verification part of this paper uses the
TANE algorithm.

5 Global Verification

Since in the distributed environment the dataset is distributed in different nodes in the
cluster, if the function is only verified by each node using the function dependency
method of a single machine, the conflicting tuple pairs will be located at different nodes
and the function dependencies will not be established. The misjudgment is established,
so this paper proposes a method of aggregation verification to globally verify candidate
function dependencies.

It depends on u for a function that has been verified by sampling. Each node
processes the tuple into the intermediate data of the k-v pair format. The specific
operation is to concatenate the attribute values corresponding to the attributes included
in the LHS into a string as a key, and the corresponding tuple as a value to construct a
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k-v pair; The aggregation operation is performed on each partition, and the k-v pairs of
the same key are compared. If the attribute values of the RHS are the same, it means
that the two pairs of tuples do not conflict, and only one of them is retained, if the
attribute value of the RHS is the same. Otherwise, it means that the two pairs of tuples
conflict, the function dependency can be known through this pair of tuple pairs, while
retaining two pairs of tuples. The remaining intermediate data is then sent to the
primary node for verification on the primary node.

For example, as shown in Fig. 6, a dataset is distributed in two partitions, trying to
verify if the second attribute can determine third attribute. The first step is to perform
conflict checking on each partition first. If the result is no conflict, the intermediate data
is sent to the primary node, and then again on the primary node. The test was performed
and the conflicting tuple pair was found as shown.

The pseudo code that generates intermediate data for each node of the algorithm is
as follows:

Procedure partition_validator
Input database Di on the i-th partition, FD to be verified φ
Output Intermediate database Mi

1. Mi←new hashMap
2. for t Di do
3. lhs←””
4. for A X do
5. lhs←lhs+t[A]
6. if Mi.containsKey(lhs) then
7. ifMi.get(lhs).length<2 then
8. if Mi.get(lhs).get(0)≠t[Y] then
9. Mi.get(lhs).add(t)
10. else
11. conflict_pairs←new list
12. conflict_pairs.add(t)
13. Mi.set(lhs,conflict_pairs)

Fig. 6. Global verification example
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After this operation, all tuple pairs with the same X attribute value under each node
are deduplicated to at most 2 and then communicated, which greatly saves commu-
nication expenses.

The procedure of master node for function dependency verification based on the
intermediate data is as follow:

Procedure global_validator
Input Intermediate database Mi

Output Conflicting pair C
1. for (lhs,t) Mi.pairs() do
2. k=μ(lhs)+1
3. ),( tlhsHH i

k
i
k

4. for k [1,n] do
5. Send Hki to node k
6. for k [1,n] do
7. i

k
ii HHH

8. for (lhs,t) Hi do
9. if MCi.containsKey(lhs) do
10. if MCi.get(lhs).length<2 do
11. ifMCi.get(lhs).get(0)≠t[Y] do
12. MCi.get(lhs).add(t)
13. else
14. conflict_pairs←new list
15. conflict_pairs.add(t)
16. MCi.set(lhs,conflict_pairs)
17. C←Ø
18. for i [1,n] do
19. for cp MCi.values() do
20. if cp.length>1 then
21. C.add(cp)
22. if C.length>threshold then
23. break
24. return C

6 Performance

6.1 Experiment Setup

• Experiment Setup
In this paper, a cluster consisting of 14 servers connected via LAN is used. Each
machine is equipped with an Intel Xeon(R) E5-2650 v2 processor with a core
frequency of 2.60 Hz and 8 GB and 125 GB of memory. The operating system is
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Ubuntu 10.4. All algorithms are implemented by Python; the algorithm running
platform is the distributed system architecture Hadoop platform and the standalone
mode Spark platform.

• Experiment Database
This article uses the data set used for the United States Department of Trans-
portation (Web) to provide time-based (1987.01-2016.12) statistics (airlineon-
timestatistics), which is simply referred to as BOTS, contains flight details. BOTS
has 109 attributes such as flight number (AirlineID), departure airport number
(OriginAirportID) and departure city name (OriginCityName). The data set is
68 GB in size and contains approximately 160 million tuples.

6.2 Experiment Result

• Row Scalability
In order to evaluate the scalability of the algorithm under different data scales, the
paper increases the data size |D| from 1000 tuples to 64,000 tuples based on the data
set BOTS and ncvoter algorithm. Test the response time.

Fig. 7. Row scalability on ncvoter (a) and bots (b)

Functional Dependency Discovery on Distributed Database 473



Figure 7 shows the time consumption of the algorithm tane, DFD and FDEP and
the PDP of this paper at different data sizes. It can be seen from the Fig that the
response time of the three algorithms increases with the increase of the data size.
The increase of the data size directly affects the time consumption of the functional
dependency discovery, so the data size is positively correlated with the algorithm
response time. Overall, PDP uses a distributed framework, the basic time con-
sumption is far superior to other function-dependent discovery methods, but at the
same time, because PDP can perform parallel function dependency verification, it
has better row scalability.

• Node Scalability
In order to evaluate the scalability of the algorithm under different node numbers, in
the case of fixed data set, the number of nodes is increased from 1 to 9, and the
execution time of the algorithm is tested based on the data set BOTS. Experiments
were carried out using 20M, 15M, and 10M data sets respectively. It can be seen
from the Fig that the time required to mine all the functions depends on the number
of nodes increasing rapidly, and then tends to be stable, exceeding a certain number
of nodes. It will rise instead.

As shown in the Fig. 8, when the number of nodes is small, each node carries a
large number of tuples, and processing them and then sending them is the main part of
time consumption. When the number of nodes reaches a certain number, the tuples
carried by each node are rapidly reduced, and the operation time is also reduced. The
corresponding rapid reduction. The time that the function relies on the search portion of
the required lattice remains the same, becoming the main part of the time consumption,
so that the overall time consumption tends to be constant.

Fig. 8. Node scalability on BOTS

474 C. Gu and J. Cao



7 Conclusion

When the number of nodes is small, each node carries a large number of tuples, and
processing them and then sending them is the main part of time consumption. When the
number of nodes reaches a certain number, the tuples carried by each node are rapidly
reduced, and the operation time is also reduced. The corresponding rapid reduction.
The time that the function relies on the search portion of the required lattice remains the
same, becoming the main part of the time consumption, so that the overall time con-
sumption tends to be constant.
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Abstract. Credit rating has long been a topic of interest in academic research.
There are lots of studies about credit rating methods for large and listed com-
panies. However, due to the lack of financial data and information asymmetry,
developing credit ratings for small and medium-sized enterprises (SMEs) is
difficult. To alleviate this problem, this paper adopts a novel approach, using
SMEs’ cash flow data to make bankruptcy predictions and improve the accuracy
of bankruptcy prediction for SMEs through feature extraction of cash flow data.
We validate the prediction performance after adding features extracted from
cash flow data on six supervised learning algorithms. The results show that
using cash flow data can improve the performance of bankruptcy prediction for
SMEs.

Keywords: Bankruptcy prediction � SMEs � Cash flow data

1 Introduction

Small and medium enterprises (SMEs) are an important part of the economy [1]. In
China, as of the end of 2017, SMEs (including individual businesses) accounted for
more than 90% of all market entities, 80% of the country’s employment, 70% of the
invention patents registered, 60% of the GDP, and 50% of taxes collected [29].
Nevertheless, SMEs still face difficulties in accessing financing and face high financing
costs [1]. For large companies and listed companies, their financial statements, stock
prices, and other information are comprehensive and easy to obtain. Information is
transparent, and financial institutions such as banks can evaluate the creditworthiness of
these companies using their financial data (known as financial statement lending) [2,
24]. By contrast, the lack of financial reporting data of SMEs and the difficulty for
banks to obtain their financial statements mean their financial information is opaque,
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thus hindering credit. The market value of SMEs’ fixed assets is also not easy to assess.
If mortgages are used to finance SMEs, banks bear the risk of uncertainty regarding the
price of collateral assets [1].

For these reasons, banks cannot finance SMEs through financial statement lending,
and thus employ the relational lending approach instead. This involves the bank staff
conducting an on-the-spot investigation of SMEs’ factories to determine the actual
scale of the enterprise, wages, electricity costs, and other information. Simultaneously,
the bank establishes an interpersonal network to obtain related soft information (non-
financial data), such as the personal characteristics of enterprise executives, which can
provide a reference for its loan decision making [28]. However, obtaining this infor-
mation takes a long time and involves labor costs, which is one factor leading to the
comparatively high cost of financing for SMEs.

This paper investigates how the problem of information opacity regarding SMEs’
financial situation can be overcome, so that banks can estimate their credit risk more
accurately. This would facilitate the bank’s loan decision making [20], which is key to
alleviate the difficulty in accessing funding and high cost of financing for SMEs.

In the enterprise credit rating literature, bankruptcy forecasting is an important
component. Bankruptcy prediction is conducted through feature extraction for business
operations information (such as financial reports, market information, executive
information.) and employing statistical methods or machine learning methods. Banks
use bankruptcy predictions to understand business operations and future bankruptcy
risks, and thus decide whether to lend to an enterprise. For already-financed enterprises,
bankruptcy prediction can help banks take preventive measures in advance and reduce
financial losses1.

Several studies have investigated bankruptcy predictions, focusing on bankruptcy
forecasts for listed companies [3, 32]. By using companies’ annual financial reports [5,
6], stock prices [4, 7, 8], and other hard information (financial data) to extract features,
banks can employ the Z-score [5], distance to default [9], logistic regression [4, 6–8],
and supervised learning algorithms such as support vector machine [10] to make
bankruptcy predictions. Besides, other default prediction methods [30, 31] are also
used to evaluate the bankruptcy risk.

However, SMEs have their own unique characteristics, and their credit risk is
higher than that of large and listed companies. Therefore, if the bankruptcy prediction
models for large enterprises (based on hard information such as financial reports) is
applied to SMEs without modification, the prediction result is not accurate [11]. Thus,
for SMEs, we need to extract the corresponding features and set up separate prediction
models. For feature extraction, most scholars extract information on financial ratios and
non-financial characteristics by combining hard information and soft information. The
latter mainly includes market information [12], the company’s geographic location
[13], corporate governance factors [14, 15], and shareholder (senior manager) rela-
tionships [16]. Most studies use supervised machine learning algorithms to evaluate the
financial risk [26] and credit risk of SMEs, such as logistic regression [12, 14], support

1 After discussing with the staff of Shandong City Commercial Bank Alliance Co., Ltd., we conclude
that bankruptcy prediction plays an important role in bank lending decisions and credit risk warnings.
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vector machine [16], and ensemble models [17]. Some studies also use ordinary
Kriging algorithm [13] and genetic algorithm [18].

In contrast to the previous research, this paper uses SMEs’ cash flow data for
bankruptcy prediction. By extracting features about the basic business information,
senior managers (shareholders), and cash flow data, this paper uses a supervised
learning algorithm for bankruptcy prediction. We use cash flow data to predict the
bankruptcy of SMEs for two reasons: first, the authenticity of financial report data of
SMEs cannot be guaranteed [15]; thus, only financial data cannot reflect the credit-
worthiness of SMEs. Second, the operational information reflected in the financial
reports of SMEs is only available post-hoc, which cannot reflect the specific opera-
tional situation of enterprises at the current stage. Unlike the financial report data, the
company’s cash flow data capture real-time information including on transactions and
salary/wage details [21]. For banks, the company’s cash flow data are easy to obtain,
reliable, and timely. These characteristics enable banks to make predictions about SME
bankruptcy through cash flow data, make lending and investment decisions [25], and
issue daily risk warnings.

To the best of our knowledge, no other paper has utilized cash flow data in the
prediction of SME bankruptcy. This is the first paper to develop a means of bankruptcy
prediction through feature extraction of enterprise cash flow data. For banks, this
method can effectively help prevent the occurrence of data fraud and information lag,
which result from relying solely on financial reports for forecasting. Because the cash
flow data are generated in real time, our model can forecast the bankruptcy based on the
latest daily cash data, thus enabling daily early warnings of SME bankruptcy. By
contrast, if bankruptcy forecasts utilize only financial report data, the most recent
business information of an SME cannot be considered, and bankruptcy forecast results
are made based on last year’s financial report information.

The rest of the paper is organized as follows: Sect. 2 lists the basic process of our
model development, including data pre-processing, feature extraction, training set and
testing set split. Section 3 presents the experimental results, while Sect. 4 concludes
and provides suggestion for future research.

2 Model Development

The first step in model development is to clean the original data and construct the
corresponding networks for feature extraction for bankruptcy prediction. Second, based
on the cleaned data and network graphs, the basic characteristics of the enterprise, of
the enterprise network graph, and of the enterprise cash flow data are extracted. These
characteristics are used to develop different models. Third, the complete data set is
divided into the training set and test set data based on different prediction periods [7].
Finally, six classifiers are trained for different models, and the models are evaluated.

2.1 Data

This paper uses three types of data: business information of enterprises, and basic
information of enterprise executives (shareholders) and enterprise cash flow data.
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The first two types are obtained by crawling publicly available data. These data cover
more than 3.6 million SMEs in Shandong province, and includes information on
business registration and operational status. Enterprise cash flow data are provided by
Shandong City Commercial Bank Alliance Co., Ltd. There are more than 4.8 million
cash flow data, which cover more than 28,000 SMEs’ cash flow information in one
year (2017/01/01–2018/01/01). These daily data include information on wage pay-
ments, taxes paid, and transactions made in the year.

In the process of data pre-processing, we remove the enterprises with missing key
information, including information on enterprise operational status and the date of
bankruptcy. We also delete types of information with too many missing values. In
addition, the time span of business information of enterprises is more than 20 years.
Considering the long time span, we drop the bankruptcy enterprises whose bankruptcy
date is before 2010. The enterprises finally retained are the data sources for extracting
the basic information features. Before training the model, we also drop enterprises with
no cash flow information. For cash flow data, we remove those records which lack
basic information of the enterprise.

After data cleaning, three networks are constructed based on the data. Similar to
Tobback et al. [16], based on the relationship between shareholders and senior man-
agers, we establish the shareholders network and the senior managers network,
respectively. However, unlike [16], we also establish the cash flow network to reflect
the cash flow relationships of SMEs [22, 23] based on the enterprise cash flow data.
Cash flow network contains information on transactions, loans and money laundering
[27] between enterprises. In the process of feature extraction, we extract features based
on these three networks. In the establishment of the shareholders (senior managers)
network graph, we take each enterprise as a node. We establish an edge between two
nodes according to the number of common shareholders (senior managers) between the
two enterprises. The edge weight is the total number of common shareholders (senior
managers). If there are zero common shareholders (senior managers), then there is no
edge connection between the two enterprises. Figure 1 (left panel) gives an example of
the shareholders network. Similarly, in establishing the cash flow network, we take
each enterprise as a node, based on whether there is cash flow between enterprises, to
establish the edge of the network. The edge weight is the total amount of cash flow
between enterprises. Because cash flows between two nodes have a certain direction,
the cash flow network is a weighted, directed graph. Figure 1 (right panel) gives an
example of the cash flow network.

2.2 Feature Extraction

Based on the cleaned data and the established networks, we extract the features of the
company’s basic information, networks, and enterprise cash flow data. First, we extract
the corresponding features based on the basic information of the enterprises in the
cleaned dataset. These features include mainly the industry and types of enterprises and
the corresponding historical bankruptcy ratio. Second, we extract the network features
based on the three networks (shareholders, senior managers, and cash flow) and
describe the location characteristics and risks of enterprises in the network through the
network features. We divide the network graph features into basic features and
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representation features. The basic features, including the measurement of node cen-
trality and risk information of adjacent nodes, are extracted manually. To extract the
representation features, we use the Node2Vec algorithm [19]. It must be noted that the
cash flow network characteristics reflect only the transaction information between
enterprises, but the total cash inflow and outflow information such as recent taxes and
fees paid are not contained in it. Hence, the corresponding characteristics based on the
enterprise cash flow data which fully reflect all recent cash inflow and outflow infor-
mation is also extracted from the cleaned dataset.

To analyze the usefulness of cash flow data for making bankruptcy predictions, we
construct four models based on the extracted features (Table 1). Model 1 contains only
the basic information characteristics of the enterprise, and is taken as the baseline
model. Model 2 adds the basic characteristics of network graphs to model 1, including
the network graph characteristics of shareholders (senior managers) and cash flows.
The features of model 3, which extends model 2, include the basic characteristics of the
enterprise, networks, and cash flows. Finally, model 4 extends model 3 by adding
graphical representation features to evaluate whether enhancing network graph repre-
sentation features can improve the accuracy of bankruptcy prediction.

Fig. 1. Examples of the shareholders network (left panel) and cash flow network (right panel).
In this example, we have four SMEs (named as A, B, C and D), which make up the nodes of the
network graph. In the shareholder network graph, the edge weight between two nodes represents
the number of the common shareholders of two enterprises. For example, if A and C have three
common shareholders, the edge weight between A and C is 3. Similarly, there is no common
shareholder between B and D, so there is no edge between B and D. In the cash flow network, the
edge represents the flow of funds and the total amount of funds between nodes. The arrows
between A and C points from A to C, and its weight is 400,500.00 yuan. This shows that a total
of 400,500.00 yuan flows from enterprise C to enterprise A. There is no cash flow between
enterprise B and enterprise D, so there is no edge between node B and D.
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2.3 Training and Test Data Set

The data set is divided into a training set and a test set according to the time intervals
depicted in Table 2. Specifically, when the prediction period is six months, the training
set features are generated from data prior to 2017/06/30 and the test set features from
data prior to 2017/12/31. “Training set” and “test set” labels are assigned according to
whether the enterprise is bankrupt in 2017/07/01–2017/12/31 and 2018/01–
2018/06/30. When the prediction period is three months, the division is similar.
Unlike other studies on bankruptcy prediction, because of the short time span of our
cash flow data, we do not consider medium- and long-term bankruptcy prediction (with
a forecast period of one year or more).

2.4 Model Training and Evaluation

Before training the model, the numerical data are normalized and one-hot encoding is
applied to the categorical data. There exists a class imbalance problem in enterprise
bankruptcy prediction. To solve this problem, before training, the data are balanced by
under sampling and oversampling. During model training, we train six classifiers for
each model: logistic regression, decision tree, support vector machine, neural network,

Table 1. Models and features

Features Description Model 1 Model 2 Model 3 Model 4

Basic business
information

Features extracted
based on the basic
business information

✓ ✓ ✓ ✓

Network
information

Features extracted from
shareholder (senior
manager) and cash flow
networks

✘ ✓ ✓ ✓

Cash Flow
information

Features extracted from
cash flow data not
included in network

✘ ✘ ✓ ✓

Representation
information of
networks

Representation features
of networks based on
shareholder (senior
manager) and cash flow
networks

✘ ✘ ✘ ✓

Table 2. Training and test data set

Prediction
periods

Training set
(Features)

Training set (Labels) Test set
(Features)

Test set (Labels)

Six months -2017/06/30 2017/06/30–2017/12/31 -2017/12/31 2017/12/31–2018/06/30
Three
months

-2017/06/30
-2017/09/31

2017/06/30–2017/09/31
2017/09/31–2017/12/31

-2017/12/31 2017/12/31–2018/03/31
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random forest, and XGBoost. We use fivefold cross-validation to adjust the hyper-
parameters of each classifier and select the optimal model for prediction and evaluation.

When evaluating the validity of the model, The Area under the Receiver Operating
Characteristic-curve (AUC) [33] and Kolmogorov–Smirnov test (KS) [34] metrics are
compared to analyze the performance of different models on the six classifiers. First,
the results of the model evaluation when the prediction period is six months are
presented. To test for robustness, these results are compared with the results when the
prediction period is three months.

3 Experimental Results

3.1 AUC

Figure 2 (left panel) shows the AUC values of all models on different classifiers. As
can be seen, model 1 performs the worst on all classifiers, which indicates that SME
bankruptcy cannot be accurately predicted based only on the basic information of the
SMEs. Model 2 performs better than model 1 on all classifiers except neural networks.
This confirms the conclusion of Tobback et al. [16]: the bankruptcy risk will be
disseminated through shareholder (senior manager) networks. However, unlike Tob-
back et al. [16], we add the characteristics of cash flow networks to the analysis. It is
verified that the enterprise bankruptcy risk can spread through the transaction network
(capital lending), in addition to the shareholder (senior manager) network. It is found
that when cash flow characteristics are added, as in model 3, bankruptcy prediction can
be improved. In terms of AUC performance, all classifiers except for support vector
machine show that the AUC value of model 3 is higher than that of models 1 and 2. In
addition, the average AUC values of models 1–4 on all classifiers (Table 3) show that
compared with models 1 and 2, respectively, the average AUC values of model 3
increased by 12.3% and 5.9%. These results suggest that cash flow data can reflect the
recent business situation of SMEs and help improve the accuracy of bankruptcy
prediction.

Finally, we measure whether the node representation features in the networks
contribute to bankruptcy prediction. Compared with the manually extracted network
graph features, the graph representation features extracted by the Node2Vec algorithm
can effectively reflect the similarity of nodes in a network graph (homophily and
structural equivalence) [19]. From our results, we can see that the addition of network
graph representation features weakens the performance of the model. Two explanations
can be offered. First, the networks studied here are dynamic and the changes in node
similarity cannot be captured directly through the Node2Vec algorithm. Second, it is
possible that the similarity between nodes is not related to whether the node goes
bankrupt or not.
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3.2 KS

The model’s discrimination between positive and negative samples was evaluated by
applying KS (right panel of Fig. 2). The evaluation results of model 3 are almost
consistent with those of AUC. The KS values of model 3 on almost all classifiers are
better than those of models 1 and 2 (except Support vector machine). Compared with
model 1, model 2 and model 4, model 3 increased the accuracy of predictions by
40.3%, 15.0% and 7.3%, respectively. Hence, bankruptcy prediction performance can
be improved by combining the basic characteristics of the company, networks of
SMEs, and company cash flow into a predictive model.

3.3 Robustness Test

To test the robustness of our model, the performance of models 1–4 is compared when
the bankruptcy prediction period is three months. As can be seen from Fig. 3, except
for the support vector machine and decision tree classifiers, model 3 performs better
than models 1 and 2. Based on the average performance of models 1–4 for all clas-
sifiers (Table 4), model 3 is superior to models 1 and 4, and similar to model 2 (the
main reason is that support vector machine performs poorly on Model 3 and model 4.
Not considering this classifier, model 3 is better than model 2). When the prediction
period is 3 months, the prediction results are consistent with those of 6 months.
Therefore, our model is robust.

Fig. 2. Performance of models 1–4 on different classifiers when the prediction period is six
months and the evaluation index is AUC (left panel) or KS (right panel). Note: LR: Logistic
regression; RF: Random forest; DT: Decision tree; SVM: Support vector machine: NN: Neural
network; XGB: XGBoost

Table 3. Average AUC and KS values of models 1–4 for all classifiers when the prediction
period is six months.

Model Model 1 Model 2 Model 3 Model 4

Average AUC 0.644 0.683 0.723 0.705
Average KS 0.263 0.308 0.354 0.330

Note: AUC: the Area under the Receiver Operating
Characteristic-curve; KS: Kolmogorov–Smirnov test.
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4 Conclusion

This paper develops a methodology for predicting the bankruptcy of SMEs by using
SMEs’ cash flow data. By extracting and combining SMEs’ basic information, social
networks information, and cash flow network information, four different predictive
models are developed. Compared with the typical method of bankruptcy prediction
based on financial statements information, our data are real and reliable, and we can
evaluate the recent business status of enterprises based on the latest cash flow data for
daily bankruptcy prediction. The validity of the proposed method is verified through a
comparative analysis and robustness test.

Our study suffers from limitations. Although we add graph representation features
to the model, our experimental results show that this addition does not improve the
accuracy of prediction. We believe the main reason is that the graph representation
features extracted by the Node2vec algorithm cannot reflect a dynamic network graph.
In future, we will analyze the path of bankruptcy risk propagation based on the rela-
tionship between enterprises (networks), and combine graph representation learning
and graph convolution networks to develop models for predicting bankruptcy. Future
research should also consider conducting a comparative analysis of the validity of
bankruptcy prediction based on cash flow data if financial statements data are available,
or combining the characteristics of financial ratio data and cash flows for bankruptcy
predictions.

Acknowledgements. This research has been partially supported by grants from the National
Natural Science Foundation of China (#U1811462 and #71471149).

Fig. 3. Performance of models 1–4 on different classifiers when the prediction period is three
months and the evaluation index is AUC (left panel) or KS (right panel).

Table 4. Average AUC and KS values of models 1–4 for all classifiers when the prediction
period is three months.

Model Model 1 Model 2 Model 3 Model 4

Average AUC 0.640 0.710 0.698 0.654
Average KS 0.253 0.359 0.357 0.304
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Abstract. This paper builds a quantitative investment strategy, which is based
on the pairs trading strategy, combined with the support vector machine model
in machine learning, and supplements the technical indicators (RSI, SMA) to
help the manufacturing and agricultural production sectors to hedge the risk of
price fluctuations. An empirical study using gold spot as an example. It is finally
found that the quantitative strategy proposed in this paper can well reflect the
characteristics of financial markets helping the real economy to reduce risks, and
has significant effectiveness in the Chinese market.

Keywords: Pairs trading � Risk hedging � SVM

1 Introduction

In the new normal of China’s economy, besides innovation, the most important task to
drive the economy is to firmly hold on to agricultural and manufacturing development,
which can be clearly shown in the continuous implementation of the Three-Agricultural
policy and the red-hot “Made in China 2025” plan. However, the ever-changing
economic environment has exposed the agricultural production sector and manufac-
turing enterprises to market risks of price changing all the time. For example, in
November 2018, the price of steel represented by rebar plummeted by ¥900/ton, which
has caused great losses for the majority of steel traders and steel producers. As a result,
how to eliminate these risks has become the key to reflect the financial attributes of
China’s financial market as serving the real economy and eliminating risks is the
oriented path for China’s financial development.

The quantitative investment has a history of more than 40 years in foreign coun-
tries. European and American researchers have also studied risk hedging operations for
decades. However, quantitative investment is still a fledging project in China, and it is
only in recent years that risk hedging has been widely accepted. However, in order to
better serve the real economy and help agricultural production sectors and manufac-
turing enterprises to eliminate market risks, we need to learn from foreign successful
risk management experience and introduce quantitative investment services into the
real economy.
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Among all the quantitative investment strategies such as moving average strategy,
momentum strategy, and calendar effect, the pairs trading strategy is risk neutral and
less speculative through many experiments. On the one hand, it can solve the problem
of naked position of the entity enterprise. On the other hand, in the statistical sense, the
strategy has a high winning rate and rate of return, thus it’s feasible in the domestic
market and can be introduced for risk hedging experiments in China. In order to help
manufacturers and traders to resist price fluctuations and control market risks, this
paper takes domestic agricultural production sectors and manufacturing industry
(represented by steel companies) as research objects, and builds pairs trading strategies
through cointegration analysis and support vector machines. The domestic gold futures
and the spot are selected as examples for empirical analysis, with data from January 1,
2018 to March 13, 2019. This paper will focus on how to implement this strategy in
China, and it is concluded that the current pairs trading strategy can greatly hedge the
price fluctuation risks of raw material of the agricultural production sectors and the
finished product of manufacturing enterprises, fully reflecting the service attribute of
finance.

The paper has four parts. The first outlines the history of quantitative investment at
home and abroad, as well as some methods and specific applications of quantitative
investment. The second part mainly explains the principle of the model: (1) whether to
implement the pairs trading strategy according to the cointegration analysis; (2) pre-
dicting the spread with the support vector machine (SVM) model; (3) the optimizing
strategy of hybrid method; (4) the relative strength index (RSI) against signal mis-
judgment and the MACD after parameter selection. The third part is about an empirical
analysis using data of gold futures and spot from January 1, 2018 to March 13, 2019.
The fourth part is the conclusion of this paper.

2 Literature Review

The quantitative investment is an investment method in which a computer automati-
cally or semi-automatically generates trading strategies using pre-programmed proce-
dures and the instructions of traders. Establishing models and back testing the historical
data can help judge the validity of the strategy. Currently, the quantitative investment
strategies widely used in British Financial City and Wall Street of the US include:
(1) The small-market-value strategy proposed by Dowe using portfolios comprised of
stocks of small market value. After years of practice, it can earn high returns in volatile
markets; (2) The momentum strategy derived from the “momentum effect” which was
discovered by Jegadeesh and Titman (1993). It means that from the inductive rea-
soning, we can get the conclusion of “strong ones are always strong” and earn high
returns by purchasing assets that have performed well in the past. It systematically
combines some trend strategies and stipulates general buy-in signals and short signals,
which are widely used in futures and stock market.

The pairs trading strategy studied in this paper was proposed by the famous
investment bank Morgan Stanley in the 1980s and has been applied to the US stock
market. This strategy is a market-neutral strategy which obtains returns by statistically
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analyzing stocks that have almost the same price trend in the dimension of time series.
After years of practice, it gradually evolves to be a model that pairs stocks with similar
historical price trends, measuring the spread to determine the relative price and
obtaining returns when the spread fluctuates.

In the field of pairs trading research, Vidyamurthy (2004) proposed a cointegration
analysis method, which provided a theoretical basis for the application of pairs trading
strategy. Subsequently, Elliott (2005) proposed a stochastic spread method. It means
that although the spread changes randomly when simulating the random walk of
pricing through computer, it displays an attribute of mean regression, which provides
further theoretical support for the pairs trading strategy. The most important contri-
butions came from Gatev, Goetzmann, and Rouwenhorst (2006). They proposed the
GGR (a combination of the initials of the authors’ names) method, which first
explained the two-step pairs trading strategy paradigm. In operation, we should find
targeted pairs based on time series analysis first and then take advantage of the changes
of spread of those targets in the following pairs trading transactions.

In specific practices, Gatev counted the daily closing price of stocks listed on the
NYSE from 1962 to 2002, and used the minimum distance method of classification
algorithm of the statistics to cluster the stocks and select the appropriate paired stock
portfolios; Monica D. Oliveira (2018) and his carmate using Measuring Attractiveness
by a Categorical Based Evaluation TecHnique (MACBETH) to analyze the risk of the
portfolio and make a trading strategies; Zhiping Fan and Bingbing Cao (2018) con-
cerned the investment portfolio with the psychological behaviors and the mental
accounts of the investor and this consideration lead to a more efficient financial
products selection when constructing a trading strategy; Lv Kaichen and other scholars
used a multi-factor scoring model to select stocks and carried out short-term trend
forecasting with support vector machine (SVM), meanwhile setting the data on each
trading day; Jihong Xiao (2019) and his group concentrated on the trend of the stock
price and using modified SVM model which is combined with SSA to predict the stock
price; Huck combined neural network method with multi-attribute decision-making
theory, and paired candidate stocks with multi-attribute decision-making techniques;
Wang Yunkai used Gradient Boosting Decision Tree (GBDT) and random forest
regression to predict stock price fluctuations, upon which the basis was predicted.

In summary, current researches on quantitative investment strategy at home and
abroad mainly focus on the securities market, and most of them are about speculation.
However, purely regarding the rate of return as the only standard to determine the
merits of strategies of financial products doesn’t reflect the importance of financial
market for real economy. At the same time, there are few quantitative studies on
commodity futures. Therefore, after projecting the spread with SVM and combining
RSI and SMA timing strategy, the hybrid pairing strategy for the improvement of the
commodity futures market proposed above can completely reveal the stability and
serving functions of pairs trading strategy and provide a new idea to hedge risks for the
real economy.
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3 Model and Principles

3.1 Quantitative Trading Strategies

Principle of the Strategy
In this paper, the trading signal is based on the spread variations. However, when it
comes to determine the trading signals produced by the indicator, this paper introduce
the SVM (Support Vector Machine Model). It operates as follows: Every time when the
trading signal may be generated, firstly we need to compare whether the spread pre-
dicted by the SVM matches the actual spread trend. If it does, the strategy will start the
construction of the trading signal. If not, it will be needed to judge whether the RSI and
SMA can support the generation of trading signals. In principle, RSI � 70 or SMA
(far-day average) going down through SMA (recent average) constitutes a short signal,
while RSI � 30 or SMA (recent average) going up through SMA (far-day average)
forms a long signal.

Construction of the Underlying Trading Signals
Once the policy execution framework is determined, the following elements need to be
satisfied for the construction of the underlying trading signals: The spread deviation
overpasses 1.5 times the standard deviation, that is, opening the position when the
number is no less than 1.5 so as to sell out the overestimated parts or buy in the
underestimated ones. When the spread is near the mean value, close the position. The
threshold of this paper is set as 0.3 times the standard deviation, which means, when
the number is no more than 0.3, the closing operation is initiated.

The theoretical basis of the pairing strategy is based on the basis regression in
statistics. Therefore, if the basis is not returned in the short term due to some external
reasons, and causes the deviation to exceed the upper or the lower predesigned line, the
deviation is considered too large which may cause losses. So when the basis deviates
more than 2.5 times the standard deviations, a warning will pop up to remind the
operator judge whether to close the position to cut losses.

3.2 Model Constructing

Cointegration Analysis
Grange proposed a statistically significant test for time series, and based on this
improvement, he proposed the cointegration theory and the vector autoregressive model
(VAR). Financial time series tend to exhibit the characteristics of random walks, which
are generally regarded as Markov chains, while cointegration theory marks a linear
relationship between part of non-stationary time series. Besides, a fixed linear combi-
nation can make it into a stationary sequence. In order to judge whether the prices
futures and spot are stable, this paper uses the unit root (ADF) test to test the original
data and tries to find integrated of the same order series. For integrated of the same order
series, this paper uses maximum likelihood estimate to carry out the cointegration
analysis. If there is a cointegration relationship, the following equation can be obtained:
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Ft � as;f St ¼ pS;F þ εt ð1Þ

In this equation, pS;F represents the average premium of futures and spot.

Support Vector Machine Model
In the 1990s, Vapnik proposed the SVM model. By seeking the method with the least
structural risk, it can get rid of the local optimal solution and improve the generalization
ability of the model. Therefore, SVM shows great advantages in solving problems of
non-linear and high-dimensionality. Since computers cannot deal with the nonlinear
problems, in order for processing and optimization, the data is classified by con-
structing an optimal hyperplane. The general form of the function of this plane is

y ¼ xTxþ c ð2Þ

xT is a list of row vectors representing the weight, c is the constant to be deter-
mined, and is used as a threshold in this paper. Next, we need to get the optimal
solution of the following objective functions.

maxmargin c;xð Þ ð3Þ

s:t: yi x
Txi þ c

� �� 1; i ¼ 1; . . .; n ð4Þ

Using the Lagrange method, we can get the Lagrangian function, where ai repre-
sents the Lagrange multiplier:

L x; c; að Þ ¼ 1
2
xxT þ

Xt

i¼1
aið1� yiðxTxi þ cÞÞ ð5Þ

The optimal solution of a is a� ¼ a�1; . . .; a
�
n

� �T
, and then we can get the following

formulas:

x� ¼
Xt

i¼1
a�i yixi ð6Þ

c� ¼ yi �
Xt

i¼1
aiyi xixj

� � ð7Þ

3.3 Strategy Indicators

If there is a long-term cointegration relationship between the spot price St and the
futures price Ft, then the coefficient as;f in the cointegration relationship equation is
used as the hedge ratio (a commonly used method in the quantitative strategy), that is,
the spot and futures will not perfectly hedge ideally but to complete asset allocation
according to the statistical results. The pairing strategy which simply uses the tradi-
tional as;f , only considers the basis factor, however, despite that such operation is
classic, there may be problems like misjudgments, large withdrawals, and timing errors.
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In order to avoid such problems, this paper introduces SMA of the futures and RSI in
the pairing strategy.

SMAt ¼ 1
n
�
Xt

i¼t�nþ 1
Pc
i ð8Þ

Here, SMAt is the moving average of t days, Pc
i is the closing price of the futures on

the i-th day, and the selection of t is selected for parameter optimization.

RSIt ¼ 100� 100
1þPSt

ð9Þ

Here, RSIt is the value of RSI at time t, and PSt is the ratio of increase and decline
to dimension in the first n moments of time t.

4 Empirical Research

4.1 Data Selection

Since gold is the basic hedging tool and the most common product for value main-
tenance an appreciation, the use of gold as an example of empirical research is rep-
resentative and scalable. On the one hand, the prices of futures and spot of domestic
gold are transparent, making it easy to trade; on the other hand, as gold is less spec-
ulative, the fluctuation of gold price mainly affects the gold holders, which meets the
status quo of the manufacturing and agricultural production sectors with raw materials
and products off the shelf. So the conclusion about how to cope with the fluctuation of
gold price can be applied to other products. In order to reflect the attributes of the
serving real economy, to reduce speculation, and to make the risks more controllable,
this paper selects the data of daily average frequency and conducts strategic operations
on a daily basis. The trading strategy covered data from January 1, 2018 to March 13,
2019, while the length of the selected data in each part of the empirical analysis was
slightly increased.

4.2 Cointegration Analysis

In order to make the results more persuasive and clearly statistically, this paper chose
date of the futures and spot from January 1, 2015 to March 13, 2019. From Fig. 1, we
can see that the trend of main contract price of the gold futures and spot are almost the
same, though there are some differences in the range of fluctuations during some
periods. The correlation coefficient of the two is more than 0.95, indicating that they
have a high correlation (Fig. 2). The relevant data of the gold spot (Table 1) shows the
fact that the p-value of the raw data of the spot less than 0.01 is steady, so the data of
the futures and spot constitute integrated of the same order.
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Fig. 2. The scatter diagram for gold futures and spot

Table 1. Result of the test for the stability

Sequence ADF value p value Stability

Gold futures −4.3241 � 0.01 Yes
Gold spot −4.3747 � 0.01 Yes
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The cointegration regression equation based on the closing price of the gold futures
and spot.

Y ¼ 0:8931Xþ 29:7089þ residual ð10Þ

The cointegration regression model has a high degree of fitness and performs well.
Meanwhile, the test finds that the residual is a stationary sequence (Table 2).

4.3 SVM Analysis

Use SVM to predict changes in spread to support the generation of trading signals. This
paper distributed the train set and the test set according to the ratio of 4 to 1 in the data
set. The data of the train set were from January 4, 2016 to June 28, 2018, and the data
of the test set came from June 29, 2018 to March 13, 2019. The results predicted by
SVM are described in Table 3 and the SVM tag construction method is described in
2.2.2, in which the results of train set and test set are as follows. In order to judge the
machine learning effect, this paper introduce the positive and negative signals to predict
the accuracy rate. The accuracy rate of negative signal prediction of the test set is
83.33%, and the accuracy rate of the positive signal prediction is 68.52%. The results
show that the model has higher ability to avoid risks and is less speculative, which
conforms to the set goals.

4.4 Income Analysis

In order to simulate the situation of bare positions in the spot, the benchmark selected
in this paper is the spot income of gold. It can be seen from Fig. 3 that from January 1,
2018 to March 13, 2019, the rate of return of the quantitative strategy implemented in
this paper is almost always higher than that of the benchmark. As the result of empirical
test, the annualized rate of return of the strategy is −0.5%, much higher than that of the
benchmark which is −7.4%, the excess annualized rate of return is 6.9%, and both the
rate of return volatility and maximum withdrawals are small, highlighting the stability
of the results of the strategy. The revenue of the strategy once again shows that the

Table 2. Test for the stability of residual

Sequence ADF value p value Stability

Residual −3.5372 � 0.01 Yes

Table 3. The analysis for SVM prediction model results

Train set Test set Actual set

+1 44 43 63
−1 555 120 100
Total 599 163 163
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quantitative strategy using paired transaction as the underlying framework, combining
SVM for trend prediction, and carrying out specific trading instruction based on RSI
indicator and SMA indicator can reflect the financial attributes of futures market, and
realize the goal to serve the real economy and hedge risks.

5 Conclusion

This paper builds a quantitative investment strategy based on the pairs trading strategy,
combined with the support vector machine model in machine learning to predict the
spread trend, and supplemented by technical indicators (RSI, SMA). It selects data
from January 1st, 2015 to March 13th, 2018 for data processing and analysis. In the
strategy back testing, the data from January 1, 2018 to March 13, 2019 were selected
for simulation trading to reflect the applicability of the strategy. The empirical analysis
shows that the strategy is capable of serving the real economy well and help the
company to hedge the risks brought by price fluctuations, especially in an environment
of Sino-US trade war which has a great impact on the prices of raw materials and
finished products. In order to obtain better performance, the model still needs to be
further improved: since the trading strategy described in this paper is a step-by-step
operation of equal weight, the following study should consider how to allocate funds
when facing different indicators. What’s more, the standards to determine tags in the
machine learning module are not the same. The training method adopted by the paper
still needs to be improved.

Acknowledgement. This research was supported by National Nature Science Foundation of
China (No. 71771204).

Fig. 3. Back testing revenue
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Abstract. Vertical cavity surface emitting lasers (VCSELs) are broadly applied
in optical communication, optical interconnection, optical information pro-
cessing, and optical integrated system. Therefore, diagnosing the output power
of VCSEL is of great importance from the point of application view. Traditional
approaches to diagnose the output power are by the rate equation, which is
easily interfered by zero-value samples. Such model is capable of capturing the
relationship between the laser output power intensity and the device tempera-
ture. However, those methods may over-fitting and fall into local optimum in the
fitting process. In this paper, we propose an advanced model to address these
limitations. Specifically, our model adds Rectified Linear Unit (ReLU) and
weight parameters to reduce the zero-value interference. Moreover, the adaptive
moment estimation (Adam) algorithm is employed to learn parameters in the
model, and the L2-norm is taken into consideration to prevent overfitting. The
experimental results show that proposed model outperforms the base model
significantly, and can be used for diagnosing VCSEL’s power output. The mean
squared error (MSE) of our model is 0.0815. The Mean Absolute Percentage
Error (MAPE) is 20.72%, which is 22.29% lower than the base model.

Keywords: VCSEL � L-I curve � Diagnose � Rate equation

1 Introduction

The rapid development of Internet technology has made “fiber to the home” gradually
possible. Before designing and evaluating fiber-optic systems, the index of system
design is often studied through computer simulation in order to find the most suitable
solution. The Laser is the core device of fiber-optic communication system. Vertical
Cavity Surface Emitting Laser (VCSEL) is the most commonly used in consideration
of difficulty in use and power consumption. The main task of this problem is to obtain a
mathematical model that accurately reflects the characteristics of the VCSEL laser for
system design and fault diagnose.

One of the most important challenges of the optical communication system fault
evaluation is diagnosing the output power of VCSELs, which can be solved by
studying the relationship between the power intensity of the laser output and the device
temperature. In general, the laser devices work normally under a proper range of the
ambient temperature. Consequently, determining the range of temperature is capable of
diagnosing the fault of the laser devices and optical communication system.
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The temperature model of VCSEL has been widely studied in the industry [1, 2].
Although these models can better describe the performance characteristics of VCSEL,
they are not suitable for combining with other circuit models due to the enormous
amount of calculation based on numerical simulation. At the same time, it is necessary
to consider the relationship between the laser output optical power intensity and the
device temperature. To solve these problems, we propose a Rectified Linear VCSEL
model. With our model, the error of the model can be obtained and compared with the
latest VCSEL model. The experimental results on real datasets show that our method
outperforms baseline approaches in terms of optical power results. The main contri-
butions of our work can be summarized as follows:

• Reducing the interference of zero-value. We propose a novel method with
through Rectified Linear Unit (ReLU) to reduce the loss caused by zero-value. As a
result, the model is fitted accurately.

• Improving model’s generalization capability. Our proposed model incorporates
regularization to prevent overfitting in the training. In our method, the optimal
parameters can be dynamically adjusted. The result of experiment shows that
proposed method can outperform original method in value prediction and output
power diagnosis.

2 Related Works

To solve the problem of the relationship between the output optical power intensity and
the device temperature, we propose a Rectified Linear VCSEL model base on the L-I
curve. In this section, the related works are reviewed.

The two-dimensional thermal effect model was established by Nakwaski [3] and
Osinski [4], analyzing VCSELs through thermal effects. These models are computa-
tionally intensive and therefore cannot be adapted to the optimal design of optoelec-
tronic systems containing a large number of optical and electronic components. It is a
standard method to describe the signal output of a conductor laser using a signal single-
mode rate equation [5–9]. In a single mode, Yu [10] et al. use a thermal rate equation
combined with the temperature dependence of the device parameters to obtain a
VCSEL rate equation model.

Entezam et al. [11] proposed the equivalent circuit model and temperature effect of
coupled VCSEL and studied the LI characteristics of cavity resonance mode and carrier
leakage current under different bias conditions. Hangauer et al. [12] adopt two con-
tinuous wave measurements to qualify the average cavity temperature of the laser and
the LI characteristics at different junction temperatures. These two approaches are
suitable for correctly quantifying the temperature dependence of threshold current and
differential quantum efficiency without the need for pulse measurements.

In addition, the rate equation model proposed by Morozov et al. [13] considers
multimode behavior but ignores thermal effects. The temperature-dependent model
devised by Su et al. [14] is also limited to static thermal characterization. Wipiejewski
et al. [15] proposed a simple model, which is capable of calculating the static tem-
perature characteristics of the device but it cannot do a dynamic simulation. Mena et al.
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[16, 17] proposed a simple LI characteristic model based on laser rate equation and
offset current, but the coupling effect between internal parameters of the laser was not
considered in this model.

3 Our Proposed Model

In this section, we first formally define the L-I curve and model assumptions for
calculating VCSELs. Since the model is both theoretical and realistic, some realistic
factors should be limited to increase the accuracy and feasibility of the model. The
following model makes some assumptions.

• It is assumed that the ambient temperature does not change, which means that the
working environment of the VCSEL is relatively stable, and the VCSEL operates
under DC conditions.

• Assuming that the conversion efficiency is less affected by temperature, it can be
approximated by a constant. For a laser, the optical modem can normally work as
long as its optical power can exceed the minimum detection standard of the optical
modem at any current.

We mainly discuss our method, the Rectified Linear VCSEL model. Then introduce
how our model reduces zero-value interference and optimization parameters. We know
that the empirical formula of a commonly used VCSEL L-I model and its parame-
terized expression are as follows [18]:

P0 ¼ f I;Vð Þ ¼ gðI � Ith0 � Ioff ðT0 þðVI � P0ÞRthÞÞ ð1Þ

Where g represent the Injection efficiency. I is the external drive current injected
into the laser and Ith0 is a constant value of threshold current. T0, I and V represent
ambient temperature, input current and input voltage, respectively. Rth denotes the
thermodynamic impedance of VCSEL. The f function denotes the relationship between
optical power and input voltage and current. Ioff ðTÞ is the temperature-dependent
empirical thermal bias current that varies with the temperature T of the laser [19],
which can be defined as [19]:

Ioff ðTÞ ¼
X1
n¼0

anT
n ð2Þ

where the coefficients (n = 1, 2, 3…) can be determined during parameter extraction.
We adopt the in Eq. 1 to predict the value of the optical output power based on the
value of input current and input voltage (j = 1, 2, 3…). Moreover, our model utilizes
Rectified Linear Unit (ReLU). We can know that the part of the model that is greater
than 0 will not change, and the part that is less than 0 will be set to 0. So it defined as:
f̂ = max f ðIj;VjÞ; 0

� �
. In order to learn parameters of the model, we perform regression

with the squared loss:
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minL ¼
Xn
j¼1

uj ðP0jÞ � f̂ ðIj;VjÞ
�� ��2 þ d

2k
Ik k2F þ Vk k2F þ Ioff

�� ��2
F

� �
ð3Þ

where uj represents weight, which can be formulated as: u ¼ ewhþ kw. We define

h ¼ P0j

P0max
, which is main weight parameter. P0j and P0max is the value of optical power

and optical power maximum. ew, kw, d and k denotes hyperparameter. Besides, add the
L2-norm of I, V and Ioff after the loss function.

We can update the Eq. (3) parameters by Adaptive Moment Estimation (Adam)
[20]. The Adam algorithm calculates the adaptive learning rate for each parameter and
utilizes the initialization bias-corrected. In particular, to reduce the number of variables
in the variable relationship, the relationship between the input current and the input
voltage is now derived from achieving the purpose of simplifying the model. The
relationship between the two can be calculated by fitting the voltage by a polynomial of
the current. Taking into account the simplicity of model operation and calculation, we
choose the polynomial of the fourth degree. After estimating the current using the
voltage, the model can reduce the input of one parameter and improve the performance
of the model. Finally, the relationship between input voltage and input current is
obtained, as follows:

U ¼ a0 þ b0Iþ c0I
2 þ d0I

3 þ e0I
4 ð4Þ

4 Experiments

In order to demonstrate our approach, we simulate the key characteristics of the
VCSEL light-current (LI) curve, namely, the temperature related threshold current and
output power curve under a certain range of ambient temperature. In addition, we also
adopt the current-voltage curve for measurement. We compare our method with a rate
equation based thermal VCSEL Model proposed by Mena [4] et al.

We adopt the mean squared error (MSE) and Mean Absolute Percentage Error
(MAPE) as the evaluation standard of the model. The formulation of the metrics is
defined as:

SE ¼ observed � predictedð Þ2 ð5Þ

MSE ¼ 1
n

Xn
t¼1

SEtð Þ2 ð6Þ

APE =
observed � predicted

observed
� 100% ð7Þ

MAPE ¼ 1
n

Xn
t¼1

observedt � predictedt
observedt

� 	
� 100% ð8Þ
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In our model, we need to extract parameters from the measured data. Based on the
measured data (i.e., experimental values for P0j, Ij and Vj), our model can estimate and
optimize the initial value for g, Rth and an as shown in Table 1 below:

It can be seen from Table 1 that compared with the baseline, the initial value of the
parameters estimated by our proposed model has a massive change, and the change of
a3 and a4 is the most obvious. This is because our model adopts L2-norm, and the
values of a3 and a4 is set to 0 in the calculation. To better demonstrate the process of
calculating our model and original model, we plot the change of the loss function with
the number of iterations as shown in Fig. 1. In Fig. 1, the loss function value of our
method drops from the beginning of 2.5E−6 to around 0 and converges to the optimum
around 175 steps of iteration. The loss function value of the base model decreased from
2.25E−6 to about 0.5E−6, and after 14 steps of iteration, convergence was observed.
At this time, the error of the two methods in the training set is the minimum, and the
parameter initialization estimation effect is the best.

We compare our method and base model by plotting the laser L-I curve at different
temperatures as shown in Fig. 2. The initial temperature set we selected in the
experiment is T0 ¼ 10; 20; 30; 40; 50; 60; 70; 80; 90f g. The horizontal and vertical
coordinate parts in Fig. 2 are expressed as an input current value and an optical power

Table 1. Parameter initial value.

Parameter Our model Original model

g 0.4999995 0.4999999837
Ith0 0.30051E−3 0.30001628E−3
Rth 2.6E3 2.6E3
a0 1.24650755E−3 1.24601628E−3
a1 −2.49432942E−5 −2.54337081E−5
a2 7.96413545E−7 3.07098559E−7
a3 0 1.65566334E−8
a4 0 1.63006796E−8

Fig. 1. Curve of error. (On the left is the base model, and on the right is our method).
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value, respectively. The solid line indicates the L-I curve at 20 °C, and the dotted line
indicates the L-I curve at the rest of the temperature. As can be seen from Fig. 2, as
with the base model, the non-zero L-I curve undergoes a process of first rising and then
falling, but compared to the base model, our model has a lower peak of the L-I curve at
the same temperature. This is more consistent with the measured data. In this model,
the model is always greater than or equal to 0, and the optical power result will be
calculated automatically, and the subsequent part less than 0 is not required.

In order to better compare the results at different temperatures, we compare the L-I
curves at different temperatures obtained from the proposed model with the L-I curves
of the base model. To be more intuitive, we plot the L-I curves at different temperatures
on different axes. Since the value of the model is always equal to 0 after 60 °C, this test
only draws a comparison chart of T0 ¼ 10; 20; 30; 40; 50; 60f g as shown in Fig. 3.
As it can be seen from Fig. 3, the lower the temperature, the more pronounced the
change in the curve relative to the base model. As the temperature increases, the
difference between the base model and the peak of our method curve is getting larger
and larger. At 10 °C, the peak value of the original model is close to 4, and the peak
value of the model proposed in this paper exceeds 3, which is about 25% difference;
The peak value of the curve of the original model is close to 0.5 at 60 °C. The peak
value of the curve of our proposed model is close to 0, only Slight bulge. Compared
with the original model, the proposed model has a larger current corresponding to the
increase of the optical power value, and it becomes more obvious as the temperature
increases. At 10 °C and 20 °C, the two curves are very close, only slightly different; at
30 °C and 40 °C, the difference between the two models is more obvious; at 50 °C and
60 °C, the difference between the two models is very obvious, the difference is more
than 100%.

When the laser in the telecommunications room outputs an average optical power
of less than two mW at the DC input, the user’s optical modem cannot detect the signal.
Compare our method with the base model to analyze the problem of whether the optical
modem can be used. Then, in Fig. 4, the L-I curve which is close to the optical power
of about 2 mW is plotted. It is analyzed that the ambient temperature of the VCSEL
laser in the telecommunications room cannot exceed the maximum temperature to
ensure that the user can use the network normally. In Fig. 4, a straight line passing

Fig. 2. L-I curve at different temperatures. (On the left is the base model, and on the right is our
method)
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through the ordinate of 2 mW and parallel to the abscissa is made, and the area above
the straight line is the area of the feasible temperature. Furthermore, the horizontal and
vertical coordinates represent the input current and optical power respectively. By
observing Fig. 4, we can find that our method can ensure the normal use of the network
by the VCSEL laser in the telecom equipment room when the temperature does not
exceed 29 °C. When the base model is around 39 °C, the VCSEL laser in the telecom
equipment room is not enough. Ensure that users use the network normally. By cal-
culating our model and the original model, we obtained the current maximum operating
temperature of the optical modem of 29.2 °C and 39.3 °C, respectively, which is
consistent with the results in the Fig. 4.

In order to more intuitively feel the polynomial of the current to fit the voltage, we
draw the following Fig. 5 as follows. The horizontal and vertical coordinates represent
the input current and the input voltage, respectively. In Fig. 5, the effect of the

Fig. 3. L-I curve at different temperatures.

Fig. 4. Feasible temperature region when optical power is greater than 2 mW. (On the left is the
base model, and on the right is our method)
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polynomial fitting voltage with the highest power of 1 to 6 and the error condition are
shown from the upper left to the lower right respectively, and the area of the pale green
shaded area is the error of the fitting. We can see that the polynomial function with the
highest power of 1, 2 and 3 is not well fitted, and the function with the highest power of
6 has an overfitting condition. The polynomial with the highest power of 4 and 5 in
Fig. 5 has an excellent fitting effect, which can effectively pass through all sample
points without generating large test errors. We obtain the optical power values of our
model and the original model parameters by Eq. (4) as shown in Table 2.

According to our model parameters, the optical power value under this parameter is
calculated. Compared with the measured data, the error for the L-I curve under this
parameter can be obtained at 20 °C. Figure 6 below shows the difference between the
real value of the optical power and the value calculated by our proposed model. The
blue dot in Fig. 6 is the real value, and the red dotted line represents the calculated
value of the optical power for the original model, and the green line represents the
calculated optical power in our model. It can be seen that the error is significantly
reduced. To better display the model, we sampled 8 samples at equal intervals in steps
of 200 and calculated the optical power prediction values as shown in Table 3. In
Table 3, the SE and APE of the optical power of the sampling points in our method and
the base model were calculated, respectively. It can be seen from Table 3 that the MSE

Fig. 5. Optical power error curve at 20 °C

Table 2. Optical power parameter estimate.

Parameter Value

a0 1.27903
b0 4.83E−01
c0 −8.90E−02
d0 7.81E−03
e0 −2.37E−04
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and MAPE of our approach are 0.0815 and 20.72%, respectively, and the base models
are 0.7033 and 43.01%, respectively. Obviously, our model is better than the base
model, which is improved by 22.29%.

5 Conclusion and Future Work

In this paper, we make use of rate equation to study the effect of temperature on the
output power of the laser device. The ambient temperature is one of the most important
factors to influence the performance of the laser device. Plenty of approaches are
proposed to investigate the effects of temperature on the output power of the laser
devices. By those methods, one can determine and predict the fault of the devices in
advance. For instance, if the temperature is out of the proper range, the device can give
a warning signal.

During the establishment of our model, adjustment parameters are set to facilitate
the adjustment of the results. We have added adjustment parameters that make it easy

Fig. 6. Optical power error curve at 20 °C

Table 3. The performance of different models at 8 sampling points (rounded off). Bold values
indicate the best results.

Point Real Base model Our model
Predict SE APE Predict SE APE

1 0.2531 0.0335 0.0482 86.77% 0.1253 0.0163 50.48%
2 0.5382 0.5465 0.0001 1.53% 0.3340 0.0417 37.94%
3 1.3566 1.9729 0.3798 45.43% 1.5184 0.0262 11.92%
4 1.8303 2.7276 0.8052 49.03% 2.0997 0.0726 14.72%
5 2.2057 3.1705 0.9310 43.75% 2.4639 0.0667 11.71%
6 2.4374 3.0118 0.3299 23.57% 2.5154 0.0061 3.20%
7 2.5019 1.7828 0.5171 28.74% 2.1725 0.1085 13.17%
8 2.4776 0.8605 2.6150 65.27% 1.9170 0.3143 22.63%
Average – – 0.7033 43.01% – 0.0815 20.72%
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to adjust the iteration results. This makes it possible to achieve an effect of making the
optimization result closer to the real value by changing these parameters, thereby
making the parameters of the L-I curve obtained by the model more accurate and laying
a data foundation for drawing a more accurate L-I curve. Furthermore, our model
utilizes the Adam algorithm to optimize the model to improve the optimization effect
iteratively. In this method, the initialization deviation is corrected, which mostly avoids
the accumulation of errors with the number of iterations. Since the iterative results of
the model under different initial values are very different, the error of the model may be
high. Therefore, there is still much room for improvement in our algorithm, and we will
continue to study in future work.

References

1. Nakwaski, W., et al.: Self-consistent thermal-electrical modeling of proton-implanted top-
surface emitting semiconductor lasers. In: OE/LASE 1994 International Society for Optics
and Photonics, pp. 365–387 (1994)

2. Michalzik, R., Ebeling, K.J.: Modeling and design of proton-implanted ultralow-threshold
vertical-cavity laser diodes. IEEE J. Quantum Electron. 29(6), 1963–1974 (1993)

3. Nakwaski, W.: Thermal aspects of efficient operation of vertical-cavity surface-emitting
lasers. Opt. Quantum Electron. 28(4), 335–352 (1996)

4. Osinski, M., et al.: Thermal effects in vertical-cavity surface-emitting lasers. Int. J. High
Speed Electron. Syst. 05(04), 667–730 (1994)

5. Cartledge, J.C.: DFB laser rate equation parameters-for system simulation purposes.
J. Lightwave Technol. 15(5), 852–860 (1997)

6. Ramunno, L., Sipe, J.E.: Dynamical model of directly modulated semiconductor laser
diodes. IEEE J. Quanturn Electron. 35(4), 624–634 (1999)

7. Luo, Y., Sun, C.Z., et al.: Analysis of gain and index coupling coefficients of DFB
semiconductor lasers using a practical model. Int. J. Optoelectron. 10(5), 331–335 (1995)

8. Jakobsen, K.B., et al.: FM modulation response model of direct modulated buried
heterostructure semiconductor lasters. Opt. Commun. 82(5–6), 456–460 (1991)

9. Tucker, R.S.: High-speed modulation of semiconductor laser. J. Lightwave Technol. 3(7),
1180–1192 (1985)

10. Yu, S.F., et al.: Theoretical analysis of modulation response and second—order harmonic
distortion in vertical cavity surface—emitting lasers. IEEE J. Quantum Electron. 32, 2139–
2147 (1996)

11. Entezam, S., et al.: Thermal equivalent circuit model for coupled-cavity surface-emitting
lasers. IEEE J. Quantum Electron. 51(4), 2400108 (2015)

12. Hangauer, A., et al.: Vertical-cavity surface-emitting laser light-current characteristic at
constant internal temperature. IEEE Photonics Technol. Lett. 23(18), 1295–1297 (2011)

13. Morozov, V.N., et al.: Analysis of vertical-cavity surface—emitting laser multimode
behavior. IEEE J. Quantum Electron. 01, 980–988 (1997)

14. Su, Y., et al.: Circuit model for studying temperature effects on vertical-cavity surface—
emitting laser. In: Proceedings of IEEE LEOS (Lasers and Electro—Optics Society) Annual
Meeting, vol. 01, pp. 215–216 (1996)

15. Wipiejewski, T., et al.: Size-dependent output power saturation of vertical-cavity surface-
emitting laser diodes. IEEE Photonics Technol. Lett. 8(1), 10–12 (1996)

A Rectified Linear Unit Model for Diagnosing 507



16. Mena, P.V., et al.: A simple rate-equation-based thermal VCSEL model. J. Lightwave
Technol. 17(5), 865–872 (1999)

17. Mena, P.V., et al.: A comprehensive circuit-level model of vertical-cavity surface-emitting
lasers. J. Lightwave Technol. 17(12), 2612–2632 (1999)

18. Daubenschüz, M., et al.: Efficient experimental analysis of internal temperatures in VCSELs.
In: Proceedings of Conference on Lasers and Electro-Optics Europe & European Quantum
Electronics Conference, Munich. IEEE (2017)

19. Suzuki, N., et al.: High speed 1.1-µm-range InGaAs-based VCSELs. IEICE Trans. Electron.
92(7), 942–950 (2009)

20. Kingma, D., et al.: Adam: A method for stochastic optimization, arXiv preprint arXiv:1412.
6980 (2014)

508 L. Wang and W. Chen

http://arxiv.org/abs/1412.6980
http://arxiv.org/abs/1412.6980


Blockchain Based High Performance User
Authentication in Electric Information

Management System

Cong Hu(&), Ping Wang, and Chang Xu

Department of Information Communication, State Grid Anhui Electric Power
Company, No. 415, Wuhu Road, Baohe District, Hefei, Anhui, China

huc0019@ah.sgcc.com.cn

Abstract. User Authentication is essential in electric information management
system where the operations should be controlled according to standard speci-
fications. Traditionally the authentication is implemented by rule/rights defini-
tions in the static database, which is difficult to manage and audit when there are
a number of users and resources. Therefore, blockchain technology is introduced
to facilitate user authentication considering its decentralized and security fea-
tures. However, the performance of blockchain based authentication is relatively
low compared with the centralized database. In this paper, we propose a high-
performance user authentication framework for electric information manage-
ment system based on multiple level structure and parallel computing. The
proposed framework is implemented in a Provincial electric company of China
State Grid. According to the experimental results, the proposed framework not
only implements the blockchain based user authentication by also improves the
system performance by 60% compared with the non-optimized system.

Keywords: Blockchain � User authentication � High performance

1 Introduction

Currently information technology has infiltrate into almost every aspect in power grid
system from electric power generation to electricity transmission, from task allocation to
employ performance evaluation. Along with the further development of big data tech-
nology, different information systems are integrated together as a unified management
system. In one hand, the user have the same account in different systems with different
rights. In another hand, different resources in the system have their own accessibility for
certain users. Besides all these rights should be managed dynamically and can be
granted or cancelled easily. Traditionally, the user rights are defined specifically in the
database. The system checks the authentication server for user rights every time when a
user access the system. However, the existing centralized authentication system is a
bottle neck for the system performance and difficult to manage the rights. Also the data
security is a problem if the authentication server is attacked. Therefore, the authenti-
cation for electric information system is becoming a challenging task.
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Blockchain technology has drawn increasing attentions from different fields after it
is initially proposed in 2008 by Nakamoto [1]. By design, a blockchain is an open,
distributed ledger to record transactions efficiently and in a verifiable and permanent
way [2]. The features of blockchain make it is a suitable structure for user authenti-
cation in the critical systems such as electric information management system. The user
rights and resources accessibility information can be saved into the blockchain as
transactions which can be granted and reclaimed by creating new transactions that can
not be forged and garbled. However, the system performance of blockchain based
system suffers from the updating strategy of blockchain. For example, one transaction
in the BTC can only be confirmed after 2–3 new blocks which may takes hours. To
improve the performance of block chain based authentication system, we create a
cascade framework with parallel authentication algorithm. The proposed cascade
framework can implement both local and cross-domain authentication based on the
block chain system. Furthermore, the parallel computing methods are applied to speed
up the block chain creation. We also compare the proposed method with non-optimized
system in a provincial level electric information management system. The rest of the
paper is organized as follows, Sect. 2 analyzes the related work. In Sect. 3, the pro-
posed performance improvement algorithms are explained in details. An experimental
results on a provincial level system is given in Sect. 4. Finally, Sect. 5 concludes the
whole paper.

2 Related Work

User Authentication is an essential part for the Management Information System in
which security and privacy are two major considerations. Two-factor user authenti-
cation (TF-UA) is widely used in many applications [3, 4]. To improve the privacy,
anonymous TF-UA is suggested for authentication without disclosing the information
to other parts [5]. Islam and Biswas [6] suggested a new user authentication scheme
based on password for the EPR information system. However, these authentication
frameworks are mainly based on the centralized database which is difficult to manage
and may become the access bottle neck when the number of users and business models
are increasing. Therefore, blockchain based authentication is studied in this paper to
supply a decentralized and high performance framework for the management infor-
mation system in State Grid Company of China.

Authentication based on blockchain. Mohsin et al. [7] summarized the blockchain
based authentication from different aspects. Jiang et al. [8] built a decentralized
blockchain-based PKI (Public Key Infrastructure) to provide authentication service for
IoT devices. Hammi et al. [9] created a decentralized system named bubbles of trust to
ensure a robust identification and authentication of devices in IoT. Lin et al. [10]
presented a blockchain-based system to implement security mutual authentication to
enforce fine-grained access control polices for industry 4.0 applications. The block-
chain has been proven to be a suitable method for user authentication. However, the
blockchain also suffers from performance problem which should be further improved.

Blockchain performance improvement. Roehrs et al. [11] evaluated a blockchain
based personal health record system for 40,000 patients and indicated that its average
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response time below 500 ms and availability achieved 98%. It is suggested that the
high performance blockchain system usually has low security level [12]. Carreño et al.
[13] suggested an expert system using blockchain with fast learning to improve the
system performance. Cummings et al. [14] and Wu et al. [15] also demonstrated the
necessarily of performance improvement for authentication processing the MIS.

Therefore, in this paper, we suggested an improvement of the blockchain to
increase the efficacy while maintain the security level of the system.

3 Methodology

3.1 Block Chain Architecture for Cascading Authentication

Based on the cascaded authentication, the certificate management is complicated and
the authentication path is too long. The authentication efficiency is not high and the
actual application is difficult. This project is based on the block chain that is not easy to
tamper with and is distributed as the underlying data storage architecture. It stores the
authentication information across the domain and implements multiple authentication
modes such as user local authentication, local cross-domain authentication, and remote
cross-domain authentication. As shown in Fig. 1. Cascading authentication consists of
multiple independent network provincial and block chain networks. Each independent
network is composed of an authentication server, a client, and a block chain network
node. The bottom layer uses P2P network, gRPC, and Gossip protocol.

The blockchain network consists of a number of servers and host nodes in a peer-
to-peer network, which are located in each distributed independent network. In actual
application, the node can be built in the authentication server or outside the authenti-
cation server. The blockchain accounting node records the blockchain data, and the
service node provides the blockchain service. There is at least one billing node and
service node in each independent network province, providing complete blockchain
data storage, query and audit functions.

Fig. 1. Cascade authentication architecture based on blockchain.
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3.2 High-Performance Concurrent Authentication Based on Blockchain

The system adopts 1 + N multi-chain structure, static account book and dynamic
storage combination, polymorphic node and multi-disciplinary mechanism to realize
high-performance concurrent authentication based on blockchain.

(1) 1 + N multi-chain structure: one main chain + N sub-chain structure, main chain
and sub-chain for business logic and data partition processing. There is only one
main chain, which is linked to the headquarters and various provincial companies;
the sub-chain is established in the company of the province, and there can be
many in theory. Each sub-chain can provide identity authentication capability for
the intranet company, support parallel processing of multiple authentication
requests, and asynchronously write the main chain transaction book after the
authentication is completed.

(2) Combination of static ledger and dynamic storage: different types such as identity
authentication ledger identity information account, certificate information ledger,
authentication log ledger, etc. The main chain and sub-chain have different books,
wherein the authentication log book is non-tampering data, identity the infor-
mation book and the certificate information book can be updated and upgraded
(i.e., dynamically stored) according to the consensus mechanism.

(3) Multi-disciplinary consensus mechanism: Adopting a multi-consensus parallel
mechanism to quickly improve the speed of transaction confirmation. The book
storage uses the next generation of distributed storage and sharing technology to
form a distributed file system in the sub-chain nodes. For parallel transactions, the
consensus algorithm is used to quickly reach the authentication request submis-
sion, and each consensus node in the sub-chain may be randomly selected to
complete the authentication process as the authentication service unit. As the
number of consensus nodes increases and the weight increases, the system will
run faster and more securely.

4 Implementation and Experiential Results

4.1 System Implementation

We implement a test network with in two domains. The authentication system
deployment topology based on blockchain technology is divided into two major
domains: production, testing/training. The production domain is separated from the
test/training domain through the company’s internal network firewall. The production
domain is used to deploy the production environment of the identity authentication
system based on blockchain technology, which mainly includes four deployment
nodes: Wuhu Road, Huangshan Road, Xuancheng Company, and Electric Power
Research Institute.

In each node, 6 computers are installed with the blockchain software to implement
the authentication functions. The test network also connected with the main blockchain
network of the Anhui provincial company. We implement the cascading authentication
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by cloning the main blockchain data and saved in the test network. Also multi-chain
structure is applied to further increase the authentication speed.

4.2 Performance Evaluation

To evaluate the performance of the proposed framework, we compared the blockchain
based authentication speed in different situation. Figure 2 gives the results time
required for different operations in seconds. Figure 2(a) shows the time need for the
new user registration. The original blockchain framework takes 12 s, with the cas-
cading authentication, the time is reduced to 5 s and the time is further reduced to 0.8 s
with the concurrent authentication method. Figure 2(b) gives the time used for login
operation in the three situations of original (4 s), cascading authentication (2 s) and
concurrent authentication (0.5 s).

5 Conclusions

In this paper, we present a performance improvement for the blockchain based
authentication framework in State Grid Company of China. In this framework, cas-
cading and concurrent authentication are employed to speed up the processing steps.
This framework has been implemented in a test network with 6 server nodes.
According to the experimental results, the proposed method can reduce the registration
and login time by 15 and 5 times.
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Fig. 2. Performance evaluation of the blockchain based authentication.
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Abstract. Data security is an important request for electric company that takes
responsibility of energy supply for our daily lives. In this paper, a blockchain
based framework is proposed to grantee the integrity and authenticity of data
transmission in electric company. We employ the blockchain to implement a
decentralized system that records every data transformation operations in the
network and a double-account strategy is designed to fulfill the anonymity data
transmission. We implement the proposed method in a test network with five
nodes, and the experimental results indicate that the proposed method is
effective to improve the data security in electric company.

Keywords: Blockchain � Data transmission � Double-account � Data security

1 Introduction

Along with the development of Information technology, more and more business
model and core datasets are connected to the company network of State Grid China.
Therefore the potential threads and security challenges are increased quickly. In order
to continue to promote the construction of high-tech information in the State Grid
Company, to solve the problem of information resource dispersion and transmission
security; to prevent hackers from attacking DDS attacks on information systems and
malicious tampering with data, the Department of Information and Communication of
the State Grid has launched a research work on the application of blockchain tech-
nology, and published a technical white paper on the application of blockchain tech-
nology in identity authentication scenarios in 2017. In order to implement these
requirements for the application of blockchain technology, to create a national network
blockchain system platform, eliminate information islands, achieve direct data sharing,
and improve data transmission security, we propose a blockchain based data trans-
mission framework to improve the data security and management efficiency.

Blockchain has been quickly developed since it is first proposed in 2008 by Satoshi
Nakamoto [1]. As an integrated technology that combines cryptology, peer to peer
network, and consensus mechanism, the blockchain has been proved to be an effective
decentralized system that can provide authentic and undeniable information storage
framework. Therefore, in this paper we created a data transmission that records the
system operations to the blockchain and a double-account strategy is implement for
anonymous data transmission. According to the experimental results, we demonstrate
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that the proposed data transmission system can be useful to solve network-level cas-
cading, authentication security, data security, etc. The rest of the paper is organized as
follows. Section 2 gives the related work on data transmission system and blockchain.
The proposed methodology is described in Sect. 3 in details. Section 4 shows the
implementation of a test network and analyzes the experimental results. Section 5
summarizes the whole paper.

2 Related Work

Secure data transmission is an essential task in management information system [2–4].
Shankar et al. [5] applied Elliptic Curve Cryptography (ECC) to distribute secure key
and exchange medical data. The hash value of sink ID is used to register random number
and timestamp for two-way authentication. Dhivya et al. [6] proposed a SOA based
secure data transmission over the reliable route to improve the network performance.
Ahmed et al. [7] designed a Flooding Factor based Framework for Trust Management in
mobile ad hoc networks. Suresh et al. [8] modified the Blowfish algorithm for the Secure
Data Transmission in Internet of Things. These designed frameworks are not fully tested
and difficult to implement since they are not standardized. It is necessary to apply the
blockchain technology for secure data transmission.

Blockchain for data transmission. Wilkinson et al. [9] described a P2P network
based on blockchain to implement the end-to-end encryption which can be used to
transfer and share data without a third party. Zyskind et al. [10] created a framework
that uses blockchain to control the access to the personal data through distributed
storing file permissions in the blockchain, but the data storage is still based on a
centralized cloud. Li et al. [11] proposed a security architecture based on blockchain for
distributed cloud storage, in which users can segment their files into encrypted data
chunks which can be upload randomly into the P2P network nodes to support a free
storage capacity. However, these existing framework do not supply the anonymous
data transmission which is necessary in the electric management system.

3 Methodology

3.1 System Framework

To support the secure data transformation that grantees anonymity, confidentiality,
integrity and authenticity, the proposed data transformation framework introduces a
double-account strategy based on blockchain structure. Figure 1 describes the proposed
system architecture.

As shown in Fig. 1, the proposed framework contains three main parts: user client,
blockchain and the IPFS (InterPlanetary File System). In user client, a double-account
system is implemented to fulfill the anonymity data sending/receiving. The blockchain
structure can record every data transformation to grantee the data integrity and
authenticity. The IPFS is used to transform the enciphered data for confidentiality.
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3.2 Blockchain Records

The blockchain technology integrates different algorithms such as hash, asymmetric
encryption, Merkle tree, consensus and etc. to create a distributed and open ledger to
efficiently record transactions in a verifiable and permanent way. In this paper, we use
the blockchain to record the data transformation actions between two nodes in the
system. When A wants to send some data D to B, it will broadcast a message “A sends
data D to B” to all nodes and this message and the hash of data D will be recorded into
the blockchain according to the predefined consensus such as PoW or PoS. All data is
saved in the IPFS and can be transmitted by P2P method, which will be discussed in
details in Sect. 3.4.

With the help of the blockchain, we can ensure that the data is sent to the receiver
by comparing the hash code of the data and the hash recorded in the blockchain.
Furthermore, if we only want the receiver to read the content, we can encrypt the data
with the open key of the receiver. Not only sending data, but also creating file,
receiving file and delete file should all be recorded in the blockchain.

3.3 Double-Account Registration

The anonymity is a necessary feature for the secure data transformation system. Since
all data transmit actions are recorded in the blockchain, another anonymous account is
required for each user to send data in secret. In this paper, a double-account system is
designed to implement the anonymity of data transmissions.

Initially, suppose n users are registered in the system and n accounts are created.
For each user, a private key is first generated with a random number picked by the user,
then the public key is calculated from the private key and the address of the account is
defined as the hash code of public key. Each user will broadcast the public key, account
address and the user profile such as name and affiliation to other users in the system and
recorded the information in the blockchain. The address associated with public key and
user profile are the public account of the user, which can be used to receive data in
autonym. All data sent to the public account can be seen by other users in the system
since the transformation is recorded in Blockchain. The public address in blockchain is
associated with the user information which can be used to send data in public.

User Client 0

IPFS network

Blockchain

User Client n...

Fig. 1. Blockchain based secure data transmission framework
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To send the data in anonymity, another account/address is needed. For user Ni, We
generate n random accounts for each user if there is totally n users in the network. Then
we send the n-1 accounts to other n-1 users as the anonymous account for Ni, and leave
the last one as own account. Accordingly, Ni will receive n-1 accounts from other n-1
users. If we want send data to user Nj anonymously, we can directly send data to the
second account of Nj. If we want the public know that the data is from Ni, we can use
the public address of Ni as sender, and otherwise we can use the self-generated account
of Ni. In this case, we can decide if we want others know we have send the data to
certain receivers. However, if Ni want the receiver Nj know where the data come from,
Ni can sign a certificate in the data and encrypted with the public key of Nj’s account.
After that, the anonymous account of Ni is revealed to Nj. For security reasons, Ni can
create a new anonymous account to replace the old one.

3.4 IPFS Data Transmission

In the proposed framework, the blockchain structure is used to record all data trans-
mission related operations. While the real data in our platform is stored in the IPFS
platform. The IPFS or InterPlanetary File System is a network file storage protocol
based on P2P technology. It refers the Git and BitTorrent system to support a server
that we can access the file based on its content. For example, we give a file
address/name with its hash code. Then if the names of two files are the same, then these
two files are the same file. For the large file, we can segment it and save it as parts.
Currently, Blockchain usually employs IPFS to save the blocks. In our system, we also
use the IPFS to transmit data in electric company.

An IPFS file system is created to transmit the data in the system. We can directly
generate the file and save it to the IPFS system. Then we send the information to the
receiver and record the information with blockchain for certification. We the receiver
get the conformation from blockchain, it will directly download the data from IPFS and
read the data according to the information from blockchain.

4 Experiential Results

We implement the proposed framework in a test network inside the company network.
The test platform is composed by 36 users/nodes located in 4 sub networks. The IPFS
software is installed on these nodes and the blockchain is developed based on Ether-
eum. We implement the double-account structure for each node and that can support
the anonymous and autonym data transmission among the nodes in the system.

We test the system with different data transmission tasks, and the results indicate
that the proposed framework can meet the security requirements. Meanwhile, the IPFS
system can supply very high transmission performance since it is based on the
BitTorrent and all nodes can become the data server to share the data in a very fast way.
Compared with the traditional direct file sending/receiving structure, the proposed
system can increase the transmission speed by 50% or higher (Fig. 2).
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5 Conclusions

In this paper, we present a secure data transmission system for electric company based
on blockchain technology. In the proposed framework, the blockchain is used to record
the file operations of each user and IPFS is employed to implement the storage of the
blocks and data transmission. Meanwhile, a double-account protocol is designed to
support the anonymous data transmission between nodes. We created a demo network
to test the proposed framework and it is indicated that this system can meet the security
requirements of the electric company and increase the data transmission speed by 50%.
Also the many system is based on the open source implementations which can save the
development and maintains cost in long run.
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Abstract. Blockchain has been proved to be a promising technology for
decentralized security data transmission and management, which can be applied
to the user authentication framework especially for large company such as State
Grid of China. In this paper we demonstrate the implementation of a blockchain
based system for user authentication in electric information management system
that covers many business and application aspects. The proposed framework
first studies the security improvement user authentication by applying the
blockchain technology and suggested a three step Consensus Mechanism based
on Kafka sort function. Then the implementation of the proposed framework
work is described and the features are analyzed. According to the experimental
results, the proposed authentication framework for electric company is efficient
and effective to improve their overall information security performance.

Keywords: Blockchain � User authentication � Information management
system

1 Introduction

State Grid of China is an essential player in the energy supplier in China. The security
of its information management system is critical for the stability of our daily lives.
However, along with the increase of system functions and complexity, the user
authentication has become more and more important to ensure the system security.
Even though, the company has constructed the unified authority platform, it is still
facing more and more challenge. With the in-depth development of the company’s
informatization work, a number of business application systems are integrated into the
unified authority platform, and the user identity information of the management is
increasing. The security, reliability and disaster recovery of the unified identity
authentication service for the unified authority platform are critical for the stability of
the overall system. In order to meet the higher requirements, the company urgently
needs a new technology architecture to meet the business management needs of unified
identity authentication in accordance with the relevant requirements of the government
and to improve the ability of information communication operation support.
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In conjunction with the guidance of the new technology development route of the
State Grid Corporation, Anhui Company adopts the blockchain technology to optimize
the architecture of the unified user authentication service and try to solve the security,
reliability and performance problems of the unified user ID authentication service. In
this paper, we first propose the authentication method using blockchain and suggest a
three-step consensus mechanism to improve the performance of the blockchain. Then
the system implementation is described and the management user interface is
demonstrated. Finally we analysis the features of proposed framework and suggest the
further study. The rest of the paper is organized as follows. Related work is given in
Sect. 2. Section 3 describes the proposed framework in details. Section 4 demonstrates
the system implementation and analyzes the features of blockchain based user
authentication framework. Finally, Sect. 5 concludes the whole paper.

2 Related Work

Management Information System (MIS) has been applied in many companies and is
playing an increasingly important role [1, 2]. Authentication is one of the keys to the
success of the MIS [3], and it can be improved by the blockchain technology. Started
from the Bitcoin [4], blockchain technology has been applied in quite many applica-
tions including reputation system, financial services, Internet of Things (IoT), and so on
[5]. McGhin et al. [6] summarized the blockchain in healthcare related applications. Xu
et al. [7] applied blockchain in traceability system to restructure the existing system by
moving data from the central database to blockchain. Wang et al. [8] conducted the
survey on existing Blockchain technologies with an emphasis on the IoT applications.
Pan et al. [9] suggested a case study of blockchain used for carbon trading. These
applications indicate that blockchain can improve the existing business model by
replacing the centralized data schema into decentralized framework and grantee the
security requirements.

Authentication is an essential part for management information system especially in
large companies such as State Grid of China. Roman et al. [10] proposed a pairing-based
authentication protocol to guarantee confidentiality of communications and to protect
the identities of smart grid users. Li et al. [11] presented a authentication scheme of
message to provide key establishment service for smart grid. Mahmood et al. [12]
suggested a lightweight authentication scheme based on hybrid Diffie–Hellman using
AES and RSA to generate the session. Mood and Nikooghadam [13] described an
authentication scheme to provide the security features and to offer better efficiency in
communication and computational costs for smart grid applications. Premarathne [14]
presented a continuous authentication model featured by context-aware and multi-
attribute for secure energy utilization management in smart homes. However, these
methods are designed for their own scenarios which is difficult to extend. The block-
chain based authentication may supply a standard schema and can be implemented
based on existing open source platforms which can reduce the development task.
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3 Methodology

3.1 Blockchain Based User Authentication

User Identity Authentication Cascading Process Simplification. The decentralization of
blockchain technology is used to build a trustworthy multi-center system, and the
individual centers of the decentralized and independent individuals are organically
centralized to form a unified central system with multiple centers participating in
multiple parties, thereby improving trust transmission efficiency and reducing cascade.
Cost, realize the cascading certification of Anhui Electric Power Company’s three
places to simplify the cascading process.

Reliability of Identity Authentication System. In the form of a distributed database
of blockchain in the unified identity authentication service, each participating node can
obtain a copy of the complete database. Fabric currently uses the kafka sorting function
to achieve consensus. In Fabric, the consensus is to ensure data consistency and
effectiveness through endorsement, sorting, and verification. The natural disaster
recovery of data provides basic data support for certification.

Identity Security Enhancement. In the unified identity authentication service, the
blockchain technology utilizes the consensus algorithm with distributed nodes to
generate and update data, it also applies cryptography to improve the security of data
sharing and access. Blockchain can be used to implements a decentralized user identity
signature certificate, and enhances security.

3.2 Consensus Mechanism

Due to the time delay in the P2P network, the order of transactions between parties in
the system can be different observed by nodes of the sytem. Therefore, the blockchain
framework needs to design a mechanism to make an agreement on the order of
transactions happened within a similar period of time. This algorithm also called
Consensus mechanism is used for agreeing on the order of transactions within a time
window. Hyperledger Fabric (a blockchain framework) currently uses kafka sorting
function to achieve consensus. In Fabric, the consensus is through the endorsement,
sorting and verification. The endorsement process is that the endorsement node receives
the request from the client (transaction proposal) according to its own logic. The
process of checking to decide whether to support or not, in order to invoke a certain
chain code, it needs to obtain certain conditions for endorsement to be considered legal,
must be unanimous consent from certain identity members, or in an organization.
Support for more than a certain number of members, etc.; these endorsement strategies
can be specified by the chain code before instantiation; the sorting process is to achieve
a globally consistent order within a network for a batch of transactions over a period of
time. In Fabric, Plug-in architecture, CFT type backend, and BFT type backend,
including Kafka; the verification process is the final inspection process before the
sorted transactions are submitted to the ledger. The verification process includes ver-
ifying the integrity of the transaction structure itself. Whether the endorsement sig-
nature satisfies the endorsement strategy, whether the read/write set of the transaction
satisfies the multi-version concurrency System and so on.
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4 Case Study

4.1 System Implementation

A test framework is implemented as shown in Fig. 1.

In Fig. 1, three sub networks and a database are created and connected in the
company intranet. In each sub network, 6 nodes are configured as application server,
peer node, kafka node and order node to implement the blockchain based authenti-
cation functions. Three ports are defined for unified rights definition, system admin-
istration and user application. Figure 2 gives two interfaces of the administration
model.
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Fig. 1. Framework of the implemented test network.
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4.2 Performance Evaluation

1. Reduce the cost of disaster recovery operation and maintenance

In view of the current use of the Oracle product suite (data storage and data) for
data disaster recovery, the procurement of related products and related services are
extremely high. At the same time, the data disaster recovery of headquarters and
provincial and municipal companies is fragile, and a large operation and maintenance
team is required to ensure disasters. The blockchain system is a product independently
developed by the State Grid. It does not require product procurement and related
service fees. At the same time, the blockchain system is decentralized, and the nodes on
each chain are central, thus eliminating the need for components. A huge operation and
maintenance team.

2. Improvement user productivity

In view of the current centralization of the national network identity authentication,
and the same user can only be authenticated at the headquarters and the provincial
certification center, the authentication routing function cannot be realized. When there is
a problem in the certification center, the user will not be able to carry out production
work, which greatly affects the production efficiency; the blockchain system is decen-
tralized, and the nodes on each chain are central, so that users can be routed to any node
for authentication without waiting, which will greatly improve user productivity.

3. Save information sharing time and realize direct information sharing

In the form of a distributed database of blockchain in the unified identity authen-
tication service, each participating node can obtain a copy of the complete database.
Fabric currently uses the kafka sorting function to achieve consensus. In Fabric, the
consensus is to ensure data consistency and effectiveness through endorsement, sorting,
and verification. The natural disaster recovery of data provides basic data support for
certification.

4. Improve information transmission security

In view of the fact that the national network information system transmits data
based on key information encryption, the blockchain system uses public key encryption
transmission and private key decryption scheme to make data transmission more secure
and reliable.

Fig. 2. Management interface of the blockchain based authentication.
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5 Conclusions

Blockchain is a fast developing technology and has been successfully applied in dif-
ferent applications to create a decentralized and secure data storage, which should be
used in authentication system especially for the big companies with many users and
business models such as State Grid of China. In this paper, we implement a blockchain
based authentication framework and test it in electric management information system.
The experimental and the evaluation results indicate that blockchain is useful in system
authentication, and it cannot only increase the security level of the system but also
improve the system performance by distribute the task in many machines instead of the
center server that usually will become the bottle neck of the whole system.
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Abstract. Since 2005, most U.S. listed firms have been mandated by the
Securities and Exchange Commission (SEC) to disclose an additional section,
named Item 1A risk factors, in annual reports (i.e. Form-10-K filing) to discuss
risk factors these firms are facing with. The current research rarely study the
evolutionary mechanism of risk factor disclosure. Based on 263310 risk factors
extracted from 9730 U.S. financial firm annual reports during 2006–2016, this
paper draws the trends of the risk disclosure in terms of risk factor number,
redundancy, specificity, fog index, sentiment subjectivity and boilerplate. The
empirical analysis shows that the overall trends of these six textual attributes are
arising. This paper further studies the evolutionary mechanism from the per-
spective of firm characteristics, regulation and financial crisis. There are two
main findings. Firstly, the overall trends of these textual attributes can be
explained by the changes in company characteristics. Secondly, the occurrence
of important events such as the release of regulations and financial crisis can
lead to leapfrogging of textual attributes.

Keywords: Risk factor � Text analysis � Financial risk � Evolutionary
mechanism

1 Introduction

Since 2005, SEC has required public firms to disclose risk factors as a separate section
in their annual financial statements with a well-defined format, which contains a risk
heading and a detailed description (SEC 2005). Risk factor disclosure describes
forword-looking risk factors that firms are facing with (Wei et al. 2019b, c) and it is
important for corporate risk analysis, mainly for two reasons. First of all, it reflects the
risk profile from the firms’ perspective, which helps regulators make regulatory policy.
More importantly, it plays a guiding role for investors and can often lead to fluctuations
in the stock market (Bao and Datta 2014; Silic and Back 2016). Thus, both regulators
and investors value research on disclosure effectiveness.

There have been many kinds of literature doing relevant research on the change of
the quantitative accounting data in annual reports (Cazier and Pfeiffer 2015; Li 2008;
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Monga and Chasan 2015). However, only a few research focus on the textual risk
disclosure. Many researchers have designed a variety of indicators to measure the
textual attributes of firm disclosure. Cazier and Pfeiffer (2015) measured the redun-
dancy of textual disclosure by measuring the length of reports and the number of
repeated words; Lang and Stice-Lawrence (2015) used the number of repeated sen-
tences of different firms in the same year to measure the boilerplate of textual dis-
closure; Loughran and McDonald (2014) used the fog index to measure how many
years of formal education is required for reading a financial statement to indicate the
readability of the text disclosure. Hope et al. (2016) used the number of specific entities
to measure the specificity of risk disclosure. Brown and Tucker (2011) used the same
number of repeated sentences within the same firm to measure the stickiness of textual
disclosure. Dyer et al. (2017) examined the trends of ways that firms disclosed their
annual reports and tried to explain these trends from a regulatory perspective and the
influence of the firm’s attributes.

There are also many types of researches working on what the risk factor disclosure
discussed (Bao and Datta 2014; Campbell et al. 2014; Dyer et al. 2017; Huang and Li
2011; Wei et al. 2019a; Zhu et al. 2016). The most widely used methods are the topic
model and the content analysis method. Firstly, the prototype of the topic model,
named Latent Dirichlet Allocation (LDA), is proposed by Blei et al. (2003), which can
cluster massive text information into several subclasses according to the different
content of the topic, and researchers can judge the content based on the feature words
of these subclasses. Considering that headings of risk factors are all short texts,
researchers have proposed an improved sent-LDA topic model that can more accurately
identify topics of risk factor disclosure (Bao and Datta 2014). Secondly, the content
analysis method uses manual ways to identify factors, matching keywords with risk
topics (Miller 2017; Zeghal and El 2016).

Researchers have also studied the effectiveness of risk factor disclosure in two
aspects. Bao and Datta clustered risk factor disclosure into 30 risk types and they tested
whether and how these specific risk types influenced the risk perceptions of investors.
Finally, they concluded that systematic risk types are effective according to stock
market fluctuations (Bao and Datta 2014). Following the same research paradigm,
Campbell et al. (2014) and Beatty et al. (2018) also verified the effectiveness of these
risk factors using the impact of risk types on the stock market. On the other hand, Dyer
et al. (2017) studied the relationship between the issuance of specific regulatory reg-
ulations and specific risk disclosures and confirmed that the company did not disclose
risks in a consistent manner, but responded according to regulatory policies.

Different from previous research methods, this paper provides a new perspective to
study the textual risk factor disclosure. Following Dyer et al. (2017), this paper assumes
that textual attributes of risk factor disclosure reflect different features offirm risk. Based
on 263310 risk factors extracted from 9730 U.S. financial firm annual reports during
2006–2016, this paper studies the trends of textual attributes of risk factor disclosure in
terms of risk factor number, redundancy, specificity, fog index, sentiment subjectivity
and boilerplate. Furthermore, three aspects of reasons are used to explain these trends.
First of all, the changes in corporate characteristics are used to explain overall trends. As
for abrupt points of textual attributes trends, the release of regulatory regulations and the
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outbreak of the financial crisis are simultaneously considered. These analysis attempt to
draw and explain the trends of textual attributes of risk factor disclosure.

This paper is organized as follows. Section 2 introduces our approach to measuring
text disclosure characteristics and the main methods for text analysis. Section 3.1
presents the empirical data and Sect. 3 show the empirical analysis. Finally, this paper
is concluded in Sect. 4.

2 Methods

This paper employs two methods to measure the textual attributes and infers risk
categories of risk factor disclosure, respectively. The former method is mainly for
drawing the trends of risk factors and the latter method helps to further explore the
evolutionary mechanism of these trends.

2.1 Methods of Measuring Textual Attributes

To comprehensively capture textual characteristics, a broad set of textual attributes
including risk factor number, redundancy, specificity, readability, sentiment subjec-
tivity and boilerplate are measured. These six kinds of textual attributes reflect the
different psychology of the issuers when disclosing risk factors. For example, when
disclosing these documents, they used more redundant/boilerplate and less
specific/readable language to hidden effective information and they would use more
subjective words to guide investors to make inappropriate decisions. The descriptions
and measurements of these textual attributes this paper uses are presented in Table 1.

Table 1. The descriptions and measurements of textual attributes

Textual attribute Description and measurement

Risk factor
number

The risk factor number disclosed by firms

Redundancy The percent of redundant words in Item 1A. It is figured out by using the
number of repeated words divided by the total number of words

Specificity The percentage of entity words, including people, locations, dollar
amounts, organizations, percentages, dates in risk factor disclosures and
times identified by NLTK, an open source natural language process tool

Fog index fog ¼ 0:4� w
s þ c

w

� �
, where are a number of total words, number of total

sentences and number of complex words excessing two syllables (more
details please refer to Gunning (1952)). It measures the readability of the
text

Sentiment
subjectivity

The subjectivity of the text. With subjectivity increasing, scores range
from 0 to 1

Boilerplate The percent of words of sentences with boilerplate words in Item 1A of
Form 10-K. The Boilerplate words mean that at least 75% of firms use the
four-word phrase in the same fiscal year. (Similar to Lang and Stice-
Lawrence (2015))
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2.2 Method of Inferring Risk Categories

The risk factor disclosure in Form 10-K describes a risk assessment from the firm
perspective (Kravet and Muslu 2013). For market participants and regulators, clarifying
the specific content of these risk assessments will help them make investment decisions
or regulation rules. However, when the number of reports involved becomes large, it is
extremely difficult to manually review risk factors one by one (Dyer et al. 2017;
Loughran and Mcdonald 2014). To address this issue, researchers usually employ topic
models to analyze large amounts of textual data.

The most classic topic model is the LDA model proposed by Blei et al. (2003) LDA
is an unsupervised machine learning technique that can be used to identify a latent topic
in a large collection of documents. This approach considers each document to be a
mixture of multiple topics and each word in the document is extracted from the topic.
Using the LDA model, researchers can draw a topic distribution over documents and
word distributions over each topic. At last, what these documents discuss is identified.

Sent-LDA is an improved version of the LDA model that adds the “one topic per
sentence” hypothesis to the LDA model and proves to be more suitable for analyzing
short text data such as risk factor headings. Let bk , hd be V-dimensional word distri-
bution for topic k and K-dimensional topic distribution for the document d, respec-
tively, let g and a denote the hyper-parameters of Dirichlet distributions and let zd;s
denote the topic assignment for sentence s in the document d. Sent-LDA model can be
described as follows.

(1) For each topic k 2 f1; . . .;Kg, draw a distribution over vocabulary words bk �
Dirichlet ðgÞ.

(2) For each document d,
(a) draw a vector of topic proportions hd � Dirichlet ðaÞ.
(b) for each sentence s in the document d,

i. draw a topic assignment zd;s � Multinomial hdð Þ
ii. for each word in a sentence s, draw a word wd;s;n �Multinomial bzd;s

� �

Figure 1 presents the graphical representation of Sent-LDA model where K, N, M
are a number of topic, sentence, and document. More detailed method description and
parameter estimation can be found in the study of Bao and Datta (2014).

Fig. 1. Graphical model of Sent-LDA
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3 Empirical Analysis

3.1 Data Description

Financial institutions are most sensitive to risk factors and play an important role in
economy. Thus, this paper studies the risk factor data of financial institutions in Form
10-K. The initial samples are collected from all financial institutions listed in the
EDGAR database on the website of SEC (https://www.sec.gov/info/edgar/siccodes.
html). First, based on the global industrial classification Standard (GICS) code, names
of financial institutions are collected the whose first four digits of GICS code are 4010,
4020, 4030 and 4040. This paper collects a total of 9730 financial institutions’ annual
reports during 2006–2016. Then their corresponding Form 10-K filings (TXT or
HTML) can be download from the EDGAR database. And then, 263310 risk factors are
extracted from these fillings. At last in order to study the relationship between financial
firm characteristics and textual disclosure attributes, 8999 company’s fundamental data
is obtained from the Compustat database.

3.2 Overall Trends of Textual Attributes

We calculate six attributes of US financial institutions’ risk disclosure in their annual
report, including the number of risk factors, redundancy, specificity (expressed by the
number of entities), readability (indicated by the fog index), sentiment subjectivity and
boilerplate. The overall trends of these attributes are shown in Fig. 2. From the figure, it
can be seen that the overall trends of these six attributes have two significant features.
First, these trends are generally rising. Second, in some special years, such as 2009, the
upward trends have a sudden change. In order to better determine the second feature,
we further draw a line chart of the change rates of the six disclosure attributes, as
shown in Fig. 3.

Fig. 2. Overall trends of textual attributes
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From Fig. 3, it can be seen that the sudden change in the changing rate of the
textual attributes in several specific years is more obvious. The conclusion is that
(1) the changing rates of the six textual attributes have significantly changed in 2009
(2008 for per-word boiler), and they experienced a significant improvement except for
sentiment subjectivity; (2) The changing rates of redundancy and specificity (expressed
by the number of entities) have experienced a significant decrease; (3) Begin in 2014,
the changing rates of risk factor numbers, redundancy, readability and sentiment
subjectivity all had experienced a significant downtrend until 2016.

3.3 The Evolutionary Mechanism of Text Disclosure

The Evolution of Firm Characteristics. Some researchers believe that the firm
characteristics such as the firm size, net income et al. may cause the change in the ways
of financial statements disclose (Cazier and Pfeiffer 2016; Dyer et al. 2017), and other
researchers have shown that risk factors have a significant impact on company per-
formance (Chien-Ta et al. 2009). In order to verify whether the change in firm char-
acteristics during the sample period are significantly related to the change in textual
characteristics of risk factor disclosure, this paper calculates the average value of the
three firm characteristics of US financial firms during 2006–2016, and further calcu-
lates the correlation coefficient between the changing rates of these attributes and that
of textual attributes. Table 2 shows the correlation coefficients. From Table 2, it can be
seen that there is a clear correlation between the textual attributes of risk disclosure and
the firm characteristics. Specifically, the firm size is positively correlated with the
sentiment subjectivity, the book to market ratio is positively correlated with the number
and specificity of risk disclosure and negatively correlated with the sentiment subjec-
tivity. The net income is negatively correlated with the number of risk disclosures,
which is consistent with the results obtained by Dyer et al. (2017). The net income is
significantly negatively correlated with redundancy and boilerplate, and the total assets

Fig. 3. Changing rates of textual attributes
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and boilerplate are negatively correlated. The only attribute that is not related to firm
characteristic is the readability.

Another possible reason for the overall increase in disclosure methods is the
company’s concerns about regulatory litigation. Beatty et al. (2018) quoted the “status
quo” theory proposed by Samuelson and Zeckhauser (1988) to illustrate that in order to
reduce the risk of litigation, firms usually disclose the risk factors that have already
been disclosed in previous financial statements in their new financial statements,
although there is no relevance between them.

The Impact of Regulatory Requirements. The research results of Monga and
Chasan (2015) and Dyer et al. (2017) show that regulatory requirements have a sig-
nificant impact on the attributes of the firm financial statements. We also get the same
conclusion on risk factor disclosure. Looking back at the evolution of the ways risk
factors are disclosed, we find that there are two important time nodes. In 2010, the
changing rates of redundancy and specificity have experienced a significant decrease.
Begin in 2014, the changing rates of risk factor numbers, redundancy, readability and
sentiment subjectivity all had experienced a significant downtrend until 2016. This
coincides with the time when the SEC issued regulatory documents.

A comment letter issued by SEC in 2010 asked firms only disclosed specific risk
factors related to themselves (SEC 2010), which can explain the decrease in entity
number. To improve the effectiveness of risk disclosures, the SEC began a compre-
hensive review of regulation in 2013 in order to identify excessive redundant and
complex disclosure (SEC 2013). The correspondence between these facts that the
textual attributes of risk factors changes obviously and regulations means that the
disclosure of risk factors is indeed affected by regulatory regulations.

The Impact of the Financial Crisis. In 2009, the textual attributes changed dra-
matically, which means that in addition to the influence of firm attributes and regula-
tions, the disclosure of risk factors may be subject to other one-time events, which is
consistent with the findings of Cazier and Pfeiffer (2017). Considering the serious
financial crisis that occurred in 2008, this paper uses the Sent-LDA method to further
analyze whether the mutation of risk disclosure is caused by the financial crisis.

After selecting the optimal number of topics, risk factor disclosure before 2008,
from 2009 to 2011 and after 2011 are clustered into 35, 40 and 40 clustering. After that,
these risk topics are divided into five major risk categories, i.e. market risk, credit risk,

Table 2. The correlation coefficient between the textual attributes and firm characteristics

Firm size Book to market Net income Total asset

Risk factor number −0.33 0.5 −0.5 0.099
Redundancy −0.18 0.34 −0.74 0.15
Specificity −0.47 0.72 −0.15 −0.16
Fog index −0.22 0.21 −0.17 0.21
Sentiment subjectivity 0.68 −0.53 0.041 0.32
Boilerplate −0.38 0.0095 −0.63 −0.54
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liquidity risk, operational risk, and legal risk (Zhu et al. 2019). The changes in risk
topics before, during and after the crisis are shown in Fig. 4. It can be seen from Fig. 4
that credit risk and operational risk had changed a lot as the financial crisis evolved,
which is in line with the actual situation of the financial crisis. We find that although the
firm is at the mercy of the “Status quo” theorem, the risks disclosed before, during and
after the financial crisis do reflect the main risks of the financial market at that stage,
indicating that the firm seriously disclosed its risks factor during this period, which is
consistent with Li et al. (2012). This may be the cause of significant change in the
number, specificity, sentiment subjectivity, and boilerplate of risk disclosure. There-
fore, it can be concluded that the financial crisis have a significant impact on the way
the statements are disclosed.

4 Conclusion and Future Research

Textual risk factor disclosure is important, whether for investors, regulators or
researchers. Through the analysis of risk factor disclosure of U.S. financial institutions
during the period of 2006–2016, this paper has analyzed the overall trends of textual
attributes of risk factor disclosure. This paper finds that (1) the changing rates of the six
textual attributes have significantly changed in 2009, and they experienced a significant
improvement except for sentiment subjectivity; (2) The changing rates of redundancy
and specificity (expressed by the number of entities) have experienced a significant
decrease; (3) Begin in 2014, the changing rates of risk factor numbers, redundancy,
readability and sentiment subjectivity all had experienced a significant downtrend until
2016.

This paper also studies the change in the firm characteristics during the sample
period and the impact of regulations and financial crisis, verifying that the firm risk
disclosure ways have a significant correlation with and firm characteristics. It indicates
that the evolution of the firm characteristics is an important reason for the evolution of

Fig. 4. Changes in risk topics before, during and after the crisis
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risk factor disclosure. We further sort out specific risk factor disclosure regulations and
find that the release of regulations often has an impact on the disclosure of risk factors.
Most interestingly, we analyze the most volatile years of risk disclosure and find that
the financial crisis may be the cause of this violent shock.

Our research complements the study of risk disclosure by analyzing the evolution
mechanisms of firm disclosure from a perspective of risk factor rather than all annual
financial statements. In future research, we will consider more about the impact of one-
time events on disclosure ways.
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Abstract. Real-world data collections often contain missing values,
which can bring serious problems for data analysis. Simply discarding
records with missing values tend to create bias in analysis. Missing data
imputation methods try to fill in the missing values with estimated val-
ues. While numerous imputations methods have been proposed, these
methods are mostly judged by their imputation accuracy, and little atten-
tion has been paid to their efficiency. With the increasing size of data
collections, the imputation efficiency becomes an important issue. In this
work we conduct an experimental comparison of several popular impu-
tation methods, focusing on their time efficiency and scalability in terms
of sample size and record dimension (number of attributes). We believe
these results can provide a guide to data analysts when choosing impu-
tation methods.

Keywords: Imputation · RMSE · MissForest · MICE · Matrix
Completion

1 Introduction

With the rapid development of Internet of Things and wireless networks, massive
amounts of data are being collected daily. Such data are a valuable resource
from which new knowledge can be discovered and new models can be built,
e.g., using data mining, machine learning or statistical methods. However, raw
data collected in the real world often contain missing values. Missing values are
especially common in some areas. For example, in industrial databases, the ratio
of missing data can be up to 50% [1]; and in bioinformatics, if we discard samples
with missing data, some databases will lose about 90% of its data [2]. Even if
there may be many complete records (i.e., records with no missing values) in
the data set, simply discarding incomplete records tend to cause bias in analysis
when the data is not missing completely at random. Therefore, missing data
imputation has been widely used by data analysts to fill in the missing values
with estimates.
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Over the last decades many imputation methods have been proposed. Gen-
erally, different methods suit different data analysis tasks, different causes of
missing values, and different types of data (e.g., categorical and numerical). In
the literature, a variety of imputation methods have been compared for their
effectiveness, i.e., accuracy. However, the efficiency of imputation algorithms has
not been adequately addressed. Yet efficiency is an important problem when the
data size is large. In our experiments, some imputation methods takes several
days to complete on a modern PC over moderate record size. In this paper,
we provide an experimental comparison of four popular imputation methods in
terms of efficiency and scalability as well as accuracy, using real industrial data
sets. We hope the results will be able to guide the choice of imputation methods
for data analysis practitioners.

The remainder of this paper is organized as follows. Section 2 provides the pre-
liminaries. Section 3 presents our experimental results. Section 4 discusses related
work, and Sect. 5 draws the conclusion.

2 Preliminaries

2.1 Type of Missing Values

Missing values can be categorized into three main types: missing completely
at random (MCAR), missing at random (MAR), and not missing at random
(NMAR) [6]. In MCAR, the probability of a variable to have missing values is
independent of other variables. In MAR, the probability of a variable to have
missing values depends only on the variables whose values are observed, not on
variables whose values are missing; In NMAR, the probability may depend on
values that are not missing as well as values that are missing. Complete case
analysis (i.e., discarding records with missing values) does not lead to bias only
for MCAR, but can create bias for MAR and NMAR.

2.2 Imputation Methods

Imputation methods can be categorized into traditional statistical methods and
modern machine learning(ML) methods. They can also be hot-deck or cold-deck,
the former uses a randomly selected similar record to impute the missing value,
and the latter selects donors from another dataset. Imputation methods can be
simple such as mean/median value substitution and linear interpolation. Most
state-of-art imputation methods are based on machine learning techniques and
can also be divided into two categories: local based and global based methods [2].
Local based methods include kNN (k-Nearest Neighbors), K-means, Maximum
Likelihood [17], linear regression [50], LSimpute [46] and missForest [47]. These
methods are based on the hypothesis that the data that are close in distance
have the similar distribution of values. The disadvantage of local methods is
that the missing values need to be imputed one by one, hence is generally more
time-consuming. Global based methods include MC (Matrix Completion) [18],
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SVT (Singular Value Thresholding) [19], bPCA (Bayesian Principle component
analysis) [20] and so on. The advantage of these methods is that they can impute
all the missing values simultaneously. The disadvantage is that the accuracy of
the imputation is lower than the local-based ones. Imputation methods can be
single or multiple, the former uses a single estimated value, and the latter uses
multiple estimated values to add a degree of randomness. The most popular mul-
tiple imputation method is multiple imputation by chained equations (MICE)
[48].

2.3 Root Mean Square Error (MISE)

The most frequently used measurements for evaluating imputation accuracy is
the Root Mean Square Error (RMSE). Let M denote the number of missing
values and y, ŷ be the i-th imputed and observed value respectively. Then RMSE
is defined as [10]:

RMSE =

√
√
√
√ 1

M

N∑

i=1

(y − ŷ)2

RMSE measures the difference between imputed value and the observed value,
the less the better.

In this work, we choose two simple imputation method (mean value substi-
tution), hot-dec, two local based imputation methods (kNN and missForest),
one global based method (Matrix Completion), and one multiple imputation
method (MICE), in our comparison. Mean substitution is the easiest way used
in data imputation. MICE and kNN are the most popular methods that are used
in many research fields. MissForest [47] can be used to impute missing values
particularly in the case of mixed-type data, and MC is the most popular global
based method.

Next we present a brief description of each of these methods.

Mean Substitution. Here we use mean to replace the missing values. It is a
highly efficient imputation method that barely needs computing capability and
can be implemented easily. In R environment, they can be done by one command.

Hot Deck. Hot deck is a simple imputation method too. The function we
used imputes the missing values in any variable by replicating the most recently
observed value in that variable. This is by far the fastest imputation method.
Only one pass of the data is needed.

MICE is a multivariate imputation method [23], it can infer more than one
data sets at the same time, and provide a tool for the user to choose which one
is better. Theoretically, MICE can reflect the uncertainty of the missing values,
and should have better results in machine learning algorithms. MICE draws
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imputation from their conditional distributions by Markov chain Monte Carlo
(MCMC) techniques.

θ
∗(t)
1 ∼ P

(

θ1|Y obs
1 , Y

(t−1)
2 , . . . , Y t−1

p

)

Y
∗(t)
1 ∼ P

(

Y1|Y obs
1 , Y

(t−1)
2 , . . . , Y

(t−1)
p , θ

∗(t)
1

)

...
θ

∗(t)
p ∼ P

(

θp|Y obs
p , Y

(t)
1 , . . . , Y

(t)
p−1

)

Y
∗(t)
p ∼ P

(

Yp|Y obs
p , Y

(t)
1 , . . . , Y

(t)
p , θ

∗(t)
p

)

where θ is a vector of multivariate distribution that is used to impute missing
data Y with p-variate multivariate distribution P (Y |θ). Starting from a simple
draw from observed marginal distributions, the tth iteration of chained equa-
tions is a Gibbs sampler that successively draws. Y

(t)
j = (Y obs

j , Y
∗(t)
j ) is the jth

imputed variable at iteration t.
From the above we can see that each time the MICE tries to impute a missing

value, it uses all the other attributes excluding the missing one to construct a
regression model. Where the missing one is the dependent variable in a regression
model and all the other variables are independent variables in the regression
model. These regression models operate under the same assumptions that one
would make when performing linear, logistic, or Poison regression outside of the
context of imputing missing data [48]. Finally, it uses the predicted value to
replace the missing one. This step will repeat several times to gain better result.
Because the regression model include all the attributes in the dataset, the larger
the number of attributes, the more complex the regression model. That makes
MICE more time-consuming.

kNN imputation is a local imputation method. It first finds the nearest neigh-
bors of the record with missing value, and then calculates the missing values
from that of its neighbors [24,25].

MissForest is based on random forest algorithm. Missforest turns data impu-
tation into data prediction problems. First, the observed variables are used to
regress the missing variables, and then the random forest is used to classify the
data, so that the dependent variables can be used to predict the missing values
[47].

Matrix Completion is a global imputation method. For a low rank matrix,
the missing values can be inferred by the observed ones if we figure out the rank
of the matrix. The calculation of the rank of a matrix is a NP-hard problem,
nuclear norm can provide an approximate result [18].
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3 Experimental Evaluation

In this section we present our experimental results of six imputation methods:
mean substitution, hotdec, KNN, missForrest, MICE, and MC. We focus on the
time-cost and scalability in terms of record dimension and sample size. We also
use RMSE to compare their imputation accuracy. Mean substitution and hot
deck method are simple imputation methods, they are very fast. Therefore we
only test the time cost of MICE, kNN, missForest and MC.

3.1 Experimental Setup

Hardware and Software Packages. The experiments are conducted on a
desktop computer with Intel Core i5-7200U 2.71 GHz CPU, 8 GB memory, and
Samsung MZCLW256HEHP-000L7 Flash disk, running Windows 10 (64 bit)
Enterprise Edition. We used R x64 3.51 as the programming environment. The
packages we used include HotDeckImputation [41], caret [40], missForest [47],
MICE [44], RSNNS [41], DMwR [43] and VIM [45].

Dataset. We used two real-world data sets in our experiments: Turbine and
Spectral. Turbine is a real operational data set collected from the National
Wind Turbine Grid of China. It has about 37000 samples, each sample has 720
attributes. These data were collected from 10 points independently, each point
has 72 attributes, all of them are continuous numerical variables. There is also a
label column to indicate whether there was a function failure. The Spectra data
set is related to bacterial identification using MALDI-TOF mass-spectrometry
data which has 571 samples and 1300 attributes. We use SMOTE method to
expand the data set to 2160 samples for our test.

3.2 Impact of Number of Attributes

For Turbine, we first divide the dataset into 10 subsets based on their collection
points, then we concatenate the records in i (i ∈ [1, 10]) subsets to generate
10 datasets with 72, 144, . . ., 720 attributes respectively. Each subset is given
10% of missing values randomly. Then, we invoke the 4 imputation methods to
impute each subset and record the time cost. The result is given in Fig. 1.

Notice that we only use 6 subsets in our experiment, because the time cost
of MICE grows too fast to finish all the test. As we can see from the figure, the
performance of MICE is heavily influenced by the number of attributes.

For the spectra data set, we fixed the number of samples to 360 and randomly
chose 100, 150, 200, and 250 attributes. The results are shown in Fig. 2.

It can be seen that for both data sets, the time cost of MICE increases expo-
nentially with the number of attributes, while it increases moderately with the
other methods. Note that MC is extremely fast compared with other methods.
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3.3 Impact of Number of Samples

We divide the Turbine dataset into 6 subsets, each has 10%, 30%, 50%, 70% and
90% and 100% samples of the original dataset. Each of the dataset is given 10%
missing values. Then we invoke the imputation methods to impute the missing
data. The results are shown in Fig. 3.

We also take 6 random subsets of the Spectra data of 360, 720, up to 2160
records, and fixed the number of attributes to 100. The experimental results are
shown in Fig. 4.

Fig. 1. Time cost with different number of attributes over Turbine data set

As can be seen, the time cost of missForest increases much more dramatically
than all other methods.

3.4 Root Mean Square Error

We used the Turbine data set and RMSE to test the imputation accuracy. We
randomly give from 10% up to 50% missing values to the dataset to verify how
the RMSE change with missing ratios. Figure 5 shows that as the missing ratio
grows, all the imputation results became worse, but the missForest method still
has the best accuracy.
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4 Related Work

Schmitt et al. [14] compared Mean, kNN (k-Nearest Neighbors), FKM (fuzzy
K-means), SVD (Singular Value Decomposition), BPCA (Bayesian Principle
Component Analysis) and MICE with Iris and Breast cancer data sets, and
use RMSE, UCE (Unsupervised Classification Error), SCE (Supervised Classi-
fication Error) and Time cost as criterion. Their experimental results show that
FKM and bPCA are more robust and more accurate than other methods. With-
out considering the time cost, FKM outperforms all the other methods. Pan et al.
[2] compared KNN, bPCA, MC (Matrix Completion), LSimple (Least Square
adaptive) and EM (Expectation Maximization) imputation methods on 5 data
sets. Their results indicate that none of them can be better than others in all 5
data sets in terms of RMSE. Liu [36] uses classification accuracy and covariance
as the criterion to compare five imputation methods: GIP (general iterative
principal component imputation), SVD, r-EM (regularized EM with multiple
ridge regression), t-EM (regularized EM with truncated total least squares), and
MICE. The results show that covariance criterion does not always correlate with
classification results. The r-EM imputation has better performance when the
missing proportion is under 20%. Johnston et al. [38] compared five imputation
program: AlphaImpute, BEAGLE, FImpute, findhap, PHASEBOOK with two
data sets of genotypes. All the missing values are categorical data, so hitting
rate instead of RMSE was used to evaluate the methods. The results shown that
each of them had certain strengths and weaknesses and the author suggested
that using a combination of 2 programs to improve imputation results. Musil
et al. [37] used the CES-D (Center for Epidemiological Studies–Depression) to
evaluate imputation results of data set on the stress and health of older adults.
It compared EM imputation with simple regression imputation, regression with
error term imputation and mean substitution. The results shown that although
some methods of imputation may be better than others for recovering essential
parameters such as the mean or standard deviations, all have some limitations in
approximating the original data. Waljee, Mukherjee, Singal et al. [39] used the
accuracy of MAAA (Multianalyte Assays with Algorithmic Analyses) model as
measurement to evaluate imputation methods. The results shown that on small
laboratory values, missForest is more robust and accurate. Muchlinski et al. [8]
Compared random forest with logistic regression on civil war data. They found
that random forests offers superior predictive power compared to several forms
of logistic regression in an important applied domain–the quantitative analysis
of civil war. Huang et al. [15] compared reconstruction method and MICE on
social network data imputation. Their results indicate that the two methods
have small bias, but MICE has smaller RMSE than reconstruction method. To
the best of our knowledge, there has been no previous comparison of MICE,
misForrest and MC in terms of scalability based on sample size and attribute
size, nor comparsions of accuracy between these methods.
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Fig. 2. Time cost with different number of attributes over Spectra data set

Fig. 3. Time cost with different number of samples with the Turbine data set
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Fig. 4. Time cost with different number of samples with the Spectral data set

Fig. 5. Comparison of RMSE with Wind Turbine data
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5 Conclusion

Missing values are almost inevitable in the real world, especially with sensor net-
works, social networks, bioinformatics and so on. Our experiments show that, For
MICE, the imputation cost grows exponentially with the number of attributes.
The time cost of missForest, on the other hand, grows drastically with the num-
ber of samples. For datasets with hundreds of attributes, we can divide the
whole data set into several subsets, each time we do imputation on one subset
to overcome the problem.

References

1. Lakshminarayan, K., Harp, S.A., Samad, T.: Imputation of missing data in indus-
trial databases. Appl. Intell. 11, 259–275 (1999)

2. Pan, X.-Y., Tian, Y., Huang, Y., Chen, H.-B.: Towards better accuracy for missing
value estimation of epistatic miniarray profiling data by a novel ensemble approach.
Genomics 97, 257–264 (2011)

3. Pooler, P.S.: Handling missing data: applications to environmental analysis. J. Am.
Stat. Assoc. 101, 400–401 (2006)

4. Schneider, T.: Analysis of incomplete climate data: estimation of mean values and
covariance matrices and imputation of missing values. J. Clim. 14, 853–871 (2001)

5. Sun, Y., Braga-Neto, U., Dougherty, E.R.: Impact of missing value imputation
on classification for DNA microarray gene expression data: a model-based study.
EURASIP J. Bioinform. Syst. (2009)

6. Rubin, D.B.: Inference and missing data. Biometrika 63, 581–592 (1976)
7. Yu, L.-M., Burton, A., Rivero-Arias, O.: Evaluation of software for multiple impu-

tation of semi-continuous data. Stat. Methods Med. Res. 16, 243–258 (2007)
8. Muchlinski, D., Siroky, D., He, J., Kocher, M.: Comparing random forest with

logistic regression for predicting class-imbalanced civil war onset data. Polit. Anal.
24, 87–103 (2016)

9. Montgomery, J.M., Olivella, S., Potter, J.D., Crisp, B.F.: An informed forensics
approach to detecting vote irregularities. Polit. Anal. 23, 488–505 (2015)

10. Chen, X., Xiao, Y.: A novel method for air quality data imputation by nuclear
norm minimization. J. Sens. (2018)

11. White, I.R., Daniel, R., Royston, P.: Avoiding bias due to perfect prediction in
multiple imputation of incomplete categorical variables. Comput. Stat. Data Anal.
54, 2267–2275 (2010)

12. Shao, J., Meng, W., Sun, G.: Evaluation of missing value imputation methods for
wireless soil datasets. Pers. Ubiquit. Comput. 21, 113–123 (2017)

13. Kornelsen, K., Coulibaly, P.: Comparison of interpolation, statistical, and data-
driven methods for imputation of missing values in a distributed soil moisture
dataset. J. Hydrol. Eng. 19, 26–43 (2017)

14. Schmitt, P., Mandel, J., Guedj, M.: A comparison of six methods for missing data
imputation. Biometrics Biostatistics 6, 1 (2015)

15. Huang, H., Huang, F.: A comparison study of reconstruction and multiple impu-
tation in social network analysis. Adv. Psychol. 8, 642–648 (2018)

16. Van Buuren, S., Boshuizen, H.C., Knook, D.L.: Multiple imputation of missing
blood pressure covariates in survival analysis. Stat. Med. 18, 681–694 (1999)



548 Y. Cui and J. Wang

17. Troyanskaya, O., et al.: Missing value estimation for DNA microarray. Bioinfor-
matics 17, 520–525 (2001)

18. Lei, C., Song-Can, C.: Survey on matrix completion models and algorithms. J.
Softw. 28, 1547–1564 (2017)

19. Cai, J.-F., Candes, E.J., Shen, Z.: A singular value Thresholding Algorithm for
matrix completion. Soc. Ind. Appl. Math. 20, 1956–1982 (2010)

20. Oba, S., Sato, M.-A., et al.: Bayesian missing value estimation method for gene
expression profile data. Bioinformatics 19, 2088–2096 (2003)

21. Vach, W.: Missing values: statistical theory and computational practice. Comput.
Stat., 345–354 (1994)

22. Little, R.J.A., Rubin, D.B.: Statistical Analysis with Missing Data. Wiley, New
York (2002)

23. White, I.R., Royston, P., Wood, A.M.: Multiple imputation using chained equa-
tions: issues and guidance for practice. Stat. Med. 30, 377–399 (2010)

24. Finley, A.O., McRoberts, R.E., Ek, A.R.: Applying an efficient k-Nearest Neighbor
search to forest attribute imputation. For. Sci. 52, 130–135 (2006)

25. Crookston, N.L., Finley, A.O.: yaImpute: an R Package for kNN Imputation. J.
Stat. Softw. 23, 16 (2008)

26. Mangasarian, O.L., Street, W.N., Wolberg, W.H.: Breast cancer diagnosis and
prognosis via linear programming. Oper. Res. 43, 570–577 (1995)

27. SuykensJ, J.A.K., Vandewalle, J.: Least squares support vector machine classifiers.
Neural Process. Lett. 9, 293–300 (1999)

28. Liaw, A., Wiener, M.: Classification and regression by randomForest. R News 2,
18–22 (2002)

29. Ho, T.K.: Random decision forests. In: Proceedings of the 3rd International Con-
ference on Document Analysis and Recognition, pp. 278–282 (1995)

30. Hastie, T., Tibshirani, R., Friedman, J.: The Elements of Statistical Learning: Data
Mining, Inference, and Prediction. Springer, New York (2009). https://doi.org/10.
1007/978-0-387-84858-7

31. Zhou, Z.: Machine Learning. Tsinghua University Press, Beijing (2016)
32. Gelman, A., Carlin, J.B., Stern, H.S., Rubin, D.B.: Bayesian Data Analysis. Chap-

man & Hall/CRC, Boca Raton (2004)
33. Luengo, J., Garca, S., Herrera, F.: On the choice of the best imputation methods

for missing values considering three groups of classification methods. Knowl. Inf.
Syst. 32, 77–108 (2012)

34. Brock, G., Shaffer, J., Blakesley, R., Lotz, M., Tseng, G.: Which missing value
imputation method to use in expression profiles: a comparative study and two
selection schemes. BMC Bioinf. 9, 1–12 (2004)

35. Deb, R., Liew, A.W.-C.: Missing value imputation for the analysis of incomplete
traffic accident data. Inf. Sci. 339, 274–289 (2016)

36. Liu, Y., Brown, S.D.: Comparison of five iterative imputation methods for multi-
variate classification. Chemometr. Intell. Lab. Syst. 120, 106–115 (2013)

37. Musil, C.M., Warner, C.B., et al.: A comparison of imputation techniques for
handling missing data. West. J. Nurs. Res. 24, 815–829 (2002)

38. Johnston, J., Kistemaker, G., Sullivan, P.G.: Comparison of different imputation
methods. Interbull Bull. 44, 26–29 (2011)

39. Waljee, A.K., Mukherjee, A., et al.: Comparison of imputation methods for missing
laboratory data in medicine. BMJ Open 3 (2013)

40. Kuhn, M.: e classification and regression training (2018). https://cran.r-project.
org/package=caret

https://doi.org/10.1007/978-0-387-84858-7
https://doi.org/10.1007/978-0-387-84858-7
https://cran.r-project.org/package=caret
https://cran.r-project.org/package=caret


Performance Impact on Imputation Methods 549

41. Bergmeir, C.: Neural networks using the stuttgart neural network simulator
(SNNS) (2018). https://cran.r-project.org/package=RSNNS

42. Joenssen, D.W.: Hot deck imputation methods for missing data (2015). https://
cran.r-project.org/package=HotDeckImputation

43. Torgo, L.: Functions and data for data mining with R (2015). https://cran.r-
project.org/package=DMwR

44. van Buuren, S.: Multivariate imputation by chained equations (2018). https://
cran.r-project.org/package=mice

45. Templ, M., Alfons, A., Kowarik, A., Prantner, B.: Visualization and imputation of
missing values (2017). https://cran.r-project.org/package=VIM

46. Bø, T.H., Dysvik, B., Jonassen, I.: LSimpute: accurate estimation of missing values
in microarray data with least squares methods. Nucleic Acids Res. 32 (2004)

47. Stekhoven, D.J.: Nonparametric missing value imputation using random forest
(2013). http://www.r-project.org. https://github.com/stekhoven/missForest

48. Azur, M.J., Stuart, E.A., et al.: Multiple imputation by chained equations: what
is it and how does it work? Int. J. Methods Psychiatr. Res. 20, 40–49 (2011)

49. Zhang, S., Li, X., et al.: Efficient kNN classification with different numbers of
nearest neighbors. IEEE Trans. Neural Netw. Learn. Syst. 5, 1774–1784 (2018)

50. Chen, Y., Li, Y., et al.: Data envelopment analysis with missing data: a multiple
linear regression analysis approach. Int. J. Inf. Tech. Decis. Making 13, 137–153
(2015)

https://cran.r-project.org/package=RSNNS
https://cran.r-project.org/package=HotDeckImputation
https://cran.r-project.org/package=HotDeckImputation
https://cran.r-project.org/package=DMwR
https://cran.r-project.org/package=DMwR
https://cran.r-project.org/package=mice
https://cran.r-project.org/package=mice
https://cran.r-project.org/package=VIM
http://www.r-project.org
https://github.com/stekhoven/missForest


Diagnosing and Classifying the Fault
of Transformer with Deep Belief Network

Lipeng Zhu1,2, Wei Rao1,2(&), Junfeng Qiao1,2, and Sen Pan1,2

1 Global Energy Interconnection Research Institute Co. Ltd.,
Beijing 102209, China
310714175@qq.com

2 Artificial Intelligence on Electric Power System State Grid Corporation
Joint Laboratory, Beijing 102209, China

Abstract. As an important equipment of smart grid, transformer fault has a
great impact on the safe and stable operation of smart grid, and therefore the
transformer fault diagnosis and classification become particularly critical. This
paper first introduces the application of restricted Boltzmann machine and deep
belief network in transformer fault diagnosis and classification, then designs a
transformer fault diagnosis and classification model based on rectified linear unit
and deep belief network for a large number of transformers in smart grid, and
describes in detail the selection of feature parameters, the partition of fault
patterns, the analysis of sample data and the setting of model parameters in the
proposed model. Finally, the efficiency and accuracy of the proposed model are
tested and compared with SVM and BPNN by using the actual transformer fault
data collected in daily operation. The case study shows that the proposed model
can effectively achieve the transformer fault diagnosis and classification, and
provides a valuable method for the transformer fault diagnosis and classification.

Keywords: Deep belief network � Rectified linear unit � Fault diagnosing �
Transformer

1 Introduction

Transformer is an important transmission and transformation equipment in smart grid.
Its reliability is directly related to the safe and stable operation of smart grid. The power
outage accident caused by transformers will bring about huge economic losses. At
present, the on-line monitoring technology based on dissolved gas analysis (DGA) in
transformer oil has attracted much attention of researchers all over the world because it
can continuously monitor the operation status of transformers and effectively diagnose
the type of transformer faults. Furthermore, linear regression, gray theory, fuzzy theory
and machine learning are commonly used for DGA in transformer oil. Among these
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methods, DAG in transformer oil based on machine learning has attracted wide
attention because of its high accuracy and ability to process large-scale data.

With the growth of power data scale and the increase of transformer fault types, it
puts forward higher requirements on the performance of machine learning algorithms
used in transformer fault diagnosis and classification. Deep belief networks (DBN) is
gradually introduced into the transformer fault diagnosis and classification due to its
outstanding performance in feature recognition, data dimension reduction, classifica-
tion and prediction. However, the training of DBN is difficult to reach the optimal level.
The layer-by-layer training method and rectified linear unit (ReLU) function can be
used to solve it. This paper designs a transformer fault diagnosis and classification
model based on rectified linear unit deep belief network (ReLU-DBN), and chooses the
uncoded ratio of transformer oil chromatographic characteristic gases as feature
parameters to diagnose and classify the fault type of transformers. A case study ana-
lyzes the effectiveness of the proposed model under different feature parameters and
different sampled datasets, and shows that the proposed model improves the diagnosis
and classification accuracy of transformer fault.

The rest of this paper is organized as follows. This paper begins with the related
works in Sect. 2 and introduces the ReLU-DBN-based transformer fault diagnosis and
classification model in Sect. 3. In Sect. 4, we conduct a case study based on a lot of
actual transformer fault data to compare the efficiency and accuracy of the proposed
model with several machine learning algorithms such as SVM and BPNN. Finally, the
conclusion is drawn with discussion in Sect. 5.

2 Related Works

Neural network is used in transformer fault diagnosis and classification, and good
diagnosis results are obtained in the case of limited samples [1]. A method based on
back propagation neural network (BPNN) and DGA in transformer oil is proposed to
discriminate the transformer fault [2]. The improved method proposed in [3] not only
has better classifying ability, but also has better learning speed than traditional neural
network. However, there are still some problems about BPNN such as slow conver-
gence speed and easy to fall into local optimum.

Support vector machine (SVM) maps the input vectors to a high-dimensional
feature space through non-linear transformation, which has the advantages of fast speed
and high accuracy for transformer fault diagnosis and classification. The essence of
SVM is a two-classification model that often requires complex transformation process
when used in multi-classification problems. JIA et al. build a multi-classification fault
diagnosis model based on least squares SVM DGA data, which solves the problem of
transformer multi-type fault diagnosis [4]. A transformer fault diagnosis method based
on weighted limit learning machine is proposed to solve the data imbalance problem of
dissolved gas in transformer oil [5].

Deep belief network proposed by Hinton in 2006 is a branch of machine learning,
which can be simply understood as a multi-hidden layer neural network [6]. It unites
low-level features to construct more abstract high-level features to find the distribution
characteristic of data, thus makes diagnosis and classification easier and ultimately
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improves the accuracy of diagnosis and classification. As the third generation of neural
network, deep belief network has strong ability to extract features from a small number
of sample data. In addition, deep belief network can train a large number of data
samples due to its multi-layer structure and layer-by-layer training ability, which
conforms to the trend of big data era and has broad application prospects. At current
time, it has been successfully applied in speech recognition, target recognition (face
recognition, handwriting recognition) and natural language processing [7, 8]. However,
the application of deep learning in transformer fault diagnosis and classification is still
not much and the further exploration is needed.

3 ReLU-DBN-Based Transformer Fault Diagnosis Model

3.1 The Methods of Transformer Fault Feature Information Extraction

3.1.1 Restricted Boltzmann Machine
Restricted Boltzmann machine (RBM) is an energy function-based model and consists
of visible layer v and hidden layer h. v is used to input the training data and h is used as
a feature detector. For a given set of states, the joint configuration energy of RBM is
defined as follows:

Eh v; hð Þ ¼ �
Xnv

i¼1
aivi �

Xnh

j¼1
bjhj �

Xnv

i¼1

Xnh

j¼1
hjwj;ivi ð1Þ

In formula (1), vi is the visible unit of the visible layer, hj is the hidden unit of the
hidden layer, ai and bj are the offset of vi and hj, wj,i is the connection weights between
vi and hj, and h = {wj,i, ai, bj} are the model parameters. Based on the energy function,
the joint probability distribution of states (v, h) is shown as follows:

Ph v; hð Þ ¼ 1
Zh

e�Eh v;hð Þ ð2Þ

In formula (2), Zh ¼
P

v;h e
�Eh v;hð Þ is a normalized factor, also known as a partition

function.
Because the states and activation conditions of visible units and hidden units are

independent, the activation probabilities of the i-th visible unit and the j-th hidden unit
are respectively shown as follows:

Pðvi ¼ 1jhÞ ¼ r ai þ
Xnh

j¼1
wi;jhj

� �
ð3Þ

Pðhj ¼ 1jvÞ ¼ r bj þ
Xnv

i¼1
wj;ivi

� �
ð4Þ

In formula (3) and (4), r() is the activation function. The common activation
functions are sigmoid and tanh function, as shown in formula (5) and (6).
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r zð Þ ¼ 1
1þ e�z

ð5Þ

r zð Þ ¼ ez � e�z

ez þ e�z
ð6Þ

The above activation functions have the characteristics that can scale up or down
the derivative value and the saturation value. Once the recursive multi-layer back
propagation is carried out, the gradient error will be continuously attenuated, which
reduces the learning efficiency of neural network. The ReLU function is used to replace
the activation function of traditional neural network, as shown in formula (7).

r zð Þ ¼ maxð0; zÞ ð7Þ

The gradient of ReLU is 1 and only one end is saturated. The gradient can flow well
in back propagation and obtain a good convergence performance, which improves the
training speed of DBN. As the existence of normalization factor Zh, solving the joint
probability distribution P is more complex. Hinton’s contrastive divergence (CD) al-
gorithm can train RBM quickly.

3.1.2 Deep Belief Network
The classical DBN is a deep neural network constituted by n layers of RBM and 1 layer
of classification output as shown in Fig. 1. DBN uses the CD algorithm to gain the
weight by layer-by-layer pre-training the model. As each layer of RBM is trained

The Output 
Layer of 

Classification

n Layers 
of RBMs

Input 
Feature 

Parameters

Data 
Label

Train with 
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Fig. 1. The structure of DBN
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independently, it can only guarantee that the weight of each layer is optimal for the
feature vectors that are mapped into the current layer, and cannot guarantee that the
feature extraction and mapping of the whole DBN is optimal. Therefore, the gradient
descent algorithm is used for each layer of RBM to back-propagate from top to bottom
the error between the network output and the standard data label, so as to optimize the
model parameters of the whole DBN.

3.2 Diagnosing and Classifying the Fault of Transformer with ReLU-DBN

The structure of ReLU-DBN-based transformer fault diagnosis and classification model
is shown in Fig. 2. The specific steps of the proposed model are listed as follow:

i. Choose the uncoded ratio as the feature parameters of the proposed model.
ii. Divide the sampled data into training set and testing set according to a given

proportion.
iii. Adopt the CD algorithm combined with fault tags to pre-train ReLU-DBN and

random gradient descent algorithm to optimize the model parameters.
iv. Use the training parameters to diagnose and classify the testing set.
v. Retrain the proposed model to update the model parameters according to the new

sampled data and the fault diagnosis accuracy.
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3.2.1 Selecting Feature Parameters
In the DGA data obtained from an actual power substation, the concentration of each
type gas is dispersive and the fluctuation range of gas volume in each fault type is wide,
which has a certain impact on the diagnosis accuracy of transformer fault. Therefore,
IEC recommends to use DGA ratio to diagnose and classify the type of transformer
faults. However, the commonly used IEC ratios (CH4/H2, C2H2/C2H4, C2H4/C2H6),
Rogers ratios (CH4/H2, C2H2/C2H4, C2H4/C2H6, C2H6/CH4) and Dornenburg ratios
(CH4/H2, C2H2/C2H4, C2H2/CH4, C2H6/C2H2) are not conducive to extracting the
differentiated features of transformer fault due to their limited number. The following
laws about the gas produced by overheating and discharge decomposition have been
concluded with a large number of transformer simulation experiments:

i. When the transformer oil is overheated and below 600 °C, the main gases dis-
solved in transformer oil include CH4, C2H4, C2H6 and a small amount of H2.

ii. When arc discharge occurs, the main gases dissolved in transformer oil are H2 and
C2H2 with a small amount of CH4 and C2H4. The volume of CO produced by arc
discharge in cardboard and oil is more than 10 times as much as that in pure oil.

iii. When partial discharge occurs, the dissolved gases in transformer oil contain more
CH4 but no C2H2.

iv. The gases produced by spark discharge are similar to that produced by arc
discharge.

According to the above laws, the fault types of transformers can be identified by the
content of some type gases and their ratios. By calculating the gas ratios of nine
different combinations and counting these gas ratios according to the actual fault
classification of transformers, the gas ratios corresponding to the specific faults are
found to determine the type of faults, and an uncoded ratio diagnosis method for
transformer faults is formed. The uncoded ratio includes the following gas concen-
tration ratios: CH4/H2, C2H4/C2H2, C2H4/C2H6, C2H2/(C1+C2), H2/(H2+C1+C2), C2H4/
(C1+C2), CH4/(C1+C2), C2H6/(C1+C2), (CH4+C2H4)/(C1+C2). Among them, C1 is the
first-order hydrocarbon represented by CH4 and C2 is the second-order hydrocarbon
represented by C2H6, C2H4 and C2H2. The uncoded ratio is used as the feature
parameter of the proposed model. Compared with the common ratio method, it contains
more feature information, and the differential information between the features of
sampled data can be more fully represented.

3.2.2 Partitioning Fault Patterns
According to the IEC 60599 standard, the fault patterns can be divided into six types:
low temperature overheating, medium temperature overheating, high temperature
overheating, partial discharge, low energy discharge and high energy discharge.
Through collecting and sorting out the transformer fault cases, it is found that the long-
term discharge will cause the temperature increment of transformer oil, which makes
both discharge and overheating fault in transformer oil. If such data are not distin-
guished, it will inevitably affect the diagnosis of transformer fault types. Referring to
the Guidelines for Analysis and Judgment of Dissolved Gases in Transformer Oil, two
kinds of combined faults, i.e. low-energy discharge and overheating, high-energy
discharge and overheating, are supplemented. Therefore, the transformer fault labels
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can be coded as follows: 1-normal, 2-low temperature overheating, 3-medium tem-
perature overheating, 4-high temperature overheating, 5-partial discharge, 6-low
energy discharge, 7-high energy discharge, 8-low energy discharge and overheating,
9-high energy discharge and overheating. To solve the problem of non-linear multi-
classification, the Softmax classifier is used to output the diagnosis results.

3.2.3 Analyzing Sampled Data
The DGA data used in this paper come from four fields: on-line monitoring data of
transformers, off-line experimental data of transformers, historical fault data of
transformers and publications. The first three data sets are provided by a power grid
corporation. The voltage levels of transformers are from 35 kV to 750 kV. The his-
torical fault data of transformers are distributed in 28 provinces throughout the country.
The operation time of transformers has been since 1989. The last data set includes the
IEC TC10 database and DGA data for identifying fault types in published papers. The
transformer fault sampled data is composed of the above data with totally 4642 pieces
of fault records. Among them, 688 pieces of fault records are normal, 599 pieces of
fault records are low-temperature overheating, 511 pieces of fault records are medium-
temperature overheating, 722 pieces of fault records are high-temperature overheating,
564 pieces of fault records are partial discharge, 599 pieces of fault records are low-
energy discharge, 576 pieces of fault records are high-energy discharge, 132 pieces of
fault records are low-energy discharge and overheating, 251 pieces of fault records are
high-energy discharge and overheating. The sampled data are divided into training set
and test set. The number of the sampled data in training set and testing set is shown in
Table 1.

3.2.4 Setting Model Parameter
The connection weights are initialized as a random number obeying the normal dis-
tribution N(0, 0.01), and the bias term is set to 0. The weight learning rate and bias
learning rate are set to 0.1 and the weight attenuation term is set to 0.0008. In order to
improve the contradiction between convergence speed and instability of back

Table 1. The specific distribution of the sampled data

Fault pattern type Sampled data Training data Testing data

1-normal 688 553 135
2-low temperature overheating 599 480 119
3-medium temperature overheating 511 405 106
4-high temperature overheating 722 562 160
5-partial discharge 564 454 110
6-low energy discharge 599 486 113
7-high energy discharge 576 473 103
8-low energy discharge and overheating 132 100 32
9-high energy discharge and overheating 251 201 50
Total 4642 3714 928
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propagation algorithm, the initial momentum term is set to 0.5, and the momentum
term is set to 0.9 when the reconstruction error increases steadily. The relationship
between the layer number of network structure and the diagnostic accuracy is shown in
Fig. 3.

When the layer number of network structure increases from 1 to 4, the diagnosis
accuracy increases greatly, and the improvement effect is weak when the layer number
of network structure is bigger than 4. By synthesizing the diagnosis efficiency of the
proposed model based on ReLU-DBN, the layer number of network structure is set to 4
layers.
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The uncoded ratio is selected as the input vector, the nine fault types are selected as
the output labels. ReLU and sigmoid and tanh are used to train the DBN respectively,
and their convergence are shown in Fig. 4. It can be seen that the diagnosis error rate is
large at the initial stage of training. The backpropagation gradient of three activation
functions is large, and the diagnosis error rate is greatly reduced after 100 learning
cycles. As the error rate decreases, the gradient error of the sigmoid and tanh function
decay and the convergence performance decreases. After 611 learning cycles, the
diagnosis error rate of the training dataset was stable at 7.26%. After 809 learning
cycles, the diagnosis error rate of the training dataset was stable at 4.79%. The diag-
nosis error rate of ReLU takes only 417 learning cycles to reach a stable error rate of
3.62%. When the diagnosis error rate of ReLU is low, the backpropagation gradient is
not affected. Compared with the DBN activated by the sigmoid and tanh function, the
DBN activated by ReLU has a higher training and learning speed. According to Fig. 4,
the learning cycle is set to 500.

4 The Case Study

4.1 The Comparison of Different Feature Parameters

In order to verify the proposed model, uncoded ratio, IEC ratio, Rogers ratio and
Dornenburg ratio are calculated respectively as the feature parameters of SVM, BPNN
and ReLU-DBN. ReLU-DBN was tested by using the uncoded ratio as the feature
parameter according to the sampled data distribution. The radial basis function (RBF) is
used in SVM, and the optimal penalty factor is 0.1 and the RBF kernel parameter is 104

obtained by cross validation. The structure of BPNN includes input layer, hidden layer
and output layer, the number of neurons in each layer is respectively 9, 20 and 9, the
learning rate in the model is 0.01 and the learning cycle is 1000.

The 100 samples randomly selected in training dataset were exchanged with the
100 samples randomly selected in testing dataset to train and test three models with
four ratios as input eigenvectors. The average training accuracy of SVM, BPNN and
ReLU-DBN was 93.0%, 92.0%, 96.5%, and the average testing accuracy was 92.4%,
91.2%, 95.9%. ReLU-DBN has higher training and testing accuracy. In addition, the
training and testing accuracy of three models increases according to the order of
Dornenburg ratio, IEC ratio, Rogers ratio and uncoded ratio as input vectors. Among
three models, the proposed model based on ReLU-DBN with taking the uncoded ratio
as input eigenvectors has the best performance.

In terms of the training efficiency, the training time of three models is shown in
Fig. 5. Three models with the uncoded ratio take the longest time in training phase, and
the training time of SVM, BPNN and ReLU-DBN are 313, 343 and 301 s respectively.
Compared with the other ratios, the uncoded ratio contains more input information for
fault feature extracting and learning. Although the network structure of ReLU-DBN is
more complex than that of SVM and BPNN, the CD algorithm is used to pre-train
layer-by-layer the ReLu-DBN, and the parameter distribution is better pre-estimated.
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The gradient does not dissipate when the activation function of ReLU-DBN propagates
backward. The convergence speed of the model is faster and the training time is
reduced. The autonomous learning ability of DBN can effectively improve the feature
extracting ability of the proposed model.

4.2 The Comparison of Different Sampled Dataset

In order to verify the stability of the proposed model based on ReLU-DBN, the
SMOTEBoost technology was used to supplement the sampled dataset. The sampled
dataset was expanded to 6496 pieces of fault records and divided into training set and
testing set. The training set was expanded from 4642 to 5568 pieces of fault records.
According to the data distribution in Table 1, keeping the testing set with 928 piece of
fault records unchanged, the training set scaled up from 464, 928, 1856, 2784 to 3714
pieces of fault records. The proposed model takes the uncoded ratio as input param-
eters. The diagnosis results of three algorithms with different sampled dataset are
shown in Table 2.

Table 2. The diagnosis accuracy of different sampled dataset (%)

The size of training dataset SVM BPNN ReLU-DBN
Training Testing Training Testing Training Testing

464 74.0 72.6 68.3 64.9 91.2 86.4
928 84.1 80.8 73.5 72.4 92.0 89.0
1856 88.0 87.8 86.6 85.2 93.4 92.0
2784 92.2 91.3 91.0 90.4 94.6 93.3
3714 93.0 92.3 92.1 91.4 96.4 95.9
4642 93.7 93.5 93.0 92.7 97.5 97.1
5568 94.3 94.0 93.8 93.6 98.4 98.1

Fig. 5. The training time of uncoded ratio, IEC ratio, Rogers ratio, Dornenburg ratio
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From Table 2, it can be seen that the diagnosis accuracy is closely related to the
feature information contained in training set. With the size increasing of the training
set, the more feature information can be extracted from the training data, the diagnostic
accuracy is higher. Compared with SVM and BPNN, the proposed model based on
ReLU-DBN can achieve better diagnosing results with the expanded sampled dataset.

5 Conclusion and Future Work

Transformer fault diagnosis and classification has always been an important issue to
ensure the safe and stable operation of smart grid. Aiming at the large number of
transformer fault data in smart grid, a transformer fault diagnosis and classification
model based on ReLU-DBN is designed and the specific implementation process is
given. The proposed model is stacked with multi-layer RBMs. The training process is
divided into two stages: pre-training and optimizing. After constructing the corre-
sponding DBN, the diagnosis and classification performance of the proposed model is
tested and analyzed by using the actual transformer fault data. The results show that the
proposed model can effectively solve the problem of transformer fault diagnosis and
classification and has a good performance. In the future, we will improve the proposed
model by adopting higher-efficient model parameter tuning algorithms.
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Abstract. Food security is related to the national economy and people’s
livelihood. The grain storage security is the key to achieve food security,
therefore, relevant departments have attached great importance to the traceability
of the warehousing link. In this paper, we use R-CNN algorithm to extract the
target information related to traceability from monitoring videos in the ware-
house, then match the targets in adjacent frame based on the class, location and
image feature, and finally connect the same target in the adjacent frames to
obtain the running track of the target in current monitoring scene. It can be seen
from the experimental results that the target detection and recognition algorithm
based on R-CNN can reach a higher level in recognition accuracy and detection
rate, which meets the needs of real-time analysis. At the same time, the multi-
factor target matching fusion algorithm can balance the matching accuracy and
matching efficiency, and is a relatively better target matching method. Trajectory
data extracted based on the above data can directly reflect the running route of
each target. It is also easier for the public to accept such data as the evidence and
basis for traceability.

Keywords: Food security � Video surveillance � Target detection and
recognition � Tracking and tracing � Traceability visualization

1 Introduction

With the gradual improvement of the informationization level of grain enterprises, and
the increasing emphasis on food safety issues by the state and the people, grain storage
companies have installed a large number of surveillance cameras inside and outside the
warehouse. Due to the large number of monitoring points and the requirement for the
clarity of the surveillance picture, even the video surveillance system of a small grain
store will generate TB-level data per day. However, the NVR storage capacity for data

© Springer Nature Singapore Pte Ltd. 2020
J. He et al. (Eds.): ICDS 2019, CCIS 1179, pp. 563–573, 2020.
https://doi.org/10.1007/978-981-15-2810-1_53

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-2810-1_53&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-2810-1_53&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-2810-1_53&amp;domain=pdf
https://doi.org/10.1007/978-981-15-2810-1_53


storage is limited, and many traceability monitoring data may be automatically over-
written without any viewing or analysis. In view of the huge amount of data and the
lack of pertinence of video surveillance data, which requires a large amount of storage
resources. At the same time, facing the huge amount of traceability monitoring video
data, it is difficult to mine valuable traceability information quickly and effectively
through manual monitoring, and the video data is an intuitive record of everything
happening in the monitoring scene, which contains all kinds of complex information.

Tracing based on video data is to extract traceable targets from video that we are
concerned about in the monitoring scenario. The analysis results of video surveillance
data can provide a visual basis for traceability, which will be more intuitive and
convincing than text records. Therefore, it is very necessary to analyze the monitoring
video data of grain storage enterprises in depth and solve the problem of traceability
target trajectory information extraction from video data.

2 Related Work

The key to traceability using video surveillance data is the ability to analyze video
surveillance data. At present, video surveillance technology has been widely used in
the security field, and its purpose is to obtain as much and valuable information as
possible from the video in time. In the early days, the information extraction and
processing in surveillance video mainly depended on artificial repetitive work. With the
continuous development of video image analysis technology, many video analysis
algorithms including target detection, target recognition and target tracking can realize
automated or semi-automated analysis of surveillance video [1].

The purpose of target detection and recognition is to discover the type and location
of targets in images. Many deep computer vision applications are based on object
recognition. Deep learning model is a very important research hotspot in the field of
target recognition in recent years. As early as 2006, Professor Hinton had already
proposed the concept of deep learning [2], but for various reasons, it did not receive
much attention at that time. Before 2012, artificial features (SIFT [3], SURF [4], HOG
[5], etc.) coupled with machine learning algorithms were the main ideas for image target
recognition. Due to the limited number of artificial features, it is difficult to improve the
accuracy of these methods when it reaches about 70%. In 2012, Professor Hinton and his
students used the 7-layer convolutional neural network AlexNet [6] to achieve an
accuracy of more than 80% in image classification tasks of ImageNet ILSVRC [7], and
won the championship of the ImageNet Visual Recognition Challenge that year. At this
time, deep learning began to emerge. Since then, the deep neural network (ZF Net [8],
VGG Net [9], ResNet [10], etc.) combined with the deep learning algorithm (Faster R-
CNN [11], YOLO [12], Mask R-CNN [13]) has begun to monopolize the champion of
the ImageNet competition.

The purpose of target matching and tracking is to determine the position of the
target in each frame of video, and draw the trajectory of the target on this basis. The
main methods of target matching and tracking can be divided into four categories:
(1) Region-based tracking [14]. The motion regions extracted by the motion detection
algorithm are matched to achieve target tracking, such as target tracking based on the
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frame difference method [15]. (2) Contour-based tracking [16]. Object tracking is
achieved by dynamically updating the image contour information of the target.
(3) Feature-based tracking [17]. Extract the features related to the target and cluster
them into advanced features of the target to achieve target tracking, such as Mean shift
[18]. (4) Model-based tracking [19]. Model-based tracking establishes a model of the
tracked target through a certain prior knowledge, and then updates the model in real
time by matching the tracking target.

3 Extraction Method of Traceability Target Track in Grain
Depot

The extraction of traceable target trajectory in grain depot is mainly divided into two
parts: traceable target detection and recognition and traceable target matching and
tracking. Considering that the targets related to traceability in the grain depot are
mainly people and vehicles, we first limit the traceable targets to the range of {people,
cars, trucks, tractors}. The purpose of detection and recognition is to extract the
traceable target from continuous video stream, and extract the information related to
traceable targets, including the target category, the target subgraph, and the target
location. Target matching and tracking is to determine the same target in adjacent
frames through the matching algorithm, and extracts the trajectory of the target based
on this, so as to achieve traceable target tracking and traceability in grain depot, to track
and trace those traceable targets in the grain storage, so as to achieve the purpose of
visualizing the traceability result.

3.1 Target Detection and Recognition

Target detection and recognition based on regional CNN algorithm is mainly divided
into three steps: (1) Building a training data set; (2) Training the deep learning model;
(3) Target detection and recognition based on deep learning. Based on the regional
convolutional neural network algorithm (R-CNN), combined with the optimized con-
volutional neural network, we construct the target detection and identification module
to complete the detection and identification of traceable targets. The specific imple-
mentation process is shown in Fig. 1:

3.1.1 Data Preparation
Our training dataset needs to include four categories: {people, cars, trucks, tractors}. In
order to ensure the accuracy and generalization of the model and reduce the workload
of data marking, we will construct a training dataset combining open source datasets
and actual monitoring datasets. The data in the open source dataset is mainly derived
from CIFAR and PASCAL VOC2007. In addition, the training data set consists of two
parts, one is the image containing the target, and the other is the tag data, which mainly
includes the category information and location information of the target contained in
the image.
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3.1.2 Model Training
In the model training stage, the convolution neural network (CNN) needs to be con-
structed firstly. Generally, a convolution neural network consists of convolution layer,
pooling layer and full connection layer. The convolution layer is essentially a feature
extraction layer to complete the feature extraction. The pooling layer compresses the
input feature image. On one hand, it reduces the size of the feature image and simplifies
the computational complexity of the network. On the other hand, it compresses the
feature to extract the main features. The full connection layer connects all the features
of the input image and sends the output value to the classifier. The CNN network
structure adopted in this paper is mainly derived from AlexNet [6], and is fine-tuned on
the basis of it. The network structure is shown in Fig. 2:

Then, according to the training data set, the training parameters are adjusted, the
number of iterations is set, and the deep learning model is trained. Model training is the
process of continuously adjusting the model parameters to minimize the loss function
based on the training data set.

3.1.3 Target Detection and Recognition
In the target detection and identification stage, we import the video frames captured by
the surveillance cameras deployed in the warehouse into the target detection and
identification module, and complete the target detection and target positioning tasks
through the joint network composed of RPN and Fast R-CNN. The specific process is
as follows:

Surveillance video Target detection

Video streaming

Add tags Training data set

Faster R-CNN

Building a training data set
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Target recognition
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Categorical data

Location data
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Fig. 1. Traceability target detection and recognition based on R-CNN
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• Scale the input image so that the side length of the shorter side of the input image is
600 pixels.

• Generate 9 candidate regions of different scales by the region generation network
(RPN) trained in Sect. 3.1.2.

• Send the probability from cls_score layer and the coordinate coding from bbox_-
perd layer in RPN combined with the features extracted from images by feature
extraction network into Fast R-CNN to classify and identify targets in candidate
regions. Then obtain the target recognition result (category information of the tar-
get) and the target positioning result (position information of the target). Based on
the result of target location, we can cut out the subgraph of each traceable target
from images.

3.2 Target Matching and Tracking

The target information extracted by the above target detection and recognition algo-
rithm is relatively discrete, and traceability emphasizes the concept of a process.
Therefore, the target information extracted in Sect. 3.1 needs to be further matched and
tracked to obtain traceable target trajectory data in grain depot.

Target matching is a process of determining whether each target in an adjacent
frame is the same target. For each target in the current frame, we will consider the
category information, location information and image feature information to filter all
the targets in the previous frame and find the only target in the previous frame that
matches the target in the current frame. The steps for target matching are shown in
Fig. 3:

As can be seen from the figure above, we use the information of category, location
and subgraph to screen candidate targets, and each round of screening will greatly
reduce the number of candidate targets. Since the process of category matching is the
simplest and can sift many targets that are completely unmatched, the calculation of
location matching is moderate but has a certain possibility of misjudgment, while the
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Fig. 3. The flow chart of target matching
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similarity matching based on image features has the highest accuracy and the highest
complexity. Therefore, considering the efficiency and accuracy of matching, we choose
to first classify the moving targets in adjacent frames according to their categories, and
the targets of different categories are matched separately. Then calculate the distance
between each target in the current frame and all the similar targets in the previous
frame, and select the three closest targets as alternatives. Two principles need to be
followed in the distance comparison: (1) Two targets with close proximity in adjacent
frames may be the same target; (2) If the distance between the target in the current
frame and all the similar targets in the previous frame exceeds a predetermined
threshold, then the target in the current frame is considered to be a newly appearing
target, so it does not need to match the target in the previous frame. Finally, calculate
the histogram similarity between the target’s subgraph in the current frame and the
three nearest target’s subgraphs in the previous frame, and find the only one matching
target based on this. The target subgraph similarity calculation steps based on the color
histogram coincidence degree are as follows:

• Scale the subgraphs of the two targets to the same size by resize operation. Since the
original size of the target subgraph is generally small, and considering the amount
of calculation data of the subsequent histogram coincidence degree comparison, it is
stipulated here that each subgraph is uniformly scaled to 128 * 128 pixels.

• Grayscale the subgraphs. We use a weighted average method to convert colored
subgraphs into grayscale subgraphs. In the RGB model, the calculation formula for
graying by the weighted average method is as follows:

f i; jð Þ ¼ 0:30R i; jð Þþ 0:59G i; jð Þþ 0:11B i; jð Þ ð1Þ

In which, R i; jð Þ, G i; jð Þ and B i; jð Þ correspond to the brightness of the three channels of
R, G and B in the position of i; jð Þ in the color image respectively. f i; jð Þ is the gray
value of the pixel point at the position of i; jð Þ in the calculated grayscale image.

• Calculate the histograms of the two gray subgraphs separately, and calculate the
coincidence degree C of the two histograms by the formula (2):

C ¼ 1
256

X256

i¼1
1� gi � sij j

max gi; sið Þ
� �

ð2Þ

In which, gi and si respectively represent the number of pixels corresponding to the
position of the luminance i in the two histograms. The higher the color coincidence
degree C, the higher the similarity of the two target subgraphs.

Finally, all the data extracted and matched are summarized and visualized through a
data fusion operation. The same target in each adjacent frame is connected to each
other to obtain the motion trajectory data of the target in the current monitoring scene,
and the trajectory data is projected into the background image of the current monitoring
scene to realize visualization of the traceability data. This can intuitively reflect the
operation of various types of traceable targets in the monitoring area. Based on this,
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managers can judge whether the running routes of vehicles are correct and whether the
operation of the workers is in compliance.

4 Experiment Results

4.1 Target Detection and Recognition Results

There are 3681 images in the initial training data set in Sect. 3.1.1, and the training data
set is expanded to 11043 images after data enhancement. In addition, for the training
data set, 80% of the tags and their corresponding images are selected as the training set,
and the remaining 20% is used as the verification set. The training of the target
detection and recognition model is performed based on this. In the training process, the
relationship between the accuracy rate and the number of iterations of epoch under
different learning strategies is shown in Fig. 4:

In Fig. 4(a), the strategy of fixed learning rate is adopted. The learning rate is set to
0.01. When 40 epoch is iterated, whether the classification accuracy of the model on
the training set represented by the red curve or the classification accuracy of the model
on the verification set represented by the blue curve has approached the upper limit of
stability. The accuracy of the model on the training set is close to 100%, and the
accuracy of the model on the verification set is around 89%. In Fig. 4(b), the learning
rate linear monotonous decreasing strategy is adopted. The initial learning rate is set to
0.01, and the learning rate is attenuated by 5% after 5 epochs. It can be seen from the
figure that the accuracy rate tends to be stable after iterating 60 epochs under this
training strategy. Although the convergence speed of the model is reduced, the accu-
racy of the final model on the verification set increased to 91%. At present, the
accuracy of deep learning models has been greatly improved compared to the tradi-
tional methods [20, 21], and the accuracy can basically meet the current application
requirements. We recorded surveillance videos of multiple indoor/outdoor scenes in a
grain store in Yancheng City, Jiangsu Province within one month, and randomly

Fig. 4. The relationship between accuracy and iterations
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selected 72 h of video data from each of them and used our proposed method for target
detection and recognition. The statistical results are shown in the following Table 1:

From the statistical results in the table, we can see that the detection and recognition
method proposed by us has reached more than 90% in accuracy and recall rate. Our
method can effectively extract the target information for traceability from a large
number of video surveillance data. The detection and recognition results for different
types of traceable targets are shown in Fig. 5:

4.2 Target Matching and Tracking Results

We analyze the image feature-based matching process by taking the three cars in the
monitoring video of the 4th picture in Fig. 5 as an example:

It can be seen from Table 2 that the candidate target subgraph of the first row has
the highest degree of coincidence with the histogram of the current target subgraph, and
the two vehicles are judged as matching targets in adjacent frames.

We chose the grain storage monitoring video as the test data, randomly select 500
groups of two adjacent images, and compare the matching and tracking results of
traceable targets based on frame difference method [15], Mean-Shift method based on
image features [18] and the method proposed by us. The comparison results are shown
in Table 3.

Table 1. The statistics of traceability target detection and identification results

Actual number Detection result Correct Accuracy rate Recall rate

Indoor 875 868 803 92.5% 91.8%
Outdoor 1325 1328 1201 90.4% 90.6%
Total 2200 2196 2004 91.3% 91.3%

Fig. 5. Detection and identification results of different types of traceability targets
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From the above table, we can find that the frame difference method (distance-based
matching) has the fastest matching rate but low accuracy, Mean-Shift (image feature-
based matching) has the highest matching accuracy but takes a long time, and our
method can achieve a high matching accuracy without too much matching time.

The result of the target trajectory in different scenarios based on the result of the
target matching is shown in Fig. 6:

Table 2. Target matching based on image features

Subgraph of  the 
current target

Subgraph of candi-
date target

Color histogram 
curve 

Coincidence 
degree 

0.73 

0.40 

0.55 

Table 3. Comparison of target matching and tracking methods

Target matching and tracking method Accuracy Time consuming

Frame difference 69.71% 12.26 s
Mean-Shift 91.59% 138.67 s
Our method 87.73% 40.21 s

Fig. 6. Target trajectory extraction results in different scenarios in the grain depot
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It can be seen from the figure that the target trajectory data can directly reflect the
running route of targets in the surveillance scenario covered by the camera. This can
assist the grain depot managers to determine whether the vehicle’s running route is
deviated, and whether the operation process is in compliance. At the same time, the
trajectory realizes the visualization of traceability. Images combined with motion tra-
jectories provide a more intuitive basis for traceability, which improves the effective-
ness and reliability of traceability.

5 Conclusion

The issue of food security is related to the national economy and the people’s liveli-
hood. Relevant departments and researchers have conducted a series of studies on food
security and quality traceability in order to promote food producers and operators to
implement the main responsibility consciousness of food security. These works can
also enhance consumers’ confidence in food security, ease social conflicts, promote
economic development and social stability. The ability of supervision departments to
discover and handle problematic food and the supervision level and public service level
of supervision departments for food security will be improved with the development of
food traceability. Aiming at a large number of video surveillance data in grain depots
with certain informationization level, this paper achieves the extraction of traceable
target trajectory information through data collection, information extraction and data
fusion, and the final results also verify the effectiveness and feasibility of the proposed
method.
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Abstract. Nowadays, people use multiple devices to meet a growing
requirement for computing. With the application of multi-card comput-
ing, fault tolerance, load balance, and resource sharing have been the
hot issues and the checkpoint/restart (CR) mechanism is critical in a
preemptive system. This paper proposes a checkpoint/restart framework
including the automatic compiler (CRAC) to achieve a feasible check-
point/restart system, especially for GPU applications on heterogeneous
devices in OpenCL program. By offering the positions of the check-
point/restart in source code, CRAC inserts primitives into programs
and invokes the runtime support modules for final results. A compre-
hensive example and experiments have demonstrated the feasibility and
effectiveness of proposed framework.

Keywords: Pre-compiler · Opencl · Checkpoint/restart

1 Introduction

Driven by the insatiable market demand for general-purpose computing technol-
ogy, the programmable GPU has evolved into a highly parallel, multi-threaded
computation accelerators, which is no longer limited to 3D graphics processing.
However, GPU sharing mechanisms are not provided during application execu-
tion [18], and nowadays clusters generally use pass-through distribution method
to allocate GPU resources. Pass-through is a technique that enables a node to
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directly access a PCI device [10], which means the GPU is individually assigned
to the node, and only the node has the right to use the GPU. Compared to
pass-through, preemptive scheduling enables dynamic allocation of task, and as
a result, the system can be more flexible and reasonable. Through the preemp-
tive task scheduling, tasks on the GPU can be backed up and migrated to other
GPUs. As a critical mechanism in a preemptive system, Checkpoint/Restart
(CR) has been used to migrate between heterogeneous devices. Nevertheless, it
is difficult to achieve a feasible CR system, especially for GPU applications on
heterogeneous devices in OpenCL program.

As a standard for parallel programming of heterogeneous systems, OpenCL
has the ability to support a variety of applications ranging from embedded and
high-level software to simple hight performance computing (HPC) solutions,
through a low-level, high-performance abstraction. This paper intends to propose
a Checkpoint/Restart framework including the automatic compiler (CRAC), of
which OpenCL programs reconstructs the computation states in application level
and the system with the capacity of preemption in the kernel of heterogeneous
devices. The CRAC transforms the source code to an augmented one which the
run-time support module can be called to identify, backup and restore compu-
tation states. This paper makes the following contributions:

– An automatic assistant compiler is developed to augment the original OpenCL
programs so that checkpoint/restart can happen at certain places.

– A pre-compiler mechanism is proposed and the runtime support modules are
offered for GPU applications on heterogeneous devices in OpenCL program.

– Experiments have been conducted to demonstrated the feasibility and effec-
tiveness of the proposed framework. The performance has been compared and
analyzed in homogeneous and heterogeneous environment.

The remainder of this paper is organized as follows: Sect. 2 introduces the
related work, including OpenCL programming model and the checkpoint/restart.
In Sect. 3, the proposed design and implementation, CRAC, is described in detail.
In Sect. 4, the experimental results are given. Finally, the conclusion and future
work are given in Sect. 5.

2 Related Work

While the computation state of multiple tasks can be migrated between GPU
devices during runtime, the vast majority of CPRs were still plugged into the
host device and migrated content only at the context level of the GPU. As was
known to us, CheCuda [21] was the first checkpoint/restart scheme designed
to implement on CUDA applications in 2009. Based on Berkeley Lab Check-
point/Restart (BLCR) [16], CheCUDA acted as an add-on to the BLCR backup
and released the contexts on devices before checkpoint. In 2011, Takizawa et al.
designed a CheCL [20] for heterogeneous devices in OpenCL language. In the
same year, a new CUDA CR library (NVCR) was described by Nukada et al.
[13], which needed to migrate the CUDA context as well but not for compilation
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again. The VOCL [23] proposed by Xiao et al. provided the ability to support the
transparent utilization of local or remote GPU by managing the GPU memory
handles and was optimized with a command queuing strategy [22] for balancing
power of clusters [12].

Despite this, fine-grained migrations in the GPU kernel have also been pro-
posed several times. In this paper, the design of Jiang et al. [8] was summarized
in detail, where the source code was divided into multiple parts according to
the given checkpoint. Until the computation was finished, the kernel wouldn’t
stop being launched circularly. Their contribution embarked on a new chapter
in the CUDA in-kernel research, although they only focused on fault-tolerant
characteristics and ignored nested functions. CudaCR [17] focused on the fault-
tolerant operations likewise and presented an optimizing schedule strategy when
the device had memory corruptions. CudaCR presented a stable performance
despite the lack of universality for which threads were not allowed to modify
global memory which had been accessed by another work.

As a framework for programming on heterogeneous plat, OpenCL [7] pro-
vides capability to execute the kernels among different devices. In the OpenCL
framework, hosts can access the GPU’s global memory through buffers to read
and write data. And the representation of global memory is the same as the
physical address. Similarly, the local memory mapped to the shared memory
in the physical address can be allocated by the host without read and write
permission. However, private memory mapped to physical addresses and local
memory in registers is transparent to the host. When developing heterogeneous
systems under the OpenCL framework, developers must consider these storage
characteristics of GPUs.

Checkpoint/Restart proceeds in two stages: computation state backup and
restoration, and is accomplished at three levels: kernel, library and application
levels [14]. During the backup phase, the calculated state is captured as a snap-
shot for recording, and then upon recovery, the current state is replaced by the
state of the previous backup. Kernel-level systems are transparent to program-
mers [2] and are built using kernel functions in the operating system [11], such as
V-system [6]. While a library-level system extracts computation states through
library functions such as BLCR [16]. The application-level system checkpoint
itself is the application [1], where the source code is rebuilt in the pre-compilation
phase [3] and it restarts from the checkpoint location by the input of the code
set during pre-compilation.

3 CRAC Design and Implementation

3.1 System Overview

This article provides a system to implement fully automated Checkpoint/Restart
mechanism between two heterogeneous GPU devices. As Fig. 1 illustrates, in our
system, the checkpoint/restart operation is handled in two phases: backup and
restore. When the program triggers a checkpoint on the GPU, the system will
suspend the running thread in OpenCL and extract the current computation
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states from the memory unit in the GPU device to the host. Before the pro-
gram execute on another device, the state of the last interrupt execution will be
migrated to the device and then the kernel is restarted from the last checkpoint
as well. Therefore, the execution of the suspension is resumed in the new device.

Checkpoint
Backup computation states

Kernels exits 

T0

GPU0 HOST GPU1

Suspend all of 
running threads

T1

T2

T3

T4

Restart
Restore computation states

T5

Fig. 1. At time2, all threads running on GPU0 are suspended and computation states
are saved to the host. Until time4, states are all transferred to GPU1 and the program
continues to execute.

Since the states of executing programs, which exist on the underlying hard-
ware, are controlled by GPU drivers and most GPU vendors do not provide
driver codes or permission to change the code, Checkpoint/Restart mechanism
on GPU can only be implemented at the application level. In other words, the
input to this system are various user programs. However, there are many types
of user programs with different formats and personal coding habits. In order to
allow different user programs to be executed smoothly, these programs need to be
preprocessed first. Naturally, this article designs a set of pre-compiled programs
as well.

With these pre-compiled programs, users only need to determine the loca-
tions of checkpoints in code and the identity of the device where the computing
task will be restarted later on. As shown in Fig. 2, the user’s source code file
is processed by pre-compiled programs to generate a fixed-form code file, and
then the new code file will be compiled and executed on the specified device via
CRState system.

3.2 Mechanism of Pre-compilation

The constructing processes include four steps normally in pre-compilation as
shown in Fig. 3.

In Stage I, the source files in .c and .cl formats are submitted to the pre-
compiler. The pre-compiler reconstructs the code coarsely using pred-LL(k)
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Compilation

Running

Source Code

Transformed 
Code

Executable 
File

OpenCL in Various 
Vendor

Pre-compiler in 
CLState System

Runtime Support 
Module

Fig. 2. OpenCL program execution in CRState

grammars [15] with Backus-Naur Form (BNF), for k > 1, which supports pred-
icated. The main work of reconstruction includes:

– Unification of the format such as proper indentation.
– Adjustment of the architecture in order to develop the code modules clearly.

The handwritten code which varies from one person to another increases the dif-
ficulty of code transformation. The pred-LL(k) grammars is used as an assistance
to identify a rough roadmap in method. The code part of accessing the GPU and
other parallel processors is divided into several portions through the operating
dataflow in OpenCL framework: constructions of the framework infrastructure,
operations of the memory before the kernel, launch of the kernel and operation of
the memory after the kernel. This arrangement is made with the following con-
cern: in a one kernel execution, and when there are more than one kernel needed
to execute, the codes are first divided into the number of the kernel segments
to generate the several independent programs. The coarse modification can not
guarantee the precise dataflow analysis when there are some branch statements
which should be executed in run-time. The branch statements or some state-
ments pointing to a specified flow sequence remain on the current point relative
to the context. Figure 4 takes an example for the modified result of .c file. In
this example, the code is segmented several modules.

– The module, definition is used to store the variables of the definition code
in order to expediently extract the variables in Stage II.

– The module, framework infrastructure is used to store the code for con-
structing the necessary OpenCL architecture, such as platforms, devices and
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Fig. 3. Pre-compilation process
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contexts. Since these infrastructures are designed a hierarchy of models, the
code block can be built in a specific order without any loss of feasibility.

– The module, operations of memory before kernel is used to store the opera-
tions of the memory before the kernel is launched. The memory is divided into
two parts: host memory and device memory and they are directly available
to the host and kernels executing on OpenCL devices respectively.

– The module, launch of kernel is used to the store the command to launch
the kernel.

– The module, operations of memory after kernel is used to store the oper-
ations of the memory after the kernel finishes.

– The module, Release is used to free the memory and GPU resources.

It also helps to easily identify where information can be obtained for a particular
keyword in order for the serve of the next stage, extraction.

Definition

Framework Infrastructure

Operations of Memory before Kernel

Launch of Kernel

Operations of Memory after Kernel

Release

Fig. 4. Sample coarsely transformed modules in .c file

In Stage II, the lexical analyzer (scanner) of the pre-compiler extracts the
information after scanning the modified files. The content of information includes
every memory block, formal parameters, arguments and so on.

In Stage III, the parser of the pre-compiler takes out the information from the
container and gives the annotations to it. Interconnect the annotations between
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the .c and .cl files, the all annotations are transformed to insertable data struc-
tures which contains two component: the line number and the contents for insert-
ing. Every block of content corresponds the one time generation of parser. The
contents are stored in few nodes in a linked list in order to control the sequence
of insertion when the different contents are required to interpose at the same
position. In design, the parser not only analyzes the lexical information, it can
also verify the correctness of source algorithm in a simulating test.

Algorithm 1 illustrates the process of the generation of Stage III. Parser first
generates a point of information (PI) for each inserting block. The PI refers
to description of the position for link list insertion. Then parser generates the
contents and offers a line number corresponding each block, and the data type
is shown as following: <line number, insertion content>. According to the PI,
parser does a traversal and inserts the block into the link list which is identified
by line number. This process is shown in line 4–20 of the Algorithm 1. The PI
is not a fixed number referring a position, it is a description about the context.
Thus, the actual position is determined after checking the previous one and the
next one. If the PI fits to previous node but not to the next one, it will be
inserted between the previous and next nodes.

Algorithm 1. Insertion of Primitives on Parser Generation
1: while i < blockNumber do
2: PI is generated
3: Contents block is generated in string format and line number
4: s ← (LinkList)malloc(sizeof(LNode))
5: s gets contents of insertion
6: p ← head
7: if p == NULL then
8: pnext ← s
9: snext ← NULL

10: else
11: while !(p == NULL) do
12: if ((p can fit to PI) and (pnext can not fit to PI)) or (pnext == NULL)

then
13: snext ← pn
14: pnext ← s
15: Break
16: else
17: p ← pnext

18: end if
19: end while
20: end if
21: i ← i + 1
22: end while

Although the information container generated in Stage II is stored in memory
when the parser fetches them, the Stage II and III can not be merged, which
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means the parser should be waiting until the scanner finishes the extraction
rather than fetching the information in parallel with scan. The reason of this
restriction is that scanner should gives some global annotations after scanning
the two whole files such as the global memory buffers which should be extracted
the information from the functions, clCreateBuffer in .c file and the related
formal parameters of kernel function in .cl file.

In Stage IV, the pre-compiler transforms the code to the new one by the
instruction from the insertable data structures.

4 Experiment

In this section, experiments based on CRCA were conducted to verify the effec-
tivity and stability of the proposed system. We ran all experiments on a test
machine equipped with a Core i5 − 8500 CPU and two GPUs including AMD
RX580 and NVIDIA GTX1070. As for software, the Ubuntu version 18.04 and
OpenCL version 1.2 were utilized for evaluation.

4.1 Benchmarks Experiments

A set of 10 authoritative benchmarks were selected to evaluate the perfor-
mance of the proposed system in aspect of memory usage and overhead, which
were Fast Fourier Transformation (FFT), two-point angular correlation function
(TPACF), kmeans, LU Decomposition (LUD), Needleman-Wunsch (NW) for
DNA sequence alignments, stencil 2D, Lennard-Jones potential function from
molecular dynamics (MD), MD5 hash, radix sort (RS) and primitive root (PR)
are all selected from different authoritative benchmarks including SPEC ACCEL
[9], SHOC [5] and Rodinia [19].

Each benchmark was conducted by three cases. We directly ran benchmark
in the first case represented as native. Meanwhile, the other two cases were
used to simulate one checkpoint/restart and two checkpoint/restarts attached to
benchmark, respectively. The position of checkpoint/restart based on users was
regarded as input of the proposed system. By the way, the native benchmarks
would be tested on AMD and NVIDIA, so that we could obtain two sets of
experimental results in the first case.

As we can clearly notice in the figure, for most benchmarks, the growth of exe-
cution time with one-checkpoint/restart was approximately from 15% to 119%
and the two-CR was from 25% to 125%. The difference in computing performance
of most native benchmarks between AMD and NVIDIA can almost be ignored
except Stencil and NW. From the Fig. 5, we can easily draw two conclusions
by extracting and abstracting the key information. First, compared with native
case, the checkpoint/restart inserted into program will cause performance degra-
dation. The second point was that the overhead was great in one-checkpoint,
but there was only such a small difference in the one-checkpoint/restart and the
two-checkpoint/restart versions. We thought it involved the scheduling policy
in hardware devices. Anyway, the performance degradation induced by CRCA
system can be acceptable.
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Fig. 5. Comparison of the execution time

There were some special circumstances as well. Compared with other bench-
marks, there is a obvious difference between the AMD and NVIDIA native time,
which shows the execution time of AMD was almost twice than NVIDIA’s. As
shown in Fig. 5, as far as these two native cases, the computing capacity of AMD
was much weaker than NVIDIA. The checkpoint/restart migrated the computing
tasks from AMD to NVIDIA to stimulate a condition where we can keep com-
puting resource balance in AMD and NVIDIA. According to the consequence of
experiments, the overhead of Stencil and NW with checkpoint/restart was less
than that in the native case. In summary, using CRCA system, we can achieve
the loading balancing in various GPUs.

4.2 Image Processing for Identification of Pulmonary Nodules

The method proposed by Chen et al. [4] a new computed tomography (CT) image
processing to improve the performance by exploiting the power of acceleration
technologies via OpenCL for identification of pulmonary nodules. The major
approach which includes parallelization processing are portioned two level. In
the first level (level−1) of parallelism, it can be found that all the CT images can
be optimized independently. The whole data set is divided into several subsets.
Each CT image is calculated by a set of threads. In the second level (level − 2)
of parallelism, the preprocessing can be parallelized as well.

It is an effective approach to accelerate the performance compared with the
CPU processing and it is one of the most typical applications of general purpose
computing with heavy computation. We conducted the case to input our system
and give ten checkpoint/restart points to evaluate our system with the veracity
and overhead. We tested the datasets which contain 500 patients and 105, 606 CT
images and grouped threes cases about CPU execution, GPU execution and the
GPU execution with checkpoint/restart. The Table 1 listed the actual overhead
and usage memory and the Fig. 6 illustrated the overhead comparison of three
cases.
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Table 1. The execution time and usage memory of three image processing cases

CPU GPU GPU withCR

Time 5203 s 702 s 711 s

Time proportion 1 0.13 0.1367

Usage memory 634 MB 981 MB 1436 MB

Memory proportion 1 1.55 2.26
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Fig. 6. Comparison of the execution time in image processing

5 Conclusion

This paper proposes a complete automation, CRAC to achieve a feasible check-
point/restart system, for GPU applications on heterogeneous devices. The
automation is implemented in two stage: pre-compiler and run-time. The pre-
compiler of system transforms the source code to an applicable one through col-
lecting the variables, inserting the auxiliary functions and partitioning the code.
It offers transparent access to this data with federation capabilities, program-
mers do not need to hand-code such work, they only offers the checkpoint/restart
devices and the position of source code. With the assistance of pre-compiler,
the system identifies the computation states in the underlying hardware and
reconstruct them in a heterogeneous device. The comprehensive example and
experimental results have demonstrated the feasibility and effectiveness of the
proposed system. As the results shown, the overhead are acceptable. The future
work includes optimizing the algorithm to reduce the overheads and enhanc-
ing the robustness among the heterogeneous devices with more large-scale and
complex tests.
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Abstract. A data center is a cluster of servers, which is typically an organic
collection of tens of thousands of servers. The sheer number of servers deter-
mines how well its performance is related to how it is interconnected. Just like
the topology of Ethernet determines its network capacity and communication
characteristics, the network structure of the data center has a great impact on its
performance and capacity. The research object ExCCC-DCN in this paper has
excellent node capacity, and its construction cost and operating energy con-
sumption are relatively low, which is very suitable for deploying large-scale data
centers. However, ExCCC-DCN is deployed on a wired link, and a large number
of wired links can make maintenance and upgrade of the data center more
difficult. Therefore, this paper utilizes the advantages of high transmission rate,
strong anti-interference and high security of 60 GHz millimeter wave to wire-
lessly transform ExCCC-DCN, making it more flexible in the case of main-
taining communication efficiency.

Keywords: Wireless data center network � ExCCC-DCN � 60 GHz millimeter
wave

1 Introduction

ExCCC-DCN [1] is a data center network designed according to ExCCC network, and
ExCCC (Exchanged Cube-Connected Cycles) network is extended from EH
(Exchanged Hypercube) [2] network. The rule for EH to expand into ExCCC is to
replace each point in EH with a ring, so that the node capacity of ExCCC is at least
doubled. There are three types of edges in ExCCC, namely cycle-edge, cube-edge, and
exchanged-edge. According to the representation of the topology in the graph theory,
ExCCC can be represented by an undirected graph, where each point represents a
switch. The s and t in ExCCC(s,t) together define the size of the network, Fig. 1 is a
ExCCC(1,2) structure diagram.
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ExCCC-DCN forms a data center network by adding a parallel edge on each cycle-
edge to connect to the server based on ExCCC. Because the number of cycle-edges is the
highest in ExCCC, ExCCC-DCN has good scalability. And because each server only
needs two ports in ExCCC-DCN, the port number of the switch is also a small constant,
so its construction cost is also low at the same scale. And according to Zhang [1] et al.’s
research, ExCCC-DCN is also very good at energy consumption and throughput com-
pared with some of the more classic data center networks such as Fat-Tree [3], BCube
[4], FiConn [5], and DCell [6, 7]. Like ExCCC(s,t), ExCCC-DCN(s,t) is also used to
indicate the specific network scale. Figure 2 is an ExCCC-DCN(1,2) structure diagram.

Fig. 1. ExCCC(1,2)

Fig. 2. ExCCC-DCN(1,2)
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For ExCCC-DCN(s,t), if M denotes the number of switches in the network and
N denotes the number of servers in the network, then according to Zhang [1] et al.’s
research, we can know that the values of M and N are related to the size of s and t, and
need to be discussed in two cases.

Case 1: When s ¼ 1; t� 2, the values of M and N are as shown in formula (1):

M ¼ 2tþ 1 tþ 3ð Þ
N ¼ 2tþ 1 tþ 2ð Þ2

ð1Þ

Case 2: When 2� s� t, the values of M and N are as shown in formula (2):

M ¼ 2sþ t sþ tþ 2ð Þ
N ¼ 2sþ t sþ tþ 2ð Þ2 ð2Þ

Although ExCCC-DCN has achieved a relatively balanced performance in terms of
cost, energy consumption, throughput, and scalability, as a wired structure of the data
center network, it is very inconvenient to face tens of thousands of cables when
deploying, maintaining, and upgrading. And the data center network of wired structure
cannot estimate the traffic distribution in the network at the time of deployment, so only
the average allocation of network bandwidth, which leads to a large number of hot
spots when the data traffic in the network is very large, which affects the performance
of the network [8, 9]. The application of wireless communication technology provides
an effective scheme to solve these shortcomings in the data center network of wired
structure [10].

The 60 GHz millimeter wave is a wireless communication technology with a carrier
frequency between 57 GHz and 66 GHz. Since it has a bandwidth of up to 9 GHz, the
transmission rate of 60 GHz millimeter wave can theoretically reach several Gbps [11,
12]. In addition, the 60 GHz millimeter wave has strong anti-interference ability, so it is
very suitable for wireless transformation of the data center network [13]. However, since
the wavelength of 60 GHz millimeter wave is only about 5 mm, its transmission dis-
tance is relatively short, and even small obstacles block it. Therefore, in practical
applications, beamforming technology is usually used to enhance signal stability.

A more representative application for beamforming is 3D Beamforming, which
uses metal ceilings to reflect 60 GHz millimeter-wave signals to increase signal cov-
erage [14]. However, the 3D Beamforming technology has certain requirements on the
height of the ceiling. When the height of the ceiling is increased, the signal coverage of
the 60 GHz millimeter wave will be reduced. Therefore, this paper uses the three-
dimensional beamforming technique proposed by Li [15] to avoid the signal blocking
of 60 GHz millimeter wave. The three-dimensional beamforming technique uses the
crank antenna to set the antennas at different heights to avoid the signal blocking by the
antenna itself.
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The main research contents of this paper are as follows:

• Remove all the wired links and switches in the ExCCC-DCN, retain only the servers
and the switches at the top of each rack, and install a horn-shaped antenna fixed by the
curved arm bracket at the top of each rack to send and receive signals from the 60 GHz
millimeter wave, thus constructing a wireless ExCCC-DCN. The modified wireless
structure is recursively segmented according to the symmetry of the ExCCC-DCN
structure at the time of deployment, and each cell is divided into a spherical surface by
setting the top antenna to a different height so that its spatial coordinates are distributed
on a sphere. In this way, any three antennas in each network cell will not be in the same
line, effectively avoiding the occurrence of signal blocking.

• The structure of the network cell is analyzed, and the coordinate position of the rack
and antenna in the cell is given. Then the structure characteristics of wireless
ExCCC-DCN are analyzed from three aspects of routing path length, network
diameter and node degree, and the relevant proofs are given.

2 Wireless ExCCC-DCN Structure

The easiest and most conceivable wireless retrofit solution for ExCCC-DCN is to
completely replace the wired link in the network with a wireless link [16]. Although
this scheme is simple, it is an effective solution. Firstly, the 60 GHz millimeter wave
can provide a transmission rate of several Gbps, and secondly, the three-dimensional
beamforming technology can realize the directional transmission of the millimeter
wave in a small angle. The controlled electromechanical device can adjust the direction
of the antenna in three dimensions, so it is feasible to transform ExCCC-DCN into a
wireless connection.

2.1 Design Method of Wireless ExCCC-DCN

Since the wavelength of the 60 GHz millimeter wave is only about 5 mm, its
diffraction ability is very weak, so it is very susceptible to obstacles in the process of
transmission and reflection, in the actual application of any diameter greater than
2.5 mm of the object may be blocking the signal of 60 GHz. Moreover, the signal
attenuation of 60 GHz millimeter wave will be very large with the increase of trans-
mission distance, so many transmission standards, such as IEEE 802.11ad, set the
effective transmission distance of 60 GHz millimeter wave to 10 m. In this paper, if
there is no special description, 10 m is used as the maximum transmission distance of
60 GHz millimeter wave and is represented by R.

Considering that the effective communication distance of 60 GHz millimeter wave
is only 10 m, when the wireless modification of ExCCC-DCN is attempted, the
ExCCC-DCN is divided into network cells of equal size, and the distance between
adjacent network cells is not more than 10 m. Then three antennas of different heights
are set in each network cell, and the spatial coordinates of these antennas are distributed
on a spherical surface with radius r, thereby transforming ExCCC-DCN into a wireless
data center composed of wireless network cells.
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The rule that the ExCCC-DCN is divided into equal size network cells is to first
split in accordance with the bisection width of the ExCCC-DCN, and then split each
half of the network according to its bisection width, until each part of the network
satisfies the condition of constructing a spherical network cell with a radius of r. The
bisection width of the ExCCC-DCN is 2sþ t�1. After splitting, a three-dimensional
coordinate system is constructed with the center of each network cell as the coordinate
origin, and the spatial coordinates of the antenna in each network cell meet the
spherical equation shown in formula (3).

x2 þ y2 þ z� rð Þ2¼ r2 ð3Þ

Since there are only wireless links in wireless ExCCC-DCN, it can be deployed
flexibly. Moreover, if the network cell of wireless ExCCC-DCN is set to a fixed size,
the number K of network cells contained in an ExCCC-DCN(s,t) can be calculated
according to the total number N of servers in the network and the number n of servers
in each network cell. Since the value of N is related to the size of s and t, the value of
K also needs to be divided into two cases.

Case 1: When s ¼ 1; t� 2, the expression of K was shown in formula (4):

K ¼ N
n
¼ 2tþ 1 tþ 2ð Þ2

n
ð4Þ

Case 2: When 2� s� t, the expression of K was shown in formula (5):

K ¼ N
n
¼ 2sþ t sþ tþ 2ð Þ2

n
ð5Þ

The number n of servers in the network cell is related to the density of the racks in
the cell and the capacity of each rack, so specific analysis is required. Since there are 128
servers in ExCCC-DCN(1,2), there are 64 servers in each part after the second division.
The 64 servers are still deployed according to the principle that the servers connected to
the same edge in the wired structure are placed in the same rack. Therefore, four servers
are placed in each rack, and a total of 16 racks are needed, which can be arranged into a
4 � 4 rack array. However, in order to make the antennas on the rack array distributed on
a spherical surface, it is simply adjusted to change the rack array to the 4 � 5 rack array.
In order to simplify the analysis, the size of the ExCCC-DCN(1,2) halved rear rack array
is taken as the size of the network cell in the wireless ExCCC-DCN, that is, the rack
arrays of different sizes of wireless ExCCC-DCN are split into the rack array of 4 � 5.
Figure 3 is a rack array diagram of a network cell.

In each network cell, all antenna heights are divided into three types, respectively,
at four corners of the highest height of the antenna we call it the top node, and the sub-
high antenna we call it the arc node and the lowest height of the antenna we call it a
circular node. Because all the antennas in the cell are located on a spherical surface, the
signal blocking in the cell is effectively avoided, and for each cell the top node is the
most widely covered node.
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The network cell shown in Fig. 3 is formed by ExCCC-DCN(1,2) split in two by
bisection width, because ExCCC-DCN is a symmetrical structure, so for the entire
wireless ExCCC-DCN(1,2), it is made up of two network cells shown in Fig. 3, the
structure of which is shown in Fig. 4.

2.2 Network Cell of Wireless ExCCC-DCN

Each cell of the wireless ExCCC-DCN network and its neighbors can establish a
wireless connection through the top node. Since the wireless transformation is based on

Fig. 3. Wireless ExCCC-DCN network cell

Fig. 4. Wireless ExCCC-DCN(1,2)
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ExCCC-DCN, the modified network has the same number of servers as the original
network. The number of servers connected to each side of the ExCCC-DCN(s,t) parallel
to the cycle-edge is linearly related to s and t. When s ¼ 1; t� 2, the number of servers
connected to each side parallel to the cycle-edge is tþ 2, and when 2� s� t, the
number of servers connected to each parallel side is sþ tþ 2.

The number of servers a rack can accommodate is limited, and with a 42U standard
rack, it can accommodate no more than 16 1U servers, and 2U servers typically do not
exceed 12 cells. If all servers are 2U, and when using 42U racks to deploy the entire
wireless ExCCC-DCN network, each side parallel to the cycle-edge can connect up to
12 servers, then 2� s� t� 5. Then the maximum size of ExCCC-DCN is ExCCC-
DCN(5,5), the number of servers it can accommodate is 147456, which is already a
fairly large data center. So, it is also possible to build the entire wireless ExCCC-DCN
in the form of a rack array.

Since each network element of ExCCC-DCN is composed of 4 � 5 racks, if l is used
to indicate the distance between the racks of each row, and w is the distance between
the racks of each column, then the position coordinates of each rack in the network cell
on the horizontal plane can be obtained.

xij ¼ ðði� 1Þ%3� 3=2Þl
yij ¼ ððj� 1Þ%4� 2Þw

�
1� i� 4; 1� j� 5ð Þ ð6Þ

The horizontal coordinates of each rack in the network cell are actually the hori-
zontal coordinates of each antenna in the network cell, and the coordinates of each
antenna on the Z axis are composed of the height of the rack and the height of the
antenna. If the 42U frame is still selected, the height of the frame can be set to a fixed
constant H, and the height of the antenna can be set to h. The height of the antenna can
be calculated by introducing the horizontal coordinates into formula (3), as shown in
formula (7).

hij ¼ H � r �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 � x2ij � y2ij

q
ð7Þ

With the height of the antenna, it can be determined at what height the antenna
above each rack in the network cell should be placed, so that the antennas in the cell
can be distributed on a spherical surface. However, it is also necessary to determine the
radius r of the network cell, which depends mainly on the building height at which the
network cell is placed. If the layer height is Dh, then the radius of the network element
should satisfy H\r\Dh. According to the requirements of relevant regulations, the
building height of the data center is generally about 4 m. In addition, since the height of
the 42U rack is usually 2 m, the communication distance R of the 60 GHz millimeter
wave is combined. This paper takes the radius of the network cell r = 3.5 m.

Since the radius of the network element is r = 3.5 m, the diameter of each network
cell does not exceed R, then any two nodes in the same network cell can establish a
wireless connection.

Design of Wireless Data Center Network Structure Based on ExCCC-DCN 593



3 Analysis of the Properties of Wireless ExCCC-DCN

This part analyzes the structural characteristics of wireless ExCCC-DCN from three
aspects: routing path length, network diameter and node degree, and gives the relevant
proof process.

3.1 Routing Path

For wireless ExCCC-DCN(s,t), its communication is divided into communication
within network cell and communication between different cells. As long as the relative
distance between different racks in the same cell does not exceed R, the wireless
connection can be established directly. As for the communication between different
cells, it is generally impossible to establish wireless connection directly. At this time, it
is necessary to judge the relative distance between the two racks. If the relative distance
between them is within the effective transmission distance of 60 GHz millimeter wave,
the following theorem can be obtained.

Theorem 1. In wireless ExCCC-DCN, any two racks whose relative distance does not
exceed R can complete communication in three hops.

Proof. Two racks A and B whose distances do not exceed R have two positions.
Case 1: Rack A and Rack B are in the same cell.
Since A and B are in the same cell, and the distance between A and B is less than R,

then A and B can communicate directly.
Case 2: Rack A and Rack B are not in the same cell but in adjacent cells.
Since A and B are in adjacent cells, there must be a top node on the line connecting

A and B. The worst case at this time is that A needs the top node of its own cell to
transmit the signal to the top node of the cell where B is located, and finally forwards it
to the node B for a total of three hops.

It can be proved in the first and second case.
For cross-cell communication, the distance between the two racks may increase

continuously. Therefore, in order to find the routing path length of communication
between any two racks, the size of the entire wireless ExCCC-DCN needs to be
considered. For this reason, we assume that the length and width of the rack array
corresponding to the entire wireless ExCCC-DCN are Lm, and then have the following
theorem.

Theorem 2. In wireless ExCCC-DCN, the maximum routing path length between any

two racks is
ffiffi
2

p
L

R

l m
.

Proof. Firstly, for all racks in the wireless ExCCC-DCN, if the distance between any
two racks A and B is to reach the maximum, then A and B must be located at both ends
of the diagonal line of the whole data center, and according to the structural charac-
teristics of the network cell, A and B must be the top node. So, the distance between the
two racks is

ffiffiffi
2

p
Lm according to Pythagorean theorem.

For the entire wireless ExCCC-DCN, the top node has the largest signal coverage,
and each of the top nodes can establish a wireless connection with the top nodes in the
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surrounding four cells. Therefore, in the communication, we only need to forward the
data to the top node closest to the end point, and then the top node can complete the last
hop forwarding. Since the maximum transmission distance of the 60 GHz millimeter

wave is Rm, the signal needs to pass
ffiffi
2

p
L

R points from the transmitting end to the

receiving end, and the routing paths of A and B is
ffiffi
2

p
L

R

l m
.

In other cases, the routing path length of any two racks communication will not
exceed the length of the diagonal node, so it can be certified.

3.2 Network Diameter

Network diameter is usually used to measure the performance of wired network
topology, for a wired network, the shorter the network diameter means that the higher
the communication efficiency of the network, the better the stability of the network. In a
wired network structure, the size of the network diameter depends on the topology in
which the nodes in the network are connected, but for the wireless network structure,
the nodes communicate through the wireless channel, so long as the two sides of the
communication are within the coverage of the wireless signal, they can communicate
between them. This difference from the communication characteristics of wired net-
work makes the measurement of network diameter of wireless network topology dif-
ferent from that of wired network.

For wireless network topologies, the size of the network diameter is independent of
the way the nodes are connected, and is related to the relative position of both sides of
the communication. Because in a wireless network, a node can communicate with any
node within the signal coverage if the signal is not blocked, and if it is assumed that the
distance between the farthest two nodes in the network is dmax and the signal coverage
of each wireless node is k, the approximate value of the diameter of the wireless
network is dmax=k. In addition to the relative distance of two nodes, another factor
affecting the diameter of the wireless network is signal blocking, because dmax=k can be
used as an approximation of the diameter of the wireless network structure only if a
communication link can be established between two nodes. However, wireless signals
are usually very easy to block, so in the actual analysis needs to be demonstrated for the
specific network structure.

For wireless ExCCC-DCN, because each of its cells is approximately distributed on
a spherical surface, so it is very good to avoid the occurrence of signal blocking, so
according to Theorem 2, the following inference can be obtained.

Inference 3. Wireless ExCCC-DCN has a network diameter of up to
ffiffi
2

p
L

R

l m
.

Proof. According to the definition of wireless network structure diameter, its approx-
imate value is dmax=k. For each network cell of wireless ExCCC-DCN, dmax ¼

ffiffiffi
2

p
L,

k = R, the network diameter of wireless ExCCC-DCN does not exceed
ffiffi
2

p
L

R

l m
.
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3.3 Degree of Node

For a network structure, the degree of nodes is also an important index to measure the
performance of the network. For the data center network, because the number of nodes
is often very large, the average degree of nodes is usually used to identify the con-
nectivity performance of the network. In order to find the average degree of nodes in a
network, it is necessary to abstract the network into a graph model, which is usually
represented by an undirected graph G ¼ ðV ;EÞ, and the average degree of nodes is set
to DD.

Theorem 4. For undirected graph G ¼ ðV ;EÞ, the average degree of nodes is

DD ¼ 2 Ej j
Vj j .

Proof. From the definition of node average, we have DD ¼
P
v2V

degðvÞ
Vj j , and then

according to the famous Handshaking lemma [17], we know
P
v2V

degðvÞ ¼ 2 Ej j, then

DD ¼ 2 Ej j
Vj j .

4 Conclusion

In this paper, the wireless transformation of ExCCC-DCN is carried out first, and the
ExCCC-DCN of wired structure is transformed into a wireless network structure
composed of several network cells by using 60 GHz millimeter wave technology and
three-dimensional hierarchical beamforming technology in the transformation. After
the transformation, the antennas of each network cell are distributed approximately on a
spherical surface, thus avoiding the signal blocking of the 60 GHz millimeter wave.
Then, according to the principle of local to whole, the deployment mode of network
cell and the mechanism characteristics of the whole wireless ExCCC-DCN are ana-
lyzed, and it is found that the modified wireless structure has given full play to the
communication characteristics of 60 GHz millimeter wave, and has a short network
diameter and routing path length.
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Abstract. In recent years, group communication has become more and more
popular. In the current data center network, multicast plays an extremely
important role in group communication. Traditional data center network is
designed based on wires. Researchers have proposed Dcell, Bcube and other
data center topologies successively. However, in the traditional data center
network, the wired topology structure has the disadvantages of high overhead,
complex deployment, high maintenance cost, slow heat dissipation and so on.
Moreover, the existing wireless data center Flyways structure and Graphite
structure have the problems of low connectivity and poor scalability. So this
paper proposes and designs a new data center network topology Comb structure
(Comb model is a multi-layer cellular structure model, which is a multi-layer
structure composed of single-layer honeycomb-like structure interlaced with
each other). The structure can effectively improve the connectivity of the data
center, shorten the routing path, reduce the probability of node failure in the
network, and ensure the smooth network.

Keywords: Data center network � 60 GHz millimeter wave � Comb wireless
topology � CMR algorithm

1 Introduction

The purpose of the data center network topology design is to solve specific application
problems [1–4], which use these terminals as forwarding nodes, while the data center
network topology can also manage traditional switches. In the traditional data center
network, the topology is based on the wired design [5]. The researchers have proposed
the wired data center topology such as DCell [6] and BCube [7]. In the traditional data
center network, the topology is based on the wired design, and the researchers have
proposed the topology of the wired data center. Although the traditional data center can
solve the problems of job scheduling and routing in the data center, the traditional data
center has the following obvious defects: (1) Poor fault tolerance; (2) Poor scalability;
(3) Low network bandwidth; (4) High cost of equipment and other issues [8–11].
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In order to effectively solve the many challenges faced by wired data centers, more
and more researchers have turned their attention to wireless technology [12]. As the
57 GHz * 64 GHz frequency band is recognized by more and more countries, its
advantages such as strong directionality and high bandwidth have attracted more
attention. Early researchers proposed to use it for the construction of data center
networks, and then designed a wireless data center network [13], for example, Flyways
structure [14], Graphite structure [15]. However, the existing structures are either less
connected or require too many intermediate nodes for data transmission. These factors
affect and limit the future development of the data center. Based on this background,
this paper proposes and designs a new type of wireless data center network, which
solves the problem of normal operation of the entire data center due to the failure of
individual nodes in the transmission process through multicast routing algorithm,
thereby improving network connectivity and shortening routing paths.

2 Preliminaries

Currently, many traditional data centers interconnect commodity computers and
switches via cable or fiber optics. Although these structures bring a lot of convenience
to routing, scalability and network complexity become more difficult because of its
complicated routing strategy and strict requirements on the number of links. The use of
wireless transmission technology to replace traditional networks has become a trend,
and with this technology, new data center networks can provide higher bandwidth [13].

Based on some characteristics of the 60 GHz millimeter wave [16], researchers are
considering using it to further improve data center performance [17]. The Flyways
architecture [14] is a milestone in its application to the data center by leveraging the
existing wired network infrastructure by placing antennas at the top of each cabinet for
wireless connectivity between cabinets, and using fewer Flyways wireless devices to
significantly improve system performance. Subsequently, Li et al. proposed a Graphite
structure [15], which uses a three-dimensional beamforming technique [18] to fix the
horn antenna to a vertically adjustable bracket by placing the antenna orientation and
position to Suitable location for unobstructed data transfer between two antennas.

Some researchers envision using only wireless connections to form a purely
wireless data center network [19]. These researchers designed a topology that uses
cylindrically shaped racks and sector-shaped servers to make the most of wireless
connectivity. However, this is designed as a planar topology with a high rack density.
Since most of the wireless connections are in the same plane, the probability of signal
impairments increases significantly. At the same time, limited by the transmission
range of 60 GHz millimeter wave, communication between neighbor nodes is also
limited, which leads to a significant drop in connectivity of the data center network.
Based on this, this paper designs a new wireless data center network topology, which
can effectively improve the connectivity of the data center network, shorten the routing
path between nodes, and reduce the probability of node failure in the network, ensure
the smooth flow of the network.
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3 Comb Network Topology Design

3.1 Physical Model

When building a wireless data center, you need to have a specific physical model (that
is, the basic equipment), that is, to design a suitable infrastructure according to the
characteristics of the network topology. In this section, we will focus on the wireless
transceiver.

As shown in Fig. 1(a), the wireless transceiver consists of two parts: (1) Spherical
base. Uniformly distributed a number of small holes for mounting wireless antennas;
(2) Antenna. Install the antenna as needed according to the needs of the structure.
According to location, it can be divided into three cases: (1) At the top, as shown in
Fig. 1(b); (2) Located in the middle layer, as shown in Fig. 1(c); (3) Located at the
lowest level, as shown in Fig. 1(d). And the spherical base is connected with a curved
bracket that can be flexibly adjusted to connect the wireless transceiver and the cabinet.
The wireless transceiver can be adjusted according to actual transmission requirements
to avoid waste of resources.

The location of the wireless antenna on the radio transceiver will be defined in the
spatial Cartesian coordinate system, as shown in Fig. 2. Take any wireless transceiver
that is not edged in the topology as the center point O. The radio transceiver located at
the center point O can transmit data to all nodes in the communication range with no
other nodes between the two nodes. In order to achieve the widest coverage, 12
antennas need to be installed on each radio. In the xOy plane, with the Ox axis as the
starting axis, rotate the counterclockwise to the four positions of p

4,
3p
4 ,

5p
4 ,

7p
4 , and install

the antenna at these four positions. Similarly, in the yOx plane and in the xOz plane,
also install antennas in these four locations. Finally, the antenna installation diagram of
the wireless transceiver is obtained, as shown in Fig. 2. Because of the addition of 3D

(a)Wireless transceiver          (b)High level          (c)Middle layer       (d)Low floor

Fig. 1. Schematic diagram of cabinet and wireless transceiver
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MIMO technology, the radio can be viewed as a 360-degree data transmission device
regardless of the precise alignment between the two-node antennas.

3.2 Network Topology

According to the actual situation, when deploying the structure, it is necessary to
consider the height limitation of the room and to avoid the occurrence of signal
blocking, so when deploying the wireless transceiver at the top of the cabinet. Con-
sidering all aspects, when the number of layers reaches l layer, the performance of the
data center can be optimized. Due to the difference in location, the structure of the radio
transceiver on each layer is also different. The specific structure is shown in Fig. 3. The
purpose of the topology is to allow all of the wireless transceivers in the wireless data
center to be within communication range and to connect as much as possible to other
wireless transceivers. Let the transmission distance of the wireless transceiver in this
structure be R.

y

x

z

O

Fig. 2. Schematic diagram of wireless transceiver

(a)                                   (b)           (c)

Fig. 3. Schematic diagram of wireless transceiver
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As shown in Fig. 3, a 2-layer topology map constructed by a 4 � 4 rack array is
deployed in a square area of R � R. In this figure, the horizontal and vertical distance
between two adjacent cabinets does not exceed R/3. And the signals between the radios
on the same row or column are not blocked, and data transmission between them can be
performed between them. In Fig. 3, (a) is an overall effect view seen from the side
above, (b) is an effect diagram of the radio transceiver located on the upper layer, and
(c) is an effect diagram of the radio transceiver located on the lower layer.

The network topology is constructed by placing wireless transceivers on layers of
different heights, as shown in Fig. 4, with solid circles representing the upper layers
and hollow circles representing the lower layers. This design can ensure that as long as
the wireless transceiver is within the communication range, no signal blocking occurs
between any two points. As shown in Fig. 4, in a square area of 2R � 2R, the cabinet
in the center can communicate with the other 28 adjacent cabinets in a circular area
with a radius of R.

Fig. 4. Antenna overlay

(a) 2-layer network structure diagram                      (b) Comb structural model

Fig. 5. 2-Comb structure diagram

602 Q. Zhang et al.



As shown in Fig. 5(a), a large network is constructed by combining multiple basic
network elements. The observation diagram shows that the complete network topology
diagram of the 2-layer structure is very similar to the Comb structure, so this topology
is named Comb structure. The Comb structure is a multi-layered honeycomb structure
model, which is a multi-layer structure in which a single-layer honeycomb structure is
alternately arranged, and is therefore named as Comb.

3.3 Topological Structure

When doing topology construction, you need to consider how to avoid signal blocking.
In this structure, you need to consider: (1) How many layers need to be constructed in
order to avoid the occurrence of signal blocking, (2) In order to maximize the use of
space resources, the height of each layer should be.

1. The number of layers to be constructed in order to avoid the occurrence of signal
blocking.

If you want to deploy an m � n rack array in a square area of an R � R, it is
especially important to leave enough communication space for the wireless transceivers
in the same row (or column) but different layers. Where m is the number of columns
(representing the number of cabinets on each row), n is the number of rows (repre-
senting the number of cabinets on each column). How to choose for m and n needs to
be carefully considered. Since the deployment is in a square area of R � R, in order to
construct the most wireless connections under an effective communication distance, the
maximum values of m and n should be calculated. Let u denote the distance between
adjacent cabinets in the same row, and w denote the distance between adjacent cabinets
in the same column, then m� R=ub c, n� R=wb c.

The topology itself has its own characteristics, and in order to avoid signal
blocking, only up to two radio transceivers can be located in the same layer in each
row, so the required number of layers is m=2d e. The same in each column, so the

(a)                              (b) 

Fig. 6. Number of layers
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number of layers required is n=2d e. Then the number of layers of the topology should
take the larger number in m=2d e; n=2d ef g as the number of layers l. To facilitate
recording, the number of layers is encoded from 1 to l from bottom to top.

For example, when m = 4, n = 4, the number of layers to be deployed is
m=2d e; n=2d ef g ¼ 4=2d e; 4=2d ef g ¼ 2; 2f g ¼ 2, construct a topology as shown in

Fig. 6(a). When m = 5, n = 4, the number of layers to be deployed is m=2d e;f
n=2d eg ¼ 5=2d e; 4=2d ef g ¼ 3; 2f g ¼ 3, construct a topology as shown in Fig. 6(b).

2. In order to maximize the use of spatial resources, the number of location layers per
wireless transceiver.

From the previous section, you can see that in the topology, regardless of the row or
column, they are cyclically changed. On each line, the radio transceiver is cyclically
changed from high to low in sequence for each of the two; in each column, it is
cyclically changed from high to low in a single order, starting from the lower left
corner. The number of location levels per radio transceiver in a cabinet array of size
m � n is calculated. When hi,j is used to indicate the number of location layers of the
radio transceiver, the number of radio transceiver locations in the j-th row and the i-th
column is expressed as: hi;j ¼ j=lb cð Þ%lþ ið Þ%l 0� i\m; 0� j\nð Þ.

For example, as shown in Fig. 7, in the topology of l = 2, if you want to know the
number of layers of the radio transceiver in the 3-th row and the 4-th column position,
that is, i = 2, j = 3, then hi;j ¼ 3=2b cð Þ%2þ 2ð Þ%2 ¼ 1 � � � 1. Therefore, the wireless
transceiver at this location is located on the 1-th floor.

(3,4)

Fig. 7. Number of position levels
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3. The construction process of the network topology.

In order to more clearly demonstrate the construction process of the Comb struc-
ture, a pseudo code as shown in Algorithm 1 is given. The following code is the
construction algorithm for the Comb structure:

Algorithm 1. Comb Construction Algorithm

Input  :  m, n ( × cabinet array).       
Output:  l, hi,j.

Through the Comb structure construction algorithm, a 3-layer Comb structure can
be deduced, as shown in Fig. 8. This figure is a 3-Comb topology diagram that con-
nects the highest level radios. In a cabinet array, if the density of the cabinet is large in
the horizontal direction, even if the distance between the cabinets in the vertical
direction is sufficiently loose, a large number of layers is required, which brings great
inconvenience to the deployment of the data center. To avoid this, try to build with a
smaller number of layers.

Fig. 8. 3-Comb topology diagram
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3.4 Subsections of this Chapter

This section mainly introduces a new wireless data center network Comb structure.
Some details of the design of the Comb structure are introduced, and the complete
construction process of the Comb structure is given.

4 Multicast Routing Algorithm Based on Comb Structure

4.1 CMR Algorithm Design

The 2-Comb structure is projected onto the plane as shown in Fig. 9. Cartesian coordinate
system is established with the lower left corner as the origin. The distance between each
node is equal. The coordinate number is (X, Y), there 0� x\m; 0� y\nf g. Suppose you
want to communicate between the source node ToS and the target node ToD. Firstly, the
coordinate numbers of 28 nodes in the circular regionwith the radiusR of the center of the
source node and the target node are calculated to determine whether there are nodes with
the same number in the two regions. If yes, it can communicate through public nodes; if
not, it can find a multicast spanning tree by CMR algorithm. Next, it will be discussed
based on geographical location. As shown in Fig. 9, the source node is a Pentagon and the
target node of the other three triangles is used for data transmission.

According to the characteristics of Comb structure and 60 GHz millimeter wave,
the signal coverage of wireless transceiver is a circular area. According to the relative
position relationship between circle and circle, it can be discussed in two cases:
intersection and separation. According to the coordinates of the two nodes, the distance
L between the two nodes can be judged. When 0 < L� 2R, the two circular regions
intersect, and when L > 2R, the two circular regions are separated. The specific anal-
ysis is as follows:

x0

y

Fig. 9. Multicast schematic
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1. Two circular regions intersect. When the two circular areas intersect, it shows that
the two nodes can transmit data through two hops at most. That is to say, one of the
common nodes is chosen as the intermediate node, and the data can be transmitted.
In this case, it can be divided into two sub-situations to discuss:
a. If 0 < L � R, two nodes can transmit data directly. That is to say, the target

node ToD is located in the communication range of the source node ToS. At this
time, the two nodes can directly transmit data without the help of intermediate
nodes. As shown in Fig. 10(a).

b. If R < L � 2R, two nodes need intermediate nodes to transmit data. That is to
say, the target node ToD is not within the communication range of the source
node ToS, but the circular area centered on them has an intersecting part. At this
time, the two nodes need to use the intermediate node to transmit data. As shown
in Fig. 10(b). A special case is that when L = 2R, the two circular regions are
tangent, as shown in Fig. 10(c). (If there is no common node at the point of
tangency between two circles, this situation is attributed to separation.)

(a)0<L≤R (b) R<L≤2R

(c)L=2R  (d)L>2R

x0

y

ToS

ToD

x0

ToS

ToD

y

x0

ToS
ToD

y

x0

ToS

ToD

y

Fig. 10. ToS and ToD location diagrams
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2. Separation of two circular regions. Here L > 2R, that is, when the distance between
the source node ToS and the target node ToD is greater than 2R, if the two nodes want
to carry out data transmission, they must find the intermediate node and construct the
transmission path in order to carry out data transmission. As shown in Fig. 10(d).

After completing the classification of transmission, an effective multicast routing
algorithm is proposed. The pseudocode is shown in Algorithm 2.

Algorithm 2. CMR Algorithms

Input : ( , ) , ( , ) .

Output :Multicast Tree.
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4.2 Time Complexity Analysis

Theorem 4.1. ToS denotes the source node, ToD denotes the target node, VDesti = { }
denotes the set of the target node. The minimum spanning tree (i.e. multicast tree) is
constructed by CMR algorithm. Then the time complexity of the algorithm is as
follows:

T ¼ O nlognð Þ ð1Þ

It is proved that time complexity means the amount of computational work needed
to execute the algorithm. In the algorithm, the lower the time complexity, the higher the
execution efficiency of the algorithm.

In CMR algorithm, there are three situations from source node to target node. For
nodes ToS and ToD1, one operation can be obtained, so its time complexity is
T1 ¼ O 1ð Þ. For the nodes ToS and ToD2, the judgment is made first, and then the set of
intermediate nodes Vinter= { } is calculated circularly. At this time, it needs to iterate
m times before it can be obtained, so its time complexity is T2 ¼ O mð Þ. For the nodes
ToS and ToD3, the same judgment is made first, and then the set of intermediate nodes
Vinter:1 ¼ fg;Vinter:2 ¼ f g; . . .;Vinter:q ¼ f g is calculated circularly. At this time, it
needs to recurse n times to get, so its time complexity is T3 ¼ O nlognð Þ. These three
cases belong to the case of Comb structure, and the probability of each target node
being calculated is equally possible, so the time complexity of the multicast spanning
tree constructed by CMR algorithm is as follows:

T ¼ T1 þ T2 þ T3
¼ O 1ð ÞþO mð ÞþO nlognð Þ
¼ O nlognð Þ

ð2Þ

4.3 Case Design

Figure 11 is a schematic diagram of intercepting part of the datacenter and projecting it
onto a two-dimensional plane. Source nodes (represented by a quadrangle) want to
transmit data to three target nodes (represented by a triangle). These three target nodes
are exactly nodes in three situations. A multicast tree is constructed according to the
data transmission process.

As shown in Fig. 11, when coordinates are used to represent the coding of each
node, the source node is coded as (6,9), and the target node group is {(4,11), (9,5),
(14,15)}. The multicast tree is constructed according to the algorithm. First, initialize
the data. Using coordinates to judge, a sub-tree is found: (6,9) ! (4,11), update col-
lection: Vinter.1 = {(7,7), (8,7)}, Vinter.2 = {(8,10), (8,11)}. Select a point in the inter-
mediate node set Vinter.q = { } as the source node, and continue to find the path. Using
node {(7,7), (8,11)} as the source node, a subtree is found: (7,7) ! (9,5), update set:
Vinter.3 = {(9,11),(10,12)}. Select a point in the intermediate node set Vinter.q = { } as
the source node, and continue to find the path. The node (10,12) is used as the source

A New Type Wireless Data Center of Comb Topology 609



node to judge and update the set: Vinter.4 = {(12,13), (12,14)}. The node (12,14) is used
as the source node for judgment, and a subtree is found: (12,14) ! (14,15). Com-
bining all the output subtrees above, we can get the multicast tree as shown in Fig. 12.

ToS

ToD2

ToD1

ToD3

Fig. 11. Data transmission chart

(6,9)

(4,11) (7,7) (8,7) (8,10)

(10,12)(9,11)

(8,11)

(12,13) (12,14)

(9,5)

(14,15)

Fig. 12. Constructing multicast spanning tree
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4.4 Subsections of this Chapter

This chapter proposes and designs a multicast routing scheme (CMR algorithm) suit-
able for Comb architecture. This paper analyses various situations that data may
encounter in the process of transmission. It is found that there are two kinds of node
position relations in constructing multicast spanning tree: intersection and separation.
For the two cases, the CMR algorithm is designed. In Sect. 4.3, an algorithm example
is given to illustrate the construction process of multicast spanning tree in detail. Then
different transmission scenarios are set up. The throughput and delay of CMR algo-
rithm are simulated experimentally. It is concluded that CMR algorithm can balance the
communication load reasonably and allocate the communication network effectively.

5 Conclusions

In this paper, aiming at the problems of complex wiring and difficult scalability in
traditional cable data center, a new type of wireless data center is designed, which can
effectively solve the shortcomings of traditional cable data center. This structure solves
the multi-hop problem in data transmission to a great extent, and the cabinet in Comb
structure is designed in grid shape, which is more conducive to deployment. A multi-
cast routing algorithm suitable for Comb structure is proposed. Firstly, a multicast
routing scheme suitable for Comb structure, called CMR algorithm, is proposed and
designed. In the process of data transmission, we will encounter various situations.
After merging and summarizing, it is found that when constructing a multicast span-
ning tree, the location relationship of nodes can be divided into two kinds: intersection
and separation. In view of the two situations, the CMR algorithm is analyzed and
designed pertinently. In Sect. 4.3, an algorithm case is given to illustrate the con-
struction process of multicast spanning tree. However, in practical application, the
network topology of Comb wireless data center will be affected and restricted by some
external factors, such as the height and internal structure of cabinet itself, the heat
dissipation problem during cabinet deployment, and the size of space. When the
structure expands, the number of layers will be limited. Therefore, in the next research
work, we need to further optimize the structure in order to achieve performance
optimization.
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Abstract. In recent years, data center network is used for transmission, storage
and processing of big data, which plays an important role for applications in
cloud computing and CDN distribution. Network topology and routing algo-
rithm are its core research content and key technical issues. The traditional
network topology is difficult to guarantee the quality of service in scalability and
fault tolerance. The server-centric data center network topology can ensure the
scale of the data center network by recursively increasing the number of network
nodes and links. relative to the Dcell, BCube, and BCCC typical network
topology, PTNet network as a typical representative of a new type of the server-
centric data center network topology, which has more advantages in scalability,
fault tolerance and so on. Multicast and broadcast in data center network have
more application scenarios and use value. For example, the video conference
online, multimedia remote education and other development are inseparable
from the application and promotion of network multicast and broadcast. So it is
necessary to research the routing algorithms of multicast and broadcast in the
network. Based on the deep research of PTNet network, this paper analyzes and
researches the network topology, multicast and broadcast routing algorithm.

Keywords: Data center network � Routing algorithm � The server-centric data
center network � PTNet

1 First Section

In recent years, data centers have been adopted by many online application services,
such as online search, E-mail and MMOG(Massively Multiplayer Online Game). In
addition, data center also carries infrastructure services, such as: distributed system,
structured storage and so on. A network with high network capacity connected to
servers through switchs and high speed links within the data center is called DCN(data
center network) [1–3]. With the development of technology, the data center network
has become an indispensable network in people’s lives. In transportation, economic and
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social work, the data center network plays a very important role. Many large online
service providers such as Google and Microsoft have built the data center networks
with tens or even hundreds of thousands of servers. These data center networks bring
great convenience and a wonderful experience to the country, society and family at all
times.

In the network, the algorithm is the basis of the data transmission between network
nodes. The function of the routing algorithm is to determine the transmission path of
data information which is from the source node to the destination node [4–6]. In the
routing algorithm, the general performance index is: average delay, throughput and
energy consumption. The performance index in this paper are the average delay,
throughput and the proportion of super nodes in the transmission path. This paper
studies the new server-centric PTNet network proposed by foreign researchers recently,
conducts a comprehensive topological analysis of the PTNet network, and the theo-
retical derivation of PTNet mapping rules, network diameter and bottleneck
throughput.

In this paper, a comprehensive topology theory analysis of PTNet network is
carried out, and based on this, a PTNet-based multicast PTD routing algorithm and a
PTNet-based load balancing broadcast PTF routing algorithm are proposed. Multicast
is the basic operation of data communication in the network. However, there is no
research on multicast and broadcast routing algorithms in PTNet network. This paper
combines PTNet network topology and Dijkstra algorithm idea to complete PTNet
multicast operation by generating a network multicast tree. Proposed in terms of
broadcast routing, a PTNet-based load balancing broadcast PTF routing algorithm is
proposed to alleviate the load imbalance problem of the transit nodes. In this paper, the
two algorithms are introduced and analyzed in depth.

The rest of this paper is organized as follows.
Section 1, Introduction. It mainly introduces the basic knowledge of data center

network and the research status at home and abroad, and briefly describes the research
direction and content of this paper.

Section 2, Relevant basic knowledge. Firstly, the data center network is briefly
described and several typical server-centric data center network topologies are intro-
duced and analyzed in detail.

Section 3, Network topology analysis based on PTNet. The theoretical analysis of
PTNet is carried out in terms of node mapping rules, network diameter and bottleneck
throughput, which complements the theoretical analysis of PTNet.

Section 4, Multicast PTD routing algorithm based on PTNet. Aiming at the
vacancy in the research of PTNet network multicast routing algorithm, the PTNet
network topology and Dijkstra algorithm are combined to propose a PTNet-based
multicast PTD routing algorithm. Then the algorithm flow is proposed and the time
complexity of the algorithm is obtained, the validity and feasibility of the routing
algorithm are proved.

Section 5, PTF routing algorithm for load balancing broadcast based on PTNet.
A supernode non-distribution mechanism is proposed for the PTNet network broadcast
routing node load imbalance problem. Then the algorithm flow is proposed and the
time complexity of the algorithm is obtained. The validity and feasibility of the routing
algorithm are proved.
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Section 5, Summary and prospect. This paper systematically summarizes the main
work of this paper and explains the research focus in this field in the future.

2 Relevant Basic Knowledge

2.1 Data Center Network Topology

Traditional tree network structures and models are not suitable for today’s “data first”
era. Today, the number of network users is tens of thousands and millions, and the
traditional tree network topology cannot satisfy so many network users. In terms of
network performance, the traditional tree network structure has reached the bottleneck
period, unable to provide better network performance to accommodate the exponential
growth of user volume and data volume. Problems such as single point failure in the
structure will also cause the network to the failure of the node causes the entire network
to crash, which has to pay a high price to restore the network [7]. The data center
network topology has excellent performance in fault-tolerance, number of nodes, and
mobility. For example, the server-centric data center network topology DCell, the
number of servers is increasing recursively, when the number of network layers reaches
4 layers or higher layers, the number of servers can reach about one million, which
solves the problem of large-scale increase of current users. Nowadays, many
researchers at home and abroad have done a lot of research on data center network
topology and put forward many classic network topologies. Data center network
topology is divided into two major categories: data center network topology with
switch as the core and data center network topology with server as the core.

(1) Switch-centric network topology
In the switch-centric network topology, the network interconnection function and
the route forwarding function are placed on the switch, and the server is only
responsible for simple storage and calculation. In this type of network topology,
all links and switches are used in a balanced manner. Fat-Tree [7–9], Jellyfish
[10], and F10 [11, 12] belong to this type of topology. Taking Fat-tree as an
example, the aggregate bandwidth between any three levels is equal. The per-
formance bottleneck in the traditional tree network topology can be well solved in
Fat-tree. In this kind of network topology, the fault tolerance problem of the
underlying switch is not well solved. If an underlying switch fails, many servers
connected to it cannot work normally.

(2) Server-centric network topology
In the switch-centric network topology, if the underlying switch fails, the servers
connected to it cannot work properly. Server-centric network topology effectively
solves this problem, DCell and BCube belong to this kind of structure. In this type
of structure, the server is not only responsible for storage and calculation but also
has the function of forwarding data information. The four network topologies
DCell, BCube, BCCC, and GBC3 are representative of the server-centric data
center network topology. Taking DCell as an example, the hierarchical structure
of the idea is used to construct servers, switches, and interconnection structures.
To make the network more scalable, fault-tolerant and higher network capacity.
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2.2 Comparison of Network Structure Performance

This section compares the above 4 network topologies in terms of number of servers,
connectivity, coverage diameter, and aliquot width. The results are shown in Table 1.
The number of servers represents the number of supported servers in the network
topology. Smaller coverage diameter enables efficient routing. Smaller connectivity
means less links and less deployment costs in the network. A larger aliquot width
means better fault tolerance and higher network capacity in the network [13].

2.3 Chapter Summary

This chapter mainly conducts detailed theoretical research and analysis on the typical
data center network topology. And analyzes and introduces the problems of today’s
data center networks, and proposes some feasible solutions to some problems that can
be solved by today’s technologies.

3 Network Topology Analysis Based on PTNet

3.1 PTNet Network Topology

PTNet is a server-centric recursively defined structure that has good advantages in
terms of network capacity and scalability [14]. In PTNet, supernodes can be connected
to other common nodes of the same switch and also connected to a common node in
other cells. In the PTNet network structure, all nodes and links are of the same level,
only the cells are different, and there are multiple paths between the nodes inside the
network, which ensures the fault tolerance of the structure.

PTNet uses n-port switches, 2-port servers and multi-port servers. It consists of n
network elements and each network element includes s switches, each of which is
connected to n servers. One of these servers is super server. So there have sn2 servers
and sn switches in PTNet. If (i, j, k) is used to represent the server in PTNet network, it
means that the server is the i-th element and the k-th server in the j-th switch.
Therefore, it can be seen that the range of expression is: 1 � i � n, 1 � j � s,
1 � k � n. Two definitions are introduced here: switches of the same order in dif-
ferent network elements are called co-located switches, that is, switches with the same j
value are called co-located switches, such as (2, 1) and (3, 1) switch. The switch

Table 1. Comparison of topology performance

Name Server Diameter Connectivity Bisection bandwidth

DCell nþ 1
2

� �2k� 1
2\N\nþ 12

k � 1 2kþ 1 � 1 kþ 1 N
4lognN

BCube nkþ 1 kþ 1 kþ 1 nkþ 1

2

BCCC kþ 1ð Þnkþ 1 2kþ 2 2 nkþ 1

2

GBC3 kþ 1ð Þn m�1ð Þ kþ 1ð Þ m kþ 1ð Þ m n m�1ð Þ k�1ð Þ
2
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connected outside the node element is a homolog switch of the node, such as (2, 1) is a
homolog switch of node 112. If k = i, the indicated server is a super server. For
example, (1, j, 1) indicates that the server is in the first element, the first position of the
j-th switch is a super server [14].

In the PTNet network topology, the supernode not only connects to the server under
the link of the switch it is in, but also guarantees data communication with nodes in
other network elements. Therefore, the supernode is very important for PTNet network
data transmission. As shown in Fig. 1, the importance of the supernode in the PTNet
network is demonstrated.

Theorem 1: There are at least two shortest parallel paths between any two ordinary
nodes or two supernodes in PTNet network. When the source node and the destination
node have one supernode, if they can be directly connected through the supernode,
there is no shortest parallel path.

Proof: As can be seen from Figs. 1, 2 and 3, the nodes in the PTNet network have at
least two links, one linked to the internal switch of the cell, and the other linked to the
supernode outside the cell. Let the source node of the two nodes be (i, j, k) and the
destination node be (i′, j′, k′).

If the source node and destination node are ordinary nodes in different cells, the first
shortest parallel path of the source node is the supernode path to which the switch is
located, and the second shortest parallel path is the path directly connected to the
external supernode of the cell, when the source node and destination node are 112 and
211 respectively, the two shortest parallel paths are 112 ! 111 ! 211 and
112 ! 212 ! 211. If there is one supernode in the source node and destination node,
there is only one shortest path, and there is no shortest parallel path. If the source node
and destination node are 112 and 313 respectively, there is only one shortest parallel
path 112 ! 113 ! 313. If the source node and destination node are both supernodes,
there are only two shortest parallel path, such as when the source node and destination
node are 222 and 424 respectively, the two shortest parallel paths are 222 ! 224 !
424 and 222 ! 422 ! 424.

Fig. 1. Importance of Supernodes
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3.2 PTNet Network Topology Analysis

As a new server-centric data center network topology, PTNet network is still insuffi-
cient in network structure analysis. This section analyzes and summarizes the mapping
rules of PTNet network, and analyzes the PTNet routing process based on the shortest
path. Then derives the total number of network links, average path length, network
diameter and bottleneck throughput.

3.2.1 PTNet Mapping Rules
Different from DCell and BCube, servers in PTNet network topology are at the same
level, except that the cell or the linked switch is different. In PTNet network topology,
not only are the servers at the same level, but all switches and network links in the
network are at the same level, which simplifies the representation of network nodes in
PTNet at the theoretical level. As the basis of node link and data transmission, mapping
rules in the network have great significance for the normal operation of the network and
practical application. This section summarizes the mapping rules of PTNet, by analyzing
the PTNet, it can be known that the number of servers linked to each switch and the
number of cells in the PTNet network topology are represented by n; the number of
switches in each cell is s, j and i are subsets of s and n respectively. The server in the
PTNet network is expressed as: A = {(i, j, k), 1 � i � n, 1 � j � s, 1 � k � n}.
The switch in the PTNet network is expressed as: S = {(i, j), 1 � i � n, 1 � j � s}.
Links between PTNet network nodes can be divided into the following three categories:

(1) Server and switch interconnection.
(2) The interconnection of the super server nodes inside the cell.
(3) The interconnection of super server nodes and other server nodes between cells.

Theorem 2: Through the classification of network links, combined with the repre-
sentation of servers and switches in the network, the mapping rules for PTNet network
topology can be derived as follows:

(1) Server and switch links: (i, j, k)$(i, j).
(2) Interconnection of the internal super server of the cell:

i; j; ið Þ s ¼ 1

i;
Ps

j¼1 j; i
� �

s� 2

(
ð1Þ

When s = 1, it means that there is only one switch in PTNet network cell, and
there is only one super server node correspondingly; when s � 2, it means that
all super server nodes in PTNet network cell are interconnected.

(3) The interconnection of super server nodes and other server nodes between cell: (i,
j, i)$(Cn, j, i).
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3.2.2 PTNet Total Number of Links

Theorem 3: The total number of links in PTNet network is: sn 2n� 1ð Þþ n
Ps�1

i¼1 i.

Proof: The total number of links in PTNet network is mainly composed of the number
of internal links of the network cell and the number of external links of the network
cell, and the number of internal links of the cell specifically includes the links of the
nodes under the switch and the interconnections inside the super node cell.

The total number of links ltotal in PTNet network can be derived from Eq. (1):

ltotal ¼ loutside of cell þ linside of cell ð2Þ

linside of cell refers to the number of internal node links in network cell, mainly
including the number of links of the nodes under the switch is sn and the link between

the super nodes is s s�1ð Þ
2 . loutside of cell means that the number of links outside the

supernode cell is s(s−1). And so by using the above formula and the number of nodes,
it can be concluded that the total number of links in PTNet network is: sn 2n� 1ð Þþ
n
Ps�1

i¼1 i.

3.2.3 PTNet Bottleneck Throughput
In full broadcast mode, each server node establishes a data stream with other server
nodes. The least throughput in these data streams is called the bottleneck stream. The
bottleneck throughput is the number of data streams multiplied by the throughput of the
bottleneck stream. The bottleneck throughput mainly reflects the network performance
in the full broadcast mode, which is widely used in network applications.

Theorem 5: The aggregate bottleneck throughout in the PTNet network is inversely
proportional to the average path length.

Proof: First, assume that the bandwidth of all links is 1 in simplex communication, but
in practice the network link is two-way communication, it can be seen that the virtual
link NVlinks is equal to twice the physical connection Nlinks. Let the number of data
streams in the network be Nflows, and NFlink is the number of data streams carried in a
link.

From the relationship of parameters in the network, we can know:

ABT ¼ Nflows � 1
NFlink

ð3Þ

NFlink ¼ Nflows � APL
2Nlinks

ð4Þ

Bring formula (4) into formula (3) to know:

ABT ¼ 2Nlinks

APL
ð5Þ
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It can be seen from the formula that when the average path length decreases in the
PTNet network, the bottleneck throughput increases. The analysis of the average path
length in the PTNet network shows that the average path length of the PTNet network
is small, so the bottleneck throughput is large.

3.3 Summary of This Chapter

This chapter first briefly introduces the PTNet network, and then performs topology
analysis on the PTNet network, mainly in the shortest parallel path, mapping rules,
network diameter and bottleneck throughput. The routing process based on the shortest
path of the PTNet network is deduced and analyzed, the source node and the desti-
nation node are classified, and then the shortest path is obtained for various situations.
Through the PTNet network topology analysis, it can be concluded that the PTNet
network topology performs better than the current classic server-centric data center
network topology.

4 Multicast PTD Routing Algorithm Based on PTNet

Multicast in data center network, a data packet sent by one server can be received by
multiple destination servers at the same time. All destination servers form a multicast
group. In the network multicast process, data packets are only transmitted to servers in
the multicast destination group without affecting normal communication of other ser-
vers not outside the multicast destination group [15].

4.1 PTD Multicast Routing Algorithm

As a new server-centric data center network topology, PTNet is currently lacking in
theoretical research and routing algorithms. This section proposes a PTNet-based
multicast PTD routing algorithm, and selects the multicast path in the network through
the form of spanning tree.

The multicast PTD routing algorithm of PTNet is given below. The specific
algorithm steps are as follows:

Step 1: Obtain a right map containing the source node and the target node per-
forming the multicast operation, set the neighbor node weight to 1, and initialize the
point sets S and U.
Step 2: By integrating the target node, find a node si adjacent to the source node,
and add si to S. If the target node is not directly connected to the source node s0,
find s0 and the target node group. One of the nodes serves as an intermediate point,
and the source node and the target node are connected through the intermediate
point, and then the intermediate point and the target node are added to the S.
Step 3: The found target node is regarded as an intermediate point, and then it is
found out whether other target nodes have nodes directly connected thereto, if any
are added to S; if not, the search is connected with the target node group except the
source node and the target node. The node acts as an intermediate point.
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Step 4: Repeat steps 2 and 3 to end the algorithm when all target nodes are included
in point set S.

The pseudo code of the algorithm is as follows:

Algorithm 1. Multicast PTD Routing Algorithm of PTNet

Input   : S, ai, D={ s1, s2,…,sn}

Output: shortest tree

/* s0 is source node;

D={ s1, s2,…,sn} is destination node group;

S and ai */

PTDRouting(s0, D)

for{ s1, s2,…,sn } S;

if S { s1, s2,…,sn} and min(s0, si)

si S；

else

ai {so, s1, s2,…, sn } and min[(s0+ai)+(ai+si)];

ai and si S;

return the shortest tree;            

4.2 Algorithm Demonstrate

As shown in Fig. 2, it is PTNet (4, 2) network topology. There are 4 cells connected to
each other. Each cell has two different switches, each of these switches is connected to
4 servers, and each of the two switches is connected to a super server node and
interconnected within the network cell.

As shown in Fig. 3, the PTD multicast routing algorithm, the source node is 112
and a multicast destination node group is (213, 322, 123, 414). According to the above
algorithm, a multicast spanning tree can be obtained. First, the weighted graph
including the source node and the destination node group, the point sets S and U are
initialized, and the destination node group is integrated to find a node adjacent to the
source node. There is no point in the destination node group directly connected to the
source node, and 212 is found as an intermediate point. The source node is connected
to the destination node 213 through 212, and then the two nodes are added to S. Use
213 as a starting point to find 313, and 323 is connected as an intermediate point to the
destination node 313, but the source node is connected to all the intermediate points
and 313 by a distance greater than the distance that the source node is directly con-
nected to 313. This requires updating the new shortest path, which is connected to the
destination node 313 through the 113 node. Repeat the above steps to end the algorithm
when the point set S contains all the destination node group members.
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Fig. 2. When n = 4, s = 2, PTNet network topology

Fig. 3. Diagram of an example of algorithm
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4.3 Time Complexity Analysis of PTD Algorithm

The time complexity of the algorithm refers to the computational effort required by the
algorithm when executing the algorithm. The smaller the time complexity of the
algorithm, the higher the efficiency of the algorithm [16–18].

Theorem 6: If n is used to represent the total number of nodes in the initial graph G, e
represents the number of all edges in the graph, i represents a node in the network, and
the number of neighbor nodes is represented as d(vi). Then the total time complexity of
the PTD routing algorithm is: T ¼ O nlognþ eð Þ.
Proof: The initialization time complexity of the algorithm is: T1 ¼ O nð Þ.

From the node set U to be added, the next node is selected for expanding, which is
in the form of an array. The operation of deriving a node from point set U can be
completed in O(logn) time. Each node is exported from point set U at most once to
point set S, and then added to the multicast spanning tree, and a node added to the
spanning tree needs to access the node’s neighbor node. The constructed spanning tree
contains a maximum of n nodes. So the time complexity of the algorithm constructing
the multicast spanning tree is:

T2 ¼ nlogn þ
Xn
i¼1

d við Þ ¼ O nlognþ eð Þ ð6Þ

So the total time complexity of the PTD algorithm is:

T ¼ T1 þ T2 ¼ O nð ÞþO nlognþ eð Þ ¼ O nlognþ eð Þ ð7Þ

4.4 Performance Analysis

This section analyzes the performance of the PTNet-based multicast PTD routing
algorithm. It mainly reflects the performance of multicast PTD routing algorithm
through two performance indicators of delay and throughput, and it is compare with
DCell, BCube structure for performance comparison.

As shown in Fig. 4, the PTNet network topology is shown when n = 4, s = 1.
According to the PTNet network topology, the simulation data is analyzed, and the
performance of the multicast PTD routing algorithm is analyzed mainly in terms of
network delay and throughput.

(1) Delay
Network delay is an important performance indicator for judging the feasibility of
network routing algorithms [18]. It is defined the time when a packet is routed
from the source node to the entire destination node group. It mainly consists of
propagation delay, transmission delay, node processing delay and data queuing
delay. In multicast routing, the network delay mainly consists of transmission
delay, node processing delay and data queuing delay. As shown in Eq. (7):
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Davg ¼ 1
nf

Xnf

i¼1
di ð8Þ

In the formula, Davg represents the average network delay, nf is the total number
of packets transmitted in the network, and di is the transmission delay of the
packet i. As shown in Fig. 5, it is obvious that PTNet is superior to DCell and
BCube in network latency performance. In DCell network topology, the large
slope of the entire polyline indicates that the range of delay varies with the
number of servers. When the number of servers is about 1080, because the
number of servers in the current layer 1 DCell is already full, the number of
servers needs to be recursively extended again, and the average delay has a
relatively large slope. When the number of servers is about 2040, the two-layer
DCell needs to be extended to the three-layer structure again, so there is also a
relatively large slope in the line graph.
Since the servers in each cell of the BCube and the switches in each layer are
directly connected, the average delay grows slowly. Although in PTNet network,
the servers and switches are on the same layer, the servers linked by the switches
in different locations in different network cells can quickly find the path due to the
existence of the supernodes. And the average path in PTNet network topology is
shorter, and the required transmission delay is also small. So overall, PTNet and
DCell, BCube have better performance than average delay.

(2) Throughput
Network throughput is the number of packets that pass through the network per
cell of time, depending on the network latency and the size of the packets in the
network. The throughput formula is as follows:

Fig. 4. PTNet network topology
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Tavg ¼ 1
nf

Xnf

i¼1

qi � di
di

� �
ð9Þ

In the formula, Tavg is the average throughput of the network, qi2[0, 1], where
qi = 1 indicates that all destination nodes successfully receive packet i; and qi = 0
indicates that packet i failure is accepted. d_i represents the size of the packet i, d_i is
the transmission delay of the packet i, and nf is the total amount of packets transmitted
in the network. As shown in Fig. 6, it can be seen that PTNet performs better than
DCell and BCube in network throughput performance. Under the same number of
servers, DCell’s network throughput is quite different from PTNet and BCube. The
throughput of the network depends on the packet delay, the rate at which the packet is
sent, and the rate at which the success message is sent. So having multiple possible
routing paths between nodes in the network means less traffic congestion and more
available bandwidth. There are fewer possible paths between DCell fabric network
nodes, therefore, DCell is inferior in throughput performance.

4.5 Summary of This Chapter

This chapter analyzes the performance of the multicast PTD routing algorithm, and
obtains the network delay and throughput of the PTNet network in the multicast mode,
and compares the network performance with the DCell and BCube structures respec-
tively, indicating that the PTNet has average network latency and throughput. The
performance of the leading DCell and BCube also shows that the proposed PTNet
network-based multicast PTD routing algorithm is feasible and effective.

Fig. 5. Comparison of average latency performance
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5 Conclusions

In this paper, systematic derivation of mapping rules, total number of links, network
diameter and bottleneck throughput between PTNet network nodes, and derivation of
the path selection process of PTNet networks based on the shortest path, the classifi-
cation of network nodes leads to the path of data transmission between network nodes.
And proposes a multicast PTD routing algorithm based on PTNet network, and obtains
the time complexity of the algorithm. The network can transmit multicast information
through multicast spanning tree. Performance comparison demonstrate the effective-
ness and feasibility of the algorithm. Based on the flooding broadcast routing algorithm
and based on the characteristics of the PTNet network topology itself, a new broadcast
routing algorithm PTF algorithm is proposed. And the time complexity of the algorithm
is obtained. The flooding broadcast routing algorithm will bring about the imbalance of
network node load, and the PTF routing algorithm uses the supernode cell out-of-
balance mechanism to balance the supernode load. Simulation experiments show that
the routing algorithm can effectively balance the network node load and still ensure the
robustness of the flood routing algorithm. This paper also lays the foundation for future
research work.
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Abstract. Mobile Ad Hoc Network is one of the most important and unique
wireless networks independent of any network infrastructure. The whole net-
work is mobile, and the individual nodes are allowed to move freely, and the
topology changes dynamically with the movement of nodes. Nodes communi-
cation depends on routing protocol for planning and confirmation. For example,
AODV protocol selects the shortest path as the single route selection metric
which is easy to result in unbalanced network load and path instability, etc, as a
result, performance of all aspects of the network is affected and performance is
degraded. The most sensitive challenge that MANET faces is to select route
metric. Many protocols select hop as the single metric, network load balancing,
path stability and other problems is not considered. if the network load is too
heavy, the network will be congested, path instability can also easily cause link
disruption, which will affect the overall performance of the network. Based on
the AODV protocol, this paper proposes a new metric which takes into full
consideration of energy, velocity and path hops in order to find a path with high
residual energy and high stability in the meantime. The simulation results show
the proposed method can obtain better experimental results, compared with the
AODV method.

Keywords: Mobile Ad hoc network � AODV protocol � Load � Stability

1 Introduction

Mobile Ad Hoc network refers to a wireless network where all the nodes can
dynamically move and each node shall be able for routing. Nodes can establish their
own connections within each other’s communication range [1] and communicate with
intermediate nodes, without the need for fixed infrastructure. Nodes in MANET serve
as both terminals and routers.

Load balancing and node mobility are two important factors for choosing a suitable
route. The energy of each mobile node is limited and frequent forwarding of packets
will result in energy exhaustion and eventually disrupt the path, thus the overall per-
formance is reduced. Therefore, it is important to balance the load between mobile
nodes. In addition, the mobility of nodes frequently may change the network topology,
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which brings a lot of problems to the communication between nodes [2]. Node energy
depletion and mobility can easily lead to routing failure, so that routing discovery needs
to be restarted, which makes the topology of Ad Hoc network highly dynamic,
increases routing overhead, and consumes network resources.

In MANET, the route protocol is used to plan and determine the path between
nodes. Among all the proposed routing protocols of MANET, AODV [3, 4] is one of
the most dominant routing protocols in ad hoc networks [5]. As its name implies, the
protocol uses on-demand routing, that is, nodes in the network do not need to
dynamically maintain the topology information of the entire network. The routing
discovery mechanism is triggered only when the source node and the destination node
need to communicate while no routes available [6]. This routing protocol selects paths
according to the minimum hops without considering the load of each node and how to
balance the load of each path. Therefore, in the actual situation, especially in the
network with large traffic and complex topology, there will be some problems such as
excessive load and increasing end-to-end delay, thus negatively affecting each aspect of
network performance. Therefore, it is important to add new metrics and strategies to the
traditional AODV protocol.

We propose ES-AODV (Energy and Stability-AODV protocol) based on AODV.
The protocol takes into account the residual energy of the node, the node mobility and
the number of path hops. Among them, the residual energy of the node may be affected
by factors such as the size and number of messages received and sent by the node. The
greater the load, the less energy remaining in the node. The window mechanism is used
to measure the node motility, and it will calculate the average network motility every
other time. By comparing the path initiative with it, the stability of the path can be
obtained. Path hops select paths with fewer hops. Finally, select a path with more
residual energy and higher stability after taking into comprehensive consideration of
the three.

The remainder of this article is briefly described below. The second section lists
some of the relevant work for adding new metrics to AODV, and analyzes the
advantages and disadvantages; the third section focus on the content and principles of
our proposed metric and strategies; The fourth part simulates the experiment and
discusses the simulation results. Finally, the paper summarizes the work and prospects.

2 Related Work

In reference [7], the author proposes considering the flow of a particular node, which
solves the problem of transmission delay and energy consumption imbalance to a
certain extent. Without changing the basic way of AODV path selection, the path
measurement method is improved. Each node maintains a routing table and records its
own residual energy value. The smaller the routing table is, the fewer the number of
paths this node participates in, and the fewer messages are forwarded. The remaining
energy is affected by network bandwidth, packet processing time, sending and
receiving packets. Finally, a path with the smallest average routing table and the most
residual energy is selected, which improves the transmission rate of messages and
reduces the average delay.
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In reference [8], the author proposes a hybrid multipath routing scheme called
MBMA-OLSR, for energy efficiency andmobility aware routing inMANET. It performs
multipath calculation and MPR selection by using MCNR metrics, namely, residual
battery energy, node life and speed. And it can deal with the link failure caused by node
mobility and try to balance the load among multiple paths and establish a stable path
between all nodes for data transmission. The simulation experiments show that MBMA-
OLSR can reduce the energy consumption and increase the QoS when the load is heavy.
Compared with MP-OLSRv2, MBMA-OLSR can not only reduce the energy con-
sumption of nodes, but also reduce packet loss rate, and transmit more messages at lower
energy cost, thus, it improves energy efficiency. However, this solution does not consider
the impact of packet queue length on network load balancing and battery consumption.

In reference [9], a new energy model for transmitting and receiving data packets is
proposed, and the NSGA-II algorithm is used to realize the network energy balance
between nodes. This paper proposes two objective functions of energy consumption
and load balancing factors for routing constraints and routing expression problems. It
considers the minimization of the two objective functions, that is, path energy con-
sumption and forwarding region imbalance factor. In addition, the genetic algorithm is
applied to the path optimization, and the generation by generation evolution is used to
select the optimal path. The experimental results show that after several iterations, it
can produce better expected results. Both load balancing and energy minimization are
considered in this scheme, but the mobility of nodes is still not considered.

In reference [10], the author proposes the capacity cost function of normalized
energy parameter and node queue parameter to judge the load of node. According to the
load situation, different modes of queue scheduling are used to handle the fast failure of
individual node. The throughput and load balance is improved effectively. The calcu-
lation of the energy parameters uses the energy ratio of the nodes. The calculation of the
queue parameters uses the exponential weighted average moving (EWMA) algorithm to
predict the queue length of the current node. Finally, the normalized energy and queue
parameters are used to obtain the capacity cost function, and then the load is divided into
three types according to the capacity cost. Under the low load condition, all the routing
packets are limited scheduling. Under medium load conditions, RREP and RREQ is
treated as ordinary packets, while RERR is at the highest priority; under high load,
RREQ packet is discarded, RREP packet is treated as ordinary packet, and RERR packet
is still at the highest priority. The advantage of this paper lies at the fact that it is
demonstrated in detail, and the experiment yields relatively better desired results and is
more innovative. The disadvantage of this paper is that the proposed queue algorithm is
somewhat vague and needs further verification and demonstration.

In reference [11], the author sets an algorithm to maximize the minimum expected
life to select the transmission route in the process of route selection, and in the process
of route transmission, the author proposes an energy-saving algorithm to calculate the
minimum transmission power. Network throughput and network lifetime are increased.
The main advantage of this paper is that the load balance is set in the process of routing
discovery and routing, the overall experimental The results are relatively better;
The disadvantage is that the derivation of the formula is relatively simple with more
routing delay according to the experimental results compared with the traditional
AODV.
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In reference [12], the author starts by enabling each node to participate in the
transmission and reception process based on the communication activities between the
balanced nodes, instead of starting from the idea of balancing the energy of nodes.
Each node has a communication weight value, that is the ratio of the energy transmitted
and received in total to the initial energy, to indicate the frequency of the node par-
ticipating in the communication process. The path weight value is the sum of the
communication weights of each node on the path to show the quality of a path. We
always choose the path with smaller weight value. If the weight is equal in value, the
smaller hops is preferred. The method executes the request only when the link problem
occurs, which reduces the computational overhead and communication complexity, and
can balance the node load better. However, further research is needed to reduce the
time taken to calculate the path cost.

3 Proposed Work

In this paper, we propose an energy-based load balancing algorithm for Mobile Ad hoc
network. The energy consumption of source node, intermediate node and destination
node is defined as the sum of energy consumed by receiving data, transmitting data,
and energy consumed during idle. The residual energy of the node is equal to the
difference between the initial energy of the node and the energy consumed by the node.
We extend the residual energy of the node as a field to the packet header as a factor in
routing metrics. When the node receives the routing request packet, the threshold is 0.1.
determines that when the energy of the node is low, the routing request is no longer
received, and other nodes with higher energy are selected to forward the data to achieve
load balance.

3.1 A Subsection Sample

We set the initial value of the energy to Einit. The energy cost of sending data is Esen,
the energy cost of receiving data is Erec, The energy consumed during idle is Esle.

Define the energy consumed by the node to send data Esen. as the product of the
transmission data power and the time consumed by the transmission.

Esen ¼ TransmitPower � Ttransmit ð1Þ

Define the energy consumption of the node to receive data Erec: The product of the
received data power and the time taken to receive it.

Erec ¼ ReceivePower � Treceive ð2Þ

Define the energy consumed during node idle Esle is the product of the idle power
consumed by the node and the idle time.
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Esle ¼ IdlePower � Tidle ð3Þ

Define each node’s current residual energy as shown in formula (4):

Ei ¼ Einit � Esen � Erec � Esle ð4Þ

Define all node residual power and E on the path, as shown in formula (5).

E ¼
Xhop

i¼1

Ei ð5Þ

Where Ei is the residual power of node i, and hop is the number of path hops.
At this point, we get the remaining energy of all nodes on the path.

3.2 Path Motility

We use variance to calculate the degree of stability of nodes on the path. The variance
was first proposed by Ronald Fisher, who pointed out in article [13] “It is therefore
desirable in analysing the causes of variability to deal with the square of the standard
deviation as the measure of variability. We shall term this quantity the Variance of the
normal population to which it refers…”, the variance used to analyze the variability of
data can achieve satisfactory results. Its essence is to express the degree to which the
sample data deviates from the average. We use the characteristic of variance to obtain
the degree of node motility deviating from the average network motility on the path,
that is, The steady state of the path. The smaller the variance data we get, the smaller
the degree of node motility deviating from the average network activity, that is, the
more stable the path is.

Before calculating the variance, the average mobility of the network must be
measured. However, the instantaneous node speed in MANET brings a certain chal-
lenge to the measurement. In this paper, we refer to the method of obtaining historical
data in [14] to obtain more accurate load of nodes, and use window mechanism to
obtain the overall average dynamic level of the network.

According to the window mechanism, we first get the average value of group i data
within window time, Wi.

Wi ¼
Pn

j¼1 Vj

n
ð6Þ

Where the instantaneous speed of the Vj node i, n is the number of nodes in the
network, and N is the window size. When the window time is reached, sum the
historical value of window time as shown in formula (7).

W ¼
XN

t¼1

Wi ð7Þ
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Finally, the average kinetic energy Va of the network is obtained as shown in
formula (8).

Va ¼ W
N

ð8Þ

After getting the average value, each candidate node i needs to calculate an
intermediate value and pass the intermediate value along with the RREQ packet to the
next node to prepare for calculating the velocity variance. The intermediate value Mi of
the node i velocity variance is shown in formula (9).

Mi ¼ ðV1� VaÞ2 ði ¼ 1Þ
Mi ¼ ðV1� VaÞ2 þMi� 1 ði[ 1Þ

(

ð9Þ

Finally, the velocity variance S is obtained as shown in formula (10).

S2 ¼
Pn

i¼1 Mi
hop� 1

ð10Þ

The smaller the velocity variance is, the less active the path becomes, that is, the more
stable the path is. Conversely, the more unstable the path is, the more likely it is to
recalculate the route, and retransmit lots of packets when the node moves out of the range
of propagation, thus wasting network resources and affecting network performance.

3.3 Route Discovery of ES-AODV

In the phase of routing discovery of AODV routing protocol, when the intermediate
node broadcasts RREQ to its neighbor node, it is easy to overuse one node for data
forwarding. As a result, the node is overloaded and the node energy is continuously
consumed, and eventually leads to node death and the interruption of routing, therefore,
the routing needs to be rediscovered and then causes congestion. ES-AODV uses path
residual energy, path motility and path hops to select the path from the source node to
the destination node. Route discovery process is performed by exchanging RREQ and
RREP control packets between a source and a destination. The threshold of the node
energy is artificially set to determine the load state of the node. In the first case, when a
node receives a RREQ packet from a neighbor node with path id for the first time, and
the residual energy value of the node is less than the threshold, the node will no longer
forward the packet and choose to discard the RREQ packet, otherwise, a reverse route
entry will be created. The residual energy value of the node is updated according to
formula (4), and the energy field on the RREQ is updated, that is, the sum of the
remaining energy of all nodes in the path from the source node to the node. The
calculation is carried out according to formula (9), and the result of calculation Mi is
recorded in RREQ, and the RREQ packet is forwarded forward. In the second case, the
node has a reverse route entry with path id, the node performs the following deter-
mination. If the sum of the remaining energy of the new path from the source node to
the node is greater than that of the old path or the path stability, if the new path from the
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source node to the node is higher than the number of hops of the old path or if the
number of the hops of the new path is less than that of the old path, the same update
will be conducted as in the first case, otherwise the RREQ packet is discarded. For the
intermediate node, it just rebroadcasts the first RREQ and the best RREQ selected
within the timer duration. At the destination node it also sets a timer to select multiple
arriving RREQ packets depending on the receiving of the first RREQ, and continuously
updates the optimal path by formula (11).

Q ¼ 1
ðEinit � EÞþ S2 þ hop

ð11Þ

The greater the quality parameter is, the higher the selectivity of this path will be.

4 Simulation

We use NS-2 simulator to simulate ES-AODV, and measure its performance in routing
discovery frequency, routing overhead, packet delivery rate, average end-to-end delay,
throughput, etc. And compared with AODV protocol.

4.1 Simulation Environment Setting

The simulation scene is composed of 10, 20, 30, 40 and 50 mobile nodes, which move
in 1500*1500 area respectively. Each node uses the same transmission range and
constant bit rate as the traffic type. The simulation parameters are shown in Table 1.

Table 1. Simulation setting parameters

Parameter Value

Channel Channel/wireless channel
Propagation Propagation/two ray ground
Antenna Antenna/Omn antenna
Terrain area 1500 * 1500
MAC 802.11
Application traffic
Routing protocol
Routing protocol
Data payload
Transmission range
Number of nodes
Initial Energy of nodes
Transmit power
Receive power
Idle power
Simulation time

CBR
AODV
ES-AODV
512 Bytes/Packet
250 m
10, 20, 30, 40 and 50
18 J
0.33 W
0.10 W
0.05 W
150 s
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4.2 Performance Metrics

Performance indicators include routing initiation frequency, routing load, packet
delivery rate, average end-to-end delay, and network throughput.

Routing Discovery Frequency: The number of times the route was initiated per unit
of time.

Routing load: The average number of packets processed by each node on the route.
It reflects the congestion degree of the network and the efficiency of the node power
supply.

Packet delivery ratio: The ratio of the number of packets sent by the source node to
the number of packets received by the destination node.

End-to-End delay: the average time each packet takes to reach the destination node.
Throughput: The amount of data successfully forwarded per unit time.

4.3 Result Analysis

As shown in the Fig. 1, the Routing Discovery Frequency represents the number of
rerouting requests by all nodes in the network per unit time. It increases with the size of
the network. In this paper, the speed of the nodes in the path is taken into account. The
stability of the selected path is greatly improved, thus reducing the frequency of routing
failure compared with the traditional AODV protocol, that is, reducing the frequency of
rerouting requests.

The Route load refers to the total number of packets in the queue sent by all nodes
in the network. As the number of nodes increases, the load of the network increases,
but the total load of the improved ES-AODV protocol is lighter than that of the AODV
protocol. This is because the frequency of rerouting is reduced, the routing control
packets are reduced accordingly, the speed of the transmitted packets is increased, and
the length of the queue is reduced (Fig. 2).

Fig. 1. Routing Discovery Frequency
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It can be seen from the Fig. 3 that the packet delivery rate decreases as the number
of nodes increases, because the increase in the number of sending nodes leads to an
increase in routing coupling between different sources and destinations, due to the
limited queue length of a single node. This will reduce the packet transmission rate of
each transmitting node and thus the overall packet delivery rate of the network. The
work of this paper is better than the traditional AODV protocol because of the increase
of link stability.

As shown in the Fig. 4, the improved protocol in the diagram is larger than the
original protocol End-to-End delay because as the number of nodes increases, so does
the number of packets transmitted. There will be more packets in the waiting queue
because there is no time to send them, and the longer the route discovery process, the
longer End-to-End delay.

Fig. 2. Route load

Fig. 3. Packet delivery rate
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As shown in the Fig. 5, you can see that the throughput of the network increases
with the number of nodes, and the improved ES-AODV protocol performs better than
the traditional AODV, because of the increase in packet transmission speed. The number
of packets sent per unit of time increases, and the throughput of the network increases.

5 Conclusions

In this paper, the author proposed a new measurement method and decision-making
method to overcome the limited energy and some dynamic characteristics of mobile ad
hoc network nodes. The residual energy of the node reflects the load of the node, and
the stability of the whole path in the network is judged according to the velocity
variance. Finally, a path with relatively balanced load and relatively high stability is
selected by combining the above two factors with the number of hops to compare the

Fig. 4. End-to-End delay

Fig. 5. Throughput
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quality parameters of the multiple routes. And this path improves the performance of
routing discovery frequency, routing overhead, packet delivery rate, end-to-end delay,
throughput and so on. The experimental results also show that the proposed method is
effective. In the future, it can also normalize residual energy parameters and velocity
variances and apply to more targeted scenarios, by changing the proportion of the two,
for example, for the scenes of more stringent energy requirements, we can appropri-
ately increase the proportion of energy, and reduce the impact of speed on path
selection; In the same way, for scenes with more stringent stability requirements, the
proportion of the difference can be increased appropriately and the influence of energy
on path selection can be reduced.
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Abstract. There are high requirements for real-time performance of some
complex systems, such as in-vehicle systems, avionics systems and so on.
Large-scale message interaction within these systems constitutes a complex
message interaction network, and the topology of the interaction network has a
great impact on its real-time performance as different topologies can cause
dramatic differences in message transmission delays. Community discovery and
topological grouping are the mainly methods for network topology generation.
However, these methods cannot directly guarantee real-time performance. This
paper proposes a complex real-time network topology generation algorithm
based on message flow control, and compares its real-time performance with
manually designed network topology based on balanced strategy. Considering
that the control mechanism of message flow is the main influencing factor for
network real-time performance, frame length and bandwidth allocation gap
(BAG) of the message in the network are measured as the influence factors in
the process of network topology construction. The nodes in the network are
clustered according to the tightness of communication to ensure the real-time
performance of the network. Analytic methods are used to verify the real-time
performance of network topology. In the detailed comparison process, the
queuing strategy of message in the nodes is divided into two cases: First-In-
First-Out (FIFO) and Static Priority (SP). The results show that the real-time
performance of almost 74% of the message flow in the algorithm generated
network topology based on flow control is better than the artificially designed
network topology for the two different queuing strategies.

Keywords: Network topology generation � Complex network � Message flow
control � Real-time performance

1 Introduction

Real-time systems are systems whose correctness of the system depends not only on
the logical result of the computation, but also on the time at which the results are
produced [1, 2]. Real-time systems have a wide range of complexities including
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command and control systems, process control systems, flight control systems [3],
flexible manufacturing applications, multimedia and high-speed communication sys-
tems [4] and etc. Within these real-time systems, complex networks play an important
role for real-time message interaction. Research on complex real-time systems and the
associated real-time network [5] covers a wide range. Berlian [6] applies real-time
system framework to monitor and analyze the environment by constructing underwater
Internet of Things and real-time analysis of sensor message. Dietrich [7] analyzes
system-wide response time based on fixed-priority real-time systems in embedded
control systems.

In fact, complex real-time network [8] is so important for the complex real-time
systems that it becomes the core of the whole system. The heterogeneity of complex
real-time networks will affect the real-time performance of complex real-time systems
because the paths of message transmission across the network [9] vary widely. Poor
real-time performance of the network could cause serious consequences for the sys-
tems, for example, power interruption for power system, task execution failure for
avionics system, operational failure for high-speed rail systems and so on. Therefore, it
is very necessary to consider real-time performance in the topology generation of
complex interactive network systems.

At present, the topology generation methods for common networks have been
addressed in literatures, such as community discovery [10–12] and topological
grouping [13]. Hai-Long [14] performs network topology generation by combining
physical nodes and forming electrical island which is belonging to topological
grouping method. Kriz [15] uses community discovery technology to generate and
manage the topology of community wireless networks through OSPF message bases
for statistical analysis. Wang [16] adopts genetic algorithm (GA) to search the optimal
solution of network topology with the goal of minimum network delay, network design
cost and network connection by using the application process characteristics. Mengnan
[17] establishes a hierarchical structure of social networks to propose a new hierar-
chical detection method for topological potential through node detection for commu-
nity discovery. However, these methods don’t take real-time performance as the
primary indicator in the process of real-time network topology design.

The interconnection system in the avionics environment is also a complex inter-
active network with strict real-time requirements, such as the AFDX network in Airbus
A380 and in Boeing B787. Avionics Full-Duplex switched Ethernet (AFDX) [18] as a
typical real-time network within avionics systems is the new generation solution for
message exchange in civil aircrafts, and it not only reduces the weight of message
buses but also meets the bandwidth and real-time requirements of avionics systems.
With the continuous development of avionics systems, message exchange with dif-
ferent transmission modes and transmission requirements makes the design of AFDX
network topology [19] becoming more and more complicated. The current design of
the AFDX network relies heavily on manual method. The designer generally plans the
AFDX network topology according to some existing experiences or referred topologies
and some basic strategies, such as flow balance.

For complex real-time message interaction networks, topology generation methods
need to have real-time performance guarantee ability. However, these existing methods
are not suitable for complex network topology generation with real-time requirements.
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On the one hand, these methods do not consider the real-time performance factors as
the key influencing factors in the process of topology generation, for example, topo-
logical grouping method. On the other hand, the real-time performance of these net-
works is also related to the specific flow control mechanism. These methods lack the
generalization method for flow control mechanism and only pay attention to message
interaction, such as the community discovery method. Message flow control has a
serious impact on the real-time performance of the networks. Therefore, in this paper,
we generalize the flow control mechanism from the perspective of complex networks,
and establish a topology generation algorithm considering the flow control model to
solve real-time problems in the process of network generation. It mainly consists of
four parts, the second part introduces the complex real-time network, the third part
gives our network generation algorithm based on flow control mechanism, the fourth
part verifies the real-time performance of the algorithm generated network topology,
and the last part of the paper is the conclusion.

2 Complex Real-Time Network

A complex real-time network usually consists of end nodes, switching nodes, and links
between two nodes, which is shown in Fig. 1. The end node is the source and desti-
nation of the message exchange, and the switching nodes implements the forwarding,
routing and relaying function for message interaction. The links is the path for message
transmission.

End Nodes. The end node is an indispensable part of the real-time network and realize
message generation and consumption. Generally speaking, it can provide flow control
mechanism to form every message obeying the allocated logical bandwidth. The
generated messages are stored in the outputting buffers, and then these messages are
normalized according to the parameters specified by the flow control mechanism. After
the flow control processing, the regulated messages are delivered to the physical link
through scheduling. The received messages of different subsystems are also stored in
their respective buffers, and then they will be delivered to the consumption functions.

Fig. 1. Real-time network topology diagram.
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Switching Nodes. The switching nodes perform the routing and forwarding of mes-
sages in the real-time network. The switching nodes maintain the integrity of the
transmission link frame sequence during store-and-forward process. According to the
detailed routing strategy, the arrived message will be forwarded into the corresponding
outputting ports, such as fixed routing strategy. Without loss of generality, the
switching nodes also can perform the flow control mechanism to reform the usage of
the allocated logical bandwidth to increase the determinacy of message transmission.

Links. A physical link refers to the connection between two nodes, for example, two
switching nodes or one switching node and one end node. It can provide a given rate
for message transmission. Besides, there may be several logical links within one
physical link, which can be seen as the logical connection between the message source
and its destination. Thus, the logic link, also named as virtual link, can be seen as a
global logical channel for message exchange. Typically, virtual links can be repre-
sented by bandwidth allocation gap and maximum packet length.

Message Exchange. Huge-scale message interaction requirements form the variety of
message exchange, and they are the essence for the complexity of the real-time net-
works. Taking the Airbus A380 network as an example, in order to handle the different
message exchange in the context of avionics system, the scale of message communi-
cation is almost close to millions.

Flow Control. The flow control mechanism guarantees the real-time performance of
the message transmission by limiting the occupied bandwidth of the message trans-
mission considering the real-time nature of the network. Typically, the flow control
mechanism is implemented with a maximum frame length and a minimum interframe
space. The flow control mechanism can be seen as a means of logical bandwidth
control. The flow control mechanism can also be regarded as a full-path unidirectional
transmission control method with directional routing, one-way transmission, and full
network fixed addressing if the flow control mechanism considers the entire trans-
mission path from the source to the destination. Virtual links in AFDX networks can be
used to carry out the logical bearer of messages to provide the basis for real-time
network performance typically. Although the flow control mechanism establishes the
basis for the real-time guarantee of complex networks, it does not solve the competition
of shared network segment transmission brought by message concurrency. It is nec-
essary to establish a method of interaction influence limitation based on the flow
control mechanism to achieve accurate guarantee of real-time performance.

3 Real-Time Network Topology Generation Algorithm

3.1 Algorithm Philosophy Considering Message Flow Control

Real-time network as an important part of the complex real-time system must ensure
that the message transmission time meets the real-time requirements of safety-critical
tasks during the processing. In order to ensure the real-time performance of the net-
work, a certain flow control mechanism must be adopted. The scale of message
exchange between real-time network end nodes is large and task communication is
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complicated. In order to make the message have less delay in the transmission process,
it is required to meet the requirements of the less switch hops [20, 21], the shorter
transmission links and the smaller queue time experienced by the virtual link. The
delay in message transmission includes fixed delay and bounded delay. And bounded
delay includes multiplexed queuing delay and link transmission delay. Link trans-
mission delay is determined by the maximum frame length Smax,i and link capacity
C on the virtual link. The limit of link transmission is Smax,i/C. Multiplexed queuing
delay is related to the input characteristics of every traffic, link output capacity and
queuing service rules. In the real-time network, the transmission interval of every
virtual link is different and large transmission interval shall not occupy a limited
bandwidth resource. It can be seen that the message frame length and transmission
interval are closely related to real-time performance. Maximum message frame length
Smax is positively correlated with the end-to-end delay, and BAG is negatively corre-
lated with the end-to-end delay. Therefore, an impact factor, W = Smax/BAG, can be
introduced for every virtual link between end nodes. The degree of the end node is
equal to the number of VLs sent and received. The degree centrality of a certain end
node can be recorded as CE(em), simply recorded as Cm. As shown in Eq. (1):

CEðemÞ ¼
XN
n¼1

Cmn ¼
XN
n¼1

Cnm ¼ Cm ð1Þ

In Eq. (1), Cmn or Cnm is the sum of the influence factors of all virtual links between
two end nodes if end node m and end node n have one or more virtual links. Cmn or Cnm

is equal to 0 when end node m and end node n have no communication connection. Cm

is the sum of the influence factors of all end nodes that have communication con-
nections with other end nodes. The degree centrality of the end node will be higher due
to the large scale of message interaction and complicated task communication in the
real-time network. The end nodes can be divided into two categories in the real-time
network topology generation process. An end node with high degree centrality can be
recorded as a core processing node, and an end node with low degree centrality is
recorded as a peripheral access node.

All the end nodes are divided into collections according to the priority of the end
node, the location attribute and the influence factors of all virtual links between the two
end nodes. The connection of the switch is considered the end nodes connected to it as
a whole because the switch needs to store and forward the message of all the end nodes
connected to it.

3.2 Algorithm Step

The algorithm clusters the end nodes according to the message frame length and BAG
based on flow control mechanism from the perspective of real-time performance
guarantee. The specific steps are as shown in the following steps.

Step 1. Real-time network configuration: Set the switching nodes, end nodes and
virtual links configuration in the real-time network.
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Step 2. Clustering end nodes: All end nodes are divided into groups according to
degree of them. The number of divided sets is equal to the number of switching nodes
and the set sequence number corresponds to the switching nodes serial number.

Specified location: Some end nodes that have been assigned to connect to a fixed
switching node shall be assigned preferentially to the specified collection.

End node attribute classification: The value of degree centrality for all end nodes
shall be calculated at first. All values are arranged from large to small according to the
degree centrality. Considering processing and forwarding capabilities of the switching
node and the number of ports for the switching node, two-thirds of the end nodes are
selected as the core processing end nodes and the remaining end nodes are used as the
peripheral access systems for example.

End nodes collections dividing: The number of virtual links which are sent and
received is considered as degree of the end node if the certain core processing end node
is selected as seed system. The sum of the influence factors of all virtual links between
the seed end node and any other core processing systems that have communication
shall be calculated. It is necessary to limit the number of core processing systems in
every collection since the amount of message stored and forwarded by every switch is
balanced. The sum of all virtual link influence factors between the remaining end node
and all core end nodes in every collection shall be calculated and make the remaining
end nodes into the collection which the influence factors are the biggest if there are
remaining core end nodes when the first round of the collection finished.

The influence factors of all virtual links with every core node already in every
collection shall be calculated for every peripheral access end node. The peripheral end
node shall be put into the collection which the influence factors is the biggest until the
sets of all peripheral end nodes are divided.

Step 3. Switching nodes topology construction: The influence factors of all virtual
links between different end nodes in the two collections shall be added together. The
average of the influence factors between the sets shall be calculated based on the sum
of the influence factors among all sets. The two switching nodes shall be connected if
the influence factors of the two sets corresponding to the switches are greater than the
average value.

Finally, the real-time network topology is generated. Schematic diagram of the
simplified algorithm is shown in Fig. 2.

Nodes clustering

Specified 
location

Attribute classification

Core nodes 
clustering

Peripheral nodes 
clustering

Switch topology connection

Flow control 
mechanism

Real-time Network configuration

Fig. 2. Simplified schematic diagram.
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4 Real-Time Network Performance Analysis

4.1 Analytic Method

The most common analytic method for real-time network verification is network cal-
culus. The latency of real-time networks is diffusive. In the process of messages
transmission, the delay of the transmission link has an additive effect. Network calculus
theory [22] is based on computer network system theory. The multiplexed queuing
delay is the main delay of network calculus calculation. The upper bound of the
multiplexed queuing delay depends mainly on the input characteristics of message
flow, capacity of link output and queuing service rules. Common multiplexing queuing
strategies are First-in-first-out priority queuing (FIFO) and static priority queuing (SP).

The corresponding multi-priority scheduling model is shown in the Fig. 3. A total
of N-level scheduling priorities shall be considered. And the value is higher, the
priority is higher. The corresponding service curve for the aggregated traffic with
priority k is shown in Eq. (2) if the switch provides the total service curve as shown
b(t) = C(t−T)+ and the traffic arrival curve is constrained by ar,q = r + qt = Smax +
Smax/Ti � t which means that the end node allows maximum amount of message Smax
to be sent at a time and the duration does not exceed Smax/Ti. In the equation, TSW is the
inherent technical delay of the switch.

bkðtÞ ¼ ðC �
XN

j¼kþ 1

X
i

qi;jÞ

� t � Tsw þ
XN

j¼kþ 1

X
i

ri;j þ max
j\k

Smax;i;j
� �

=C �
XN
j¼iþ 1

X
i

qi;j

" #þ
ð2Þ

The worst case latency for flow when it is served by an output port with a service
curve b(t) is the maximum horizontal difference between a(t) and b(t) and can be
formally defined by hða; bÞ ¼ sup

s� 0
inf s� 0jaðsÞ� bðsþ sÞf gð Þ. The end-to-end worst-

case delay for message flow is the sum of all latency in the corresponding output ports
along its transmission paths. h(a, b)

According to these models, the worst-case latency can be easily calculated out and
the uncertainty of flow’s arrival for the next aggregate nodes can be represented by a
change of burstiness [23]. Thus the arrival curve for output message flow should be
restricted by a�r;q tð Þ ¼ r þ q � D þ qt t � 0ð Þ .

Port 
transmission 
processing 
mechanism

Priority 1
queue
FIFO)

Priority N-1
queue
FIFO)

Priority N
queue
FIFO)

Port 
output

Scheduling from high to 
low according to strict 

priority (SP)

Fig. 3. Fixed priority port scheduling model.
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4.2 Case Study

In order to reflect the specific application background of complex real-time networks,
the airborne real-time network is used as the main research object. Avionics systems
are typical complex airborne real-time systems. AFDX is a typical real-time avionics
network used on the Airbus A380 [24]. Considering the networking case of the Airbus
A380 scale, communication messages priority is divided into two levels because dif-
ferent tasks have different levels. The network contains 8 switches with 8 ports and 24
end nodes according to a typical avionics system. Communication configuration table
following the principle of cross communication among end nodes is shown in Table 1.

Table 1. Network configuration message.

VL Source Destination Maximum frame length per VL
(Byte)

Priority BAG(ms)

1–30 1 14 300 Low 128
31–60 1 22 450 Low 32
61–100 2 9 200 High 32
101–150 2 12 1510 High 64
151–200 2 17 55 High 64
201–260 3 4 100 High 32
261–280 3 24 144 Low 32
281–300 4 6 70 Low 8
301–330 7 8 126 High 4
331–360 5 11 200 Low 4
361–400 5 20 100 High 16
401–430 8 12 450 Low 16
431–500 8 15 90 Low 16
501–550 9 15 60 Low 2
551–600 9 17 70 High 32
601–680 9 19 230 High 64
681–730 10 12 250 Low 64
731–780 11 23 560 Low 32
781–810 13 7 640 High 8
811–840 13 14 710 High 32
841–870 13 21 860 High 16
871–900 15 2 300 Low 16
901–950 15 9 140 Low 64
951–1000 16 10 100 Low 128
1001–1050 16 14 460 High 128
1051–1100 18 23 200 Low 32
1101–1150 18 23 340 High 32
1151–1200 24 4 760 Low 32
1201–1230 1 19 300 Low 32
1231–1250 18 22 50 High 32
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Network link transmission is 100 Mbit/s and delay of switch technology is 16 ls as
commonly used in the real AFDX networks.

The core end nodes are selected by calculating the degree of end nodes according to
step 2 in the algorithm: ES2, ES3, ES4, ES8, ES9, ES10, ES11, ES12, ES13, ES14, ES15,
ES16, ES17, ES18, ES19, ES23,

Peripheral access end nodes are selected by calculating the degree of end nodes
according to step 2 in the algorithm: ES1, ES5, ES6, ES7, ES20, ES21, ES22, ES24.

Artificially Designed Real-Time Network Topology: The switch connection struc-
ture refers to the typical AFDX network topology proposed by Airbus A380 [21]. The
end node shall be connected to every switch based on the close communication
between end nodes and the possibility of congestion on the switch. In order to make the
traffic on every switch balanced, the number of end nodes is evenly distributed to every
switch. Therefore, an artificially planned interconnection network consisting of 8
switches and 24 end nodes is generated, as shown in Fig. 4.

Algorithm Designed Real-Time Network Topology: The degree and degree cen-
trality evaluation indicators of every end node shall be calculated according to the
configuration message among the end nodes. The core end nodes shall be selected
according to the arrangement of the degree centrality indicators. Core end nodes and
peripheral end nodes shall be divided into collections. The connection among the
switches is determined by the sum of the impact factors of all end nodes connected to
them. So, the topology is generated according to flow control mechanism. The result is
shown in Fig. 5. Eight switches are connected as shown 8 circles with numbers in the
center of the figure and twenty-four end nodes are distributed at the outermost point of
the graph. Every curve in the middle of the circle represents ten virtual links and the
same virtual link is the same color.

4.3 Result of the Analysis

FIFO Queuing Strategy: The worst end-to-end delay of messages in an artificially
designed real-time network topology and algorithm designed real-time network
topology using FIFO queuing strategy is compared by using network calculus, as
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Fig. 4. Artificially designed network topology.
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shown in Fig. 6. It is found that 80% VLs in algorithm-generated topology have higher
real-time performance, and the worst end-to-end delay is reduced on average 6.52%.

SP Queuing Strategy: The worst end-to-end delay of messages in an artificially
designed real-time network topology and algorithm designed real-time network
topology using SP queuing strategy is compared by using network calculus, as shown
in Fig. 7. It is found that 490 VLs of all low priority virtual links in the topology
generated by the algorithm have higher real-time performance, and the end-to-end
delay is reduced on average 1.64%. It is found that 410 VLs of all high priority virtual
links in the topology generated by the algorithm have higher real-time performance,
and the end-to-end delay is reduced on average 5.73%. Real-time performance of high-
priority traffic is better in algorithm-generated topology from the network calculus
results.
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5 Conclusion and the Future Work

This paper establishes a complex real-time network topology generation method based
on flow control. The frame length and BAG of the message transmitted in the network
are used as the control indicators for flow control mechanism. In the process of gen-
erating the network, the number of sent and received virtual links is abstracted as the
degree of the end nodes, and the control indicators is used as the weights of degrees for
network topology generation algorithm. And then the end nodes are clustered according
to the degree centrality. The switching nodes topology is connected according to the
relationship of the impact factors for all end nodes connected to the switch. In the
network containing over 1250 message flows, it is found that the real-time performance
of 80% message flow in algorithm designed real-time network topology is superior to
the artificially designed real-time network topology for FIFO queuing strategy. The real-
time performances of 77.8% message flow for low priority are better of our algorithm
designed real-time network topology, and 66.1% message flow for high priority also
achieve better performances. Generally speaking, the real-time performance of the
algorithm designed real-time network topology is better than the artificially designed
real-time network topology according to flow balanced startegy.

In the future, we will pay more attention to the pre-grouping startegy, such as the
pre-partitioning of the whole network since it divides different functions into severial
partitions according to security or safety requirement, which will cause some tran-
scendental clusters in the process of network topology generation. Therefore, the
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network topology generation algorithm could be improved to through considering the
end nodes belonging to different prior groupings in the later work.
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Abstract. The general multi-core processor hardware platform combined with
DPDK affinity binding technology can effectively reduce the performance
overhead caused by CPU interrupts and inter-thread scheduling, and can achieve
the performance equal to dedicated network processors. How to construct a
model to analyze such processing systems is our focus. This paper combines the
DPDK affinity feature on the general multi-core processor platform, establishes
a fixed binding relationship between the processing thread and the processor
logic core, and then analyzes the distribution features of the multi-core processor
nodes after the binding relationship is determined, and builds a queuing model.
Finally, the model is analyzed and performance indicators are provided. The
model in this paper provides an analytical model for a general-purpose multi-
core processor platform with affinity settings, and expressions for key indicators
are provided for further research.

Keywords: Multi-core processor � DPDK � Affinity � Queueing model

1 Introduction

The rapid processing of data packets under high-speed traffic needs to take full
advantage of the hardware architecture and combine software technology optimization.
Official experimental data from Intel Corporation [1] indicates that DPDK can achieve
the theoretical maximum throughput of Ethernet interface line with full-speed band-
width on a general-purpose processor platform [2, 3]. Therefore, it is very important to
improve the processing speed with reasoning processing threads scheduling taking
advantage of hardware features. Nowadays the mainstream general-purpose processor
platform adopts the architecture of NUMA. Single server consists multiple nodes. Each
node has both a multi-core processor and a local memory controller. The overhead of
local thread accessing the remote node memory will be much larger than accessing
local memory [4–6].

The threads created by DPDK are scheduled by the Linux kernel, and establish a
fixed correspondence between the thread and the processor core through thread affinity
binding, which reduces the overhead of the thread scheduling in different kernels and
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accesses memory resources across processor cores. Therefore, the overhead of remote
access memory in NUMA multi-core architecture, coupled with the use of thread
affinity, makes the processing mechanism of thread scheduling more complicated, and
the design of packet processing system and the evaluation of key performances cor-
respondingly gains complexity.

Queuing theory is a commonly used mathematical model, and various classical
queuing models have been proposed for different practical application scenarios [7, 8].
Widely used in network performance evaluation [9, 10], decision making [11, 12].
Thread scheduling on existing NUMA multicores system does not take the DPDK’s
features of thread affinity binding into account, so the evaluation of existing mathe-
matical models deviates from the actual system. Based on queuing theory, this paper
establishes a performance evaluation model that is more consistent with the general
processor platform and adopts DPDK affinity which analyzes the performance index of
the model and provides a basis for following fine-grained performance analysis or
implementation of scheduling strategy. Research on high-speed traffic processing
combined with DPDK on general-purpose processors is mainly focused on high-speed
traffic forwarding [13–15], or the allocation of network function virtualization
resources [16–18]. The overall processing model gets less attention. So it makes sense
to combine affinity with a multi-core processing architecture for queuing analysis.

2 Hardware Architecture and Software Feature Analysis

2.1 Features of NUMA Architecture

Each physical processor node on the NUMA architecture has its own memory con-
troller and corresponding bus resources. The processor’s memory access request can be
processed by the local memory controller, and the transmission pressure on the bus is
reduced [19]. A schematic diagram of the NUMA architecture is shown in Fig. 1.
There are two nodes node0 and node1 in the figure. Each node integrates four processor
cores, core 0-core 3. The cores share a 3-level cache while consisting physical memory,
a memory controller and a dedicated bus system individually. The two nodes are
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Fig. 1. Schematic diagram of NUMA architecture of two nodes
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connected by QPI (Quick Path Interconnect), so the processor core in node 0 can not
only access the local memory, but also access the remote memory of node 1 through it.

But the NUMA architecture also raised problems of non-uniform memory access.
Core 0 on node 0 can not only access the local memory, but also access the memory on
node 1 through QPI. When core 0 on processor 0 accesses the local memory, only the
processing of the local memory controller is required, and the delay of memory local
access and the bandwidth required for transmission are relatively low [20]. When the
data required for core 0 processing exists only on the memory of node 1, core 0 needs
to be intervened through the QPI and the memory controller of the remote node 1, so
the delay of the remote access of the memory and the bandwidth required for trans-
mission are relatively high. The data [21] shows that the time to access memory
through the QPI across nodes is approximately 310 processor cycles, while the time to
access local memory is only about 190 processor processing cycles. The specific
schematic diagram is shown in Fig. 2. Therefore, the distribution of DPDK threads on
the kernel will have a large impact on processing performance [22].

2.2 Features of DPDK Affinity Multi-threading

The DPDK thread is scheduled by the Linux operating system kernel. By creating
multiple threads on a multi-core device, each thread is bound to a separate core,
reducing the overhead of thread scheduling to improve performance. For thread
management, in DPDK, lcore refers to the EAL thread, which is essentially based on
pthread (EAL thread) encapsulation. The EDK of the DPDK can bind the lcore and the
coremask together with a special command such as “-c” to form a fixed correspon-
dence, that is, to bind the lcore to the corresponding CPU logic core. Processing threads
are only processed on a fixed logical core.

By default, lcore has a one-to-one correspondence with a logical core. But there is
also a one-to-many formation relationship between the two, that is, one thread can
correspond to multiple processors, and multiple processors form a CPU set, one-to-
many relationship [23]. It not only avoids the problem that the single core processing
task is too heavy and the CPU usage is too high when the thread is only running on one
processor core. It also increases the flexibility of allocation and improves the expansion
performance.
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Fig. 2. Local access and remote access schematic
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3 Queue Model Abstraction

In order to avoid resource contention and to avoid the delay overhead caused by remote
memory access when assigning processing cores, two different quality of service traffic
needs to be handed over to different processor nodes. Due to the non-uniform memory
access NUMA features and support for DPDK unique affinity binding thread processor
core, it is relatively easy to achieve distribution in line with the quality of these services
demand, you can be bound by the command of EAL DPDK, distribute traffic of
different quintuple types to specific node nodes.

It should be noted that after a type of traffic is assigned to a fixed NUMA node, the
analysis of the model will be transferred to the analysis of performance parameters in
the individual nodes. This section uses the mathematical model in queuing theory to
model and analyze the resulting indicator information. Figure 3 shows the traffic model
analysis diagram.

The number of packets processed by the system in a high speed network is large, so
the number of customer sources in the queuing system can be approximated as infi-
nitely long. DPDK adopts batch receiving in the process of receiving packets, reducing
packet loss [24], so as to realize timely processing of data packets, and will not be
discarded because of insufficient space waiting for processing. Therefore, the waiting
space of the queuing system is considered to be infinitely long. The actual network
traffic is abstracted, the time interval for the thread requesting the service is random,
and the time the processor processes the thread is also random. Therefore, the model
abstraction can be processed as a single customer source, multiple service desks,
waiting space is not limited, and the customer source is not limited to the queuing
system, as described below:

(1) For the customer requesting the service, the thread’s request for the processor core
resource is random, and the number of tasks requested by the customer source in
the service system is approximately infinitely long. Moreover, the request of a
certain resource request and the next resource are independent of each other, and
the time interval between two consecutive resource requests reaching the service
system is also random.

(2) For the service providers, the processing of the thread by the processor is the
service of the waiter to the customer in the queuing system. There are processing
cores of multiple processors in the processing system, and each processor core is
independent of each other when processing threads. Therefore, the number of
service stations in the queuing system is the number of cores integrated by a single
node, and each service desk service time is independent.

(3) In order to simplify the processing, when the thread makes a request for the origin
of the processor, if all the processors are busy, or if the processor is faulty and
cannot provide the service, the thread’s processing request will be ignored and
discarded without subsequent processing. Once the processor resource is idle, the
thread is serviced immediately, and the processor reclaims the resource after the
service is completed.
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4 Queuing Model Establishment

After the description of the system in the previous section, the processing system can
be abstracted into an M/M/N queuing model as shown in Fig. 4. The number of waiters
is also the number of processors is N. The queuing model is defined by the customer
input process, service mechanism, queuing, and service rules.

(1) Input Process
The input process refers to the rules that different threads must follow when entering
the processing system. The input process is also the process of thread entry, which is a
counting process; when the time interval is 0, the number of people arriving at the
processing system is 0; the input process is a smooth independent incremental process,
and the increment for any time interval is non-negative, and Obey the Poisson distri-
bution of the parameters. It can be seen that the arrival of the thread processing task is a
Poisson stream. Arrival time is exponentially distributed.

(2) Queue Service Rule
Because services with different quality of service requirements have been assigned to
different node nodes, so for the purpose of simplified analysis, the analysis on a single
node is performed in the order of FCFS (first-come, first-served). When the customer is
the thread that arrives at the queuing system, if all the service desks, i.e. the processor
cores, are occupied, they are queued for service, the order of queuing is FCFS.

(3) Service Mechanism
The service mechanism consists of three parts, the number of service desks, the
structure of the service mechanism, and the service process. The first is the number of
service desks, that is, the number of processor cores, and the number of servers is set to
N, N � 1. When a thread executes on a processor, the processed data packets are
diverse, and the processing tasks between the individual processor cores are inde-
pendent of each other. Then the process is: the service time of the processor is random,
obeying the negative exponential distribution of the parameter l.
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The analysis of the characteristic indicators of the queuing system can be divided
into transient analysis and steady state analysis. The transient characteristic indicator
refers to some transient indicators in the system at a certain time in the queuing system.
After a long enough running time, the working state of the system is gradually sta-
bilized, and the queuing system has transitioned from the transient phase to the sta-
tionary state. Steady-state performance indicators are no longer related to time t, and
steady-state analysis is easier and more meaningful than transient analysis. Tables 1
and 2 show symbolic representations of the queuing system and symbolic represen-
tations of transient characteristics.

Table 1. Thread processing queue system symbol representation

Symbol Description

k The arrival of the thread obeys the Poisson distribution with the parameter k
l The processor core processing time obeys the parameter l negative exponential

distribution
q P indicates system load level or processing intensity, q¼ k=l
t Transient time, indicating a certain time during processing
N Numbers of processor cores
k State of the system at steady state
Pn The probability of system in state k

Node

core 0

core 1

core n
. . .Thread arrival

core N

. . .
N Core

Arrival rate λ

Processing rate

Fig. 4. NUMA single node M/M/N queuing system based on DPDK affinity

Table 2. Steady-state performance index of the system

Type Symbol Description

Queue
Length/Number

L Average queue length of the system
Lw Average wait queue length for the system
Ls The average number of busy waiters

Time Tws Average stay time of any thread arriving at the system
Tw Average wait time for any thread arriving at the system
Ts Average service time for any thread arriving at the

system
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5 Queue System Performance Index Analysis

5.1 Birth and Death Process

In the M/M/N queuing model, the number of service systems, i.e. processors, is N, and
the arrival obeys a Poisson process with a parameter of k. The time that each thread
processes on the processor core obeys an exponential distribution with a parameter of
l. Variables, from the memorylessness of exponential distribution, the NUMA queuing
system model based on DPDK affinity at time t, the number of threads N(t) in the
system constitutes a birth and death process {N(t), t � 0}.

As analyzed before, the capacity of the system can be regarded as infinity, and the
possible value space of N(t) is I = {0,1,2,…}, the straight space of N(t) is the state space,
the system can change between these states, and the adjacent state is the number of threads
whose number difference is less than or equal to 1. There are only three cases in the
number of threads at the next moment in the system: plus 1, minus 1, and no increase or
decrease. The one-step transition probability of the stochastic process can only occur in
adjacent states. Therefore, the state transition diagram of the NUMA single-nodeM/M/N
queuing system based on the DPDK affinity feature is shown in Fig. 5.

Let Pn be the probability when the system is in state k, then there is a normalization
condition shown in Eq. 1. There is a formula to know that the sum of state probabilities
of the system in each state is 1.

P0 þ P1 þ . . . ¼ 1 ð1Þ

5.2 Probability Distribution from Birth and Death Process

According to the principle of conservation of probability in a stationary state, a flow
balance Eq. 2 of a state is written for the state diagram of FIG.

psþ 1 ¼ psq ð2Þ

Where p is the probability of the state and q = k/Nl is the processing strength.
A set of equations of steady state probability as shown in 3 is obtained.

0 1 2 N-2 N-1 N N-1

λ λ λ λ λ λ λ λ

2   3   (N-2)   (N-1) N N   N

Fig. 5. Birth and death process state transition diagram
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�kp0 þ lp1¼ 0;

kpk�1 � ðkþ klÞpk þ ðkþ 1Þlpkþ 1 ¼ 0

pks�1 þ ð�ðkþ slÞ þ slqÞps ¼ 0

8
><

>:
ð3Þ

Solving the equation gives the equation for each state as in Eq. 4.

pk ¼
p0

Qk�1

i¼0

k
ðiþ 1Þl ¼ p0ðklÞk 1

k! ; k\N

p0
Qk�1

i¼0

k
ðiþ 1Þl

Qk�1

j¼N

k
Nl

¼ p0ðklÞk 1
N!Nk�N ; k � N

8
>>><

>>>:

ð4Þ

The stability condition is q < 1. According to the probability normalization con-
dition, the sum of the probabilities of all the states of the system is 1, and it can be seen
that the probability of the system processing state 0 is shown in Eq. 5.

p0 ¼
XN�1

k¼0

ðNqÞk
k!

þ ðNqÞN
N!

1
1� q

" #�1

ð5Þ

5.3 Key Performance Indicator Analysis

In the steady state of the system, the average number of threads waiting in the queue is
shown in Eq. 6. When the average waiting queue length is k, since there are still N
threads receiving services, there are k + N threads in the system.

Lw ¼ E Nwð Þ ¼
X1

k¼0

kpk ¼ q
ðNqÞN
N!

p0
ð1� qÞ2 ð6Þ

If the number of servers whose status is busy is Mbusy, then the system of equations
as shown in 7 can be obtained.

PðM ¼ kÞ ¼
pk; 0 � k � N � 1
P1

k¼N
pk ¼ pN

1�q ; k ¼ N

8
<

:
ð7Þ

Thus the average number of the server in the “busy” state (the server has processing
tasks) as shown in Formula 8.

Ls ¼
X1

k¼0

kPk þ NpN
1� q

¼ Nq ð8Þ
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The average number L of threads in the system is shown in Expression 9.

L = Lw þLs ¼ q
ðNqÞN
N!

p0
ð1� qÞ2 þNq ð9Þ

The average time that threads are queued in the queue is shown in Expression 10.

Tw ¼ Lw
k

¼ 1
l
ðNqÞN
N!

p0
ð1� qÞ2 ð10Þ

The time that the thread processes on the processor is shown in Expression 11.

Ts ¼ Ls
k

¼ N
l

ð11Þ

6 Conclusion

The general-purpose multi-core processor platform with the DPDK processing suite,
after a series of tunings, can also achieve the processing speed achievable by dedicated
hardware processors. In the case of enabling DPDK affinity, the overhead caused by
switching between processor cores can be effectively reduced. In the article, the
characteristics of the multi-core processor architecture are analyzed. After determining
the fixed binding relationship between the thread and the logical core of the processor,
the analysis model is constructed. A M/M/N queuing system with single waiting queue
and multi-service desk is formed, and the performance index expression of the system
under system stability is given in combination with the birth and death process. The
expression is offered to provide an analytical approach for future performance analysis
of a multi-core processor architecture similar to DPDK affinity.
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Abstract. In this paper, a scalable parallel eigen-solver called paral-
lel absorbing diagonal algorithm (parallel ADA) is proposed. This algo-
rithm is of significantly improved parallel complexity when compared to
traditional parallel symmetric eigen-solver algorithms. The scalability-
bottleneck of the traditional eigen-solvers is the tri-diagonalization of a
matrix via Householder/Givens transforms. The basic idea of ADA is to
avoid the tri-diagonalization completely by iteratively and alternatingly
applying two kind of operations in multi-scales: diagonal attaction oper-
ations and diagonal absorption operations. In a diagonal attraction oper-
ation, it attracts the off-diagonal entries to make the entries near to the
diagonal larger in magnitude than the entries far away from the diagonal.
In a diagonal absoprtion operation, it absorbs the nearer nonzero entries
into the diagonal. Theories of ADA has been established in another paper
of ours that for any ε > 0, there exists a constant C = C (ε), such that
within C rounds of iterations, the relative error of the algorithm will be
reduced to below ε. Parallel complexity of ADA is analyzed in this paper
to reveal its qualitative improvement of scalability.

Keywords: Eigen-solver · Parallel · Scalable · Absorbing Diagonal
Algorithm

1 Introduction

This is our second eigen-solver paper proposing Absorbing Diagonal Algorithm.
The first eigen-solver paper of ours is “Absorbing Diagonal Algorithm: an Eigen-
solver of O

(
n2.584963 log 1

ε

)
Complexity at Precision ε”, which has been submit-

ted in February 2019. In the first paper, we have introduced a fast approximate
eigensolver algorithm that can improve the precision iteratively. In this paper,
we will formulate the parallelization of this algorithm, and analyze its scalability
in parallel computing.
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Eigen-solvers seek eigen-decomposition of a matrix. In other words, they aim
to find an orthonormal matrix Q for the symmetric input matrix A, such that

AQ = QΛ,

where Λ is a diagonal matrix, its diagonal entries are called the eigenvalues of
A, and the corresponding columns of Q are called the eigenvectors of A.

The size of input matrix A in the eigen problems is growing dramatically
in many of these applications. Parallel solvers for the eigen problems are in
increasing need.

A popular and so far the best category of traditional parallel eigensolvers for
symmetric matrices involves three phases. ScaLAPACK adopts this category of
eigensolvers. In phase one, it reduces the input matrix A to a tridiagonal matrix
T of form

T =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

α1 β1

β1 α2 β2

β2 α3 β3

. . . . . . . . .
βn−2 αn−1 βn−1

βn−1 αn

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

Typical reduction methods for this phase include Householder transform and
Givens transform. In phase 2, it computes the eigen-system of T , including the
eigenvalues and the eigenvectors. In phase 3, it transforms the eigenvectors of T
to the eigenvectors of A with the reversion of the transform in phase 1.

A well-known bottleneck of the traditional eigensolvers for a symmetric
matrix is in phase 1, i.e., the tri-diagonalization of the matrix. In fact, there have
already been efficient algorithms and implementations for phase 2 and phase 3,
while the difficulties in phase 1 remains unsolved for years.

For phase 2, Golub and Loan proposed a QR method for tridiagonal matrices,
which requires O

(
n3
)

arithmetic operations to find the eigen-system of T [6].
Cuppen developed a divide and conquer method, combining an eigen-problem
reduction technique with deflation to calculate the eigen-system of T within
4
3n3 + O

(
n2
)

operations [2]. In practice, the computational complexity of Cup-
pen’s method is only O

(
n2.3

)
at average. Godunov gave an algorithm using

two-sided Sturm sequences to determine the eigen-system of T with guaranteed
accuracy in O

(
n2
)

operations [5]. Dillon and Parlett formulated an algorithm
called Multiple Relatively Robust Representations, or MR3, which is able to
compute the eigen-system of T with only O

(
n2
)

complexity robustly [3,4]. In
addition, MR3 is very scalable and suitable for large scale parallel computing [1].

For phase 3, it is basically matrix multiplication, and though the algorithm
of this phase is of O

(
n3
)

complexity, it performs well in parallel computing.
As for phase 1 (the tri-diagonalization), the difficulties in parallel computing

are due to fine grained communication, which is mostly because of the insuffi-
ciency of inherent parallelism in Householder transform and Givens transform.
Luszczek, Ltaief and Dongarra proposed a multicore algorithm, which uses tile
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computation for the reduction of phase 1, and DAG (directed acyclic graph)
for task scheduling [8]. Their algorithm is asynchronous, and thus probably eas-
ing part of the communication complexity by overlapping communication and
computation. However, their algorithm is for multicore architectures. So far we
have not found any multiprocess implementation of their algorithm. If imple-
mented over large number of processes, it is unknown how to reduce the com-
munication caused by frequent inter-tile data dependence. Hegland, Kahn and
Osborne proposed a multiprocess parallel algorithm for this phase, which uses
one-sided reduction to implement Householder transform and a procedure like
Gram-Schmidt process for orthogonalization [7]. As mentioned in reference [7],
when running over p processes, their algorithm requires only one data exchange
of p vectors for each use of Householder transform. However, the number of uses
of Householder transform is of n and thus this requires exchanging at least n
times of data, and each time the processes have to send and receive data of vol-
ume proportional to p (p − 1) n. In addition, to make use of one-sided reduction,
one has to apply something like Cholesky factorization for preparation, though
the typical communication complexity of such kind of factorization is lower than
that of Householder transform. Therefore, those are at least O

(
p2n2

)
data in

global and in total, and that is too large when compared with the computation
complexity of O

(
n3
)
. Even just for each process, the communication complexity

of O
(
pn2

)
per process will quickly beat the computation complexity of O

(
n3

p

)

per process as the p increases, since communication complexity has a much
larger weight than computation complexity due to the performance gap between
network and processors. This is very unscalable, since when p increases, the
number of data exchanges will not decrease, and the communication complexity
will quickly surpass the computation complexity.

Instead of tackling the intractable difficulties in the tri-diagonalization of
phase 1, we found a way to bypass them. As mentioned at the beginning of
this paper, we have already summited another paper that explains how to avoid
the tri-diagonalization completely by iteratively and alternatingly applying two
kind of operations in multi-scales: diagonal attaction operations and diagonal
absorption operations. Because of these two kinds of operations, we called the
algorithm proposed by that paper Absorbing Diagonal Algorithm, or ADA for
abbreviation. In this paper, we will focus on formulating the parallelization of
this ADA, and analyze its improvement in communication complexity.

In the rest of this paper, we first review ADA, then describe the parallel
formulation of ADA and analyze the parallel complexity of this parallel ADA.

2 A Short Review of ADA

Since tri-diagonalization is the bottleneck of scalability in traditional eigen-
solverws, ADA avoids the tri-diagonalization completely by iteratively and alter-
natingly applying two kind of operations in multi-scales: diagonal attaction oper-
ations and diagonal absorption operations. In a diagonal attraction operation, it
attracts the off-diagonal entries to make the entries near to the diagonal larger in
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magnitude than the entries far away from the diagonal. In a diagonal absoprtion
operation, it absorbs the nearer nonzero entries into the diagonal.

2.1 The Concepts of Diagonal Attractions

In the rest of this paper, we use two different styles of notation to distinguish
two approaches of matrix partition: for non-recursive partition, we use A�

i,j

to denote the block at the cross of the i-th blockwise row and the j-th blockwise
column; for recursive partition, we use Ai,j to denote the block. Furthermore,
we will often call the recursive blocks as superblocks since it may contain
multiple nonrecursive blocks.

Definition 1. Suppose n is an integer divisible by 2k and k is a positive integer,
and suppose A is a n × n symmetric matrix

A =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

A�
1,1 A�

1,2 · · · A�
1,2k

(
A�

1,2

)T
A�

2,2 · · · A�
2,2k

...
...

. . .
...

(
A�

1,2k

)T (
A�

2,2k

)T

· · · A�
2k,2k

⎤

⎥
⎥
⎥
⎥
⎥
⎦

with blocks A�
i,j

(
1 ≤ i < j < 2k

)
of size n

2k × n
2k , superblock A11 is the submatrix

of A of rows 1, . . . , 2k−1 and columns 1, . . . , 2k−1, A12 is the submatrix of A of
rows 1, . . . , 2k−1 and columns 2k−1 + 1, . . . , 2k, and A22 is the submatrix of A
of rows 2k−1 + 1, . . . , 2k and columns 2k−1 + 1, . . . , 2k. Then A is called having
level k attracting diagonal if and only if both of the following conditions hold:

1. the superblock A1,2 is less than average in a square of FNorm than the off-
diagonal blocks, i.e.,

‖A1,2‖2F ≤ 2k−1

2k − 1

∑

1≤i<j≤2k

∥
∥
∥A�

i,j

∥
∥
∥
2

F
, (1)

2. if k > 1, both of the superblocks A11 and A22 have a level (k − 1) attracting
diagonal.

Definition 2. Suppose n is an integer divisible by 2k and k is a positive integer.
A level k diagonal attraction to an n × n symmetric matrix A is a permutation
matrix P such that PT AP has a level k attracting diagonal.

2.2 The Idea to Implement Diagonal Attractions

If we can find diagonal attractions efficiently, the diagonal absorptions will be
able to absorb the off-diagonal entries at high speed. For this purpose, we propose
the following approach to construct diagonal attractions in multi-scales.
Observed that a n × n matrix partitioned into 2k × 2k blocks of size n

2k × n
2k
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has n
2k diagonal blocks and n

2k

(
n
2k − 1

)
off-diagonal blocks. These off-diagonal

blocks can be merged into super blocks as shown in Fig. 1. Imagine that we split
the permutation level by level, we construct a diagonal attraction in two
parts: the single-level part and the multi-level part.

Fig. 1. The layout of super blocks

For the single-level part of construction of a diagonal attraction, we
permute matrix A to

Â =

[
Â11 Â12

ÂT
12 Â22

]

,

where the two off-diagonal superblocks Â12 and ÂT
12 contain 2k−1 × 2k−1 blocks

in each, and
∥
∥
∥Â12

∥
∥
∥
2

F
≤ 2k−1

2k − 1

∑

1≤i<j≤2k

∥
∥
∥A�

i,j

∥
∥
∥
2

F
. (2)

Equation (2) is a realization of Eq. (1), and it actually implies that the average
square of F-norms of the blocks in Â12 (and ÂT

12) is smaller than the average
square of F-norms of all the off-diagonal blocks.

For the multi-level part of construction of a diagonal attraction, we
recursively apply the single-level-part procedure to Â11 and Â22 as we did to A.
In k levels of recursions, we find a diagonal attraction.

2.3 The Single-Level Part of a Diagonal Attraction

The following lemma enables us to list these combinations in 2k − 1 groups,
with 2k−1 combinations in each group, so that by scanning through these
groups, we can efficiently determine the permutation to make Eq. (2)
happen.



668 J. Wu et al.

Lemma 1. For � = 1, 2, . . . , 2k − 1, let group

G� =
{
(i�,1, j�,1) , (i�,2, j�,2) , . . . ,

(
i�,2k−1 , j�,2k−1

)}
,

where for s = 1, . . . , 2k−1,

i�,s = 1 +
(
(s − 1) mod 2�log2 ��

)
+

⌊
s − 1

2�log2 ��

⌋
2�log2 ��+1, (3)

j�,s = 1 + ((i�,s − 1) xor �) . (4)

Then G1, G2, . . . , G2k−1 partitions the combinations of (i, j) such that 1 ≤ i <
j ≤ 2k. In other words, each of such combinations are in one and only one group.

Suppose that wi,j = A�
i,j , 1 ≤ i < j ≤ 2k, then the steps of solving the

single-level part of diagonal attraction at level k (i.e., to find a permutation
{i1, i2, . . . , i2k} of

{
1, 2, . . . , 2k

}
such that

2k−1
∑

u=1

2k
∑

v=2k−1+1

wiu,iv
≤ 2k−1

2k − 1

∑

1≤i<j≤2k

wi,j .

) are as follows:

1. If k = 1, just output {1, 2} and exit.
2. Apply the grouping technique in Lemma 1 to partition the set of combinations{

(i, j)| 1 ≤ i < j ≤ 2k
}

into groups

G�, � = 1, 2, . . . , 2k − 1.

Select the group G�∗ , with

�∗ = arg
2k−1
max
�=1

∑

(i,j)∈G�

wi,j .

3. Generate a subproblem, with its input ŵî,ĵ defined as follows: for 1 ≤ î < ĵ ≤
2k−1,

ŵî,ĵ = wi�∗ ,̂i,i�∗,ĵ
+ wi�∗ ,̂i,j�∗,ĵ

+ wj�∗ ,̂i,i�∗,ĵ
+ wj�∗ ,̂i,j�∗,ĵ

.

4. Apply this algorithm to the subproblem above to obtain a permutation{
î1, î2, . . . , î2k

}
of

{
1, 2, . . . , 2k−1

}
from its output.

5. For u = 1, 2, . . . , 2k, let

iu =

{
i�∗ ,̂i(u+1)/2

, u is odd,

j�∗ ,̂iu/2
, u is even.

6. Output {i1, i2, . . . , i2k} and exit.
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2.4 The Multi-level Part of a Diagonal Attraction

The input of the multi-level part of a diagonal attraction includes 2k−1
(
2k − 1

)

real numbers wi,j , 1 ≤ i < j ≤ 2k, such that

wi,j =
∥
∥
∥A�

i,j

∥
∥
∥
2

F
,

where each Ai,j is a super diagonal block of the symmetric matrix A.
The output of this part is a permutation {i1, i2, . . . , i2k} of

{
1, 2, . . . , 2k

}

such that the corresponding permutation P is a level k diagonal attraction of A.
The steps of this part are listed as follows:

1. Apply the single-level part of a diagonal attraction with input wi,j , 1 ≤
i < j ≤ 2k to get a permutation

{
î1, î2, . . . , î2k

}
of

{
1, 2, . . . , 2k

}
from the

single-level part algorithm’s output.
2. For 1 ≤ u < v ≤ 2k−1, let

ŵu,v = wîu ,̂iv
,

and apply the multi-level part of a diagonal attraction (this very algorithm)
to get a permutation {i1, i2, . . . , i2k−1} of

{
1, 2, . . . , 2k−1

}
from the output.

Keep this permutation as the first half of the output.
3. For 1 ≤ u < v ≤ 2k−1, let

ŵu,v = wî
u+2k−1 ,̂i

v+2k−1
,

and apply this algorithm again to get a permutation {j1, j2, . . . , j2k−1} of{
1, 2, . . . , 2k−1

}
from the output. Let the following be the second half of the

output:
is+2k−1 = js, s = 1, 2, . . . , 2k−1.

4. Output {i1, i2, . . . , i2k} and exit.

2.5 The Diagonal Absorption Operations

Diagonal absorptions are the multi-scale operations to absorb a suffi-
ciently large portion of the near-to-diagonal entries into the diagonal,
so that the magnitudes of many near-to-diagonal entries become much smaller.
A level 1 diagonal absorption is an application of procedure in the following
example. We need to extend the procedure for level k diagonal absorptions,
k = 2, 3, . . . . After the example, we explain how to extend the procedure. As
its description, a level k diagonal absorption of matrix A is three level k − 1
diagonal absorptions of submatrix A11 and A22 interleaved with two level k − 1
diagonal attractions of A11 and A22.

The following is the example that stimulated our idea. Let n be any integer
divisible by 4, and let A be any dense symmetric matrix of size n × n. Then we
can partition A into four blocks as follows:

A =
[
A11 A12

AT
12 A22

]
,
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where the blocks A11, A12, A22 are all of size n
2 × n

2 . Now, by solving the eigen-
problems of A11 and A12, we find two orthonormal matrices Q1 and Q2 of size
n
2 × n

2 , such that

QT
1 A11Q1 =

[
Λ1

Λ2

]
,

QT
2 A22Q2 =

[
Λ3

Λ4

]
,

where Λ1, Λ2, Λ3, Λ4 are all diagonal matrices of size n
4 × n

4 . Suppose

QT
1 A12Q2 =

[
B11 B12

B21 B22

]
,

where B11, B12, B21, B22 are all matrices of size n
4 × n

4 , then for

Q =
[
Q1

Q2

]
, (5)

we have

QT AQ =

⎡

⎢
⎢
⎣

Λ1 B11 B12

Λ2 B21 B22

BT
11 BT

21 Λ3

BT
12 BT

22 Λ4

⎤

⎥
⎥
⎦ .

Next, we use F-norm of matrix to determine a permutation of QT AQ. The F-
norm of any matrix

M =

⎡

⎢
⎢
⎢
⎣

m11 m12 · · · m1n

m21 m22 · · · m2n

...
...

. . .
...

m�1 m�2 · · · m�n

⎤

⎥
⎥
⎥
⎦

is

‖M‖F =

⎛

⎝
�∑

i=1

n∑

j=1

m2
ij

⎞

⎠

1
2

.

Let In/4 be the identity matrix of size n
4 × n

4 , and also let

S1 := ‖B11‖2F + ‖B22‖2F
and

S2 := ‖B12‖2F + ‖B21‖2F ,



Parallel Absorbing Diagonal Algorithm 671

then we use the following formula to determine a permutation matrix P :

P =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡

⎢
⎢
⎢
⎣

In
4

In
4

In
4

In
4

⎤

⎥
⎥
⎥
⎦

, S1 ≥ S2,

⎡

⎢
⎢
⎢
⎣

In
4

In
4

In
4

In
4

⎤

⎥
⎥
⎥
⎦

, S1 < S2.

(6)

This permutation matrix will be used in transform

Ã = PT QT AQP (7)

so that

Ã =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡

⎢
⎢
⎢
⎣

Λ1 B11 B12

BT
11 Λ3 BT

21

B21 Λ2 B22

BT
12 BT

22 Λ4

⎤

⎥
⎥
⎥
⎦

, S1 ≥ S2,

⎡

⎢
⎢
⎢
⎣

Λ1 B12 B11

BT
12 Λ4 BT

22

BT
11 Λ3 BT

21

B22 B21 Λ2

⎤

⎥
⎥
⎥
⎦

, S1 < S2.

(8)

If we now partition Ã into four blocks as we did that to A, i.e.,

Ã =

[
Ã11 Ã12

ÃT
12 Ã22

]

,

where the blocks Ã11, Ã12, Ã22 are all of size n
2 × n

2 , then we have

Ã12 =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

[
B12

BT
21

]

, S1 ≥ S2,

[
B11

BT
22

]

, S1 < S2.

This leads to
∥
∥
∥Ã12

∥
∥
∥
2

F
≤ 1

2

∥
∥
∥
∥

[
B11 B12

B21 B22

]∥∥
∥
∥

2

F

=
1
2

∥
∥QT

1 A12Q2

∥
∥2

F
=

1
2

‖A12‖2F . (9)
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The rightmost equality in (9) is due to the fact that an orthonormal transform
does not change the F-norm of a matrix.

Repeat this procedure, we can find orthonormal matrix Q̃ and permutation
matrix P̃ , such that

˜̃
A = P̃T Q̃T ÃQ̃P̃ =

⎡

⎣
˜̃
A11

˜̃
A12

˜̃
A

T

12
˜̃
A22

⎤

⎦

and ∥
∥
∥
∥
˜̃
A12

∥
∥
∥
∥

2

F

≤ 1
2

∥
∥
∥Ã12

∥
∥
∥
2

F
≤ 1

4
‖A12‖2F .

This gives us an interesting result that every time we repeat the procedure as
described above, the F-norm of the off-diagonal blocks will be reduced by at
least a half. So for any ε > 0, let

C = log2
(
‖A12‖2F

)
− log2 ε,

then we can reduce the F-norm of the off-diagonal blocks to at most ε within C
iterations using this procedure.

To extend the idea of diagonal absorption in multiscales, we have developed
the following algorithm. The input of a diagonal absorption operation includes a
symmetric matrix A of size n×n with level k attracting diagonal, and partitioned
into four blocks A11, A12, A

T
12, A22 of size n

2 × n
2 , such that

A =
[
A11 A12

AT
12 A22

]
.

The output of this operation is a symmetric matrix Ã of size n × n and an
orthonormal matrix V such that

V T AV = Ã.

The steps of this operation are as follows:

1. if k = 1, then
(a) Use Eqs. (5), (6) and (7) to compute Q,P and Ã respectively;
(b) Let V = QP ;
(c) Output Ã and V ;
(d) Exit.

2. Let Q1 = In
2
, Q2 = In

2
.

3. for r = 1, 2, 3, do:
(a) Apply this algorithm to A11 and A22 with one less level, and obtain

Ã11, V1, Ã12, V2 from the output, such that

V T
1 A11V1 = Ã11 and V T

2 A22V2 = Ã22.
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(b) if r < 3 then
i. Apply the multi-level part of diagonal attraction to Ã11 with one less

level, to obtain a level k − 1 diagonal attraction P1 for Ã11.
ii. Apply the multi-level part of diagonal attraction to Ã22 with one less

level, to obtain a level k − 1 diagonal attraction P2 for Ã22.
iii. A11 ← PT

1 Ã11P1, A22 ← PT
2 Ã22P2, Q1 ← Q1V1P1, and Q2 ←

Q2V2P2 (← is assignment operation).
(c) else

i. A11 ← Ã11, A22 ← Ã22, Q1 ← Q1V1, and Q2 ← Q2V2.
ii. A12 ← QT

1 A12Q2.

iii. Output Ã = A and V =
[
Q1

Q2

]
.

iv. Exit.

2.6 The Iterative Precision Improvement of ADA

The following is a complete description of ADA. The input of ADA includes:

1. A positive integer k;
2. A symmetric matrix A of size n × n, where n is divisible by 2k;
3. An ε > 0 as the threshold of relative error.

The output of ADA includes an orthogonal matrix Q of size n × n and a vector
λ = [λ1, λ2, . . . , λn] such that

∥
∥QT AQ − Λ

∥
∥

F
≤ ε ‖A‖F ,

where Λ is a diagonal matrix such that its diagonal is λ. The steps of ADA are
as follows:

1. Q ← In.
2. Repeat until

∑n
i=1

((∑n
j=1 a2

i,j

)
− a2

i,i

)
≤ ε2

∑n
i=1

∑n
j=1 a2

i,j :

(a) Apply the multi-level part of a diagonal attraction to get a level k diagonal
attraction P ;

(b) A ← PT AP and Q ← QP ;
(c) Make a level k diagonal absorption, and obtain a symmetric matrix Ã

and an orthogonal matrix V from the output of the multi-level part of a
diagonal attraction, such that

Ã = V T AV.

(d) A ← Ã and Q ← QV ;
(e) λ ← diag (A) (i.e., set λ to be the diagonal vector of A).

3. Output Q and λ, and then exit.
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3 The Parallel Formulation of ADA

Parallel eigen-solvers are efficient within a single compute node because shared
memory is so much faster than network, but very inefficient when using many
nodes due to network communications. From the top 500 supercomputer list
of 2018, the number 1 supercomputer is Summit with 4608 compute nodes,
2,801,664 GB memory, the number 2 supercomputer is Sierra with 4320 compute
nodes, 1,382,400 GB memory, the number 3 supercomputer is Sunway Taihu-
Light with 40960 compute nodes, 1,310,720 GB memory, and the number 4
supercomputer is Tianhe 2A with 17792 compute nodes, 1,138,688 GB memory.
These supercomputer have a large number of nodes. An n × n matrix with
n = 222 = 4194304 and double-precision storage takes only 131,072 GB. All
these supercomputers can store at least 8 of such matrices in memory.

In the following parallel formulation, we follow the data-exchange analysis
in the introduction, to analyze the communication complexity of parallel ADA
in a similar way the authors of reference [7] analyzed those of the traditional
eigensolvers. We assume that each non-recursive block of A is stored in one and
only one process, and the number of processes is equal to the number of these
non-recursive blocks. Since there are 4k non-recursive blocks in A if there are k
levels of block-partitions, we need 4k processes to perform the parallel ADA as
described below.

3.1 The Parallelization of a Diagonal Attraction of Level �

Recall that in a diagonal attraction of level �, with wi,j =
∥
∥A�

i,j

∥
∥2 , 1 ≤ i <

j ≤ 2�, the diagonal attraction is to find an appropriate permutation of A to
concentrate the nonzero entries near the diagonal. To implement a diagonal
attraction in parallel computing, we only need to gather all these wi,j (1 ≤ i <
j ≤ 2�) to a process, so that the process can compute the permutation indices
of A locally with multi-thread shared memory parallelization, then, according
to the indices, it send to each process which block it is going to send and which
block to receive to fulfill the permutation of A. Therefore, a diagonal attraction
requires only three data exchanges, one to gather wi,j (1 ≤ i < j ≤ 2�), one to
send indices to tell each process which block to send and which block to receive,
and one to actually permute the matrix to accomplish the diagonal attraction.
The first two data exchanges involve only O(4�) data in communication, while
the communication volume of the third data exchange is of O(4�) times of the
non-recursive block size.

3.2 The Parallelization of a Diagonal Absorption

Recall that there are three main types of operations in a data absorption: those
for diagonal attractions, those for matrix multiplications and those for matrix
permutations. We can implement the parallelization of a diagonal absorption
with three main types of data exchanges corresponding to these operations
respectively.
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For those of diagonal attractions in a k-scale diagonal absorption, since the
diagonal absorptions and the diagonal attractions on A11 and A22 can be per-
formed simultaneously, there are: 2 times of (k−1)-scale diagonal attractions,
2 × 3 times of (k−2)-scale diagonal attractions, . . ., 2 × 3k−2 times of 1-scale
diagonal attractions. Therefore, there are 2

(
1 + 3 + 32 + . . . + 3k−2

)
times of

diagonal attractions, they take 3
(
3k−1 − 1

)
times of data exchanges.

A k-scale diagonal absorption also involves matrix multiplications and per-
mutations (for the unitary matrix involved in the algorithm). For a pair of
matrices both storing in 2D-partition in p processors, it takes 2

√
p times of

exchanges to compute the multiplications and 2 times to perform the permuta-
tions in parallel. A k-scale diagonal absorption involves 2 times of these opera-
tions for matrix stored on p/4 processors, 2 × 3 times on p/42 processors, . . .,
2 × 3k−1 times on p/4k. Summing up and recall that p = 4k, these operations
take 4

(
3k − 2k

)
+ 2

(
3k − 1

)
times of data exchanges.

3.3 The Overall Communication Complexity of Parallel ADA

From previous analysis, a k-scale iteration takes

Tk = 7 · 3k − 4 · 2k − 5

times of data exchange. Note that the number of processes is p = 4k, thus we
have

Tk = 7 · plog4 3 − 4 · √
p − 5.

On all those top 4 supercomputers we can compute an eigen-problem of size
n = 4194304. A traditional eigen-solver using tri-diagonalization takes at least
2n data exchanges. On No.1 supercomputer Summit and No.2 super computer
Sierra of 2018, the largest p = 4096, so Tk = 4842, Tk/(2n) ≈ 0.000577. On
No.3 supercomputer Sunway Taihu-Light and No.4 supercomputer Tianhe-2A,
the largest p = 16384, so Tk = 14792, Tk/(2n) ≈ 0.001763.

3.4 Conclusions

Parallel absorbing diagonal algorithm (parallel ADA) is of significantly improved
parallel complexity when compared to traditional parallel symmetric eigen-
solver algorithms, bacause it completely avoids the scalability-bottleneck of
the traditional eigen-solvers, i.e., the tri-diagonalization of a matrix via House-
holder/Givens transforms. It does so by iteratively and alternatingly applying
two kind of operations in multi-scales: diagonal attaction operations and diag-
onal absorption operations. In a diagonal attraction operation, it attracts the
off-diagonal entries to make the entries near to the diagonal larger in magnitude
than the entries far away from the diagonal. In a diagonal absoprtion operation,
it absorbs the nearer nonzero entries into the diagonal. Theories of ADA has
been established in another paper of ours that for any ε > 0, there exists a con-
stant C = C (ε), such that within C rounds of iterations, the relative error of the
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algorithm will be reduced to below ε. Analysis reveals that an iteration of the
parallel ADA takes only Tk = 7 ·plog4 3−4 ·√p−5 times of data exchanges. Even
at the enormous scale of the currently fastest super-computers, an iteration of
parallel ADA takes far less data exchanges than a traditional eigen-solver does.
Parallel ADA gives us a very flexible choice in trading off between accuracy
(more iterations) and the cost of computation (less iterations).
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Abstract. Oil production prediction is the main focus of scientific man-
agement. During the process of oil exploitation, the production data can
be considered to have time series characteristics, which are affected by
production plans and geologic conditions, making this time series data
complex. To resolve this, this paper tries to make full use of the advan-
tages of different prediction models and proposes model fusion based
approach (called TN-Fusion) for production prediction. This approach
can effectively extract the temporal and non-temporal features affecting
the production, to improve the prediction accuracy through the effective
fusion of time series model and non-time series model. Compared with
those single model based approach, and non-time series model fusion
methods, TN-Fusion has better accuracy and reliability.

Keywords: Oil production prediction · Time series · Non-time series ·
Model fusion

1 Introduction

Oilfield production prediction has been a focus for scientific management of oil-
fields and the formulation of production plans [1]. As a dynamically developed
geological block, the oilfield production changes with time and is also affected
by the production plan. Therefore, in the oilfield development process, the pro-
duction has the following characteristics:

(1) Partially conforming to the characteristics of time series data: when the
production plan is stable, as the mining progresses, the oil reserves are
continuously reduced, the geological conditions are gradually changed, and
the oil production changes regularly with time.

(2) Overall impact on production planning: In the early stage of oilfield devel-
opment, oilfields continued to develop new wells. In the later stages of devel-
opment, in order to increase production, the injection and production plan
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is continuously adjusted, and when the energy price is low, a part of the well
is closed to reduce losses. These ever-changing production schemes interrupt
the continuity of oil production over time and are no longer a single time
series data. This makes it only possible to consider time series or non-time
series models with limited accuracy when solving production prediction.

Current oilfield production prediction methods are mainly divided into tradi-
tional machine learning methods and time series data processing methods. Lud-
wig et al. [2] introduced a new information-theoretic methodology for choosing
variables and their time lags in a prediction setting, and achieved good results in
oil production prediction. Sagheer et al. [3] proposed a deep long-term and short-
term memory architecture to predict production from a time series perspective.
Most of the current methods are based on individual models, and the accuracy
of the production prediction is improved by optimizing the model structure, and
there is no effective combination of time series and non-time series methods.

Therefore, in order to solve the problem of coexistence of time series and
non-time series features of oil production prediction, this paper proposes a new
method of model fusion, which effectively combines time series model and non-
time series model, and finally, improves generalization ability of the fusion model.

The contributions of this paper include:

– This paper proposes a model fusion method for time series and non-time series
models, which achieves stable and accurate oilfield production prediction.

– This paper presents a complete set of data analysis methods and prediction
production processes.

The remainder of this paper is structured as follows: after presenting an
overview of related work in Sect. 2 and recalling necessary preliminaries in Sect. 3,
we describe our TN-Fusion method for the fusion of time series models and non-
time series models in Sect. 4. Next, in Sect. 5 we present the results of the various
methods on oilfield production data, showing that the TN-Fusion method can
perform stably and accurately. Finally, we have summarized the paper and given
the direction of further improvement.

2 Related Work

For oil production prediction, there are two main research directions. The first
one is to improve the algorithm structure of non-time series methods, so as to
improve the speed and accuracy of the algorithm. The second category is to
perform time series analysis to achieve production prediction.

2.1 Non-time Series Method

The non-time series method mainly improves the model structure from the train-
ing speed and prediction accuracy of the model, thereby improving the accuracy
and applicability of the production predict. Ludwig et al. [2] introduced a new



Model Fusion Based Oilfield Production Prediction 679

information-theoretic methodology for choosing variables and their time lags
in a prediction setting, and achieved good results in oil production prediction.
Zhong et al. [4] proposed a new development index support vector regression
prediction method for the problem of less oilfield development indicators and
sample collections. Sitorus et al. [5] proposed a technique to develop a reservoir
scale fractional flow curve from historic production data. The curve becomes the
basis for an analogous model that allows the estimation of oil rate production
predicts and reserves for existing or proposed new wells. With the development
of deep learning, the neural network method has gradually been applied. Ber-
neti and Shahbazian [6] presented a new method based on feed-forward artifi-
cial neural network and Imperialist Competitive Algorithm to predict oil flow
rate of the wells. Liu et al. [7] uses wavelet analysis method to extract wavelet
coefficients from the modular dynamics testing data, and then uses the neu-
ral network method to establish a production prediction model using drill stem
testing production and wavelet coefficients. Chakra et al. [8] presented an inno-
vative higher-order neural network model to focused on prediction cumulative
oil production from a petroleum reservoir located in Gujarat, India.

2.2 Time Series Method

The time series approach primarily considers the dominant role of time in oil
production prediction. Aizenberg et al. [9] presented a multilayer neural net-
work with multi-valued neurons capable of performing a long-term time series
prediction of oil production. Aizenberg model is based on a complex-valued neu-
ral network with a derivative-free backpropagation-learning algorithm. Ma [10]
presented an extension of the Arps decline model, which was constructed within
a nonlinear multivariate prediction approach. Sagheer et al. [3] proposed a deep
long short-term memory architecture, which is an extension of traditional RNN
and has achieved good results in production prediction.

The overall production of the oilfield changes with time. Due to frequent
transfer and switching wells, the data is no longer a single time series or non-
time series, and the models which consider separately will lose features.

3 Preliminaries

The model fusion method in this paper is an extension of the Stacking model
fusion method [11]. The Stacking model fusion method is divided into two layers.
The first layer is the k-fold cross-validation training model, and the training set
and test set are predicted. The second layer takes the prediction result of the
first layer model training set as input, and uses the actual training set as a label
to train the second layer model. Then, the first layer test set prediction result
is used as the input of the second layer training model, and the actual result of
the test set is obtained. In this paper, a 5-fold cross-validation is taken as an
example. We define the test set that is separated from the training set for K-
fold cross-validation as Ktesting data, the actual prediction set is Ttesting data,
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Fig. 1. The first layer structure of the stacking model fusion method (5 fold)

and the actual training set is Training data. As shown in Fig. 1, the training set
is first verified with a base model for 5-fold cross-validation. Taking the basic
model Model1 as an example, the 5-fold cross-validation uses the i-th fold as
the Ki-testing data and the remaining 4 folds as the Ki-training data. The Ki-
testing data is predicted by the trained model Model1i, and the corresponding
Ki-predict is placed at the i-th fold position. At the same time, the Ttesting data
is predicted by the Model1i to obtain Ti-predict. After these five trainings and
predictions, the prediction results of the complete training set and the prediction
results of the test set of Model1 are obtained. Ki-predict is combined as the i-th
segment to obtain K-predict, and the mean value of Ti-predict is obtained as
T-Predcit. The formula is as follows:

K − predict = [K1 − predict,K2 − predict, . . . , Kn − predict], n = 5 (1)

T − predict =
1
5

n∑

i=1

Ti − predict, n = 5 (2)

Model fusion is for multiple models, as shown in Fig. 2, using the K-predict
of different models to construct the input matrix of the second layer. Train the
second layer model with the actual training set training data as the label. The

Fig. 2. The second layer structure of the stacking model fusion method (4 models)
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matrix constructed by the T-predict of different models is used as the input of
the second layer trained model to obtain the final predicted value.

4 TN-Fusion Method

Oil exploitation is a process of geological change that varies with development
time. At the same time, in the development process, in order to adapt to the
current production requirements and economic needs, the oilfield will adjust the
production plan from time to time, which complicates the time series character-
istics of the production predict. To this end, we propose a method for fusing time
series models and non-time series models, referred to as TN-Fusion Method.

At the same time, this paper designs a non-time series model fusion method
considering the characteristics of petroleum data, referred to as N-Fusion
Method, and compares the two model fusion methods in the evaluation section.

The production prediction method based on TN-Fusion mainly includes four
parts: data preprocessing, feature engineering, model design and model eval-
uation. Data preprocessing mainly solves the filling of missing values and the
replacement of outliers and data normalization. Feature engineering mainly
includes the feature selection and the construction of new features. Model design
will combine time series and non-time series models. And finally the model is
evaluated using RMSE.

4.1 Missing Values and Outliers

Due to the existence of more missing values and outliers in the production data,
the preprocessing of this paper is mainly for these two problems. In the process of
oil production, there is a reasonable interval for the corresponding data. We use
expert experience to eliminate the outliers and fill them with adjacent values. For
missing values, if the missing data exceeds 30%, the feature is directly discarded.
When the missing data is not continuous, we choose the adjacent padding. If the
data is missing consecutively, the relevant features are filtered for prediction.

4.2 Normalization

Data normalization not only improves the convergence speed of the model, but
also improves the accuracy of the model, and prevents gradient explosion in
deep learning [12]. There are two common methods of standardization. One is
to convert the number to a decimal between (0, 1), that is, 0-1 normalization,
and the other is Z-score normalization. Since it is considered that the maximum
and minimum values of the data are unreasonable, the Z-score standardization
method is selected here. In Eq. 3, μ represents the mean and σ represents the
variance.

x =
x − μ

σ
(3)
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4.3 Feature Engineering

The feature engineering mainly focuses on the construction of new features of
petroleum data. Since this paper is to predict the overall production of oilfields,
it is necessary to convert the data of single wells into the characteristics of the
oilfield as a whole. In view of the fact that the number of wells before July 1969 is
small in the original data, the data from July 1969 to October 2016 are selected
for analysis. The feature processing is as follows:

(1) Years of production: The first well of the field was put into operation in June
1965. To this end, we used the current production time minus June 1965,
and the calculated number of months characterizes the production time of
the field.

(2) Number of injection wells and production wells, amount of injected water
and amount of oil and gas produced: The production data of the wells are
summarized on a monthly basis, and the injection wells and production wells
are divided. Then the number of two types of wells in the month, as well as
the amount of injected water and the amount of oil and gas produced, are
calculated.

(3) Injection pressure [13] and number of injection layers: The injection pressure
and the number of injection layers of the injection well in the month are
averaged, defined as the injection pressure and injection thickness of the
injection well for the month.

(4) Injection type: There are 5 kinds of injection methods for single wells.
According to the proportion of various injection methods in the wells of the
month, the injection types of the month are divided into three categories.

4.4 Model Design

N-Fusion Method. The data after preprocessing is 11 dimensions. Accord-
ing to the original data analysis, the total number of oil wells and water wells
fluctuated below 80 before August 2002. After August 2002, the total number
increased slowly between 80–130. In order to avoid the model error caused by
too much data gap, we segmented the data, and separately performed the first
layer cross prediction of model fusion.

Figure 3 is a data processing flow chart of the N-Fusion method. First, the
data set is segmented, and then the data is divided into data set 1 and data set
2 according to data time. The cross-training of the first layer model is performed
on the two data sets respectively, and the prediction results of the two data sets
and the prediction results of the test set are obtained. As the oilfield production
changes with time, the recent production data has a great impact on the later
prediction. Therefore, the test set prediction result A of the recent data set
is used as the input of the second layer model fusion. At the same time, the
prediction results of the two data sets are combined in a segmentation manner
to obtain the prediction result B of the entire training set. The first layer model
structure is shown in Fig. 4.
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Fig. 3. Data processing flowchart of the N-Fusion method

TN-Fusion Method Design. The TN-Fusion method is an extension of the
N-Fusion Method. Since the N-Fusion Method requires K-fold cross-validation,
this will inevitably make the training data no longer conform to the character-
istics of time series data. So here we need to fuse the results of the first layer.
The data processing flow of TN-Fusion Method is shown in Fig. 5. Firstly, data
preprocessing and feature engineering are performed on the data, which becomes
time series data with time interval of one month. Then the data is segmented in
chronological order. The first 80% of the data is the training data, and the last
20% is the test data. The data is then trained by the N-Fusion Method and the
time series model. The results obtained by the two models were scored by the
RMSE and fused according to the scale.

5 Evaluation

In order to verify the proposed methods, we use data from North China oil
filed. The first layer of the N-Fusion Method model is the extreme random tree,
decision tree and linear regression. The second layer model is a random forest,
and the results of the first layer model are trained to obtain the final test set
prediction results. The time series model of TN-Fusion Method is LSTM. There
are 560 experimental data items. We use 500 items for training and 60 for tests.
The experimental results of each method of TN-Fusion Method is shown in
Table 1, the evaluation criteria is the RMSE (Root Mean Square Error), which
represents the deviation between the observed value and the true value. If ŷi
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Fig. 4. Structure of the first layer of the N-Fusion method

Fig. 5. Data processing flowchart of the TN-Fusion method

represents the predicted value of the ith sample, yi is the corresponding true
value, and m represents the number of samples, then the calculation formula of
RMSE can be expressed as

RMSE =

√√√√ 1
m

m∑

i=1

(yi − ŷi)2 (4)
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Table 1. Comparison of production prediction results for a single model, N-Fusion
method and TN-Fusion method

RMSE Oil Water Gas

extraTree 6624 60106 42

Decision tree 1513 60621 105

Linear regression 7412 113977 92

N-Fusion method 5031 76038 93

LSTM 27303 12525 5369

TN-Fusion method 5035 12525 94

It can be seen from Table 1 that for the non-time series production prediction
method, the decision tree has a better performance. The N-Fusion Method is
not optimal, but it is stable and the overall performance is better. The LSTM
method is poor for oil and gas predictions, probably because the training data is
too small. The TN-Fusion Method combines the advantages of time series and
non-time series models, and has the best performance and stable results.

6 Conclusion

To improve the accuracy of oil production data prediction, in this paper, we
propose an approach of the coexistence of temporal and non-temporal features,
fused in a TN-Fusion method for both time series and non-time series data. The
method considers the combined effects of time and non-time factors, and inte-
grates multiple models to achieve comprehensive extraction of features. Experi-
mental results show that the accuracy of the TN-Fusion method is better com-
pared to other approaches.

In the future, we will continue the current work from two aspects: 1. Find
a more suitable production prediction model to carry out model fusion, so as
to improve the production prediction accuracy; 2. Reasonably generate data to
support the training of neural networks considering the fact of small training
data set.
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Abstract. Penaeus vannamei (whiteleg shrimp) has high aquaculture economic
benefits, and the high-frequency feeding method is crucial for the rapid growth
of shrimp during the breeding process. In order to cope with the high-frequency
feeding method, the unmanned surface vehicle can greatly improve feeding
efficiency and precision. Furthermore, the labor intensity of the personnel also
reduced. The path planning of the unmanned surface vehicle (USV) is a pre-
requisite for improving feeding efficiency. Based on the actual growth process of
shrimp, a two-stage feeding path planning strategy is proposed. In the seedling
stage of shrimp, the range of activities is small, and it is necessary to uniformly
cover the whole aquaculture area. In this paper, a higher coverage internal and
external spiral traversal coverage path planning method is proposed. In the
mature stage of shrimp, local area aggregation will be formed because of the
larger activity space of shrimp, then it needs to cover and feed the aggregation
areas. So we proposed a path planning strategy combining global and multiple
local areas coverages, and an improved simulated annealing genetic algorithm is
adopted to solve the global path planning. Finally, the application of two dif-
ferent path planning strategies achieves the path planning of the whole growth
cycle of the South America shrimp, which improves the feeding efficiency of the
bait and reduces the cost of breeding.

Keywords: Penaeus vannamei feeding � Unmanned Surface Vehicle �
Coverage path planning � Genetic simulated annealing algorithm

1 Introduction

Penaeus vannamei (whiteleg shrimp) is a significant kind of aquaculture species [1]. It
is one of the highest-breeding shrimps in the world. It has rich nutritional value and is
very popular among consumers. The market demand is extremely high. Feeding is an
important part of aquaculture, especially for shrimp aquaculture. It requires a contin-
uous source of fresh feed for shrimp because shrimp tend to eat slowly and need to eat
continuously [2]. But excessive feeding will increase pond pollution and the cost of
managing water quality [3], so feed a small amount and multiple batches are necessary
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[4]. In this paper, we study a feeding strategy to improve the feeding of whiteleg
shrimp, significantly reduce feed costs and progress breeding efficiency.

Studies have shown that the number of daily feedings can be increased from 2 to 6
without significantly affecting water quality, which can increase the daily feed intake of
shrimp and accelerate the growth of shrimp [2]. Such a high feeding frequency, if
artificially fed, will greatly increase the cost. Unmanned Surface Vehicle (USV) feed-
ing can not only save costs but also greatly improve the efficiency and accuracy of
feeding. Consequently feeding path planning for USV is a prerequisite. Many scholars
have done important work in this research field, such as Sun [5] carried out research on
trajectory planning for global coverage, and self-acting feeding in crab aquaculture,
which provides an important reference for automatic and uniform feeding path plan-
ning. Firstly most of the existing research on Coverage Path Planning (CPP) is for
ground vehicles [6], and the CPP for USV has not been fully researched. Secondly, the
whole area of CPP for a mobile robot is mostly considered, but the local area of CPP
and the connection of each local area are unconsidered [7]. Therefore, we focus on the
CPP of USV in the feeding of whiteleg shrimp aquaculture.

2 Feeding Coverage Path Planning

The whiteleg shrimp culture period is 80–100 days [8]. At first, farmers generally put
the shrimp seedlings evenly in the pond. When the shrimps grow to maturity, they have
a larger activity space, and then local grass area aggregation will be formed, where
there are many food materials such as grass. Therefore, in the seedling stage of shrimp,
it is necessary to uniformly cover the whole aquaculture area. In the mature stage of
shrimp, according to the shrimp farmer’s experience, it needs to cover and feed the
aggregation areas after a month growing period. Assume that the shape of the sim-
plified shrimp aggregation areas is shown in Fig. 1. In Fig. 1, From A to H represent
the area where the shrimp gathers. In this case, the concentrated area should be selected
for feeding. And multiple local areas coverage feeding strategy is needed. So, feeding
coverage path planning for USV is a combination of global path planning and local
areas coverage path planning.

Fig. 1. Multiple local aggregation areas of shrimp
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2.1 Path Planning Model

There are several global coverage path planning methods to apply in the seedling stage,
one is an energy-aware spiral path planning method [9], as shown in Fig. 2(a), and the
other is a line sweep path planning method [10], as shown in Fig. 2(b). We propose a
new internal and external spiral path planning method, as shown in Fig. 3.

Compared with the energy-aware spiral path planning method, the internal and
external spiral coverage path planning method can make two adjacent feeding fan-
shaped sections coincide with each other, so that the feeding coverage is higher; and
compared with the line sweep path planning method, it has smaller single turning
angle, and the USV operation is more stable and easier to control.

In the mature stage of shrimp USV need a path planning strategy combining global
and multiple local areas coverages. It is a path planning model for the multiple local
shrimp gathering areas in Fig. 4. The rectangular path is defined in the circular shrimp
gathering areas. A1, A2, A3, A4, … H3, H4 in Fig. 6 indicates the entry point or exit
point of each gathering area, which USV will go through.

(a) energy-aware spiral path planning method      (b) line sweep path planning method

Fig. 2. Global coverage path planning methods

Fig. 3. Internal and external spiral path planning method
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The rectangular path of feeding is shown in Fig. 5, where L is the width of the fan-
shaped throwing area, and R is the radius of the gathering area of the shrimp. So
the distance of the side of the square frame from the center of the circle is (R-L/2).
The purpose of delineating this rectangular frame is to clarify the location of the USV’s
entry and exit points, which is convenient for the global path planning. The feeding
USV feeds the rectangular area using the global coverage path planning method, as
shown in Fig. 2(b).

In order to maximize the feeding efficiency, the feeding USV needs to realize the
traversal of each shrimp gathering area, and the total distance is shortest. so the fol-
lowing mathematical model can be established.

Min fl ¼
Xn

i¼1
L Pi;Piþ 1ð Þ ¼

Xn

1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð xiþ 1 � xið Þ2 þð yiþ 1 � yið Þ2

q
ð1Þ

Where fl is the total path of the feeding USV, L Pi;Piþ 1ð Þ is the distance from point Pi

to point Piþ 1, ðxi; yiÞ and ðxiþ 1; yiþ 1Þ are the coordinates of the point Pi and Piþ 1,
respectively, n indicates the number of shrimp gathering areas plus the feeding USV
departure point.

Fig. 4. Path planning model for the multiple local shrimp gathering areas

Fig. 5. Path planning of the gathering area of the shrimp
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3 Improved Simulated Annealing Genetic Algorithm

Simulated Annealing (SA) is a random algorithm. When the problem size n is small,
the average solution is generally the optimal solution. However, only the approximate
solution can be obtained when the scale is relatively large [11]. It is necessary to
increase the number of cycles to make the result closer to the optimal solution, solution
time must greatly increase consequently. Genetic Algorithm (GA) has the problem of
premature convergence in global path planning [12], that is, the fitness function (ob-
jective function) value of a few individuals is much larger than other individuals, and
their probability of participating in the selective copy operation is really great. The
impact of the crossover and mutation is small, so after a few generations, these indi-
viduals occupy the entire group, and the evolution process converges in advance.
Because both the simulated annealing algorithm and genetic algorithm have certain
limitations, we combine the two algorithms to solve the global path planning of the
mature stage of shrimp feeding, which is called an improved simulated annealing
genetic algorithm (SAGA).

In order to reduce computation cost, and improve the quality of the solution, GA
and SA must be processed in parallel. This parallel processing method is beneficial to
the retention of good individuals. As the evolution process progresses, the temperature
gradually decreases, and the probability of inferior solutions is gradually reduced. That
is, the hill-climbing performance of SA improves the convergence speed of the entire
algorithm. It can effectively overcome the premature phenomenon of GA. The SAGA
is applied to the global path planning, and the coding method and the fitness function
are designed according to the specific problem so that the algorithm converges to the
global optimal solution more effectively and quickly. Figure 6 is a simplified imple-
mentation of the SAGA.

3.1 SAGA Design

Some parts of the genetic algorithm in the SAGA are implemented by the Sheffield
genetic algorithm toolbox, while other parts are designed according to the character-
istics of the path planning of shrimp feeding.

Fig. 6. Implementation of the SAGA
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Coding Method
Athree-digit coding method is used to construct chromosomes. The genes in the
chromosomes represent the shrimp gathering area and the entry and exit points in this
gathering area. The order of genes indicates the order of feeding USV into and out of
the shrimp gathering area. The first digit indicates the number of the current shrimp
gathering area; as shown in Fig. 6, there are 8 gathering areas; so it ranges from 1 to 8.
The second and third digit indicates the entry and exit point of the feeding USV in a
certain shrimp gathering area. An example of a three-digit 232 is shown in Fig. 7.

Initial Population Establishment
After several experiments, the initial population NIND is determined to be 200, and
each chromosome is encoded using the three numbers which are defined above. The
first number is randomly generated, and its value is 1, 2…, n (n is the number of shrimp
gathering areas, according to Fig. 6, n is 8); the second number is a random number in
1, 2, 3, 4; After the second number is removed from 1, 2, 3, 4, the third number is a
random number in the remaining three numbers. Finally, the three numbers form an
array. For example, the first number is 5, and the second number is 2, the third number
is selected from 1, 3, 4. If 4 is taken, 524 is the last array.

Fitness Function Design
The fitness function is the basis for the population selection in the evolution process.
The fitness value can be used to evaluate the quality of the chromosomes in the
population. The smaller the objective function value, the higher the fitness value should
be. Therefore, the following fitness function is designed.

f xð Þ ¼ fl ð2Þ

Selection and Crossover
Arandom traversal sampling algorithm is used to cross and compile the chromosome
selection subpopulations. The number of subpopulations is Nsel = GGAP * NIND
(GGAP is the probability of being replaced in each generation). For the subpopulations,
the principles of pairwise pairing are used to match, and the crossover probability Pc is
used to judge whether the crossover is performed, then the partial mapping method is
used to hybridize, and the individual is judged by the crossover probability.

Fig. 7. An example of a three-digit 232
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Mutation
In addition to hybridizing the chromosomes, the chro-
mosomes in the subpopulations are also mutated with the
probability Pm. In order to maintain the characteristics of
gene arrangement in chromosomes, we adopt the method
of randomly selecting two positions and exchanging the
numbers of two positions for mutation operation.

Reinsertion
In order to implement the elitist strategy, most fit indi-
viduals are inserted into the offspring, which are deter-
ministically allowed to propagate through successive
generations.

Simulated Annealing Algorithm
Simulated Annealing models the physical process of
heating a material and then slowly lowering the temper-
ature to decrease defects, thus minimizing the system
energy. The algorithm is used to find the global optimal or
approximate global optimal solution of the optimization
problem. we combine simulated annealing and genetic
algorithm, and the optimal result obtained by the genetic
algorithm is used as the initiation of the simulated
annealing algorithm. The initial result is taken as the
current solution, then, in the field of the current solution, a
globally optimal solution is selected by the probability P,
and the process is repeated, which is guaranteed not to get
local optimum.

3.2 SAGA Process

The SAGA flow chart is shown in Fig. 8. The specific
process for solving the path planning with SAGA algo-
rithm is as follows:

(1) Control parameters initialization: population size is NIND, maximum evolution
number is MAXGEN, crossover probability is Pc, mutation probability is Pm,
annealing initial temperature is T0, temperature cooling coefficient is q, termi-
nation temperature is Tend, number of iterations of the isothermal process is K.

(2) The initial population Chrom is generated based on the number of shrimp
gathering areas in the pond and the entry and exit points of the gathering area.

(3) Calculate the fitness value of each chromosome in the population, that is, the
feeding USV traverses the total driving path of all the gathering areas from the
origin.

(4) Set the loop initial variable gen = 0.
(5) Perform genetic operations such as selection, crossover, mutation, and reinser-

tion on the population Chrom, and calculate fitness values for new individuals.

Fig. 8. SAGA flow chart
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(6) If gen\MAXGEN, then gen ¼ genþ 1, go to step (4); otherwise, go to step (7).
(7) Using the optimal driving trajectory obtained by the genetic algorithm as the

initial solution and the current solution of the simulated annealing algorithm, the
new path planning is generated by randomly changing the entry and exit points
of an aggregation area. If the new path planning is shorter than the current path
planning, then the new path planning is generated by changing the new entry and
exit points of anyone of the aggregated areas; otherwise, new path planning is
generated by changing the current entry and exit points of anyone of the
aggregated areas.

(8) Use the Metropolis guidelines to determine whether the new path planning is
accepted as current solution.

(9) The number of iterations of the isothermal process is increased by 1, that is,
K ¼ K þ 1.

(10) When the number of iterations is less than the chain length L, go to step (7) and
generate a new path plan; otherwise, go to step (11).

(11) Replace any one of the populations with the newly generated path except the
best fitness value, then sort the populations.

(12) If Tcount\Tend , the algorithm ends, and the global optimal solution is obtained;
but if the condition is not satisfied, the cooling operation is performed, that is, set
Tcountþ 1 ¼ qTcount. Consequently, the process proceeds to step (3).

4 Simulation and Analysis Conclusion

There are 8 shrimp gathering areas in a breeding pond, and there are 4 entry and exit
points in each gathering area. The coordinates, which are converted by the latitude and
longitude, of each entry and exit point in each area is shown in Table 1.

Table 1. The coordinates of each entry and exit point in each area

Entry and exit
point serial number

Abscissa Ordinate Entry and exit
point serial number

Abscissa Ordinate

A1 112.45 535.68 E1 195.19 331.62
A2 232.32 535.68 E2 355.17 331.62
A3 232.32 415.81 E3 355.17 171.64
A4 112.45 415.81 E4 195.19 171.64
B1 242.36 490.45 F1 264.31 220.75
B2 282.37 490.45 F2 301.45 220.75
B3 282.37 450.44 F3 301.45 183.61
B4 242.36 450.44 F4 264.31 183.61
C1 332.45 470.91 G1 694.37 190.78
C2 571.86 470.91 G2 821.12 190.78
C3 571.86 231.50 G3 821.12 64.03
C4 332.45 231.50 G4 694.37 64.03

(continued)
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The SAGA uses a three-digit encoding method, and population size is 200. The
objective function and fitness function are Eq. (1), where GGAP is 0.9, crossover
probability Pc is 0.9, and mutation probability Pm is 0.15. The number of iteration at
each temperature (chain length, L) is set to 100. The simulation result curve of the
optimal solution with generation changes is shown in Fig. 9.

It can be seen fromFig. 9 that the SAGAalgorithm achieves the optimal path planning
of the feeding USV before the 40th generation. The simulation results show that the
algorithm has good stability. Table 2 is a partial result of the operation of Fig. 9.
According to Table 2, the optimal route is 142 ! 212 ! 312 ! 414 ! 724 ! 631
524 ! 824, which is obtained in the 37th generation. And the shortest path length is
1661.343088, which is shown in Fig. 10.

Fig. 9. Simulation curve of the optimal solution, the initial temperature T0 is 1000 °C, the
termination temperature Tend is 0.001 °C, the cooling rate is 0.9

Table 1. (continued)

Entry and exit
point serial number

Abscissa Ordinate Entry and exit
point serial number

Abscissa Ordinate

D1 756.34 556.68 H1 98.39 133.43
D2 947.39 556.68 H2 150.43 133.43
D3 947.39 365.63 H3 150.43 81.39
D4 756.34 365.63 H4 98.39 81.39
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5 Conclusion

The innovation work carried out in this paper is as follows:

(1) A two-stage feeding path planning strategy is studied, which is for whiteleg
shrimp aquaculture in ponds. The application of the strategy will succeed in
improving feeding efficiency and accuracy, reducing costs.

(2) In the period of aggregation of the shrimp, the path planning is carried out with
the shortest total distance of the feeding USV traversing each gathering area. We
propose an improved simulated annealing genetic algorithm (SAGA), that is,
genetic algorithm is used for global path planning, and the simulated annealing
algorithm is used for local path planning in the aggregation area. The optimal
driving path is obtained by a combination of the two algorithms.

The path planning strategy studied in this paper has reference significance for the
path planning problem of multi-region traversal. This strategy can also be applied to

Table 2. Feeding USV path planning results by SAGA

Number of iterations Simulation of the feeding USV path track Total path length

1 623 441 731 334 212 114 512 813 2553.038521
3 512 441 731 334 243 114 623 813 2492.062460
15 812 542 643 743 431 321 224 121 2016.797300
20 812 542 613 743 431 321 224 121 1996.044141
26 142 212 342 414 724 631 524 824 1871.334252
30 843 542 643 713 431 321 234 134 1836.828500
36 843 614 542 713 431 321 234 134 1816.174707
37 142 212 312 414 724 631 524 824 1661.343088
38 142 212 312 414 724 631 524 824 1661.343088
40 142 212 312 414 724 631 524 824 1661.343088
132 142 212 312 414 724 631 524 824 1661.343088

Fig. 10. Simulation of optimal path planning
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unmanned air vehicle exploration. Subsequently, the authors will study the path plan-
ning of the shrimp gathering area whose shape is more complex. And the turning angle
of the feeding unmanned surface vehicle will be included in the optimization goal.
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Abstract. Temporal violations take place during the batch-mode execution of
instance-intensive business workflows running in the cloud environments which
may significantly affect the QoS (Quality of Service) of cloud workflow system.
However, currently most research in the area of workflow temporal QoS focuses
on single scientific workflow rather than business workflow with a batch of
parallel workflow instances. Therefore, how to handle temporal violations of
instance-intensive cloud business workflows is a new challenge. To address
such a problem, in this paper, we propose a novel throughput based temporal
violation handling strategy. Specifically, firstly we present a definition of
throughput based temporal violation handling point to determine where tem-
poral violation handling should be conducted, and secondly we design a new
method for adding necessary cloud computing resources for recovering detected
temporal violations. Experimental results show that our temporal violation
handling strategy can effectively handle temporal violations in cloud business
workflow and thus guarantee satisfactory on-time completion rate.

Keywords: Temporal violation handling � Business workflow � Cloud
computing � Big data processing

1 Introduction

With the fast development of cloud computing, government agencies and enterprises
begin to widely adopt cloud computing for processing instance-intensive business
workflows where a large number of customer requests are being handled in a parallel
fashion. For examples, at the peak time of the market, stock exchange corporation
process millions of trades every minute [1]; a traffic department needs to process over
thousands of traffic surveillance videos everyday which may even peak by a magnitude
of tens or hundreds of thousands during the holiday sessions; and banking enterprises
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often need to process millions of transactions everyday [2, 3]. The example business
workflows above have similar structures and requirements. Every workflow consists of
a batch of parallel processes and every process normally includes several or dozens of
activities only. Failure to meet deadlines will reduce customers satisfaction or even
huge financial losses. As a recent computing paradigm, cloud computing can offer
hardware and software resources for running this kind of processes [4, 5]. In this paper,
we use ‘resources’ and ‘services’ interchangeably since “everything as a service” is
envisaged in cloud computing. However, due to the dynamic feature of cloud com-
puting environments, on-time completion this kind of processes is becoming one of the
challenging QoS dimensions [1, 6].

In the field of both Software Engineering [7] and Distributed and Parallel Com-
puting [8], many researchers are devoted to the quality assurance of cloud workflow
system. Some of them research the temporal QoS of cloud computing environments
from the perspective of temporal verification. There are a lot of efforts on temporal
verification of single scientific workflow [9, 10] But, not much effort has been put into
temporal verification of instance-intensive business workflow [11]. Typical workflow
temporal lifecycle mainly contains two stages, viz. build-time stage and runtime stage.
In this paper, we focus on runtime stage which is mainly to specify the on-time
completion of batch-mode workflow applications. Our main foci are the temporal
violation detection and temporal violation handling [10]. To address this problem, for
temporal consistency monitoring, we adopt the throughput based checkpoint selection
strategy for verifying business workflow temporal consistency [11]. In that strategy, at
an activity completion time point, CSSTH (throughput based checkpoint selection
strategy) for selecting the checkpoint, i.e. temporal violation time point, is conducted.
At a checkpoint, temporal violation handling strategies are supposed to be triggered to
recover the temporal violation of the business workflow which is the research focus of
this paper.

2 Related Work

In recent years, many research institutions are paying more attention to the research of
cloud workflow system. Cloud workflow systems utilize all kinds of hardware and
software resources from all over the world [12]. Naturally, cloud workflow systems can
provide a high performance, cost-effective and elastic cloud computing environment.
Hadoop has been introduced as a core component of some Workflow Management
Systems (WfMS) which can solve many large-scale workflow applications1. Amazon
has developed an Amazon Simple Workflow (SWF) that has a WfMS build-in2.
SwinFlow-Cloud is a new cloud workflow system that runs business workflow on
Amazon AWS [13].

Because of the dynamic feature of cloud environment, QoS management is
essential in cloud workflow systems. The QoS of cloud workflow systems include time,

1 Hadoop: Open Source Implementation of MapReduce: https://hadoop.apache.org.
2 Amazon Simple Workflow Service: https://aws.amazon.com/swf.
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cost, and so on [14]. Among many others, how to ensure timely completion of cloud
workflow applications is a fundamental QoS requirement which attracts many
researchers in the workflow field. Normally, the generic QoS framework can provide
lifecycle QoS support for cloud workflow systems [15]. Temporal constraint setting
mainly focuses on temporal constraints against cloud workflow execution. In order to
satisfy QoS requirements, efficient monitoring and handling mechanisms for temporal
QoS such as temporal checkpoint selection [11] and temporal violation handling [16]
are implemented for cloud workflow applications. Specifically, temporal checkpoint
selection is to detect temporal violations by dynamically selecting an activity as
checkpoints to conduct temporal verification. Furthermore, temporal violation handling
is to implement effective strategies for recovering workflow temporal violations,
namely reduce the running delays of workflow applications.

Temporal violation handling plays a vital role during workflow application execu-
tion. The purpose of temporal violation handling is to restore workflow temporal vio-
lations with additional resources [17]. Ineffective temporal violation handling may result
in the failure of workflow on-time completion and lead to reduced customers satisfaction
or even huge financial losses. The traditional exception handling can recover functional
requirements of workflow applications. The work in [18] proposes two kinds of back-
ward strategies, viz. data-driven exception handling and exception handling using
context information which can recover functional failures of software systems. How-
ever, as for non-functional temporal violation of workflow, these general strategies
would normally be useless. For example, if there are some execution delays, these
strategies may lead to more delays due to backtracking. Two representative temporal
violation handling strategies include resource recruitment and workflow rescheduling
[18, 19]. Specifically, resource recruitment needs to employ new resources in cloud
computing environments and workflow rescheduling needs to generate a new
scheduling plan. The work in [17] proposes a very effective strategy for recovering delay
of scientific workflow. However, they are not efficient and cost-effective for handling
temporal violations in batch-mode instance-intensive business workflows.

Current work on business workflow temporal management mainly focuses on
temporal checkpoint selection [11] and temporal consistency verification [20]. So the
next problem is how to handle these temporal violations detected. As far as know, there
is no work on how to recover temporal violations for batch-mode business workflow in
the cloud environment.

3 Temporal Violation Handling

Business workflows usually process multiple activities at the same time. The execution
durations of similar activities obey the normal distribution. Here we give some defi-
nition of business workflow based on [11]. Supposing ai is the ith workflow activity.
Then RðaiÞ denotes its runtime duration, EðaiÞ denotes its expected duration, MðaiÞ
denotes its mean duration, respectively. Supposing BWi is the ith workflow instance in
business workflows BWfBW1;BW2;BW3; . . .;BWqg. At the completion time of ai, the
assigned throughput constraint is THConsai ¼ THConsai�1 þRðaiÞ=WðBWÞ, the run-
time workflow throughput is RTHai ¼ RTHai�1

þ MðaiÞþ kh � ri½ �=WðBWÞ. Based on
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the throughput checkpoint selection strategy [11], if activity ai is a checkpoint, it means
that there exists a temporal violation at the current time point. Next, we need to analyze
the temporal violation and determine if we need to add new services for recovering this
temporal violation, in another word, whether we need to select activity ai as a violation
handling point or not. Now, we firstly give an overview of the temporal violation
handling strategy as follows.

3.1 Temporal Violation Handling Strategy Overview

At the completion of activity ai, if the current time point is a temporal violation
handling point, according to the preset unfulfilled workflow throughput threshold, we
can calculate how many extra services need to be added for recovering temporal
violation of the business workflow application. The basic throughput based temporal
violation handling strategy flow chart is depicted in Fig. 1.

Calculate number for re-

cruitment services

Service categories identifica-

tion of running activity ai

Assign activities for each 

service

Checkpoint ai

Temporal violation handling 

point verification

Fig. 1. Throughput based temporal violation handling flow chart
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Before introducing the temporal violation handling strategy, we firstly give some
notes.

(1) Classification of cloud services. The cloud services are divided into two cate-
gories, ‘Allocated’ services and ‘Standby’ services. ‘Allocated’ services denote
the services assigned by the cloud computing system before running business
workflow. ‘Standby’ services denote the services added by the cloud computing
system during the execution of business workflow for recovering business
workflow temporal violation when needed.

(2) Running period of cloud services. All ‘Allocated’ services can be used till the
completion of business workflow. For ‘Standby’ services, we adopt Amazon’s
pricing model3. Every ‘Standby’ service can be applied to use for a fixed time
period. If the execution duration of a ‘Standby’ service is over, we need to release
it. If we want to continue using it, we need to apply for an extended time period.

If the current completion time point of activity ai is a temporal violation handling
point, then the system will trigger throughput based temporal violation handling
strategy for recovering business workflow temporal violation. As shown in Fig. 1, the
throughput based temporal violation handling strategy includes four main steps,
namely, ‘Temporal violation handling point verification’, ‘Calculate number for
recruitment services’, ‘Service categories identification of running activity ai’ and
‘Assign activity for each service’.

Step 1: ‘Temporal violation handling point verification’
The first step ‘Temporal violation handling point verification’ denotes that the system
verifies whether the current completion time point of activity ai is a temporal violation
handling point. The specific selection strategy of temporal violation handling point is
described in Sect. 3.2.
Step 2: ‘Calculate number for recruitment services’

The second step ‘Calculate number for recruitment services’ denotes that the system
calculates the number of recruitment services at the completion of activity ai. These
services are used for recovering temporal violation of business workflow. The specific
calculation method is described in Sect. 3.3.
Step 3: ‘Service categories identification of running activity ai’

The third step ‘Service categories identification of running activity ai’ denotes that the
system identifies which categories of the service ran activity ai. If the service belongs
to ‘Allocated’ services, the current service can continue running activity. If the service
belongs to ‘Standby’ services, the current service needs to check its lifecycle. The
specific assigning strategy is described in Sect. 3.3.
Step 4: ‘Assign activities for each service’

The fourth step ‘Assign activities for each service’ denotes that the system assigns
activities for each spare service. Spare services include newly added ‘Standby’ ser-
vices and the service which ran activity ai.

3 https://aws.amazon.com/cn/pricing/.

702 F. Wang et al.

https://aws.amazon.com/cn/pricing/


3.2 Temporal Violation Handling Point Selection Strategy

At the completion time point of activity ai, According to definition of throughput based
temporal checkpoint selection strategy [11], we can judge that activity ai is a check-
point (if THConsai [RTHai ). According to the “3r” rule of normal distribution, every
ith activity has a probability of 99.73% to fall into the range of li � 3ri; li þ 3ri½ �. If
the delayed workload of business workflow is less than 3 � ri, the subsequent activities
may automatically compensate for delayed workload by its saved execution duration.
In contrast, if ðTHConsai � RTHaiÞ �WðBWÞ[ 3 � ri, the delayed workload of current
time point may lead to the entire business workflow failing to complete on time. In
such a case, the activity ai is selected as a temporal violation handling point. The
specific strategy is presented formally as follows.

Definition 1 (Temporal Violation Handling Point Selection Strategy): Given a batch of
q parallel business workflow instances BWfBW1;BW2;BW3; . . .;BWqg, at the current
completion time point of activity ai, if current time point is selected as a checkpoint
(i.e. THConsai [RTHai ), meanwhile ðTHConsai � RTHaiÞ �WðBWÞ[ 3 � ri where ri
denotes the standard deviation of all ith activities, the current completion time point of
activity ai is selected as a temporal violation handling point (noted as TVHPai ),
otherwise, the current time point is not selected as a temporal violation handling point.

According to Definition 1, we can select temporal violation handling points during
the execution of cloud business workflow. Next, we need to employ new cloud services
to compensate for the delayed workload. If we do not trigger temporal violation
handling strategy, namely, not to employ new cloud services here at temporal violation
handling point, the business workflow may end up with not being able to complete on
time. In this paper, we propose a new strategy of throughput based temporal violation
handling as follows.

3.3 Throughput Based Temporal Violation Handling Strategy

In order to reach the QoS which is negotiated by the user and the service provider [21],
the service provider can recruit extra services for compensating the unfulfilled work-
flow throughput. However, adding extra services will increase the running cost and
squeeze the profit of the service provider. The service provider would wish to add as
fewer extra services as possible and prefer each service to recover as much unfulfilled
workflow throughput as possible. Based on Definition 1, we can see that at the com-
pletion of activity ai, if the total delayed workload is more than 3 � ri, then the system
will trigger temporal violation handling strategy. Therefore, the first thing is that we
should compute delayed workload which can decide how many extra services should
be added to handle the current delayed workload. Since the target here is on-time
completion of business workflow applications, we also need to assess delayed work-
load of the entire business workflow at the completion time point of activity ai. Then
give a method for determining the number of additional services required.

During execution of business workflow, if activity ai is selected as a TVHPai , the
system will add cloud services for recovering temporal violation of business workflow.
Since subsequent workflow instances can also cause delayed workload, we need
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evaluate the total delayed workload of entire business workflow at the moment. Nor-
mally the performance of service is stable, we can calculate the total delayed workload
using the current delayed workload. Let D(TH) denote the total delayed workload of
entire business workflow application, S(TH) denote the service throughput completed
per time unit, tj denote completion time point of activities ai, T denote completion time
point of entire business workflow. Here, i is not necessarily related to j due to lots of
parallel workflow instances. Given a batch of business workflow instances by fol-
lowing Definition 1, at the TVHPai , we can formalize the method for calculating D(TH)
as below.

DðTHÞ ¼ ðTHConsai � RTHaiÞ �
WðBWÞ
THConsai

ð1Þ

If the current temporal violation is large, running an additional cloud service to
deadline of business workflow may not recover temporal violation. So we need to run
n ‘Standby’ services for recovering temporal violation at the current TVHPai . we can
formalize the method for calculating the number of additional services required as
below.

DðTHÞ\n � SðTHÞ � ðT � tjÞ ð2Þ

) n ¼ DðTHÞ
SðTHÞ � ðT � tjÞ

� �

However, the cloud workflow system could have already added some ‘Standby’
services previously for recovering temporal violation along workflow execution. Let
m denotes the number of existing ‘Standby’ services which were added before the
current TVHPai . Then, we just need to add (n − m) additional ‘Standby’ services at the
current TVHPai . According to inequality (2), the cloud workflow system can recruit the
needed number of ‘Standby’ services at the any TVHP.

When (n − m) additional ‘Standby’ services are added, the cloud workflow system
would assign activities to each ‘Standby’ service. Before the cloud workflow system
assigns an activity to a service, the cloud workflow system needs to identify service
category and status first. If the cloud service belongs to ‘Allocated’, then, the cloud
workflow system can simply assign the activity to it. If the cloud service belongs to
‘Standby’, the cloud workflow system would check its lifecycle. If its lifecycle was
over, i.e. released, the cloud workflow system needs to apply for a new time period and
then assign the activity to it. The reason for applying for a new time period is that the
‘Standby’ service was considered to be effective when the cloud workflow system
calculated the number of additional ‘Standby’ services.
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4 Experimental Evaluation

4.1 Experimental Settings

In this section, we simulate the running of the batch-mode instance-intensive business
workflow in the cloud computing environment and evaluate the effectiveness of the
proposed strategy, i.e., throughput based temporal violation handling strategy for
business workflow. In our experiments, we simulate the continuous running of business
workflow application. The settings are depicted in Table 1.

4.2 Experimental Results of Temporal Violation Handling Strategy

The temporal violation handling strategy can solve the temporal violation problems
during business workflow execution. Here, we use on-time completion rate of business
workflow to verify the efficiency of the temporal violation handling strategy. The
statistic results of on-time completion rate are depicted in Fig. 2.

Table 1. Experimental settings

Round 1 The average number of activities per workflow instance: 10
Number of parallel
workflow instances

100 500 1000 5000 10000

Number of services 10 10 18 40 60
Round 2 The average number of activities per workflow instance: 20

Number of parallel
workflow instances

100 500 1000 5000 10000

Number of services 10 15 40 50 80
Round 3 The average number of activities per workflow instance: 30

Number of parallel
workflow instances

100 500 1000 5000 10000

Number of services 10 20 35 65 90
Noise setting Noise level: 0%, 10%, 20%, and 30% of the selected activity mean

durations
Noise range: 10%, 20% of the number of activities

Activity duration Activity duration is randomly selected from 30 to 3000 time units and
the standard deviation is 10% of its mean

Additional services
number

n ¼ DðTHÞ
SðTHÞ � ðT�tjÞ

l m

Temporal
constraints

Supposing on-time completion rate is about 90%

Checkpoint
selection strategy

CSSTH [11]

Standby services
selection

SðTHÞS tan dby ¼ SðTHÞAllocated
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In Fig. 2, we only show the results for one situation, which is the noise range of
20%, again as the situation for the 10% noise range is better. Clearly, we can see that
the on-time completion rate is higher than 90% in all cases. The experiment results
show that our temporal violation handling strategy is applicable to different sizes of
business workflow applications and different noise levels of activities. Especially, when
the noise level is 0%, our strategy can guarantee that the business workflows are
completed on time in cloud environment. When the noise level of activities increases to
30%, the on-time completion rate of business workflow can still be guaranteed above
90%. For comparison with our strategy, we also simulate the NIL strategy. NIL
strategy means that there is no violation handling during business workflow execution.
When the noise level is only 0%, the on-time completion rate in the NIL strategy is
close to 90%. When the noise levels were set as 10%, 20%, and 30%, the on-time
completion rates with the NIL strategy are zeros. The experimental results show that
our strategy can effectively recover the temporal violation during business workflow
execution.

5 Conclusion and Future Work

In a batch-mode business workflow system, temporal violation handling plays an
important role in guaranteeing business workflow completed on time. However, con-
ventional rescheduling strategies are not suitable for pay-as-you-go cloud workflow
environments. To address such an issue, we have proposed a novel throughput based
temporal violation handling strategy which can select reasonable TVHPs and trigger the
necessary numbers of services for effectively recovering temporal violation of business
workflow. The experimental results have demonstrated that our strategy can signifi-
cantly improve the business workflow on-time completion rate in cloud environments.

As far as know, this is the first paper to propose a throughput based temporal
violation handling strategy for instance-intensive business workflows in a batch mode.
It mainly focuses on the novel idea and accuracy of our strategy for handling business
workflow temporal violation. Therefore, there is still a large space for us to research
related issues such as simulating complex business workflow models, and adding
service property factors. In future, we will also investigate the checkpoint selection
strategy for decreasing the number of checkpoints which can further reduce the number
of TVHPs for cost effectiveness.

Fig. 2. On-time completion rate for business workflows
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