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Abstract. With the development of computer networks, the amount of network
information continues to grow. To facilitate the transfer of the increasing informa-
tion, a content distribution network (CDN) is developed by adding an intermediate
layer on the existing network. Technically, Caching strategy of CDN is the most
important mechanism, which heavily impacts the CDN performance. On the other
hand, considering the cost of operating CDN, some strategies have been proposed,
aiming to save the CDN cost in terms of, e.g., power energy. This paper makes a
brief review on the recent developments of CDN in terms of its caching strategy
and operation cost, and discusses some potential development directions of CDN.

Keywords: Content delivery network · Cache strategy · Cost

1 Introduction

In the past decades, with the wide use of the Internet and the mobile network, the
amount of Internet information has been increasing at an explosive rate. A report by
Cisco network company [1] has shown that the Internet traffic may grow nearly three
times in the next five years. It also indicates that by 2021 the Internet traffic of the entire
world will be 127 times of that of 2005. Meanwhile, the traffic carried by CDN [2] will
account for 71% of all Internet traffic by then. Technically, CDN caches files near the
user location, which significantly accelerates the response speed and thus reducing the
delayed time.

The key strategies of CDN are the placement of replica server and content caching
strategy. The placement of the Replica [3] is to find the best location from some candi-
date client nodes for the Replica by maximizing the CDN performance. For the content
caching strategy, contents have different popularity, CDN needs to determine which
caches should be chosen to store a given content such that the end users can reach the
content with a high speed and less delayed time. For example, a fluid queue model in
CDN was proposed by balancing the content caching strategy with redirect proximity
in [4]. For each redistributed request, CDN utilizes the difference between the compu-
tational caches to select the appropriate replica server. In addition, since the algorithm
limits the migration distance of each request, the latency cost is also greatly reduced.
Note that the optimization method can also be used to determine the content location.
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For example, the method of optimizing the CDN content caching strategy was proposed
in [5], which significantly improves the CDN cache hit rate. A hybrid integer linear
programming (MILP) optimization model was proposed in [6], which considered three
issues of replica server placement and content caching and allocations.

Operation cost is another factor that should be considered in designing CDN.
Although some strategies such as increasing server cache capacity, can improve the
performance of CDN, it definitely increases the operating cost of service providers, cre-
ating an additional burden. Therefore, reducing cost of CDN is also very important for
CDN providers.

In this paper, we give a brief review on the recent developments of CDN by focusing
our attention on the impact of CDN caching strategy and operation cost. The paper is
organized as follows. In Part Two,we investigate several caching strategies. In Part Three,
we discuss the effect of operating costs on CDN and explore how CDN performance
can be optimized at a limited cost. Finally, we conclude our review in Part Four.

2 Cache Strategy

In CDN, nodes often cooperate with each other. One of the most important things is
to choose which node to cache which file. Common caching strategies are LCE, LCD,
etc. [7]. Most of the caching nodes selected by these strategies are based on the path
of content transmission. For example, LCE caches content at every point of the content
transmission path. These strategies are intuitive and easy to implement, but the perfor-
mance is often not satisfied. In order to adapt to the network structure to achieve better
cache performance, some new strategies are proposed, in which cache nodes are chosen
according to centrality, or have cooperation among caches.

2.1 Centrality-Measures Based Algorithm

It is shown [8] that better performance can be achieved by caching on a subset of content
routers rather than on all routers in the content delivery path. The selection of a subset
of content routers should achieve the goal of maximizing cache performance. Based on
this observation, an algorithm based on centrality measure was proposed. The centrality
can be determined by:

Closeness-centrality is the inverse of farness. The farness of a content router (CR)
is defined as the summation of its shortest path distances to all other CRs. a CR which
contains high Closeness-centrality is the most central CR in the network

Reach-centrality (RC) defines how many numbers of hops, a particular CR reaches
to another CR in a network topology. A CR having a high value of RC indicates that it
can reach to other CRs in a less hop count. A CR having a high value of RC can easily
reach to the consumers with less number of hops.

Degree-centrality plays a very important role in Centrality-measures. This value of
centrality defines how central a CR is in terms of nearby CRs. A CR having high degree
contains a large number of the CRs in its range, and so it can easily distribute content
items among various CRs to satisfy the customer requests.
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Betweenness-centrality defines how many times a particular CR lies on the path
between a consumer and server.

When delivering a user’s request package, the maximum centrality value and the
correspondingCR’s ID that the package has passed through are recorded. All passed CRs
need to check and decide whether to modify the request package information according
to centrality. When the request packet is responded, the data packet will have the CR’s
ID with the largest centrality. When the data packet returns along the original path, if CR
is the same router as the ID stored in the data packet, it caches the content, otherwise it
does not cache, but only transfers packet. For example, in the Fig. 1, the request package
is sent from A to D, and the Table 1 shows the changes in the package content during
the process.

Fig. 1. Packet delivery path

Table 1. Changes in the contents of the packet

Node A B C D

Centrality 2 3 5 4

(ID, centrality) in interest parket (A,2) (B,3) (C,5) (C,5)

Data packet cached × × √ ×

As can be seen from the above, if the network structure is taken into account, the
caching performance is improved. Note that in a real network it may be grouped into
some clusters. In such networks, one can develop a community-based caching strategy,
which may further improve the CDN performance.

2.2 Cooperative Caching

In [9], the author studies the user-centered cooperative edge caching problem in content
delivery networks to improve the quality of experience by utilizing service provisioning
at the edge of the network andminimizing end-to-end latency. They introduced a caching
algorithm, a groupof small base stations (SBS) collaboratively shared storage, and jointly



Recent Developments in Content Delivery Network 101

decided on the caching strategy to cache as much content as possible under capacity
constraints. In collaborative caching, nearby SBS forms a group and caches files based
on user preference matrix. The purpose is to use the storage capacity of all SBS in the
group to cache all files. A portion of each SBS storage space is used to cache the most
popular files, while the rest is used to cache the most popular files that are not cached
by other nodes (Fig. 2).

Fig. 2. SBS caching algorithm

In addition, in the user-centered delivery scheme, an improved matching theory is
used to match users and SBS to ensure that more users can be served satisfactorily.
Usually, a user requests a service from the nearest SBS, and if it has the requested file
and sufficient service channels, the service will serve. Otherwise, other SBSs in the pre-
allocation group will automatically check whether they meet the two requirements of
serving the user. If there is no SBS in the group that can provide such services, the user
request will be directed to the path that is not cached.

2.3 Mobile Edge Caching

The traditional CDN-content-based allocation mechanism is usually designed for the
traditional wired communication network architecture. However, in today’s increasingly
mobile networks, resources (e.g., storage, bandwidth and computing power) and the
location of deployed servers are limited. More importantly, due to content dynamics,
user mobility and the limitation of the number of users in the cell, the hit rate of cached
content in the mobile network may be very low. In [10], the author studies content
distribution in the rapidly developing mobile network. They proposed a learning-based
cooperative caching framework for mobile edge caching servers, which does not require
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prior knowledge of content requirements and content popularity matrices. They first
use artificial neural networks to observe real-time requirements over a period of time,
and then represent the content cache of the minimum latency problem as a 0−1 integer
programming problem. Furthermore, they prove that the problem isNP-hard and propose
a greedy algorithm to solve it.

In the Vehicular content networks (VCN), it is similar to the mobile network. It is
pointed out that due to the mobility of vehicles, it is quite inefficient to establish end-
to-end connections in VCNs [11]. Therefore, content packages are usually sent back to
requesting nodes through different paths in VCNs. The network performance of VCNs
can be improved if the vehicle acts as a relay and carries data by using the mobility of
nodes. In order to achieve this, the urban area is divided into different hot spots according
to the way users travel, and these areas can be adjusted according to the dynamic vehicle
density. Finally, popular content are only cached on nodes that frequently visit hot spots.

In VCN, the roadside unit (RSU) caches content at the edge of the network to
facilitate timely delivery of content to the train when requested [12]. Here a model for
vehicles is developed to determine whether to obtain the requested content from other
mobile vehicles or fixed RSUs on the edges of VCN.Whenmobile vehicles issue content
requests, mobile vehicles can intelligently select other vehicles or fixed RSUs to connect
to retrieve the content of requests, and thus greatly reducing transmission delay. For a
fixed RSU, an edge caching scheme based on cross-entropy is proposed to determine the
content to be replaced when the space is full on the basis of the request decision of the
vehicle in its coverage. When the RSU cannot provide the requested content solely, it
can identify and recommend its collaborative RSU that the content should be transferred
to, and then this collaborative RSU send the content to the vehicle.

3 The Cost of CDN

In CDN deployment, it definitely needs energy. How to save energy is another very
important issue in operating CDN.

3.1 The Energy Consumption Cost of CDN

A CDN is a large distributed system that consists of hundreds of thousands of servers
[13]. These servers are implemented as clusters, which consume a lot of power in the
content delivery system [14]. An intuitive way to reduce energy consumption is to
reduce the number of CDN servers, but this will lead to performance degradation and
other cost increases accordingly. The most of methods in reducing energy consumption
of traditional CDN is to reduce cluster energy consumption by “adjusting” its service
capacity [13, 15–17]. Its basic idea is to switch idle servers to energy-saving mode when
the load is low, so as to reduce energy consumption [13]. However, it is pointed out [13]
that in traditional CDN where a large number of edge servers are deployed, reducing
service capacity will increase the flow of data between ISPs, which results in more cross-
ISP traffic expenditure. He et al. [13] proposed a capacity allocation algorithm based
on the workload prediction, especially considering ISP traffic expenditure. Through this
method, the overall operating cost of CDN is reduced and frequent server switching
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is effectively avoided. That is, the traffic between ISPs is reduced. Another scheme
is proposed on the basis of smart grid technology [14]. Here the smart grid technology
with low complexity is integrated with online Lyapunov optimization for an energy/QoE
efficient CDN. Compared with other methods without real-time energy management,
this method can converge to the optimal convergence point at a faster speed. In fact,
the dynamic prediction and real-time management methods are very common ideas
to solve the problem of CDN energy consumption. Especially with the emergence and
development of cloud-basedCDN, real-timemanagementmethodhasmore development
space. The main reason is that cloud-based vCDNs are more flexible so that the size of
CDNs can be dynamically adjusted to reduce energy consumption. Liao et al. [18]
proposed an approximate algorithm of maximum flow prediction (MMF) by combining
dynamic prediction and real-time management. This method can determine the best
capacity of CDN components in real time, and dynamically adjust the scale of CDN to
reduce energy consumption.

3.2 The Delivery Cost and Storage Cost of CDN

In CDN, when a request asking for a movie arrives at some node v, the CDN may select
any other node u (as in a P2P network) which currently has a copy of that movie, and
instructs u to send a copy to v [19]. In this process, both the movie content sent by u
to v and the control information sent by CDN to u (although this is almost negligible
compared with the bandwidth occupied by the content sent by u) occupy bandwidth,
which constitutes the delivery cost of CDN. In order to reduce the delivery cost, two
solutions are often given (as showed in Fig. 1): (1) to make u closer to v [19], and (2) to
choose a better transit path [20], such as a transit route with better performance and lower
price. In solution one, due to the limited caching space of the nodes near v, when there
are many requests for different files, some of the cached contents need to be replaced. If
more files are wanted to be close to v, the storage capacity of node v has to be increased,
which leads to an increase in storage costs.

On the other hand, in the solution one, there is an obvious problem- the balance
between the delivery cost and storage cost. It has been shown that finding a cache
placement method that minimizes both costs is NP-hard [19], which is also confirmed
by [21]. To deal with this, an O (log δ)- competitive algorithm is proposed in [19],
where δ is the normalized diameter of the network. The caching strategy is: If node v
gets a copy of the file from u, the time of the file kept in node v is positively correlated
with the distance between u and v. In [21], a genetic algorithm (GA) is applied to solve
the problem of dynamically placing copies to minimize the total cost including storage
and delivery costs. Here the needed solved problem is expressed as a mixed integer
programming (MIP) problem that takes into account the service level agreement (SLA)
of CDN and the multicast transfer feature for the delivery. Compared with the current
popular optimization algorithms, including random add, random delete, random delete
all, zero greedy delete and one greedy delete, the GA algorithm is superior to these
algorithms in reducing the total cost of delivery and storage (Fig. 3).

For the solution two, that is, to choose a better transit path, this method has nothing to
dowith the storage cost, but can reduce the delivery cost. It is clearly that the solution two
is compatible with the solution one, which indicates that the solution two can be further
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Fig. 3. The node t-w is CDN servers. The dark node indicates that the requested file is cached
by the node. The white node indicates that the node has no requested file. The weight of the
connection between the nodes indicates the cost of the file when it passes through the path. In
Idea 1, considering the left and right graphs, the cost of the left graph is 1, and the cost of the right
graph is 2. When the node nearer to v has the file, the delivery cost is lower. However, the cost
of route is also very important. According to idea 2, considering the right figure, when t sends
information to v, the cost of selecting path t-u-v is lower than that of path t-w-v.

optimized on the basis of the solution one. One application of such idea is discussed in
[20]. In the Internet, there are many Internet Exchange Points (IXPs), which connect
a large number of ISPs. But as mentioned in [13], this kind of content transmission
across ISPs incurs a high cost, and thus it is particularly important to choose a lower
cost transmission path. Through the optimal selection strategy, CDN deployed on IXPs
can reduce transmission cost by 57% on average without sacrificing performance.

4 Conclusion

Nowadays, CDN has evolved from the original blank to the current bloom, and the role
of CDN has become more prominent. In latest years, there have also been derivations
of peer-assisted CDN [22], cloud-based CDN [23, 24], etc., all aimed at improving the
performance of CDN. However, No matter what CDN have been developed, the most
two important technical issues are the placement of the replica server and the selection of
the content caching strategy. On the other hand, from the standpoint of CDN providers,
the operating cost should be reduced as much as possible. In this paper, we have given
a brief survey on CDN in terms of these topics. In the days to come, there may be
more variants of CDN. For example, we can combine various topological properties of
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complexnetworks intoCDNto improve the performanceofCDN.Thequestion is:Which
topological property of a network should be chosen to achieve the best performance of
CDN? It is worth of further investigation in our work.
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