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Preface

Computational modeling and simulation are rapidly growing in importance
throughout the sciences and engineering. We are now in a new era where com-
putational scientists and engineers are teaming to tackle grand challenge problems.
Turbulent mixing and reactions are critical phenomena that remain as some of the
most significant challenges in computational modeling, especially as industrial
technologies continue to advance. Modern developments in computational plat-
forms, numerical discretization techniques, chemical kinetics modeling, and tur-
bulence closures have improved predictive capabilities and have contributed to our
understanding of the complex physics of reactive turbulence. In turn, the advan-
tages afforded by computational fluid dynamics have had a direct influence in many
industries. With improved computational technologies, we are able to predict and
parameterize complex reactive flows that are difficult and expensive to experi-
mentally measure and study.

This book is inspired by bringing together several leading researchers in com-
putational turbulence and combustion. The objective is to present some of the most
recent results and achievements in important aspects related to these fields. The
book features large-scale numerical simulations of canonical mixing layers with
density variations and reacting flows; theoretical analyses of stratified downslope
flows; and state-of-the-art modeling and computation of reactive flows, including
combustion initiation, multiphase flows, and sprays. Included are some suggestions
and guidelines to help chart future directions. The resulting volume is dedicated to
Prof. Cyrus Koorosh (C.K.) Madnia, for the occasion of his 60th birthday. Professor
Madnia is widely regarded as one of the present-day leading experts in several
of the research fields covered in this book, including direct numerical simulation
and large eddy simulation of turbulent mixing and reaction, turbulence–chemistry
interactions, compressible turbulence, flame–vortex interactions, flow topology, and
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turbulence structures. The legacy of Prof. Madnia will remain forever through his
Ph.D. students (and their subsequent students and so on) who are, and will be,
making advancements in these fields. The works of some of these students are
featured in this book.

Los Alamos, USA Daniel Livescu
Pittsburgh, USA Arash G. Nouri
Buffalo, USA Francine Battaglia
Pittsburgh, USA
November 2019

Peyman Givi
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Low-Speed Turbulent Shear-Driven
Mixing Layers with Large Thermal
and Compositional Density Variations

Jon R. Baltzer and Daniel Livescu

Abstract Low speed shear-driven mixing layers involving fluid streams of different
densities due to temperature or compositional variations are described by remark-
ably similar equations with some differences in the formulations of the molecular
transport terms. These differences are related to specifics of the heat conduction and
mass diffusion operators, as well as viscosity dependence on mixture molar mass
and temperature in the low Mach number limit. Direct numerical simulations are
performed in incompressible/low-speed limits to study the differences and similari-
ties in mixing behavior associated with these configurations. The results demonstrate
both subtle and significant changes in the mixing behavior for variable composition
versus variable temperature mixing. Higher-order statistics related to density field
reveal greater differences than are apparent frommean profiles; these differences can
be extremely important when the physics is sensitive to mixing, such as in combus-
tion problems. Therefore, conclusions regarding the mixing dynamics drawn from
variable temperature mixing are not necessarily applicable to multi-species mixing.

Keywords Shear layers · Low speed · Variable density · Turbulence · Mixing

1 Introduction

Variable-density shear-driven mixing layers appear in a number of applications,
including combustion. In combustion, the mixing of both different species (e.g.
fuel and oxidizer) and temperature variations can influence the spatial variations
in density. Shear-driven mixing involving only a single fluid with negligible thermal
variations has historically received a great deal of attention both experimentally (e.g.,
Refs. [1–3]) and in numerical simulations (e.g., Refs. [4–8]). The single-fluid config-
uration contains much of the physics governing the variable-density shear layer, but
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2 J. R. Baltzer and D. Livescu

significant differences have long been observed experimentally for variable-density
mixing layers [9]. Local density variations exist as well in high-speed compressible
mixing layers, which have also been studied extensively, particularly related to the
strong reduction in mixing layer growth rate that occurs with increasing Mach num-
ber. Though density effects associated with compressibility were once thought to
affect growth rate [9], direct numerical simulation (DNS) results have clarified how
compressibility effects reduce the growth due to decreased turbulent kinetic energy
production, as compressibility directly affects the pressure fluctuations, which decor-
relates them from the strain (Refs. [10–13]). Recent simulations have further inves-
tigated the mixing characteristics of compressible mixing layers (e.g., Ref. [14]).
However, low-speed mixing layers in which the two free streams have significantly
different densities also have important applications, but have nonetheless been only
scarcely studied. The low-speed configuration is the focus of the present study.

The pioneering 3D temporal simulations of Ref. [12] included an investigation of
different free-stream densities within a broader study of compressible mixing layers.
The differing densities were established by varying the temperature for a single
fluid. They found that increasing Atwood number decreased the temporal thickness
growth rate, though the extent depended on how thickness was defined. During self-
similar growth, the Reynolds shear stress changed little in magnitude but its profile
shifted to the light fluid side with increasing Atwood number. They also developed a
model characterizing the shift of the mean velocity profile to the light fluid side and
the associated decrease in momentum thickness growth rate. Mild compressibility
effectswere likely present because the convectiveMach numberwasMc = 0.7.More
recently, Almagro et al. [15] performed DNS using a low-speed approximation for
the flow of Ref. [12]. Two streams of a single fluid with different temperatures again
create the density difference, but compressibility effects are considered negligible
at low speeds. They also developed a semi-empirical model for the reduction in
momentum thickness growth rate with density ratio.

Details of mixing layers with variable density due to differing fluid compositions
are much less understood. Detailed studies of mixing layers involving two different
miscible fluids have been rare, particularly when not complicated by other effects
such as buoyancy or compressibility, despite earlier attention. The historic low-speed
experiments of Ref. [9] using two gases with different densities found reductions in
the growth rates as large as 50% for density ratios up to 7. These measurements
were limited to mean density and streamwise velocity profiles and no details of the
changes to turbulence and mixing properties are available. Our present investigation
focuses on this flow but in a temporal configuration. Preliminary direct numerical
simulations of mixing layers with miscible binary mixing at A = 0.75 are included
in Ref. [16]; similar simulations using the same code and configuration are the basis
for the present study.

The spatially-developing configuration, which is amenable to experimental stud-
ies, leads to thickening of the layer with downstream distance, while the temporal
configuration, which is more convenient to address in numerical simulations, leads
to a thickening of the layer in time at all streamwise locations. Though the symme-
try associated with the periodic boundary conditions in the temporal configuration
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changes the wave solutions relative to the spatially-developing set-up, there are also
many similarities between the two flows, for example as related to the shear turbu-
lence production.

2D simulations of early-time spatially-developing mixing layers show strong dif-
ferences in entrainment depending onwhether the low or high speed stream has lower
or higher density [17]. Ashurts and Kerstein [18] studied variable density effects in
temporal and spatial mixing layers using the one-dimensional turbulence stochastic
simulation method; they captured many of the effects observed in Ref. [12].

Other studies have addressed variable-density shear-driven mixing layers with
buoyancy or other complicating physics playing a significant role. Olson et al. [19]
simulated mixing layers with mixed Rayleigh-Taylor (buoyant) and Kelvin-
Helmholtz (shear) instability and Atwood numbers ranging up to 0.71 using the
same governing as for our present study. Reference [20] simulated the mixing of
vertical columns of fluid with different densities and perturbed interfaces. Gravity
accelerates the perturbed heavy and light fluid columns in opposite directions within
the triply-periodic domain to induce Kelvin-Helmholtz instability.

To understand the fundamental physics associated with density variations in a
sheared flow, relevant mixing layers have been simulated with the same set-ups
but using two different free-stream species with negligible thermodynamic varia-
tions [16] and using a single species with different temperatures of the two free
streams [12, 15]. Thepresent studybriefly contrasts the governing equations, assump-
tions that lead to these equations, andmixing behavior based onDNS for these sets of
governing equations. Effects of variations of species concentrations and temperature
are also relevant to mixing layers appearing in combustion problems (e.g., Ref. [21]).

2 Governing Equations

The multicomponent compressible Navier-Stokes equations are applicable to all of
the mixing layers considered here. Let partial derivatives be denoted by a subscript
and the variable by which the partial derivative is taken follow a comma, with t
representing the time variable and the index i representing the relevant spatial direc-
tion xi . For a mixture of ideal gases in the low-Mach number limit, these equations
become [22, 23]:

ρ,t + (
ρu j

)
, j

= 0, (1)

(ρui ),t + (
ρuiu j

)
, j = −π,i + τi j, j , (2)

(ρYα),t + (
ρu jYα

)
, j = − (

ρYαVα j
)
, j + ω̇α, (3)

ρh,t + ρu jh, j = p0,t − (
λT, j

)
, j +

∑

α

(
ρYαVα j hα

)
, j + � + Q̇, (4)
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u j, j = − 1

γ p0
p0,t + R

cp p0

[

−
∑

α

(
ρYαVα j

)
hα, j + (

λT, j
)
, j

+ � + Q̇

]

− 1

ρR

∑

α

(
ρYαVα j Rα

)
, j

+ 1

ρ

[
ρR

cp p0
Q̇ +

∑

α

(
Rα

R
− hα

cpT

)
ω̇α

]

, (5)

where the viscous stress, assumed to be Newtonian, is

τi j = μ

[
ui, j + u j,i − 2

3
uk,kδi j

]
. (6)

Equations (1) and (2) are the mass conservation and momentum equations gov-
erning the fields of density ρ, velocity components ui , and dynamic pressure π. For
the low-Mach number (M) approximation, the pressure p can be expanded in M and
truncated to p ≈ p0 + π, where p0 is thermodynamic pressure and π is the dynamic
component [24]. Equation (3) governs the diffusion of species α, with Yα represent-
ing each species’ mass fraction. The diffusional velocity components are Vα j . This
system also includes the energy transport equation rewritten as a transport equation
(Eq. 4) for enthalpy h = e + p/ρ, which is convenient for addressing a special case
below [25]. Its transport is governed by the thermodynamic pressure change, ther-
mal conduction, diffusion of species, and viscous dissipation �. The zeroth order
pressure term p0 can be shown to be spatially uniform but, in general, can vary with
time [26]. Heat conduction is specified by Fourier’s law with conduction coefficient
λ. The diffusion velocities are given by the Maxwell relations [27]. For the binary
case, they reduce to the Fickian form. Note that the Fickian and Fourier expressions
of the mass diffusion and heat conduction terms are the low-Mach number limits of
the full multicomponent operators. The low-Mach number limit leads to no further
simplifications to the compressible form of the viscous stress tensor, as the diver-
gence of velocity remains non-zero. A number of mechanisms can contribute to the
divergence of velocity in Eq. (5). In general, non-zero divergence of velocity can be
generated in the presence of background pressure changes, heat conduction, viscous
dissipation, heat release, reactions between species with different molar masses, and
mass diffusion. Q̇ represents the rate of energy release from a heat source (such as
from a chemical/nuclear reaction or radiation) and ω̇α represents the rate of produc-
tion associated with a scalar source for species α. The gas constant R for the ideal
gas mixture is R = ∑

α RαYα.
For a mixture of ideal gases, the equations of state in the variable-density low-

Mach number approximation is p0 = ρRT and h = ∑
α Yαhα(T ). Then the ideal

gas relation simplifies to
1

ρ
= T

p0

∑

α

YαRα, (7)
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where Rα and p0 are constant. p0 is approximated as spatially constant in many
applications [26, 28], includingmixing layers, and can also be shown to be temporally
constant under certain circumstances described below.

Two special nonreacting cases that can sustain large density variations are here
examined: (1) single species with variable temperature in the low-speed approxima-
tion and (2) two species with different molar masses in the incompressible limit.

2.1 Single-Fluid Case with Temperature Variations

The first case is based on the LMNOB (i.e. low-Mach number non-Oberbeck-
Boussinesq) equations, which are recovered from the general low-Mach number
equation set in Eqs. (1) and (5) by assuming a single species system. The LMNOB
equations have been applied to a number of simulations including vertical convec-
tion in air [26, 29]. Similar sets of equations have also been applied to reacting
flows [28, 30]. Though the evolution of p0 is a consideration in more complex flows
(e.g., Ref. [26]), in variable-density turbulent mixing layers it can be argued that p0
remains constant in time because it is an open system [15].

If the viscous dissipation is neglected in Eq. (5), the velocity field divergence
implied by the LMNOB equations with constant background pressure is

∇ · u = 1

cp
∇ ·

[
λ∇

(
1

ρ

)]
. (8)

The corresponding energy transport equation can be simplified from Eq. (4) for
the single-fluid case as

(ρT ),t + (ρui T ),i = 1
cp

(
λT,i

)
,i , (9)

after neglecting the viscous dissipation. This equation is redundant with the diver-
gence relation of Eq. (10)when p0 is constant. This further simplified set of equations
is denoted herein as the low-Mach number thermal density variation (LMTV) equa-
tions.

Studies addressing the case of a single fluid with temperature variations often
simplify theLMNOB(or in some instances their simplifiedLMTVversion) equations
by assuming constant values for material transport properties such as cp, thermal
conduction coefficient λ, and viscosity μ. The simulations herein are restricted to
the simplified case of the LMTV equations in which cp and λ are constant. For
constant material properties, the velocity field divergence simplifies to

∇ · u = λ

cp
∇2

(
1

ρ

)
. (10)
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The complete set of equations that must be solved in this case are comprised of mass
conservation Eq. (1), momentum balance Eq. (2), and velocity divergence condi-
tion Eq. (10). As the former two equations are evolved in a numerical simulation, the
divergence can be enforced using a fractional stepmethod that solves a Poisson equa-
tion for the pressure terms involving π. This is the approach used for the simulations
shown below. Alternatively, rather than solving for the flow in primitive variables, the
approach of Ref. [15] satisfies this system of equations but solves for the momentum
vector Helmholtz-decomposed into divergence-free and curl-free components. This
approach solves for the π pressure term through a Poisson equation.

Current applications of LMNOB equations (in their simplified LMTV form) to
mixing layers assume temperature-independent thermal conductivity and viscosity,
such as in the variable-density mixing layer simulations of Refs. [12, 15]. While
the emphasis in such studies was simply to attain the desired density differences,
it also should be considered how these assumptions relate to real fluid behavior. If
both streams of the same ideal gas are at the same pressure, the density ratio between
them is inversely proportional to the streams’ temperature ratio. Thus, A = 0.75
requires a temperature ratio of 7 to attain the density ratio of 7. Gases can expe-
rience significant changes in thermal conductivities and specific heats as well as
viscosities over these ranges of temperatures. For instance, for streams of air at
273.15 and 1912.05 K and atmospheric pressure producing a density ratio of 7, the
hotter stream has 24% greater cp, 354% greater λ and 251% greater μ than the
colder stream. In the variable-density mixing layers that are the present focus, the
non-Oberbeck-Boussinseq (NOB) effect of interest is related to the inertial effects
of density variations. In many other applications, the most prominent NOB effects
are related to transport property changes that are dependent on temperature. Many
examples are related to Rayleigh-Bénard and other convection problems, such as
vertical convection. Those NOB effects first arise when the Oberbeck-Boussinseq
(OB) approximation of temperature-independentmaterial parameters (kinematic vis-
cosity, thermal diffusivity, heat conductivity, isobaric specific heat capacity cp, and
isobaric thermal expansion coefficient β) is violated (e.g., Ref. [31]). Additional con-
siderations in LMNOB flows exist due to the change of density with temperature and
pressure: in a closed volume, these effects can be balanced to conserve mass [26],
but in mixing layers, and particularly with reactions releasing energy, the boundary
conditions can be specified to allow expanding fluid to flow outward [32]. The low-
speed variable-density mixing layer simulations of Ref. [15] incorporated boundary
conditions based on this work.

2.2 Two-Species Variable-Density Incompressible Case

For multi-species mixtures, the incompressible limit is now considered. The incom-
pressible limit is obtained by taking the infinite speed of sound c limit [33].
For a mixture of ideal gases, this limit requires that T → ∞ because c2 = γRT .
Furthermore, in this limit, p0 → ∞ simultaneously to maintain a finite ρ, according
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to the ideal gas law equation of state Eq. (7) [25]. This limit eliminates density
effects caused by thermal variations.

For non-reacting materials, the resulting expression for the velocity divergence
is ∇ · u = − 1

ρR

∑
α

(
ρYαVα j Rα

)
, j . Maxwell’s relations [27] are needed to solve for

the diffusion velocities. For binary mixing [25, 33],

∇ · u = −∇ ·
(
D∇ρ

ρ

)
. (11)

For binarymixingwithout any sources of species (i.e., reactions), Eq. (3) simplifies
to

(ρYα),t + (ρYαui ),i = D (
ρYα,i

)
,i . (12)

Defining themicrodensities of the fluids as ρα = Wα

R
p0
T , withWα being the species

molar mass and R the universal gas constant, the density of mixed fluid is related to
speciesmass fractions as 1

ρ
= ∑

α
Yα

ρα
. For the incompressible limit considered above,

it can be shown that p0/T = ρR is constant in space and time, so the microdensities
ρα are likewise constant [25]. For the binary mixing under consideration, the final
relation between density and species mass fractions is

1

ρ
= Y1

ρ1
+ Y2

ρ2
, (13)

where Y1 + Y2 = 1. More generally (i.e. for non-ideal gas equation of state), this
mixing rule is valid when the microdensities ρ1 and ρ2 of the two fluids remain
constant during mixing, such that the volume occupied by the mixture is equal to
the volume occupied by the unmixed constituents at their respective microdensities.
This condition is also satisfied by mixing liquids. Previously, the mixture relation of
Eq. (13) was derived for two-liquid mixtures by Ref. [34] and used in the pioneering
Rayleigh-Taylor simulation of Ref. [35].

For binary mixing, assuming that Eq. (13) holds, simply substituting Eq. (13)
into Eq. (12) and combining with Eq. (1) also yields the divergence in Eq. (11).
This derivation was given for two-fluid mixtures satisfying Eq. (13) by Ref. [36],
while this same divergence was previously obtained by Ref. [34] for a two-liquid
system. In contrast, the derivation described above began with the divergence given
in Eq. (5) based on thermodynamic properties of the fluid and simplified to Eq. (11).
The latter derivation based on the mass conservation produces the same divergence
relation, which is a condition required for consistency [25, 33]. Thus, the species
mass conservation equation is redundant with the divergence equation.

For the case of two-species variable-density incompressible mixing, mass conser-
vation Eq. (1), momentum balance Eq. (2), and divergence relation Eq. (11) comprise
a complete set of equations to describe the flow evolution. This may be referred to as
the INBM (incompressible non-Boussinesq mixing) equations. In this application,
the term “non-Boussinesq” is indicative of including the inertial effects associated
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with large density fluctuations that would not be captured in the Boussinesq limit of
two-species incompressible mixing. In this limit, the velocity divergence reduces to
0 and causes density to behave as a passive scalar in the absence of buoyancy [25].

Applications to Rayleigh-Taylor and related simulations (e.g., Refs. [19, 37, 38])
often assume that ν andD are constant. Under these assumptions, the velocity field
divergence simplifies to

∇ · u = −D∇2 (ln ρ) . (14)

Computationally, the INBM equations can be solved using a variant of the frac-
tional step method that advances Eqs. (2) and (1) while requiring the velocity field
to satisfy the divergence Eq. (14) [37, 39]. This is the same procedure as the first
method described for the LMTV equations, except with the different divergence that
now implicitly causes Eqs. (12) and (13) to be satisfied. This technique has been
applied to a number of Rayleigh-Taylor turbulence two-species mixing simulations
(e.g., Ref. [37]) and has been further discussed in related references. It should be
noted that in the present simulations, the governing equations are solved without the
buoyant terms, whereas these terms play important roles in many of the traditional
applications (e.g. Rayleigh-Taylor instability).

2.3 Discussion

Despite the differing diffusion operators, there are notable similarities in the forms of
the equations for the INBMandLMTVcases. One of the speciesmass fractions in the
former case plays an analogous role to temperature in the latter case. The transport
equations for these quantities, Eqs. (12) and (9), have similar forms. It should be
noted again that different simplifications lead to these equations. For instance, the
LMTV equations can include a term representing the conversion of kinetic energy
to thermal energy through viscous dissipation, a mechanism that has no analogy
in INBM nonreacting species mixing. However, this effect is typically small and
virtually always neglected in practice. The most pronounced difference between
these equations pertains to their diffusion terms: the outer gradient includes a density
product for Eq. (12), whereas density does not appear in the diffusion of Eq. (9). In
both cases, there is an inversely proportional relationship between density and mass
fraction/temperature (aside from an additive constant). The final velocity divergence
forms are similar, but the divergence is proportional to the Laplacian of− ln ρ versus
the Laplacian of 1/ρ. As it was shown that substituting the density-mass fraction
relation into the species mass transport equation and combining with the overall
mass conservation equation can be used to obtain the INBM divergence, likewise
substituting the equation of state into the energy transport equation and combining
with the overall mass conservation equation leads to the LMTV divergence.

Besides this difference in the governing equations, assumptions about the fluid
properties play important roles in the flow development. Assumptions related to the
conduction and diffusion coefficients, λ andD, as applicable to each case, have been
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discussed above, but the appropriate prescription for fluid viscosity ν can also depend
on the flow case. In the incompressible INBM variable density shear mixing layer
simulations described in Ref. [16], the kinematic viscosity ν and diffusivity D are
assumed constant, such that the Schmidt number Sc = ν/D remains uniform with
a value of 1. This same assumption was used in the Rayleigh-Taylor simulations
discussed above. The choice of constant ν implies that dynamic viscosity μ ∼ ρ,
whereas with real fluids there is typically a weaker dependence on density such
as μ ∼ √

ρ [40]. For the INBM case, Chapman-Enskog theory predicts that if the
two gases remain at constant temperature and pressure, D would remain constant
independent of the concentration [41].

In the LMTV simulations of Ref. [15] addressing mixing layers involving a single
fluid at different temperatures, the dynamic viscosity μ is instead assumed to be
constant. Thus, the heat transfer analog of Schmidt number, the Prandtl number
Pr = ν/α = cpμ/λ, is uniform (α is the thermal diffusivity λ/(ρcp)).

Another study inRef. [20] performed an incompressible simulation of two vertical
streams with different species set in motion by buoyancy. Viscosity μ was assumed
to be uniform and constant but a constant Schmidt number of 1 was also maintained.
Kinematic viscosity ν = μ/ρ therefore spatially varied with density, and Sc = 1
necessitated that diffusivity also behaved similarly as D = μ/ρ. Substituting the
density-dependent diffusivity into Eq. (11) results in a velocity field divergence of

∇ · u = μ∇2

(
1

ρ

)
, (15)

where μ is constant. Thus, the form of the equation is the same as that in Eq. (10)
for the LMTV case with constant λ. This example illustrates that both the governing
equations and assumptions on the diffusion behavior play equally significant roles
in determining the divergence of the velocity field.

The objectives of the simulations are to compare the cases outlined above and to
assess the differences associatedwith themixing of the scalar quantity that affects the
density (interpreted as species mass fraction in INBM or temperature in LMTV) for
several forms of transport properties. These are constant versus proportional to 1/ρ
diffusion coefficients for the scalar (if both are interpreted in the species transport
framework) and proportional to ρ versus constant dynamic viscosity.

3 Simulation Set-Up

Direct numerical simulations are performed of temporally-growing planar shear-
driven mixing layers. Significant variable-density effects are introduced by adopting
an Atwood number of A = 0.75, which corresponds to a density ratio of 7 between
the free streams. The simulation methodology is that described in Ref. [16] for
the A = 0.75 variable density mixing layer, including the same simulation code.
However, only the INBM case with ν and D constant was performed in that work,
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whereas several additional cases are here performed: LMTV with ν constant and
λ/cp constant, LMTV with μ constant and λ/cp constant, and also INBM with
μ and D constant. The INBM and LMTV governing equations are simulated by
enforcing the applicable velocity field divergence through a fractional step method
as the continuity and momentum equations are evolved. The constant μ simulations
are prescribed by μ = ρ0ν0 based on the average density of the two streams, ρ0,
and the same kinematic viscosity, ν0, that is uniform and constant in the constant
ν simulations. Likewise, the constant values of λ/cp of the LMTV simulations are,
when divided by ρ0, equal to the constant value ofD of the INBM simulations. Given
the inverse/direct proportionality with density for some of the D and ν cases, the
relatively large density ratio makes the effect of these transport properties significant.

For all of the present simulations, the domain size in the streamwise (x) and span-
wise (z) directions is the same as in Ref. [16], while the cross-stream (y) dimension
is thicker. The governing equations are supplemented by slip wall boundary condi-
tions in the y direction and periodic boundary conditions in the x and z directions.
The simulations use a resolution of 2048 × 2048 × 512 grid points. Each simula-
tion is initialized by a thin interface prescribed by aligned tan h profiles of mean
streamwise velocity and density to maintain the required velocity difference �U
and density difference �ρ between the two free streams. �U , �ρ, and the average
of the two free-stream densities, ρ0, remain the same for each simulation. The ini-
tial velocity profile is perturbed to initiate the transition to turbulence (as described
in Ref. [16]). Each simulation begins from the same initial conditions to minimize
the statistical influence of the initial disturbance when comparing the differences
produced by differing governing equations.

4 Results

The primary objective of the simulations is to determine how the flow evolution
according to the different governing equations described above affects the most basic
flow properties and mixing. This is evaluated after the flow has had time to develop
and the mixing layer is growing in an approximately self-similar manner. Based on a
number of indications, such as growth rate and peak Reynolds stress time histories,
the time around t�U/h0 = 284 displays the best adherence to self-similar growth
behavior. h0 is the initial thickness of the mixing layer streamwise velocity profile.
TheReynolds numbers are approximately Reλ = k̃

√
20/(3νε) = 73 during this time

period, where k̃ is turbulent kinetic energy and ε is its dissipation rate. The statistical
profiles (e.g., mean streamwise velocity andmean density) remain constant when y is
scaled by the time-growing thickness h. h is defined to be the distance in y between the
points atwhich themean streamwise velocity Ũ1 is at 10%and 90%of the free-stream
velocity difference �U . Momentum thickness δm = ∫

(ρ̄/ρ0)(1/4 − Ũ 2/�U 2) dy
may alternatively be used to measure the mixing layer thickness; during self-similar
growth, h ≈ 7.9δm in the flows shown, but the relation varies with Atwood number
and is not valid at early times. f denotes ensemble averaging of quantity f ; in the
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Fig. 1 Comparison of self-similar growth a mean streamwise velocity, b turbulent kinetic energy,
c mean density, and d density variance profiles for ( ) D = const. (INBM) and μ ∝ ρ,
( ) D = const. and μ = const., ( ) D ∝ 1/ρ (constant-transport-property LMTV)
and μ ∝ ρ, and ( )D ∝ 1/ρ and μ = const.

simulation data, it is approximated by area averaging over the homogeneous x and z
coordinates. Self-similar averages are in addition averaged over the appropriate time
period with y scaled by h. The mean streamwise velocity is Favre averaged as Ũ1 =
ρu1/ρ̄. Fluctuations are defined relative to Reynolds averages as f ′ = f − f̄ and
relative to Favre averages as f ′′ = f − f̃ . Statistical profiles are averaged between
t�U/h0 = 227 and 341 to reduce statistical noise; profiles for mean density and
streamwise velocity are shown in Fig. 1.

Overall, the most intense turbulence moves to the light-fluid (negative y) side,
which causes the gradient inmean streamwise velocity to thickenmore quickly to the
light-fluid side. The turbulence intensity is quantified by turbulent kinetic energy. The
associated position of strongest turbulent mixing also makes the mean density profile
gradient shallower on the light fluid side and steeper on the heavy fluid side. Themean
profiles for both density and streamwise velocity are nearly identical between INBM
versus LMTV cases and constant ν versusμ cases. However, turbulent kinetic energy
and density variance profiles weakly vary between cases, indicating some degree of
mixing differences.
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Table 1 y/h values for neutral points and peak values of density and velocity with A = 0.75

Equation Form ηρ η2 η1 η12

(ρ̄ = ρ0) (Ũ2 peak) (Ũ1 = 0) (R̃12 peak)

D = const. (INBM) and μ ∝ ρ 0.07 −0.36 −0.43 −0.55

D = const. and μ = const. 0.07 −0.27 −0.44 −0.54

D ∝ 1/ρ (LMTV) and μ ∝ ρ 0.08 −0.31 −0.44 −0.54

D ∝ 1/ρ and μ = const. 0.07 −0.37 −0.45 −0.53

For the same constant-D INBM and constant-λ and cp LMTV cases shown in
Fig. 1, the y/h values of the neutral points and peak values of various quantities are
shown in Table1. The points of interest include the neutral point of density (where
the mean density is equal to the average of the free streams), the peak value of cross-
stream velocity (the negative Ũ1 near the interface only is present in variable-density
temporal mixing layers), the neutral point of streamwise velocity (where Ũ1 is equal
to 0, the average of the free stream values), and the peak value of R̃12. Reynolds stress
R̃12 = ρu′′

1u
′′
2/ρ̄ is an important quantity closely related to the growth of the mixing

layer [10, 12]. The positions remain consistent among cases. The cross-streammean
velocity Ũ2 peak position varies the most, but statistical variation is likely more
pronounced for this quantity as the Ũ2 component is relatively weak. In each case,
η2 > η1. ηρ, the position of neutral density, changes the least from the initial interface
y = 0 and moves slightly to the heavy fluid side. The streamwise velocity neutral
points move significantly to the light fluid side and represent the drifts of eachmixing
layer, while the R̃12 peaks associated with intense turbulence are consistently furthest
to the light fluid side.

The density fluctuation mean squared statistics shown in Fig. 1 provide further
information on the mixing. Besides the weak differences in peak magnitudes, the
tails on the heavy fluid side decay more gradually for the constant ν cases. As it is
shown below from density probability density functions (PDFs), stirring parcels of
mostly-unmixed heavy fluid cause larger density fluctuations on the heavy fluid side,
while more mixed fluid on the lighter-fluid side is associated with weaker fluctuation
intensity.

For binary species mixing, analogies with reacting flows (e.g., combustion) sug-
gest forming statistics based on themass fraction of the heavy fluid. Based onEq. (13)
for the INBM case, this mass fraction is related to specific volume v = 1/ρ as

Y2 = −ρ1ρ2

ρ2 − ρ1
v + ρ2

ρ2 − ρ1
. (16)

It follows that themeans and variances can bewritten as Ȳ2 = −[ρ1ρ2/(ρ2 − ρ1)]v̄ +
ρ2/(ρ2 − ρ1) and Y ′2

2 = [ρ1ρ2/(ρ2 − ρ1)]2v′2. In the low Atwood number limit, the
heavy fluid mass fraction plays a role approaching that of a passive scalar. For this
reason, a scalar designated by φ will be used to represent Y2, with the understanding
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that this scalar affects variable-density flow dynamics. The analogy between INBM
mass fraction and LMTV temperature suggests defining the scalar for the LMTV
case as φ = (T − T1)/(T2 − T1). Thus, φ also varies from 0 to 1 between the low
density (high T ) and high density (low T ) fluid streams. Substituting T obtained
from Eq. (7) into the above expression yields φ = (v − v1)/(v2 − v1). Substituting
v1 = 1/ρ1 and v2 = 1/ρ2 yields the same right-hand side as Eq. (16). Thus, this φ
based on scaled temperature for the LMTV case obeys the same relation with specific
volume as the incompressible INBM case.

These equivalencies suggest comparing statistics of the scalar between cases. The
specific volume variance is normalized by dividing by (v1 − v2)2, the difference in
free-stream specific volumes squared; this is equivalent to the [ρ1ρ2/(ρ2 − ρ1)]2 mul-
tiplicative factor above. The scalar statistics are shown in Fig. 2. Unlike the density
variance, the scalar (and thus specific volume) variance peak is concentrated in the
light fluid side and exhibits large differences among cases, which is indicative of vari-
able density effects. The constant-μ simulation peak values are consistently greater
than those of the constant-ν peaks, while the constant-D (INBM) peak is larger than

Fig. 2 Comparison of a self-similar growth scalarφ (or scaled specific volume) variance profiles, as
well as t�U/h0 = 284, b density-multiplied Favre-averaged scalar variance, c scalar dissipation,
and d scalar gradient intensity profiles. Colors are ( ) D = const. (INBM) and μ ∝ ρ,
( ) D = const. and μ = const., ( ) D ∝ 1/ρ (constant-transport-property LMTV)
and μ ∝ ρ, and ( )D ∝ 1/ρ and μ = const.
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theD ∝ 1/ρ (LMTV) peak for a given viscosity prescription. The Favre scalar vari-
ance peak also moves to the light fluid side, however the cases with similar viscosity
prescriptions yield closer magnitudes. Thus, the scalar variance is more sensitive to
the viscosity variation than diffusion variation, though both of these effects influence
the results, for the Reynolds number examined here. Given the linear relationship
between specific volume and temperature, the variances for specific volume can also
be compared with those for temperature reported in Ref. [15], which corresponds to
the LMTV constant-μ case. The results are fully consistent with those shown here.

To clarify the factors that affect the scalar variance, its budget equation is fre-
quently investigated. Starting from species conservation in Eq. (12), the budget equa-
tion for φ variance in the constant-D INBM cases can be expressed in the following
form [42]

(
ρ̄φ̃′′2

)

,t
= −

(
ρ̄Ũi φ̃′′2

)

,i︸ ︷︷ ︸
term I

−2ρ̄˜u′′
i φ

′′φ̃,i︸ ︷︷ ︸
term II

−2M ′
iφ

′
,i︸ ︷︷ ︸

term III

−
(
ρ̄˜u′′

i φ
′′2

)

,i︸ ︷︷ ︸
term IV

+ 2
(
M ′

iφ
′
)

,i︸ ︷︷ ︸
term V

+ 2φ′′M̄i,i︸ ︷︷ ︸
term VI

, (17)

where Mi = ρDφ,i . The terms contributing to the scalar variance evolution are (I)
convection by mean velocity, (II) production, (III) dissipation, (IV) turbulent diffu-
sion, (V) molecular diffusion, and (VI) compressibility. The scalar dissipation term
is of particular interest because it represents the rate of mixing and also is directly
related to reaction rate in simplified combustion problems with fast chemistry [43].

For LMTV cases, the scalar φ defined above as scaled temperature obeys a similar
budget equation for its Favre variance. For constant cp, this equation is:

(
ρ̄φ̃′′2

)

,t
= −

(
ρ̄Ũi φ̃′′2

)

,i︸ ︷︷ ︸
term I

−2ρ̄˜u′′
i φ

′′φ̃,i︸ ︷︷ ︸
term II

− 2

cp
N ′
iφ

′
,i

︸ ︷︷ ︸
term III

−
(
ρ̄˜u′′

i φ
′′2

)

,i︸ ︷︷ ︸
term IV

+ 2

cp

(
N ′
iφ

′
)

,i
︸ ︷︷ ︸

term V

+ 2

cp
φ′′ N̄i,i

︸ ︷︷ ︸
term VI

, (18)

where Ni = λφ,i . The budget terms have similar interpretations as above. The most
important difference in the form of the budget equations between the INBM and
LMTV cases is that M includes density but N does not.

Unlike the Favre-averaged scalar variance itself, the corresponding dissipation
terms have very similar behavior, both in magnitude and spatial distribution, for all
of the cases (Fig. 2). When the diffusion coefficient (D or λ) is constant, the scalar
dissipation term is essentially the variance of the scalar gradient. When written for
the constant-D INBM governing equations, it is weighted by density (in Mi ), but
that weighting is absent for the corresponding constant-cp and λ LMTV case (in Ni ).
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Examining the scalar gradient fluctuation intensity directly (Fig. 2), without density
weighting for any case, demonstrates a strong dependence in magnitude on the form
of the diffusivity. The inertially-induced drift of the mean velocity profile relative to
the mean density profile suggests that fluid in the region of strongest turbulence and
mixing experiences larger diffusivity for constant λ LMTV relative to constant D
INBM. This is a consequence of the mixing layers growing preferentially into the
lighter stream, though the strongest shear and disturbance were initially positioned at
the fluid interface. SinceD ∝ 1/ρ is equivalent to constantλ, this drifting implies that
D is larger than average (i.e., the average of the two free streams) in this region. The
diffusivity of the constantD simulations is onlymatched by theD ∝ 1/ρ simulations
where ρ = ρ0 = (ρ1 + ρ2)/2. Since the strongest turbulence and mixing becomes
centered where the local density is, on average, less than ρ0, it follows that the local
D is larger than that of a constant D simulation. Despite the differences in the φ
gradients, however, the weighting by density results in similar magnitudes of scalar
dissipation for the INBM and LMTV cases. Similar arguments can be made that,
in the same region, the local viscosity ν of a constant μ simulation is somewhat
larger than that of a constant ν simulation. However, the scalar gradients display
less sensitivity to viscosity. The effects on mixing layers of streams having differing
viscosities (but the same densities) has been studied in depth (e.g., Ref. [44]). The
comparisons made in Fig. 2 indicate that the differing transport forms modify the
flow structure, but a number of gross quantities (e.g., scalar dissipation, as well as
the mean density and velocity profiles) are only weakly affected. In summary, in
these simulations, the scalar variance is relatively sensitive to the forms of the scalar
diffusion and fluid viscosity, but its dissipation is insensitive to both forms.

The differences in statistics involving higher-order quantities are indicative of
differing mixing dynamics. The PDFs of the density shown in Fig. 3 for selected y
positions further illustrate the differences. Since local density is related to specific
volume as v = 1/ρ and specific volume has a linear relationship to species mass
fraction or temperature depending on the case, these plots can also be interpreted
in terms of the latter quantities. While the distributions are similar among cases at
each y location, details of the PDFs reveal significant differences. At y/h = −0.47,
peaks for both of the D ∝ 1/ρ (LMTV) cases are located at densities greater than
that of the pure light fluid, indicating that mixed fluid dominates. Conversely, for
each of the constant D (INBM) cases (black and red curves), a peak also occurs
at the lightest fluid density (ρ/ρ0 = 0.25); this tail indicates that measurable traces
of light fluid have yet to begin mixing. As y increases slightly, the behavior that
dominates the intensely mixed layer emerges: a single dominant PDF peak with
position weakly biased toward heavier density at constant ν than constant μ but
slightly lower probability of fluid at higher density, indicating that the heavier fluid
mixes more for constant ν. In addition, there are lower probabilities of fluid at
the lowest densities, indicating the lightest fluid is also more mixed. As y further
increases, each constant D ∝ 1/ρ (LMTV) PDF develops a tail of increasing value
near the pure heavy fluid. This effect continues as y position increases, with the
unmixed heavy fluid peak much larger for theD ∝ 1/ρ cases at the highest y value
shown.
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Fig. 3 Comparison of density PDFs at t�U/h0 = 284 and y/h = a −0.70, b −0.58, c −0.47,
d −0.35, e −0.23, f −0.12, g 0.00, and h 0.12. ( )D = const. (INBM) andμ ∝ ρ, ( )
D = const. and μ = const., ( ) D ∝ 1/ρ (constant-transport-property LMTV) and μ ∝ ρ,
and ( ) D ∝ 1/ρ and μ = const.
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Fig. 4 Comparison of volume fractions of pure a light and b heavy fluid (defined as density within
1%of the total difference fromeachpure value) at t�U/h0 = 284.Colors are ( )D = const.
(INBM) andμ ∝ ρ, ( )D = const. andμ = const., ( )D ∝ 1/ρ (constant-transport-
property LMTV) and μ ∝ ρ, and ( )D ∝ 1/ρ and μ = const.

The differences in the PDF tails can be compared by plotting the volume fractions
of pure fluid as functions of y (Fig. 4). These comparisons show that the mixing
behaviors involving the pure light sides are more significantly modified among the
different cases than those involving the pure heavy fluid. On the light fluid side, the
edge of the layer (where the pure light fluid fraction begins to decay from 1.0) is
positioned at more strongly negative y values for the constant-ν cases than for the
constant-μ cases. These extents are generally insensitive to the form of diffusivity.
However, the PDFs include complicated peak behavior at positions where pure light
fluid is beginning to mix. The 1% threshold used here does not correspond directly
to the PDFs, which include bins of finer granularity that reveal features such as the
weak peak of unmixed light fluid at y/h = −0.47 for the constant-ν INBM case.
From each outer edge, Fig. 4 shows that the pure light fluid persists further into the
mixing layer for the constant D cases than for the D ∝ 1/ρ cases. In other words,
the pure light fluid mixes more rapidly with respect to position towards the center of
the layer with D ∝ 1/ρ. While caution must be observed in interpreting the curves
as functions of the scaled coordinates y/h with the possibility of altered profile
shapes and growth dynamics affecting how the curves lie in relation to each other,
the growths and mean profiles are very similar between cases, which supports the
validity of these comparisons. The behaviors of the pure light fluid curves suggest
that the outer boundary of mixing is mainly controlled by the viscosity, but as the
layer is entered, the scalar diffusivity controls how quickly mixing eliminates pure
light fluid.

In regard to the pure heavy fluid side, mixing begins at (that is, only pure heavy
fluid exists up to) similar points for all of the cases. Some amount of pure heavy
fluid persists for slightly further distances into the mixing layer for the LMTV (or
D ∝ 1/ρ) cases. Thus, diffusivity also affects how quickly the mixing eliminates
pure heavy fluid.
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Fig. 5 Comparison of
density skewness at
t�U/h0 = 284. The y range
is restricted to the interior of
the layer where turbulent
motions are most active.
Colors are ( )
D = const. (INBM) and
μ ∝ ρ, ( )
D = const. and μ = const.,
( ) D ∝ 1/ρ
(constant-transport-property
LMTV) and μ ∝ ρ, and
( ) D ∝ 1/ρ and
μ = const.

The asymmetries of the density PDFs inside the layer can be quantified by their
skewnesses. These are plotted across the layers in Fig. 5. All of the cases collapse
near the heavy fluid side as the skewnesses becomes negative. This collapse occurs
despite the significantly different magnitudes among cases of the squared density
fluctuation ρ′ρ′ in the tail on the heavy-fluid side (Fig. 1). Approaching the light-
fluid side, the skewnesses behave similarly but diverge among cases. In general, the
constant μ cases are more positively skewed as the light-fluid edge of the mixing
layers is approached. This is consistent with their pure light fluid tails persisting
further into the mixing layer and beginning to decay at smaller distances from the
core.

The complex dependencies on diffusivity and viscosity suggest that the various
scales ofmotion are affected differently. Spectra of density and scalarφ further clarify
these effects. Figure6 shows two-dimensional spectra of density for various cross-
stream (y) positions. Though the flow is anisotropic between the x and z axes due
to the mean shear, averaging implied by the two-dimensional spectra is sufficient to
reveal the scale dependence. Particularly at the lowest y values, the lowwavenumbers
of the density field are more strongly affected by the fluid viscosity form, with the
diffusivity form having little effect. At the highest wavenumbers, particularly around
the location of the most intense turbulence (e.g., at y/h = −0.23), the spectra are
strongly affected by the diffusivities (i.e., INBMwith constantD versus LMTVwith
constant λ and cp). This diverging behavior of spectra at high wavenumbers with
respect to diffusivity is even more pronounced when the scalar is considered rather
than the density, and this effect persists over all y positions shown (Fig. 7).
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Fig. 6 Comparison of 2D spectra for density at t�U/h0 = 284 and y/h = a −0.70, b −0.58,
c −0.47, d −0.35, e −0.23, f −0.12, g 0.00, and h 0.12. ( )D = const. (INBM) and μ ∝ ρ,
( ) D = const. and μ = const., ( ) D ∝ 1/ρ (constant-transport-property LMTV)
and μ ∝ ρ, and ( )D ∝ 1/ρ and μ = const.
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Fig. 7 Comparison of 2D spectra for scalar φ (heavy fluid mass fraction or scaled temperature) at
t�U/h0 = 284 and y/h = a −0.70, b −0.58, c −0.47, d −0.35, e −0.23, f −0.12, g 0.00, and h
0.12. ( )D = const. (INBM) and μ ∝ ρ, ( )D = const. and μ = const., ( )
D ∝ 1/ρ (constant-transport-property LMTV) and μ ∝ ρ, and ( )D ∝ 1/ρ and μ = const.



Low-Speed Turbulent Shear-Driven Mixing Layers … 21

5 Conclusions

Low- and zero-Mach number approximations have been employed for studying flows
with large density variations in a variety of flows. In these limits, density variations
can be related to two classes of flows: (a) single fluid flows with temperature fluctu-
ations and (b) mixing between species with different densities (e.g. due to different
molar masses). In addition, the associated changes in the fluid properties can also be
important.

For temporal shear driven mixing layers, despite the similarities in the mean flow
quantities, higher order statistics reveal significant differences in the mixing dynam-
ics resulting from governing equations derived for density variations induced by
species or thermodynamic variations. These changes are also indicative of modified
turbulence structures. While the results shown are for a single Atwood number and
the effects can be expected to increase in magnitude with Atwood number, they
demonstrate that in general care must be taken to apply conclusions between dis-
similar diffusion operators (e.g., LMTV or INBM) and other transport properties.
In addition, very different physical conditions and simplifications (e.g., assuming
that cp and λ are constant despite large temperature variations) are necessary to
reach the respective forms of governing equations for INBM (incompressible non-
Boussinesq mixing) and LMTV (low-Mach number temperature variations), as they
have been used in previous studies. Thus, though both the INBM and LMTV govern-
ing equations can be derived from the low-Mach number non-Oberbeck-Boussinesq
equations for a multi-fluid mixture, distinct simplifications are required that have
unique physical interpretations. Beyond the simplification to a single fluid or taking
the infinite speed-of-sound incompressible limit, further assumptions on the transport
properties (diffusivity or conduction coefficient) and their dependencies on density or
temperature influence the flow evolution. These assumptions have differing fidelities
relative to practical flow conditions. Physically obtaining high Atwood numbers in
a LMTV configuration would imply large differences in temperature, which would
result in large variations in fluid properties. Though these variations could be simu-
lated as well, considering them weakens the connection to INBM flows and suggests
that care is necessary in making analogies between practical flows. While the INBM
equations solved herein assume a constant diffusivity, that assumption more closely
matches the conditions experiencedwithin a practical experiment. The results demon-
strate that the differences between the LMTV or INBM governing equations, despite
their close resemblance, can nevertheless significantly affect the mixing dynamics to
which reacting flows are sensitive. Exploring the range of species- and temperature-
induced density effects is thus necessary to gain the physical insight necessary to
advance the prediction of the broad spectrum of flows inwhichmixing plays a critical
role.
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Scalar Transport Near
the Turbulent/Non-Turbulent Interface
in Reacting Compressible Mixing Layers

Reza Jahanbakhshi and Cyrus K. Madnia

Abstract Direct numerical simulations of temporally evolving compressible react-
ing mixing layers with Schmidt number equal to one are performed to examine the
transport of a conserved scalar across the turbulent/non-turbulent interface (TNTI).
The budgets of the scalar-gradient transport equation are used to study the effects
of compressibility and heat release on the mixing. The simulations include a wide
range of convective Mach number (Mc) from a subsonic and nearly incompressible
case (Mc = 0.2) to a supersonic mixing layer at Mc = 1.8. Furthermore, the highest
level of heat release for the reacting simulations is opted to correspond to hydrogen
combustion in air. The results suggest that the primary influence of the compressibil-
ity and heat release on the mixing of a conserved scalar is felt in a thin interface layer
close to the TNTI whose thickness scales with the scalar-Taylor length scale. This
interface layer is a juxtaposition of two dynamically different sub-regions referred to
as laminar superlayer (LSL) and turbulent sublayer (TSL), whose thicknesses are of
order of Kolmogorov and scalar-Taylor length scales, respectively. The transport of
scalar is predominately governed by the molecular diffusion inside the LSL, whereas
the inertial turbulent production dominates the transport within the TSL. It is shown
that as the level of compressibility or heat release increases the rate of scalar mix-
ing decreases. Compressibility affects the scalar mixing via a weakened turbulent
production mechanism in the turbulent sublayer part of the interface layer, while the
molecular diffusion process remains dynamically unaffected. On the other hand, in
reacting cases the molecular diffusion inside the laminar superlayer and the turbu-
lent production across the adjacent turbulent sublayer are subdued, which result in a
decreased mixing rate.
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Keywords Scalar mixing · Turbulent reacting flow · Compressible flow

1 Introduction

In many shear flows, the flow field can be divided into two dynamically different
regions, a turbulent region, and an irrotational (potential) flow region. An important
feature of these type of flows is a sharp and highly convoluted interface, referred
to as the turbulent/non-turbulent interface (TNTI), that separates the two regions
[1]. The mixing and mass transport between these two regions remains a practically
demanding and scientifically intriguing problem. In particular, compared to non-
reacting subsonic flows, the mixing between two streams with different velocities
under supersonic and/or chemically reacting conditions is relatively less understood.
In a series of previous studies by the authors the momentum and mass transport
across the turbulent/non-turbulent interface of reacting and compressible turbulent
mixing layers are examined in details [2–6]. The current work is the new installment
of the series aiming to study the effects of compressibility and heat release on the
mixing of a conserved scalar in a temporally evolving mixing layer.

1.1 Scalar Transport in Incompressible Free Shear Flows

Due to its crucial relevance to many engineering and geophysical flow applications
such as chemical reactions inside combustion chambers and pollutant dispersion,
turbulentmixing has continuously been a subject of interest in fluid dynamic research
(see review by Dimotakis [7]). More recently, the study of turbulent mixing in the
context of turbulent/non-turbulent interface and its dynamics have received much
attention in the literature [8]. In this subsection, a summary of the recent studies in
which conserved-scalar mixing near the TNTI is examined, is presented.

Silva and da Silva [9] performed a numerical analysis of the dynamics of a passive-
scalar field near a TNTI in incompressible turbulent planar jets. In their simulations,
different cases with Reynolds numbers ranging from 142 ≤ Reλ ≤ 246 and Schmidt
numbers Sc = 0.07, 0.7, and 7 were examined. They reported that for low to mod-
erate Schmidt numbers (Sc < 0.7) cases, the bulk of the mixing occurs in the irro-
tational region. In contrast for the high Schmidt number case (Sc = 7.0), the TNTI
consists of a viscous-convective superlayer that closely matches the viscous super-
layer and an inertial-convective sublayer, which is much thinner than the turbulent
sublayer, corresponding to the vorticity transport mechanism. Similar observations
of scalar transport mechanisms were made by Hunger et al. [10] in planar turbulent
jets with Sc = 0.25 and 1, Watanabe et al. [11] in temporally developing mixing lay-
ers under various Schmidt numbers (Sc = 0.25, 1, 4, 8) conditions, and by Attili et
al. [12] for a spatially developing turbulent mixing layer with Sc ≈ 1. High Schmidt
number (Sc ≥ 1.0) results of the aforementioned numerical works are also confirmed
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by the experimental measurements of a turbulent round submerged liquid jet with
Sc = 2000 reported by Westerweel et al. [13].

In another work, Watanabe et al. [14] examined the characteristics of the passive
scalar transport near the TNTI for three interface orientations: the cross-streamwise
edge and the leading edge that face the cross-streamwise and streamwise directions
respectively, and the trailing edge which is opposite to the leading edge. In this work,
the conditional average of the advection term in scalar transport equation shows that
the scalar in the non-turbulent region is frequently transported into the turbulent
region across the cross-streamwise and leading edges by interface propagation toward
the non-turbulent region. In contrast, scalar in the turbulent region is frequently
transported into the non-turbulent region across the trailing edge. Other notable
studies on the scalar mixing in free shear flows were performed by Gampert et al.
[15, 16]. The focus of these works is placed on the effects of different TNTI detection
approaches, namely vorticity or a scalar criterion, on the interface dynamics [16],
and the scaling of the passive scalar thickness and the scalar dissipation near the
TNTI [15].

1.2 Motivation and Objective

As is evident from the discussions in Sect. 1.1, while the scalar transport near the
TNTI in incompressible non-reacting free shear flow configurations have received
much attention in recent years, the effects of compressibility and heat release on
this phenomenon are relatively less understood. Watanabe et al. [17] were the first
to analyze the transport of a reactive-scalar field near the TNTI using the direct
numerical simulations of a planar jet with an isothermal second order chemical
reaction for Damköhler numbers ranging from 0.1 to 10. They reported that the
conditional mean of the concentration of chemical species changes with a sharp jump
across the TNTI,while thewidth of this jump is almost independent of theDamköhler
number and the chemical species. Zhang et al. [18] have performed the first study
of the passive scalar mixing near TNTI in compressible turbulent boundary layers
at Ma = 0.8 and 1.6. In their work, some basic conditional statistics are calculated
as a function of the distance from the TNTI and the results are compared with the
turbulent core region. In current study, we perform the first detailed analysis of the
effects of compressibility and heat release on the conserved-scalar transport across
the turbulent/non-turbulent interface in a turbulent mixing layer. The main objective
is to elucidate the aforementioned effects on the scalar mixing and to compare them
with the momentum and mass transfer in the same configuration previously studied
by the authors [2–5].

This work is organized as follows. In Sect. 2 a summary of the direct numerical
simulations (DNS) results for the compressible reacting mixing layer is provided. In
Sect. 3, the method used to detect the turbulent/non-turbulent interface is presented.
The findings of the current work are discussed in detail in Sect. 4, and conclusions
are summarized in Sect. 5.
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2 Direct Numerical Simulations

A brief description of the direct numerical simulations carried out to achieve the
objectives of the current work is provided in this section. More detailed information
alongside exhaustive validation study can be found in previously published works
[3, 19–21].

In order to obtain the flow-field variables corresponding to a compressible reacting
flow, the non-dimensional form of the Navier-Stokes equations [22] (conservation
for mass, momentum and energy), and mixture fraction

∂ (ρZ)

∂t
+ ∇ · (ρ�uZ) = 1

Re
∇ ·

( μ

Sc
∇Z

)
, (1)

are solved. Infinitely fast chemistry approximation [23] is used to model a one-step
irreversible global reaction that involves fuel (hydrogen), oxidizer (oxygen), and
product (water). Therefore, the species mass fractions are computed using the Burke-
Schumann relations [23] from the mixture fraction field. The diluent of the mixture
is nitrogen whose mass fraction is computed from the mass balance. In Eq. (1),
ρ is the density, �u is the velocity vector, Re is the (reference) Reynolds number,
and μ is the the dynamic viscosity. In the combustion model used in the current
work the following assumptions are employed: the molecular diffusion processes
are simplified by neglecting the Soret and Dufour effects [24], the Fick’s law [25]
without velocity correction is used to model the diffusion velocity of the species,
and Schmidt number is assumed to be equal to one for all species. In addition, all
external forces are assumed to be negligible. Equation (1) contains no source term,
and therefore, Z is a passive scalar. In the present simulations, mixture fraction is
equal to 1 in the fuel stream and to 0 in the oxidizer stream.

To non-dimensionalize the thermochemical parameters of the mixture the refer-
ence temperature of T1 = 298◦ K and the specific heat of nitrogen at T1 are used.
In non-reacting simulations the temperature variation is small. Therefore, the ther-
mochemical variable are assumed to be constant. In reacting simulations, however,
the temperature dependence of viscosity, specific heat and thermal conductivity is
taken into account. The specific heat of the species are assumed to vary linearly
with temperature. According to the thermochemical data found in the literature [26],
this assumption is valid for the range of temperature of interest in the present work.
Moreover, Sutherland’s law [27] is used to model the temperature dependence of
viscosity. Finally, the thermal conductivity is found by assuming Prandtl number is
constant in the flow, which is a reasonable approximation for the range of tempera-
tures in our simulations [26]. The Prandtl number is assumed to be equal to one in
all simulations which results in a unity Lewis number.

The flow configuration of current study, i.e. a temporally evolving mixing layer,
is shown schematically in Fig. 1. In this figure x and z represent homogeneous
streamwise and spanwise directions respectively, and y denotes the transverse direc-
tion. Velocity in upper stream, U1, is the reference velocity scale, and the lower
stream has a velocity U2 = −U1. For streams with equal ratio of the specific heats,
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Fig. 1 Schematic
configuration of a temporal
mixing layer. All of the
variables in the figure are
defined in the text

Bogdanoff [28] proposed the convective Mach number as Mc = �U/(c1 + c2),
where �U = U1 −U2 is the velocity difference and c1 and c2 are the speeds of
sound in each stream. Table1 highlights the numerical and physical details of the
cases of the present study. Computational domain lengths in x-, y- and z-directions
are Lx , Ly and Lz , which are discretizedwith Nx , Ny and Nz grid points, respectively.
Uniform-grid discretizations are used which resulted in equal grid size in all direc-
tions �x = �y = �z. Periodic boundary conditions are imposed in homogeneous
directions (x and z), whereas in transverse direction the boundaries are characteristic
slip walls at which normal component of velocity is zero at all times while the other
velocity components may be nonzero [22, 29]. In Table1, the level of compressibility
is altered by changing the value of convectiveMach number,Mc, and the level of heat
release is controlled by changing the parameter Q, which is a normalized heat release
variable [23]. Thus, to study the effects of compressibility and heat release on turbu-
lence several cases with different convective Mach numbers and heat release levels
are simulated. The chosen values for convective Mach number cover a wide range
of compressibility levels from subsonic and nearly incompressible (case M02N R)
to supersonic and highly compressible flows (case M18N R). Moreover, several heat
release levels are opted for the reacting cases with the highest level of heat release
corresponding to hydrogen combustion in air, Q = 8.1. The reference length is the
initial momentum thickness, δθ0 , in the present simulations.

The numerical method used to solve the governing equations is based on the
Gottlieb-Turkel scheme [30]. In thismethod, spatial derivatives are computed through
a forward-backward procedure with finite difference approach which results in
fourth-order accuracy in space. The time integration is performed using a second-
orderMacCormackmethod [31]. Themeanflow is initializedwith hyperbolic tangent
profile in streamwise direction, while the mean vertical and spanwise velocities are
zero. The initial temperature is obtained from the Busemann-Crocco relationship
[32] for the non-reacting cases, and from the Burke-Schumann relation [23] for the
reacting cases. The pressure field is initially uniform, and the initial density is calcu-
lated from the equation of state for an ideal gas. The temperatures of the oxidizer, T 0

O ,
and fuel, T 0

F , streams are chosen such that for all the simulations the density of the
two free streams is identical. This results in a temperature ratio of T 0

F/T 0
O = �O/�F ,

where �F and �O are the gas constant in fuel and oxidizer streams, respectively.



30 R. Jahanbakhshi and C. K. Madnia

Table 1 Numerical and physical parameters of the simulations.Mc is the convectiveMach number,
Q is the non-dimensional heat release parameter, Zst is the stoichiometric mixture fraction, Li &
Ni are the domain length and number of grid points in i-direction, respectively, Reλ is the Reynolds
numbers based on Taylor scale at the final time of the self-similar state, and ηmin is the minimum
value of Kolmogorov length scale. δθ0 is the initial momentum thickness. Sc and Pr are equal to one
in all simulations. “N/A” indicates “Not Applicable” and “NR” represents the non-reacting cases

Case Mc Q Zst
Lx
δθ0

× Ly
δθ0

× Lz
δθ0

Nx × Ny × Nz Reλ,final ηmin/�x

M02NR 0.2 N/A N/A 300 × 200 × 100 1261 × 841 × 421 230 0.772

M08NR 0.8 N/A N/A 250 × 250 × 100 1051 × 1051 × 421 186 0.981

M12NR 1.2 N/A N/A 300 × 250 × 100 1261 × 1051 × 421 195 1.112

M18NR 1.8 N/A N/A 300 × 250 × 100 1261 × 1051 × 421 175 1.322

M02Q07Z05 0.2 0.7 0.5 300 × 210 × 100 1261 × 883 × 421 164 0.847

M02Q35Z05 0.2 3.5 0.5 300 × 210 × 100 1261 × 883 × 421 170 0.902

M02Q81Z05 0.2 8.1 0.5 300 × 210 × 100 1261 × 883 × 421 160 0.900

The conserved scalar is initialized with hyperbolic tangent profile. The mass frac-
tions of the oxidizer and fuel in their corresponding streams, Y 0

O and Y 0
F , are found

from the equations of stoichiometric mixture fraction and normalized heat release
variable for each case,

Zst = Y 0
O

sY 0
F + Y 0

O

(2)

and

Q = q0Y 0
F Zst

C0
pN2

T0νFWF
, (3)

where q0 = ∑
α ναWα�h0f,α is the enthalpy of reaction [23], and να andWα are the

molar stoichiometric coefficient and the molecular weight of species α, respectively.
The stoichiometricmixture fraction, Zst , corresponds to the location atwhich the heat
is released in the flame-sheet model [23]. To initiate turbulence, three dimensional
perturbations are imposed on mean velocities. Velocity fluctuations are obtained
using a digital-filter method [33]. This method generates fluctuations based on
prescribed length scales and Reynolds stress tensor satisfying a locally given
autocorrelation function.

Results from the DNS validations indicate that in all the simulations, flow reaches
a universal self-similar state [34], in which the shear-layer growth rate approaches
a constant value and the turbulent statistics show self-similarity. Present simulations
have sufficient spatial resolution to capture the smallest scales in the flow and the
domain size is large enough compared to the integral scales of the flow.CaseM02N R
in Table1 is the reference case which represents the lowest level of compressibility in
our simulations and is an approximation to an incompressible non-reacting turbulent
mixing layer. Figure2 displays a sample flow visualization corresponding to case
M02Q81Z05 at a time during the self-similar state. In this figure, the turbulent flow
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Fig. 2 Flow structures visualized by isosurfaces of discriminant of velocity-gradient tensor (gray),
pressure (blue), and mixture fraction corresponding to flame (red) for case M02Q81Z05 at a time
during the self-similar state. a side view, b top view

structures are visualized by the isosurfaces of discriminant of velocity-gradient tensor
(gray) [6], pressure (blue), and mixture fraction corresponding to flame (red). The
pressure isosurfaces represent some of the large flow structures, while the smaller
structures are shown by the discriminant of velocity-gradient tensor isosurfaces.
As Fig. 2 shows, the complex physics of the interaction between the flame and the
structures of the turbulent flow, which is seen as stretching and wrinkling of the
reaction zone due to turbulence in this figure, can be examined in detail in a three
dimensional domain in our simulations. In the combustion model used in the present
work, flame is a sheet with zero thickness. In other word, the heat release occur
instantaneously as the reactants reach the stoichiometric ratio. Thus, the Z = Zst

surface, which is depicted in Fig. 2 as the flame, is just for the purpose of visualization
and an anecdotal observation of the location at which heat is released.
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3 Turbulent/Non-turbulent Interface

In order to quantify the boundaries between the turbulent region and the irrotational
region that encompasses it, several quantities including vorticity, velocity fluctua-
tions, passive scalars, and the rate-of-strain have been used in the previous works [9,
13, 35–37]. The field of velocity derivatives is very sensitive to the non-Gaussian
nature of turbulence or more generally to its structures, and hence reflects more of
its physics [38]. On the other hand, it is sometimes preferred to use the mixture
fraction (a conserved scalar) to differentiate between the turbulent and non-turbulent
regions in situations at which three-dimensional velocity field can not be measured
or in the flows of Schmidt number less than unity where the molecular diffusion of
the conserved scalar is higher than the mixing due to turbulent motions. The com-
parison between the turbulent boundaries detected by the velocity-gradient field and
the conserved-scalar-gradient field is examined previously for a variety of free-shear
flow configurations [9–11, 39]. In these works, it is reported that for Sc ≥ 1 the
two methods provide similar results. In order to compare the results of the current
work with the results of previous works in our group [2–6, 19, 20], the vorticity
magnitude, ω = √

ωiωi , is used here to detect the turbulent/non-turbulent interface
(TNTI). Since the Schmidt number is set to be equal to one in all the simulations,
using mixture fraction to identify the TNTI only has a small quantitative effect on
the results, while all the qualitative trends remain unchanged [19].

In order to examine the effect of the TNTI thresholds on the results of this work,
the dependence of the volume fraction of the turbulent region on a given vorticity
magnitude is depicted in Fig. 3 for all cases. This figure shows that the volume of
the turbulent flow region, defined as the region where the vorticity magnitude is
greater than a given threshold, exhibit a particular shape. As can be seen in Fig. 3, the
volume fraction decreases with vorticity magnitude monotonically; however, there
is a plateau of the volume fraction for a range of ωth for all cases. For any threshold
chosen from this plateau, a connected isosurface can be found that separates the
turbulent and non-turbulent regions. Thus, any value of vorticitymagnitudewithin the
plateau region of Fig. 3 can, in principle, be used to detect the turbulent/non-turbulent
interface. Similar to Taveira et al. [40], the thresholds used in the present work are
chosen to be the inflection point on the plateau in Fig. 3. A detailed description of
the physical and mathematical rationales for this choice of threshold is provided by
da Silva et al. [41].

Figure4 depicts the upper and lower TNTIs (contour colored surfaces) of the
reference simulation of the current study (M02N R) at a time during the self-similar
state and some of the turbulent flow structures (gray isosurfaces). The TNTIs are
ω = ωth isosurfaces, and the turbulent structures are visualized by the isosurfaces
of a constant value of discriminant of velocity-gradient tensor. As this figure shows,
the TNTI is a highly protruded surface whose complexity can be traced back to the
entire hierarchy of the scales from the smallest to the largest structures inside the
turbulent region. The most prominent feature of the TNTIs in Fig. 4a, c is that the
bulges and valleys of the upper and lower interfaces are similar in both streamwise
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Fig. 3 The volume fraction of the turbulent region, identified as ω ≥ ωth , as a function of the
vorticity magnitude threshold. Panel (a) presents the effect of convective Mach number, while
panel (b) shows the effect of heat release

(x) and spanwise (z) directions. This observation is in accordance with the previous
works on free-shear flow configurations [9, 42, 43], and is different from the TNTIs
in wall-bounded flow configurations [36, 44, 45]. A detailed quantitative analysis of
the effects of convective Mach number and heat release on the geometrical shape of
the TNTI of the cases corresponding to the current study is presented in Chap.3 of
Jahanbakhshi [19].

Since its introduction by Bisset et al. [35], conditional sampling of statistics with
respect to the distance from the TNTI are shown to be an effective tool to examine
physics of entrainment and mixing in near TNTI regions, e.g. see review by Da Silva
et al. [8]. A similar technique is adopted here, with one important modification to the
original approach by Bisset et al. [35] in order to improve the quality of sampling;
We define the distance from the interface, yI , as the shortest distance in the direction
normal to the TNTI, i.e. yI ‖ n̂ where n̂ = ∇ω/|∇ω| is the local unit vector normal
to the TNTI in three-dimensional domain. Hereafter, the notation 〈•〉I represents
averages conditioned on the normal distances to the TNTI. Furthermore, the origin
of the new coordinate system is placed on the TNTI, i.e. yI = 0 is the location of the
TNTI, yI > 0 correspond to the turbulent region, and yI < 0 are in the irrotational
free-stream. Since the flow is homogeneous in spanwise (z) direction, the detection
of the interface are done in x-y planes. In each plane, two interfaces are detected
whose vorticity magnitudes are constant and equal to the predefined threshold—an
interface between the turbulent region and the upper irrotational stream, and another
interface separating the lower irrotational stream from the turbulent region. The
shape of the interface can be quite complex, and as such, it is more common to use
the interface envelope rather than the entire TNTI for calculating the conditional
statistics. For each stream, the interface envelope is defined as the outermost point of
the interface in the transverse direction. For a detailed description of the algorithm
developed to sample the conditional statistics, the reader is referred to Chap.3 of
Jahanbakhshi [19]. It is observed that the results of the present work, conditioned
on the distance from the TNTI, are similar for upper and lower TNTIs of the non-
reacting simulations and the reacting cases in which the flame is in the middle of the
mixing layer, i.e. Zst = 0.5. Therefore, the reported plots and statistical values for
these cases correspond to the average values of lower and upper TNTIs.
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(a)

(b) y/θ0

(c)

Fig. 4 The upper and lower TNTIs (contour colored surfaces) along with isosurfaces of a constant
value of discriminant of velocity-gradient tensor (gray structures) for case M02N R at a time during
the self similar state: a top view, b side view, and c bottom view. The contour colors correspond
to the local value of transverse location of the points on the TNTIs. δθ0 is the initial momentum
thickness

4 Results and Discussions

In the currentwork, themixingof the upper and lower streams, see schematic of Fig. 1,
can be characterized using the mixture fraction quantity Z . Physically Z represents
the local equivalence ratio of the mixture. Moreover, the scalar dissipation rate,
which measures the molecular fluxes of the species towards the flame, is quantified
asχ = 2D(∇Z · ∇Z) and themixing layer thickness can be approximated as

√
D/χ,

where D is themass diffusivity [22]. Therefore, themagnitude of themixture fraction
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gradient,
√∇Z · ∇Z , is a good measure of the local degree of the mixing of the two

streams. The square of this variable is used to quantify the mixing process in the rest
of this work.

4.1 Evolution of Scalar-Gradient Magnitude Near the TNTI

Figure5 depicts the conditional mean profiles of the magnitude of mixture fraction
gradient squared, � = ∇Z .∇Z , in the coordinate system normal to the TNTI. As
can be seen, the thickness of the region corresponding to sharp change of � is
characterized by the scalar-Taylor length scale defined as

〈λZ 〉I = 2

⎛
⎝

〈
Z ′′2

〉
I

〈∇Z ′′ · ∇Z ′′〉I

⎞
⎠

1/2

, (4)

where Z ′′ = Z − 〈ρZ〉I / 〈ρ〉I is the fluctuation with respect to the density-weighted
(Favre) average of the mixture fraction. The reference scalar-Taylor length scale,
denoted by λZ hereafter, is chosen to be equal to the value of 〈λZ 〉I at the inner edge
of the corresponding interface layer. It is observed that λZ exhibits a good scaling for
comparison of different cases in terms of providing Reynolds-number-independent
results. Other possible choices, including velocity-Taylor and Kolmogorov scales,
are also examined (not shown here).

For all the cases shown in Fig. 5, two distinct regions can be identified inside the
turbulent region; (i) the scalar-interface-layer engulfing theTNTI, alongwhich scalar-
gradientmagnitude changeswith sharp increasing anddecreasing slopes respectively,
and (ii) the fully-turbulent region, in which 〈�〉I increases at a much smaller rate.
Figure5 reveals that the thickness of the scalar-interface-layer, characterized by the
sudden changes of scalar-gradient magnitude, is of the order of one scalar-Taylor
length scale for all cases highlighting the good scalability of the scalar-mixing with

0

0.1

0.2

0.3

0.4

-0.5 0 0.5 1 1.5 2 -0.5 0 0.5 1 1.5 2
0

0.1

0.2

0.3

0.4(a) (b)

Fig. 5 Conditional averages of square of scalar-gradient magnitude, � = ∇Z .∇Z , in interface
coordinate system. The effects of (a) convective Mach number and (b) heat release are investigated.
Profiles are normalized with the reference scalar-Taylor length scale, λZ
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this quantity. This thickness is approximately 70% of the thickness of velocity-
interface-layer, which is commonly identified with a sharp jump of vorticity mag-
nitude across the TNTI in the literature [2, 3] (not shown here). Furthermore, 〈�〉I
profiles show a distinct peak inside the scalar-interface-layer at around yI ≈ 0.25λZ

for all cases. The profile of case M02N R is similar to previous observations in
incompressible non-reacting shear flows with different Schmidt numbers [9, 11, 12,
14]. Figure5a, b show that as the convectiveMach number or the level of heat release
increases, the conditional averages of square of scalar-gradient magnitude decreases.
In other words, the degree of mixing of the lower and upper streams reduces with
compressibility and heat release. In the next section, the effects of compressibility
and heat release on the mixing is further investigated by examining the terms in the
transport equation of scalar-gradient magnitude squared.

4.2 Budgets of Scalar-Gradient Magnitude Squared

The dynamics of scalar mixing of the two streams shown in Fig. 1 is studied by
examining the budgets of the square of the mixture fraction gradient magnitude.
By defining �G = ∇Z and � = �G · �G, taking the gradient of the mixture fraction
equation (Eq. 1), and performing the dot product of the corresponding vector equation
with the vector �G, the non-dimensional form of transport equation for� in a variable
density and viscosity flow is obtained as

D�

Dt︸︷︷︸
�I

= −2 �G ·
[ �G · ∇ �u

]
︸ ︷︷ ︸

�II

+ ν

Re Sc
∇2�

︸ ︷︷ ︸
�III

− 2ν

Re Sc
∇ �G : ∇ �G

︸ ︷︷ ︸
�IV

− 2ν

ρRe Sc
�G ·

[(
∇ · �G

)
∇ρ

]

︸ ︷︷ ︸
�V

+ 1

ρRe Sc

{
∇� · ∇μ + 2 �G ·

[(
∇ · �G − �G · ∇ρ

ρ

)
∇μ + �G · ∇ (∇μ)

]}

︸ ︷︷ ︸
�VI

. (5)

In Eq. (5), the term on the left hand side is the total variation of the scalar-gradient
magnitude squared at each point in the flow while moving with the fluid element.
On the right hand side, term �II represents stretching/compression of the constant
scalar-gradient lines which results in its increase/decrease, respectively. This term is
usually referred to as turbulent production. Terms �III and �IV are the molecu-
lar diffusion and dissipation of the scalar-gradient magnitude squared, respectively.
Term �V can be viewed as the change of �G due to the variation of the molecular
diffusion in a density-gradient field. In other words, as the local density changes, the
effects of molecular diffusion becomes more or less intense. Term �VI represents
the cumulative effects of viscosity variation on the change of scalar gradient.

Figures6, 7 and 8 show the averages of the terms in Eq. (5) conditioned on
the normal distance from the TNTI corresponding to all the cases of Table1. The
reference scalar-Taylor length scale as defined in Eq. (4), and the reference value of
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Fig. 6 Variation of the terms in Eq. (5) in interface coordinate system for case M02N R. Scalar-
Taylor length scale, λZ , and scalar-Taylor velocity scale, UλZ , are used to normalize the axes. The
region very close to the TNTI is magnified in the zoomed figure

the scalar-Taylor velocity scale,

〈
UλZ

〉
I = 2

〈ρ〉I Re
〈 μ

Sc
∇Z ′′ · ∇Z ′′

〉
I
〈λZ 〉I , (6)

are used to normalize the axes in these figures. Similar to λZ , the reference valueUλZ

is considered to be equal to the value of
〈
UλZ

〉
I at the inner edge of the scalar-interface-

layer. Figure6 reveals that inside a statistically stationary fully-turbulent region, yI >

0.8λZ , on the average the scalar mixing is basically controlled by the balance of the
turbulent production term and the molecular dissipation term—a phenomenon that is
also observed in the reacting and compressible cases. Along the scalar-interface-layer
(−0.3λZ < yI < 0.8λZ ), however, terms �II and �IV are not balanced. Similar to
the results of Fig. 5, the thickness of this layer is identified to be of the order of λZ in
Fig. 6. Similar observations are reported by Watanabe et al. [11], Hunger et al. [10]
and Silva and da Silva [9] for incompressible turbulent jets and mixing layers with
Schmidt numbers ranging between 0.07 and 8. Inside the interface layer, depending
on the level of compressibility and heat release, all the terms in Eq. (5) can have an
appreciable contribution to the scalar mixing.

Figure6 shows the budgets for the reference case (M02N R). Terms �V and
�VI have a negligible contribution to the scalar transport in case M02N R, and are
excluded from the results of Fig. 6.As can be seen, bymoving from irrotational region
towards fully-turbulent region, the molecular diffusion term �III dominates the
transport process on the outer edge of the interface layer up to yI ≈ 0.03λZ .Whereas
the turbulent production term �II contributes to most of the average positive rate
of transport of � deeper inside the interface layer and in the fully-turbulent region.
The molecular dissipation term �IV is relatively large everywhere in the field. The
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Fig. 7 The effect of convective Mach number (compressibility) on the budgets of scalar gradient
squared in Eq. (5) in interface coordinate system. Scalar-Taylor length scale, λZ , and scalar-Taylor
velocity scale, UλZ , are used to normalize the axes

role of this term is to reduce (dissipate) positive rate of increase of scalar-gradient
magnitude regardless of the source of this increase. It is also evident that the peak of
〈�〉I , observed in Fig. 5 at yI ≈ 0.25λZ , is caused by an intense stretching of constant
scalar-gradient lines at this location. The results of Fig. 6 paint a picture of scalar
transport across the TNTI that is similar to the enstrophy and momentum transport in
mixing layers and jets [2, 4, 46, 47]. In these free shear flows transport mechanisms
is initiated in a molecular-diffusion-dominated sub-region, commonly referred as the
laminar superlayer (LSL) [1], sitting on the outer edge of the turbulent region. Along
the laminar superlayer, the irrotational (potential) flow of the free-stream is seeded
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Fig. 8 The effect of heat release on the budgets of scalar gradient squared in Eq. (5) in interface
coordinate system. The scalar-Taylor length scale, λZ , and scalar-Taylor velocity scale, UλZ , are
used to normalize the axes

with small-amplitude turbulent fluctuations by the molecular diffusion mechanism.
It is well-established that an initially potential flow field seededwith small-amplitude
disturbances exhibits, at least for a short time, an essentially positive mean turbulent
production [38]. The fluctuations inside the LSL are subsequently amplified along
an adjacent inertially-dominated sub-region, usually referred to as turbulent sublayer
(TSL) [8], by the turbulent production mechanism. The approximate extents of the
LSL and TSL for case M02N R are marked in Fig. 6.

In the next two subsections, the effects of compressibility and heat release on the
scalar mixing are examined by comparing the budgets of Eq. (5) corresponding to
cases of the present study.



40 R. Jahanbakhshi and C. K. Madnia

The Effects of Compressibility

The budgets of scalar-gradient transport in non-reacting cases are compared in Fig. 7
to highlight the effects of compressibility on them. Due to small variation of tem-
perature in the non-reacting cases, the contribution of the viscosity variation term in
Eq. (5),�VI, to the change of scalar gradient is negligible, and therefore, the profiles
of this term are not included in Fig. 7. The overall contribution of terms �II, �III
and�IV to the variation of scalar gradient in the highMach number cases is similar to
the nearly incompressible case. The main difference between the cases with different
levels of compressibility is the amount by which the inertial term, �II, contributes
to the transport mechanism. From panels (a) to (c) of Fig. 7, it can be seen that as the
convective Mach number increases the contribution of the stretching/compression of
the constant scalar-gradient lines to the scalar mixing is subdued, while themolecular
diffusion and dissipation are relatively unaffected by the compressibility. Therefore,
while the diffusion of fluctuations into the free-stream along the laminar superlayer
seems to remain unchanged, the amplification of these small-amplitude fluctuations
by the turbulent production term inside the turbulent sublayer is weakened as a result
of increasing the convective Mach number. Hence, the primary reason behind the
attenuating effects of compressibility on the scalar mixing, observed in Figs. 5a and
7e, can be attributed to the “less-energetic” transport of the scalar by the advective
turbulent motions inside the interface layer of high Mach number flows. Further-
more, Fig. 7d shows that as the level of compressibility increases the role of term
�V in the scalar transport becomes more appreciable. The mechanism by which this
term contributes to scalar mixing is similar to that of molecular diffusion term, i.e.
seeding the potential flow with small amplitude fluctuations by transporting these
fluctuations from the inner turbulent region to the LSL.

The Effects of Heat Release

In order to examine the effects of heat release on the scalar mixing, Fig. 8 compares
the budgets of the terms in Eq. (5) for the reacting cases. Similar to the effect of com-
pressibility, the results in panel a show a significant drop in the transport of scalar
due to the inertial turbulent motions. However, unlike the effect of compressibility,
panels b and c of Fig. 8 reveal an appreciable change in the molecular diffusion and
dissipation terms. Most noticeably, these panels show that as the level of heat release
increases the molecular-diffusion-dominated scalar transport sub-region close to the
TNTI (LSL) seems to disappear. Therefore, the suppressed scalar mixing due to the
effects of heat release, observed in Figs. 5b and 8f, can primarily be traced back to
two sources; (i) The molecular diffusion process, whose primary role is to seed the
free-stream potential flowwith small-amplitude turbulent disturbances, becomes sig-
nificantly weaker in the reacting cases—an issue that is clearly supported in Fig. 8b,
c by the decline of the local maximum and minimum very close to the TNTI in
the profiles of �III and �IV, respectively, and in Fig. 8a by the retardation in the
location at which the profiles of �II start to rise in the reacting cases compared
to the non-reacting reference case. (ii) The production term in Eq. (5), �II, that
is meant to amplify the small-amplitude perturbations to their fully-turbulent level,
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is also suppressed as the level of heat release increases. Panels d and e of Fig. 8
suggest that as the level of heat release increases larger gradient of temperature and
density across the interface layer is established which increases the contribution of
terms �V and �VI to the scalar transport. These terms’ role is mainly to seed the
potential flow on the outer edge of interface layer with the turbulent fluctuations. The
cumulative contribution of terms �V and �VI along the LSL seem to exceed that of
the molecular diffusion term in the reacting case with the highest heat release level.

4.3 Heat Release Versus Compressibility Effects

In the previous section, the effects of compressibility and heat release on the average
scalar transport are examined. It is shown that increasing the level of compressibility
affects the turbulent sublayer portion of the interface layer byweakening the turbulent
production along this region. On the other hand, increasing the level of heat release
affects both the laminar superlayer and turbulent sublayer parts of the interface layer
resulting in a subdued scalar mixing. In the present section, these effects are inves-
tigated from a local perspective by examining how the laminar superlayer and the
turbulent sublayer change by increasing the levels of heat release or compressibility.

The Laminar Superlayer

Thus far, it is established that the primary difference between the mechanisms by
which the compressibility and heat release suppress the scalar mixing, is their effects
on the laminar superlayer located on the outer edge of the shear layer. In order to
quantify this sub-region in reacting compressible flows, the correlation coefficient
between terms �III and �IV in Eq. (5) is shown to be a useful quantity [4]. The
laminar superlayer is a region dominated by molecular diffusion of scalar, and thus
the molecular dissipation which occurs in this region should predominantly be dis-
sipating the diffused scalar gradient. Therefore, inside the laminar superlayer, the
molecular diffusion term should have a high negative correlation with the molecular
dissipation term.

Figure9 shows the correlation coefficient between the molecular diffusion and
the molecular dissipation terms in Eq. (5), C (�III, �IV), in interface coordinate
system for all the cases. As can be seen in panel a, for the non-reacting cases except
for a short length inside the interface layer, |C (�III, �IV)| is generally less than
0.5 everywhere in the flow field. The thin region engulfing the TNTI, along which the
correlation coefficient between themolecular diffusion and themolecular dissipation
terms is large, can be identified as the laminar superlayer. Figure9a also shows that,
for the chosen ωth , the TNTI located at y = 0 is inside the LSL closer to the turbulent
edge of this layer. This figure reveals that increasing the level of compressibility does
not have a significant effect on the thickness of the region along which �III has
a high inverse correlation with �IV. This is an indication that increasing Mc has a
small effect on the thickness of the LSL in agreement with the observations in Fig. 7b,
c. By defining the laminar superlayer as the region with C (�III,�IV) ≤ −0.7, the
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Fig. 9 The correlation coefficient between the molecular diffusion and molecular dissipation terms
in Eq. (5), C (�III, �IV), in interface coordinate system: Effects of (a) compressibility and (b)
heat release. Here λZ is the scalar-Taylor length scale

thickness of this layer is in the range 5η − 6η in non-reacting cases, where η is the
Kolmogorov length scale at the inner edge of interface layer. It should be pointed out,
sinceSc = 1 in our simulations, theKolmogorov length scale is equal to theBatchelor
scale. Figure9b shows that as the level of heat release increases, the thickness of the
region with large negative C (�III,�IV) decreases, which corresponds to a thinner
laminar superlayer in reacting cases compared to the non-reacting ones. As can be
seen in this figure, the values of |C (�III, �IV)| corresponding to the case with
Q = 8.1 drop below 0.5 everywhere inside the flow field. Therefore, in accordance
with the results of Fig. 8, Fig. 9b also provides evidence that as the level of heat release
increases the molecular-diffusion-dominated scalar transport sub-region very close
to the TNTI seems to diminish.

The Turbulent Sublayer

The primary feature of the turbulent sublayer is the dominant transport of scalar
by the energetic inertial turbulent motions. This effect is quantified as the turbulent
production term �II in Eq. (5). The velocity gradient dynamics holds the key to
understanding of many turbulence phenomena, including the inertial transport of
scalar. The production term in Eq. (5) can be rewritten as

�II = −2 �G ·
[ �G · ∇ �u

]
= −2�

[
α1 cos

2 (ξ1) + α2 cos
2 (ξ2) + α3 cos

2 (ξ3)
]
, (7)

where, α1 > α2 > α3 are the eigenvalues of the strain-rate tensor, i.e. S = 1
2 [∇ �u +

(∇�u)tr ], and ξ1 to ξ3 are the angles between the corresponding eigenvectors (principle
directions) and the mixture fraction gradient vector. Therefore, the magnitude and
the sign of the strain-rate eigenvalues determines the nature of the self-straining of
the velocity gradients, and the orientation between the principle directions of S and
the vector �G governs the degree of the scalar-gradient magnification and ultimately
the efficiency of mixing [48].

Figure10 depicts the probability density function (PDF) of the normalized eigen-
values of S, panels a to c, and the angles between the corresponding eigenvectors and
the vector �G, panels d to f , at a location near the TNTI inside the turbulent sublayer.
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Fig. 10 The probability density functions of, (a − c) the normalized eigenvalues of the strain-
rate tensor and (d − f ) the orientation between the principle directions and the scalar-gradient

vector. The results are computed at yI ≈ 0.4λZ and |s| =
√

α2
1 + α2

2 + α2
3 is the magnitude of the

strain-rate tensor

The results are shown for only three extreme cases of the present study. This figure
reveals that for all cases the scalar-gradient increase due to the turbulent production
(positive �II) is primarily caused by α3 and ξ3. Whereas α1 and ξ1 predominately
result in a negative �II, i.e. the scalar mixing process is mostly suppressed by the
first eigenvalue and principle direction. Since cos(ξ2) is most probably zero and
|α2| is smaller than |α1| and |α3|, the contribution of the term containing the sec-
ond eigenvalue and eigenvector in Eq. (7) to turbulent production, and consequently
scalar mixing, is relatively small. Comparing the PDFs of cases M02Q81Z05 and
M02N R in Fig. 10 indicates that heat release minimally affects the magnitude of the
eigenvalues and the orientation of the principle directions of the strain-rate tensor.
However, PDFs of case M18N R show an appreciable change in the magnitudes of
the eigenvalues as a result of increasing the convective Mach number.

The results of Figs. 9 and 10 reveal a clear distinction between the mechanisms
by which the turbulent production is suppressed inside the turbulent sublayer due to
the effects of heat release and compressibility. As the convective Mach number is
increased, the turbulent production along the turbulent sublayer seems tobeweakened
by a change in the magnitude of the eigenvalues of the strain-rate tensor. In other
words, compressibility seems to affect the flow by changing some of the inherent
dynamics of the turbulent region characterized by local streamline topology and
vortical structure [6, 49–51]. The effects of the heat release, on the other hand,
are mostly felt in the laminar superlayer where the molecular diffusion process is
significantly inhibited as a result of increasing the level of heat release. Thus, the
change in the thermochemical properties of the mixture due to temperature-rise
associated with the chemical reaction plays a key role in how heat release affects the
mixing process.
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5 Summary and Conclusions

Direct numerical simulations of temporally evolving turbulent mixing layers are
performed to examine the mixing of a conserved-scalar across the turbulent/non-
turbulent interface (TNTI). In order to study the effects of compressibility and heat
release on turbulence several cases with different convective Mach numbers and
heat release levels are chosen for the simulations. The chosen values for convective
Mach number cover a wide range of compressibility levels from subsonic and nearly
incompressible to supersonic and highly compressible flows. Moreover, several heat
release levels are opted for the reacting cases with the highest level of heat release
corresponding to hydrogen combustion in air. Infinitely fast chemistry approximation
is used to model a one-step irreversible global reaction that involves fuel (hydrogen),
oxidizer (oxygen), and product (water). The Schmidt number (Sc) in this study is
chosen to be unity.

The mixing process is quantified using the magnitude of a conserved-scalar gradi-
ent vector, and the underlyingmechanisms are examined using the transport equation
of the norm of scalar gradient squared. It is shown that the effects of compressibility
and heat release on the mixing are primarily felt in a thin interface layer engulfing
the boundaries of the turbulent region. The results support a view of scalar transport
that is dynamically similar to themomentum transport in similar flow configurations;
The potential flow is first seeded with small-amplitude fluctuations in a molecular-
diffusion-dominated sub-region (laminar superlayer) sitting on the outer edge of the
turbulent region. Thesefluctuations are then amplified quickly along an adjacent layer
(turbulent sublayer) in which the turbulent production (inertial turbulent motions)
dominates the flow dynamics. It is also observed that as the level of compressibility
or heat release increases the rate of scalar mixing decreases. Compressibility affects
the mixing process by a subdued turbulent production in the turbulent sublayer—an
effect that seems to be caused by a change in the magnitude of eigenvalues of the
strain-rate tensor. On the other hand, it is argued that as the level of heat release
is increased, the molecular diffusion inside the laminar superlayer and the turbu-
lent production along the turbulent sublayer are weakened together to produce the
aforementioned effect. It is shown that the heat release mostly affects the dynamics
of laminar superlayer by shrinking its thickness, while the eigenvalues and princi-
ple directions of strain-rate tensor along the turbulent sublayer of the reacting cases
remains dynamically unchanged.
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Linear Instability of Stably Stratified
Down-Slope Flows

Inanc Senocak and Cheng-Nian Xiao

Abstract Fluid instabilities in the Prandtl model for down-slope flows are studied
using linear modal analysis as well as direct numerical simulations. Given Prandtl’s
analytical solution for uniformly cooled down-slope flows, we determine the point
of instability initiation and the corresponding unstable flow modes. We show that
down-slope flows are susceptible to transverse and longitudinal instability modes.
The transverse mode consists of stationary longitudinal rolls whose axes are aligned
parallel to the base flow direction, whereas the longitudinal mode emerges as trans-
verse waves travelling along the streamwise direction. The emergence of these insta-
bilities are controlled by the Prandtl number, the slope angle, and the stratification
perturbation parameter, which is a measure of the strength of the surface buoyancy
flux relative to the background stratification. When the other two dimensionless
parameters are held constant, the stratification perturbation parameters determines
whether the imposed surface buoyancy flux can overcome the stabilizing effect of
the background stratification and give rise to dynamically unstable flow. Beyond the
linear stability thresholds, these two type of instabilities coexist to form complex
flow structures. The absence of strong non-normality of the operator is shown by
calculating the pseudospectra for both types of instabilities.

Keywords Stable stratification · Flow instability · Prandtl slope flows · Katabatic
winds · Linear modal analysis · Direct numerical simulation

1 Introduction

Katabatic winds, also referred to as drainage winds or slope flows, are gravity-driven
winds that arise due to the horizontal temperature differences between the surface
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and the air adjacent to it [1, 2]. Slope flows can even be prevalent over terrains that
seemingly look flat to the eye (e.g. nocturnal low-level jets over the Great Plains
of the United States [3]). Katabatic winds are persistent over Greenland and play
an important role in ablation of the ice sheet because turbulent fluxes of sensible
heat appear in the energy budget [4]. Likewise, katabatic winds over Antarctica
cover a large portion of the continent to the extent that they contribute significantly
to the atmospheric circulation in high southern latitude, more specifically, to the
development of the circumpolar vortex [5]. Parish and Bromwich [5] have suggested
that global circulation models may benefit from a representation of the katabatic
wind regime that is effective in close proximity of the surface.

Air quality in urban areas near mountainous terrain (e.g. Salt Lake City) are
closely coupled to dynamics of slope flows. Pollutants can accumulate in valleys and
foothills under strongly stratified conditions leading to inversion episodes [6]. Very-
stable conditions during night time are known to exacerbate air pollution problems
[7]. Prediction of nocturnal winds in mountainous terrain is also important for agri-
culture, aviation, wind energy harvesting, and various military operations. Despite
the important implications of stable conditions in the atmosphere, its representation
in numerical weather models has been a technical challenge for a long while. Ad-hoc
remedies to improve its representation are known to erode the representation of other
processes [8, 9].

Stable atmospheric boundary layer (SABL) is typically categorized as weakly-
stable (WSABL) and very-stable (VSABL) regimes, but the classification lacks a
quantitative criterion. This classification was originally introduced by Mahrt [8] to
highlight the challenges in the very-stable regime. It is generally accepted that we
have a reasonable representation of weakly stable boundary layer over flat, homo-
geneous terrain through the Monin-Obukhov similarity theory (MOST) [10] and the
local scaling theory of Nieuwstadt [11]. However, a comprehensive understanding
of atmospheric boundary layer for very-stable stratification and over non-flat terrain
is still lacking [12, 13], which has been attributed to the intermittency of turbulence
and mixing processes under very-stable conditions. The emergence and collapse of
turbulence in periods of bursts has puzzled researchers and such events complicate
the parameterization of surface fluxes of mass, momentum and energy. Several pro-
cesses within an SABL interact nonlinearly to create the complex flow structure that
is difficult to study by measurements alone. Extreme environments of polar regions
also present major hurdles for field experiments. Hence, theoretical and numerical
investigations that isolate the key processes are needed to elucidate the physics of
SABL and katabatic winds.

Prandtl [14] was the first person to adopt a quantitative approach to explain the
winds in mountains and valleys. He dedicated the last three pages of his famous
book titled “Essentials of Fluid Dynamics” to the subject [15, p. 422]. By assuming
that the one-dimensional flow is maintained solely by a balance between buoyancy
and longitudinal shear forces, he was able to derive an analytic solution to explain
mountain winds and valley flows. He considered a viscous stably-stratified ambient
fluid layer over an infinitely-long and uniformly-cooled (or heated) planar surface
with a constant slope to it. The buoyancy and velocity profile predicted by Prandtl’s
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Fig. 1 Sketch of the Prandtl
model for slope flow for
katabatic and anabatic
conditions and the rotated
coordinate system. Profiles
are drawn not to scale

laminar flow solution is a sinusoid exponentially damped with growing height [16].
The velocity profile produced by low-level jet along the slope descent that is capped
by aweak reverse flow is depicted in Fig. 1. For laminar linearly stable conditions, the
along-slope velocity profile (i.e. only the profiles only differ by sign) is symmetric
about the slope normal direction for katabatic and anabatic conditions.

Fedorovich and Shapiro [16] conducted a direct numerical simulation of the tur-
bulent analog of Prandtl model for anabatic and katabatic conditions. They proposed
a dimensionless flow forcing parameter as a dynamic similarity constraint, which
is a measure of the energy production at the surface and work against buoyancy
and viscous forces. Mean profiles of katabatic flows were found to be structurally
more similar to the laminar Prandtl model than the mean profiles of anabatic flows.
Unlike flat terrains where a constancy of the turbulent fluxes led to the development
of similarity theory, Fedorovich and Shapiro found no evidence of constancy of
fluxes in slope flows, which casts doubt on the applicability of MOST based surface
parameterizations for non-flat terrain. However, the issue of to what extent MOST is
inapplicable to slope flows as a function of the slope angle and stratification remains
unresolved. Giometto et al. [17] complemented the work of Fedorovich and Shapiro
by conducting DNS of slope flows for prescribed surface buoyancy as opposed to the
prescribed buoyancy flux used in Fedorovich and Shapiro. Giometto et al. performed
a detailed budget analysis for turbulent kinetic energy (TKE) and fluxes, and they
too did not observe a constant flux layer.

Several numerical and experimental studies on instabilities in stably-stratified
flows have appeared in recent literature. Unlike classical works where direction of
shear and stratificationwere the same, the distinguishing aspect of these recent efforts
is that shear and stratification are not aligned in the same direction. Facchini et al.
[18] carried out linear stability analysis for Couette flow with cross-flow stable strat-
ification and verified the results with both experiments and DNS, whereas Chen et
al. [19] investigated stably-stratified horizontal boundary layer on a vertical wall. In
both of those configurations, the stratification was directed orthogonal to both the
parallel base flow and main shear. In the case studied by [20], the direction of strat-
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ification was orthogonal to the base flow but oblique to the plane of shear; inviscid
instabilities generated by a Bickley jet ejected onto a sloping surface was identi-
fied via linear stability analysis. Prandtl model is distinct from the aforementioned
works on instability of stratified flows because the direction of stratification forms
an acute angle with both the base flow as well as the direction of shear due to the
surface inclination. In this chapter, we will analyze the stability behaviour of this
flow configuration, which has hitherto received little attention.

2 Governing Equations

Prandtl’s model for incompressible flows over an infinite, uniformly cooled slope is
displayed in Fig. 1, where α is the constant inclination angle with respect to the hor-
izontal and gravity acts in the vertical direction. BS is the constant surface heat flux,
which is negative for katabatic slope flows. To facilitate analysis, the equations for the
configuration are written in a Cartesian coordinate system rotated by α whose x axis
is aligned with the slope surface. Under this coordinate system, u, v,w denote the
along-slope (longitudinal), the cross-slope (transverse), and the slope-normal veloc-
ity components, respectively. Thus the notation ui = [u, v,w] represents the velocity
vector. The gravity components in the rotated coordinate system are then given via
gi = [g1, g2, g3] = [sin α, 0, cosα]. The Brunt-Väisälä frequency and buoyancy are
denoted by N , b, respectively, and N 2 can be regarded as a measure of the stable
background stratification. Following [16], the momentum and the buoyancy balance
equations under the Boussinesq approximation are given as follows:

∂ui
∂t

+ ∂uiu j

∂x j
= − 1

ρ

∂p

∂xi
+ ∂

∂x j

(
ν

∂ui
∂x j

)
+ bgi , (1)

∂b

∂t
+ ∂bu j

∂x j
= ∂

∂x j

(
β

∂b

∂x j

)
− N 2g ju j , (2)

where ν is the kinematic viscosity and β represents the thermal diffusivity of the
fluid. Mass conservation is ensured via the continuity equation

∂ui
∂xi

= 0. (3)

In the subsequent parts, we will also denote the position and velocity vectors xi , ui as
[x, y, z]T and [u, v,w]T , respectively. x, y and u, v represent the horizontal along-
slope and cross-slope components and z,w represent the component vertical to the
slope surface.

Equation (2) for buoyancy can be derived from the first law of thermodynamics,
as described in Ref. [21]. Let θ be the potential temperature. Then according to the
first law of thermodynamics, the energy balance written in an unrotated coordinate
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system with components x ′
i , u

′
i gives:

∂ ln θ

∂t
+ ∂(ln θ u′

j )

∂x ′
j

= Q

cpT
, (4)

where Q is the total amount of added heat and cp is the heat capacity at constant
pressure. Assuming that the potential temperature can be decomposed as the sum of
a horizontally uniform background environment temperature θ0 and a much smaller
perturbation term, i.e. θ ≈ θ0 + θ ′ with θ ′ � θ0, and that the only significant heat
transfer mechanism is thermal conduction, Eq. (2) readily follows from a first order
approximation of Eq. (4), invoking the relationship b = g θ ′

θr
between buoyancy b

and potential temperature perturbation θ ′, where θr is the reference potential tem-
perature. The Brunt-Väisälä frequency N is related to the vertical gradient, the only
non-negligible gradient component, of the background environmental potential tem-
perature via the following definition

N =
√

g

θr

∂θ0

∂z′ , (5)

On the slope surface, i.e. z = 0, a negative buoyancy flux Bs is imposed to drive the
downslope flow.

2.1 Prandtl Model for Slope Flows

Under Prandtl’s model where flow is assumed to be laminar, the slope is infinite
and BS is constant as well as uniform, the momentum Eq. (1) simplifies to a balance
betweenbuoyancy force and along-slope inertialmomentum; and the energy equation
given by Eq. (2) expresses a balance between along-slope momentum and buoyancy
diffusion. With these assumptions Eqs. (1) and (2) reduce to the following forms:

b sin α + ν
∂2u

∂z2
= 0, (6)

−N 2u sin α + β
∂2b

∂z2
= 0. (7)

These two equations above can be used to derive an exact solution to the ideal-
ized slope flow. For a constant uniform buoyancy flux at the surface and for any
Prandtl number, the following one-dimensional exact solution is given in Shapiro
and Fedorovich [22]:
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un = √
2 sin(zn/

√
2) exp(−zn/

√
2), (8)

bn = √
2 cos(zn/

√
2) exp(−zn/

√
2), (9)

where zn = z/ l0, un = u/u0, bn = b/b0 are nondimensional height, velocity, and
buoyancy, respectively, and the corresponding scales governing the flow problem are
given as [16]

l0 = (νβ)
1/4N

− 1/2 sin
− 1/2 α, (10)

u0 = (νβ)
− 1/4N

− 3/2Bs sin
− 1/2 α, (11)

b0 = ν
1/4β

− 3/4N
− 1/2Bs sin

− 1/2 α, (12)

where Pr ≡ ν/β denotes the Prandtl number. From the above scales, a characteristic
time t0 = l0/|u0| and frequency ω0 = t−1

0 can also be derived. Note that when the
imposed surface boundary condition is constant buoyancy rather than buoyancy flux,
the above flow scales will look quite differently.

2.2 Dimensionless Numbers

Dimensionless parameters are extremely useful to interpret data whether it has been
collected numerically or experimentally. Richardson number (Ri), a measure of the
relative importance of buoyancy to shear in the flow, dominates the analyses of SABL.
However, it has been recognized that the set of dimensionless numbers governing
the SABL is incomplete [12]. The slope flow depicted in Fig. 1 is dependent on
the slope angle α, kinematic viscosity ν, thermal diffusivity β of the working fluid,
surface buoyancy flux Bs , and the measure of the background stratification. There
are five independent variables and a dependent variable such as the magnitude of
the jet velocity, which makes a total of six variables and two primary dimensions
(i.e., length and time). Thus, Buckingham π theorem predicts that there are four
dimensionless parameters. This means that is the nondimensionalized dependent
variable is a function of three independent dimensionless parameters. Shapiro and
Fedorovich [23] recognized this fact, but hypothesized that the full katabatic flow
is controlled by two dimensionless numbers, which are the Prandtl number and a
modified Reynolds number. In their scaling analysis, the slope angle appeared as a
stretching factor in the modified Reynolds numbers.

Application of the Buckingham π theorem gives the Prandtl number Pr, the slope
angle α, and the stratification perturbation parameter 
s which is a measure
of the ratio between the imposed surface buoyancy gradient and the background
stratification as follows:


s ≡ |Bs |
βN 2

=
∣∣ ∂b

∂z

∣∣
s

N 2
. (13)
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Since the buoyancy flux at the surface, BS , is negative for katabatic slope flows and
positive for anabatic slope flows, the magnitude of BS is used in the definition of

s . Note that for both katabatic and anabatic conditions, the slope flow becomes
dynamically more unstable at higher 
s [24].

For a constant buoyancy condition at the surface the stratification perturbation
number takes the following form


s ≡ |b0|√
N 3β

, (14)

where b0 is the prescribed buoyancy at the surface. An interesting outcome of the
abovedimensional analysis is the following:Richardson and internal Froude numbers
that are widely used in the study of stratified flows do not appear in the list of
dimensionless parameters governing the Prandtl model for stratified slope flows. In
hindsight, this is not surprising, but this observation deserves an explanation, and
that is because there are no external velocity or length scales imposed in the Prandtl
model. The flow along the slope self starts due to imposed surface buoyancy flux
and not driven by an external flow field or confined by a length scale. However,
using the internal length and velocity scales defined in Eqs. (10) and (11), we can
relate 
s to the so-called internal Froude number as 
s = Fr

√
Pr, and to the bulk

Richardson number as 
s = √
Pr/Ri. However, we do not recommend using Fr or

Ri for the current slope flow problem in the absence of external shear. Our viewpoint
is that relevant dimensionless parameters should identify and capture the interplay
of competing variables that are essential to the physics of the flow problem.

3 Linear Modal Analysis

Assuming that solutions to Eqs. (1)–(3) can bewritten as the sum of Prandtl’s laminar
base flow profile given by Eqs. (8)–(9) plus a small disturbance term, and stipulating
that those disturbances to the base flowarewavemodes represented byq(x, y, z, t) =
q̂(z) exp

{
i(kx x + ky y) + ωt

}
, the disturbance equations become, after linearization

of Eqs. (1)–(3) around Prandtl’s profile for katabatic flows:

ikx û + iky v̂ + ∂ŵ

∂z
= 0, (15)

ωû + iunkx û + u′
nŵ = −ikx p̂ − Pr
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)
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∂z
− Pr


s
sin α

(
−(k2x + k2y)ŵ + ∂2ŵ

∂z2
+ b̂ cot α

)
,

(18)
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ωb̂ + iunkx b̂ + b′
nŵ = − sin α


s

(
−(k2x + k2y)b̂ + ∂2b̂

∂z2
− (û + ŵ cot α)

)
, (19)

where û(z), v̂(z), ŵ(z), p̂(z), b̂(z) denote slope normal dependent flow disturbance
quantities normalized by the characteristic flow scales given in Eqs. (10)–(12).
(kx , ky) is a real wave vector on the x − y plane, whereas ω is a complex frequency
representing both growth rate as well as oscillation frequency. The normalized lami-
nar Prandtl flowprofile and its derivative in the slope normal z-direction in normalized
coordinates are given by un, bn and u′

n, b
′
n , respectively. It can be easily deduced from

Eqs. (8) and (9) that Prandtl’s profiles for both velocity and buoyancy are sinusoidal
oscillations dampenedwith growingheight, thus containing infinitelymany inflection
points, which may enable the onset of inflection instabilities. Equations (15)–(19)
also verify that there are three dimensionless parameters governing Prandtl’s slope
flow as determined in the previous section with the help of Buckingham’s π theorem.

The above system of linearized equations can be formally recast as a generalised
eigenvalue problem as follows:

A(kx , ky)q̂(z) = ωMq̂(z), (20)

where q̂(z) = [û(z), v̂(z), ŵ(z), p̂(z), b̂(z)]T is the flow disturbance vector vary-
ing in the slope-normal direction. M is a singular matrix due to the primitive vari-
able formulation; it is created by setting all diagonal entries in the identity matrix
belonging to the continuity equation to zero. To be compatible with the physical
boundary conditions of the original problem, the appropriate boundary conditions
for this system of equations are no slip for disturbance velocities at the slope sur-
face z = 0, free slip at infinite height z → ∞, and the buoyancy disturbance must
satisfy ∂ b̂/∂z|0 = 0, b̂|z→∞ = 0. The normal gradient of pressure disturbance p̂ is
also set to be zero at both z = 0 and z → ∞. The generalised eigenvalue problem
Eq. (20) is discretized via a collocated spectral method using Chebychev polynomi-
als, and an algebraic map is used to cover the semi-infinite domain [0,∞). To obtain
sufficient accuracy, two hundred collocation points are used for discretization, and
the resulting generalised eigenvalue problem is solved with the help of MATLAB
routine eigs. Linear stability/instability of the problem is determined by the real
part of the eigenvalues ω, where 	{ω} > 0 signifies a positive exponential growth
for the corresponding eigenmode, thus implying instability. The imaginary part of
ω represents the angular frequency of the temporal oscillation for the corresponding
eigenmode, and hence 
{ω} = 0 implies a stationary mode.

3.1 Linear Temporal Growth Rates

To study the linear temporal instability mechanism, we calculate the eigenvalue with
the maximal real part for a range of wave number pairs (kx , ky) at different specific
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values of the slope angle α and the stratification perturbation parameter 
s . We set
Pr = 0.71. At an inclination angle of α = 30◦ and 
s = 5.6 for katabatic conditions,
the maximal normalized growth rates, i.e. the maximal eigenvalue real part, are
displayed in Fig. 2a for the wave number pair [kx , ky] within [0, 0.1] × [0, 0.5].
Only the positive growth rates, signifying asymptotic unstable modes, are colored in
the plots. We observe at any given transverse wave number ky , the maximal temporal
growth rate is found for kx = 0, i.e. the most unstable modes are purely transverse
modes without variation along the base flow direction; themost dangerous transverse
wave number with maximal temporal growth rate is attained approximately ky ≈
0.33, as observed from Fig. 2a. The imaginary part of the most unstable eigenvalues,
not shown here, are all zero, which shows that these transverse instabilities are all
stationary, they are vortex rolls aligned with the longitudinal axis. At first sight, this
instabilitymode runs contrary to Squire’s theoremwhich states that themost unstable
mode of parallel flows must be two-dimensional and propagate along the direction
of the base flow [25], such as for example the plane Poiseuille flow. Since Squire’s
Theorem is only strictly valid for flows in the absence of other external body forces,
we deduce that the transverse instability mode must be caused by the buoyancy
force acting simultaneously orthogonal as well as parallel to the base flow direction,
which is similar to the role of the centrifugal force in other types of flowwhere similar
instabilities exist, such as for example Görtler vortices or Taylor-Couette flow [25,
26]. The analogy between the normal buoyancy force and surface curvature effects
has been established earlier [27], and both of these effects have been identified as
key components for the initiation of longitudinal rolls on a curved, cooled surface.
Our previous results, therefore, shows that even in the presence of background stable
stratification of strength N 2, the surface cooling, hence the buoyancy force, can be
strong enough to trigger the aforementioned instability mechanism, overcoming the
stable background stratification. Stratification perturbation parameter 
s captures
this effect directly.

For a much steeper inclination angle of α = 70◦ and at a higher stratification
perturbation number of 
s = 18.5 under katabatic conditions, the real part of the
most unstable eigenvalues forwave-numbers [kx , ky]within [0.1, 0.33] × [0, 0.1] are
shown in Fig. 2b. In clear contrast to Fig. 2a for the smaller angle α = 30◦, Fig. 2b
indicates that the modes become more unstable with smaller ky component such that
the largest growth rates are located at ky = 0; the longitudinal wave number of the
most unstable mode is approximately kx ≈ 0.24, as shown in Fig. 2b. These modes
are thus only varying along the slope direction, parallel to the main flow, hence they
are longitudinal modes. This is much more in line with instability in other type of
nearly parallel flows such as wakes behind a cylinder or Tollmien-Schlichting waves
in boundary layers. This essential difference from the instability of slope flows at the
lower angle of α = 30◦ could be explained by the larger along-slope buoyancy force
component relative to the force orthogonal to the surface at steeper slope angles.
As another substantial deviation from the case at α = 30◦, the imaginary part of the
most unstable eigenvalues, i.e. normalized oscillation frequency of the most unstable
modes, are nonzero. This means that the longitudinal instability modes on steep
slopes are waves propagating along the slope direction, in contrast to the stationary
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Fig. 2 Growth rate contours
depending on wave number
vectors kx , ky at different
slope angles for Pr = 0.71: a
α = 30◦, 
s = 5.6; b
α = 70◦, 
s = 18.5

rolls found at moderate slope angles. It should be emphasised here that for both
the moderate as well as the steep slope angles, the most unstable instability mode
never propagates in an oblique direction (kx , ky �= 0); it is either parallel (ky = 0)
or transverse (kx = 0) to the main flow direction along the slope. This is a different
to the spanwise-stratified Couette flow case in which oblique instabilities tend to be
the most unstable modes [18].

3.2 Growth Rates for Pure Modes

Thefindings of the previous subsection led us to the observation that themost unstable
modes at each slope angle α and stratification perturbation 
s are pure and not
oblique, which means that one component of the wave number pair [kx , ky] must
be zero in order to achieve maximal growth rate at fixed values for α and 
s . This
assertion implies that the critical threshold value of 
s required for the initiation of
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Fig. 3 Growth rate contours. a α = 30◦ for the transverse mode; b α = 70◦ for the longitudinal
mode. The most unstable eigenvalue at slope angle 30◦ for 
 = 5.6 is ω ≈ 0.15 and is attained
for the transverse wave number ky = 0.32. The most unstable eigenvalue at slope angle 70◦ for

 = 18.5 is ω ≈ 0.001 + 0.115i at the longitudinal wave number kx = 0.25

instability at a specific slope angleα and Pr number can be obtained by computing the
growth rates over
s separately for each wave number kx and ky and setting the other
wave number to zero. The Prandtl number is unchanged from the previous subsection
(i.e. Pr = 0.71). For the lower slope angle of α = 30◦, where the transverse mode
is expected to be dominant due to previous results, Fig. 3a displays the growth rate
contours over the ky − 
s domain. It can be observed that the minimal stratification
perturbation parameter required for the transverse mode is approximately 
s ≈ 5.

In Fig. 3b, the results for the steeper angle of α = 70◦ are shown over the kx −

s domain, since the longitudinal mode is expected to be dominant in this case.
We observe from Fig. 3b that the threshold for triggering the longitudinal mode is
approximately 
s ≈ 17. In both cases, we conclude after inspecting Fig. 3 that, for
the range of values shown here, the growth rate increases with increasing 
s at any
fixed wave number kx or ky . Hence, a larger stratification perturbation parameter is
associated with a more dynamically unstable flow configuration.

3.3 Eigenfunctions and Spectra

The eigenfunctions for each instability type described in the previous section are
computed and displayed in Fig. 4 for the transverse mode, and in Fig. 5 for the longi-
tudinal mode. All flow components are normalized by the maximal buoyancy distur-
bance magnitude. The transverse mode is computed at α = 30◦,
s = 5.6, whereas
the longitudinal mode is taken at α = 70◦,
s = 18.5. From the eigenfunction plots,
it can be seen from the transverse mode is fully three dimensional because it has
nonzero disturbances in all three velocity components, which can be up to almost
three times larger than the maximal buoyancy disturbance. On the other hand, the
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(a) (b) (c) (d) (e)

Fig. 4 Eigenfunctions of the linear stability problem for the transverse mode at α = 30◦. Dashed
lines represent the real part, asterisks represent the imaginary part, and solid line is the magni-
tude. The disturbance magnitudes have been normalized with the maximal occurring buoyancy
disturbance magnitude in each case

longitudinal flow velocity disturbance at steeper angle 70◦ is purely two-dimensional
with zero cross-flow velocity component v = 0; its main flow and vertical flow dis-
turbances are a lot weaker compared to its buoyancy disturbance. These differences
appear to suggest that the transverse and longitudinal modes are instigated by two
distinct instability mechanisms. Following the arguments made previously, the dis-
tinct flow disturbance characteristics of the transverse mode appears to be consistent
with centrifugal instabilities such as longitudinal vortex rolls observed in Görtler
or Taylor-Couette flows e.g. [26, 27]; on the other hand, the wave-like longitudinal
mode is a conventional two-dimensional Squire mode and could be the result of a
combination of Kelvin-Helmholtz mechanism as well as internal gravity waves in
stably-stratified medium.

The spectra, as well as pseudospectra for a transverse mode at α = 30◦ and a
longitudinal mode at α = 70◦, are displayed in Fig. 6a, b, respectively. which shows
the complex plane after the conformal transformation z → 1/z. It can be seen that
the most unstable eigenvalue of the transverse mode, as shown in Fig. 6a, has zero
imaginary part, implying stationarity, as explained earlier. On the other hand, the
imaginary part of the most unstable eigenvalue for the longitudinal mode is nonzero
(see Fig. 6b), thus indicating a travelling mode.

It is known that due to the non-normality of the stability operator, asymptotically
stable modes can experience very large transient growth rates which could short-
circuit the transition process [25, 28]. The pseudospectra have been computed with
the help of the MATLAB routine eigtool [29] and serve a visual guide to judge
the normality of the linearized stability operator [25]. The ε-pseudospectra contours
shown in Fig. 6a, b closely follow the shape of the original spectrum at distance ε

without major contortions, which is an indication for lack of strong operator non-
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(a) (b) (c) (d) (e)

Fig. 5 Eigenfunctions of the linear stability problem for the longitudinal mode at α = 70◦. Dashed
lines represent the real part, asterisks represent the imaginary part, and solid line is the magni-
tude. The disturbance magnitudes have been normalized with the maximal occurring buoyancy
disturbance magnitude in each case

normality and hence absence of large transient growth rates dominating the most
unstable asymptotic modes [25]. This has been supported by the analysis in [24]
which found good agreement between the growth rate predicted by the most unstable
mode and the simulation results. It is of interest that the plots displayed here bear
strong resemblance with some of the pseudospectra for Taylor-Couette flows shown
in [30].

3.4 Critical Stability Threshold and Map

Results from the analysis in previous subsections have shown a qualitative change
in the flow instability as a result of different slope angles, which is exhibited by a
transition from a transverse mode consisting of stationary rolls to two-dimensional
waves propagating along the main flow direction at sufficiently large inclination
angle. In order to obtain a detailed relation between slope angle α and the expected
flow instability at α, we plot the critical threshold of 
s for the onset of longitudinal
and transverse modes as functions of α over the range [30◦, 80◦] in Fig. 7a. It is
obvious that whereas the critical threshold of stratification perturbation parameter
for the transverse mode grows for increasing angle α, the corresponding value for the
longitudinal mode hardly changes over the same slope angles. Thus the transverse
mode becomes increasingly harder to be initiated with growing slope angle, and the
angle at which its critical stability threshold equals that of the longitudinal mode
is approximately α ≈ 62◦, which is a very steep slope. From the relation 
s =√
Pr/Ri between the stratification perturbation parameter and gradient Richardson
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Fig. 6 Spectra and ε-pseudospectra. a α = 30◦,
s = 18.5 for the transverse mode; b α =
70◦,
s = 20.5 for the longitudinal mode. The original spectra are marked by dots, and unsta-
ble eigenvalues are located in the positive real half of the complex plane. ε-pseudospectra is shown
by the color contours. The colorbar values are log10 ε

number [24], the value of 
s that corresponds to the critical Richardson number of
Ric = 0.25 at the Prandtl number Pr = 0.7 is 
s ≈ 1.69, as indicated by the dashed
line in Fig. 7b. Figure7a shows that at steep inclinations α > 62◦, the critical value
of 
s for each of the two instability modes is at least 17 and thus lies far above the
Ric = 0.25 line, and linearly stability is assured for an implied Ri that is as low as
2.5 × 10−3.

From Fig. 7b showing the behaviour at low angles less than 9◦, it can be observed
that at such shallow slopes, the critical
s threshold for the transversemode decreases
with smaller angles such that at α ≈ 5◦, the threshold value is as low as 
s ≈ 1.61.
From the relation Ri = Pr/
2

s , it can be easily verified that at angles α ≤ 5◦, the
Prandtl base flow profile satisfies Ri > 0.25. Thus the appearance of transverse insta-
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bility mode in such a case apparently violates the stability criterion given by the cel-
ebrated Miles-Howard Theorem which is valid for parallel inviscid base flows under
stable stratification [31]. However, this theorem, as explained in [32], requires the
assumption of inviscid flow with buoyancy force only acting orthogonal to the base
flow and surface; hence it completely neglects viscous shear as well as heat conduc-
tion effects as well as surface inclination. In an earlier work by [20], it has already
been shown that when there is misalignment between shear and stratification, a sta-
bly stratified, inviscid flow can become linearly unstable even when the gradient
Richardson number throughout the entire base flow field satisfies Ri > 0.25. Fur-
ther, as demonstrated by [33], heat conduction and viscous shear can also have a
destabilizing effect on a parallel flow under stable stratification, such that linear
instabilities may develop for base flows satisfying Ri > 0.25 throughout. Thus, we
are led to the conclusion that the presence of surface inclination as well as viscous
and heat conduction combine to trigger the transverse instability mode at Ri > 0.25
conditions, as shown in Fig. 7b.

3.5 Influence of Prandtl Number

The influence of the Prandtl number on the stability map α − 
s is shown in Fig. 8,
which plots the minimal threshold value of 
s necessary to initiate each instability
mode over the slope angle. A larger Prandtl number increases the stability threshold
necessary for instability onset of both transverse and longitudinal modes. A plausible
explanation for this observation is that when other flow parameters such as the fluid
viscosity and
s are left unchanged, a larger value of Pr effectively implies a smaller
thermal diffusivity, β, which then leads to a lower surface heat flux magnitude Bs at
the same 
s , as shown by Eq. (13). Figure8 also clearly displays that the stability
threshold of the transverse mode is influenced to a much larger degree by the Prandtl
number than the longitudinal mode: Raising it from Pr = 0.7 for air to Pr = 6.7 for
water at room temperature of 25◦, the critical stability threshold of the transverse
mode increases more than five times for all angles shown in the plot, whereas the
threshold value of 
s for the longitudinal mode only becomes about twice as large.

4 Results from Direct Numerical Simulations

Direct numerical simulations (DNS) are conducted to verify the results from the
linear stability analysis as well as visualizing flow fields of the instabilities. Towards
this end, the Navier-Stokes equations under a rotated coordinate system with buoy-
ancy contributions modelled by the Boussinesq approximation given by Eqs. (1)–(3)
are integrated via the second-order accurate three-dimensional solver GIN3D on a
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Fig. 7 Critical stability
thresholds for longitudinal
and transverse modes at
different inclination angles:
a for steep slopes with
α > 30◦ and b for shallow
slopes with α < 9◦. The line
corresponding to the critical
Richardson number Ri = 0.25
is drawn in the latter case
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Cartesian mesh [34]. The current version of GIN3D has been applied by Umphrey
et al. [35] to simulate the Prandtl slope flows. The globally second-order accuracy
of GIN3D was verified in that study.

4.1 Pure Instability Modes

We select rectangular boxes of dimensionless size Lx × Ly × Lz as simulation
domains for the katabatic slope flow problem. At least 3–4 points have been used to
resolve one characteristic length scale l0 along each direction in the simulated pure
instability modes; for our last case, the mixed instability simulation, a coarser grid
resolution has been applied due to the larger domain size which will be explained
separately.We apply periodic boundary conditions in both the along-slope and cross-
slopedirections,whereas a no-slip conditionwith a constant buoyancyflux is imposed
to the lower surface at z = 0; the upper boundary is assumed to be free-slip and adi-
abatic. The height of the simulation domain is set to be larger than 50 times the
characteristic length scale l0 computed from Eq. (10) to ensure nearly quiescent con-
ditions on the top. There is substantial latitude in the choice of the longitudinal and
transverse dimensions of the domain; we only need to ensure that the size in the rel-
evant direction is somewhat approximately an integer multiple of the wave length of
the most unstable mode as shown in Fig. 2. For initial conditions, we simply impose
Prandtl’s laminar flow profiles given by Eqs. (8) and (9). No initial disturbances are
required to be added on since inaccuracies arising from interpolation of the Prandtl
profile onto the discrete numerical grid as well as due to the iterative nature of
computational schemes, augmented by massively-threaded finite-precision floating
point arithmetics on graphics processing units were already enough to initiate the
flow instabilities after sufficiently long simulation time.

After growing sufficient in amplitude, i.e. larger than 10% of the maximal base
flow speed, nonlinear effects cause both modes to become saturated and reach a new
supercritical steady state. The vertical velocity component of the unstable flow fields
during the linear growth phasewhere the instabilitymagnitude ismany orders smaller
than the mean flow magnitude and at the saturated steady state are both displayed
in Figs. 9 and 10 for the transverse mode and longitudinal mode, respectively. A
comparison between Fig. 9a, b indicates that for the transverse mode, which remains
spatially stationary throughout, the shape of the flow field significantly changes
after nonlinear saturation such that the symmetry between the uplift (wn > 0) and
downdraft (wn < 0) flow regions is lost. In contrast, Fig. 10a, b show that there is no
such major modification for the travelling longitudinal mode, which only displays
some minor distortion of the flow field after reaching its supercritical steady state.
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Fig. 9 Simulated unstable transverse mode of katabatic slope flow at α = 30◦,
s = 5.6. Instan-
taneous snapshot of vertical velocity component during (a) growth phase and (b) after saturation
are shown. The contours are drawn for the normalized vertical velocity wn at half of the maximal
and minimal values, respectively

4.2 Mixed Instabilities Mode

At a slope angle α = 30◦, it can be seen from Fig. 7 that when the stratification
perturbation parameter 
s is larger than 20, the thresholds for both the transverse
and longitudinal instabilitieswill be breached, suggesting that bothmodes could exist
simultaneously under these conditions. In order to test this hypothesis, we carried out
a simulation for α = 30◦,
s = 21 on a large domain of size 400l0 × 400l0 × 50l0
to ensure that multiple wavelengths along all directions are being captured. Due to
the larger simulation domain size for this case, a slightly coarser grid resolution is
chosen; it is ensured that about 2 grid points occupy each length scale l0 in each
direction. A snapshot of the instantaneous flow field is displayed in Fig. 11, which
uses the isocontour of the Q-criterion at a fixed positive value for vortex structure
identification [36]. It can be seen that both longitudinal rolls and along-streamwaves,
characterisitc of the transverse and longitudinal instability modes, simultaneously
co-exist in the flow field and are delicately interwoven with each other, generating
smaller, more intricate eddies along their evolution.
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Fig. 10 Simulated unstable longitudinal mode of katabatic slope flow at α = 70◦,
s = 18.5.
Instantaneous vertical velocity component during (a) growth phase and (b) after saturation are
shown. The contours are drawn for the normalized vertical velocity wn at half of the maximal and
minimal values, respectively

Fig. 11 Instantaneous
contour for Q-criterion at
Q = 0.02 at
α = 30◦,
s = 21. The
coloring is done via the
normalized vertical velocity.
In this view, the main
downslope flow runs from
top to bottom
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5 Conclusions

As shown in this work and in Ref. [24], Prandtl model for down-slope flows is suscep-
tible to different types of flow instabilities in response to infinitesimal perturbations.
We used linear modal analysis and direct numerical simulations to uncover these
instabilities. Pseudospectra of the generalized eigenvalue problem is used to explain
the lack of strong non-normality of the linear stability operator, in contrast to other
familiar cases such as Couette and pipe flows [25]. Slope flow instabilities are con-
trolled by three dimensionless numbers, which are the inclination angle, the Prandtl
number, and the stratification perturbation parameter, 
s . This newly introduced
dimensionless number captures the relative importance of the surface cooling to the
background stratification.

For slopes that are not too steep, i.e. α < 62◦, a stationary, three-dimensional
mode of instability characterized by longitudinal vortex rolls can be triggered for suf-
ficiently high
s , despite the fact that Prandtl’s laminar profile is an one-dimensional
parallel flow. For gentle slopes satisfying α � 5◦, this instability can be initiated even
for base flow profiles with implied gradient Richardson number value beyond the
critical threshold of 0.25 given in the well-knownHoward-Miles theorem for inviscid
stratified shear flows.

At steep slope angles beyond 62◦, however, a two-dimensional wave instability
travelling along the slope develops. The onset of this instability can be explained by
the more dominant along-slope gravity component in this configuration. For these
slope angles, linear stability of the flow can be attained even at implied gradient
Richardson number as low as 2 × 10−3.

Discovery of these fluid instabilities in slope flows along with a set of dimen-
sionless numbers controlling the dynamics are expected to lead to improved param-
eterization of turbulent surface fluxes of heat and momentum transfer and a better
description of the very stable conditions in the atmospheric boundary layer.
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Shock-Turbulence Interaction
in Variable Density Flows

Yifeng Tian, Farhad Jaberi and Daniel Livescu

Abstract Accurate numerical simulations of shock-turbulence interaction (STI) are
conducted by a hybridmonotonicity preserving-compact finite difference scheme for
a detailed study of STI in variable density flows. Numerical accuracy of the simu-
lations has been established using a series of grid, particle, and linear interaction
approximation (LIA) convergence tests. The results show that for current parameter
ranges, turbulence amplification by the normal shock wave is much higher and the
reduction in turbulence length scales is more significant when strong density varia-
tions exist in STI. The turbulence structure is strongly modified by the shock wave,
with a differential distribution of turbulent statistics in regions with different den-
sities. The correlation between rotation and strain is weaker in the multi-fluid case,
which is shown to be the result of complex role density plays when the flow passes
through the shock wave. Furthermore, a stronger symmetrization of the joint proba-
bility density function (PDF) of second and third invariants of the anisotropic velocity
gradient tensor (VGT) is observed in the multi-fluid case. Lagrangian dynamics of
the VGT and its invariants are studied and the pressure Hessian contributions are
shown to be strongly affected by the shock wave and local density, making them
important to the flow dynamics and turbulence structure.
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1 Introduction

The interaction of a normal shock wave with multi-fluid isotropic turbulence is
an extension of the canonical shock-turbulence interaction (STI) problem which
includes strong variable density effects. This extended configuration can enhance
our understanding of more complex flow problems such as fuel-air mixing in super-
sonic combustion, the interaction of supernova remnants with interstellar clouds,
shock propagation through foams and bubbly liquids, inertial confinement fusion
(ICF), and re-shock problem in Richtmyer-Meshkov instability (RMI). Most of the
previous theoretical, numerical, and experimental studies of STI have been dedicated
to the original canonical problem.

The early theoretical study in Ref. [1] has restricted the STI to the linear interac-
tion regime with a large scale separation between the shock and turbulence, so that
the nonlinear and viscous effects are assumed to be negligible during the interac-
tion. By decomposing the pre-shock turbulence into independent modes (acoustic,
vortical and entropy) using Kovaznay decomposition [2], the post-shock turbulence
statistics can be theoretically derived from the linearized Rankine-Hugoniot jump
conditions. This approach is referred to as the linear interaction approximation (LIA)
and represents an important limiting case, since it provides analytical predictions for
the jumps of fluctuating quantities through the shock.

Due to the challenges of accurate experimental measurements of the smallest
time and length scales around the shock wave, numerical simulations have been
more widely employed to investigate this interaction. Researchers have been using
both shock-capturing and shock-resolving simulations to understand the post-shock
amplification of Reynolds stress, vorticity variance, and turbulent length scales [3–
10]. Earlier numerical studies have shown limited agreementwith theLIApredictions
because the parameter range was outside the linear regime. More recently, Ref. [11]
have considered a wide range of parameters in their shock-resolving direct numerical
simulations (DNS) to show that the DNS results converge to the LIA solutions when
the ratio of the shock thickness (δ) to the pre-shock Kolmogorov length scale (η)
becomes small. Replacing the actual shock interaction with the LIA relations can
extend the reach of DNS to arbitrarily high shock Mach numbers and much larger
Taylor Reynolds number (Reλ) than otherwise computationally feasible, provided
that the interaction parameters correspond to the linear regime. This method (named
Shock-LIA by the authors) was used for detailed studies of the post-shock turbulent
energy flux and vorticity dynamics [12, 13]. Reference [14] used shock-capturing
simulation and LIA to study the thermodynamic field generated by STI. In a recent
study, Ref. [15] showed, using shock-capturing turbulence-resolving simulations,
that the LIA predictions for the Reynolds stresses can be approached (albeit at larger
Reλ values than in full DNS calculations) providing that the scale separation between
numerical shock thickness (δn) and Kolmogorov length scale is large enough. Thus,
when the scale separation is large enough, so that the numerical artifacts near the
shock do not influence the flow, the shock-capturing method can properly simulate
the STI.
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As mentioned above, in many practical applications, STI may occur in a mix-
ture of very different density fluids. This motivated our extension of the canon-
ical STI problem to include variable density effects [15, 16] by considering the
pre-shock turbulence as an isotropic mixture of two fluids with different molecular
weights, as encountered in non-premixed combustion. Using turbulence-resolving
shock-capturing simulations, we have examined the turbulence statistics, turbulence
budgets, conditional statistics, and energy spectrum in the multi-fluid STI and found
that the nonlinear effects from the density variations significantly change the turbu-
lence properties in both physical and spectral spaces. In another study, Refs. [17, 18]
considered a reactive shock wave in a premixed mixture and used LIA and shock-
capturing simulations to study the detonation-turbulence interaction. However, there
still exist many gaps in our knowledge of the variable density effects on the post-
shock turbulence structure and flow topology.

The properties of the velocity gradient tensor (VGT) determine a wide variety of
turbulence characteristics, such as the flow topology, deformation ofmaterial volume,
energy cascade, and intermittency. Understanding both the VGT field immediately
after the shock-wave and its dynamics as the flow evolves away from the shock
wave are also crucial to the development of subgrid-scale models that can accu-
rately describe the shock interaction and return-to-isotropy effects. Reference [19]
has proposed an approach to classify the local flow topology and structure using the
invariants of VGT. The dynamical behavior of the VGT has been studied for incom-
pressible flows using the Lagrangian evolution of the invariants along conditional
mean trajectories (CMT) [20]. The statistics regarding the invariants of VGT and
their Lagrangian dynamics have been used to understand the structure of turbulence
in many canonical flows, such as isotropic turbulence, turbulent boundary layer and
mixing layers [21–23]. Previous studies on single-fluid STI have examined some of
the statistics of the PDF of VGT. References [11, 12] took a step further to inves-
tigate the turbulence structure and vorticity dynamics based on the examination of
VGT invariants. By taking advantage of the Shock-LIA procedure, they extracted
the statistics of VGT and its invariants for a wide range of shock Mach numbers.
On the other hand, the dynamics of VGT as the turbulence evolves away from the
shock wave cannot be examined using the Shock-LIA procedure. Our preliminary
numerical studies on variable density STI have revealed some important features of
VGT [24, 25]. The relation between velocity and scalar field has also been studied
by Ref. [26] to better understand mixing in this flow configuration. However, these
studies have not yet fully revealed the variable density effects on the post-shock
turbulence/scalar structure.

This chapter presents a comprehensive study of multi-fluid STI using the
turbulence-resolving shock-capturing simulations. The chapter is organized as fol-
lows. Details of the simulations are described in Sect. 2 and the testing conducted
to assess the accuracy of results are discussed in Sect. 3. Results are presented in
Sect. 4.
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2 Governing Equations and Solution Procedure

In this section, we will briefly discuss the governing equations and numerical
approach used for shock-capturing turbulence-resolving simulations, from which
we have extracted the Eulerian and Lagrangian statistics.

2.1 Eulerian Method

The conservative form of the dimensionless compressible Navier-Stokes equations
for flows with two miscible species (i.e. continuity, momentum, energy, and species
mass fraction transport equations) were solved numerically together with the perfect
gas law using a high-order hybrid numerical method [15]. The inviscid fluxes for
the transport equations were computed using the fifth-order monotonicity-preserving
(MP) scheme, as described in Refs. [15, 27, 28]. The molecular transport terms were
calculated using the sixth-order compact scheme [29]. The 3rd-order Runge-Kutta
scheme was used for time advancement.

The physical domain for the simulations considered in this paper is a box that
has a dimension of 4π in the streamwise direction (denoted as x) and (2π, 2π) in
the transverse directions (denoted as y and z), as shown in Fig. 1a. A buffer layer is
used at the end of the computational domain from 4π to 6π to eliminate reflecting
waves. In the transverse directions, periodic boundary conditions are used as the
flow is assumed to be periodic and homogeneous in these directions. To provide
inflow turbulence, pre-generated decaying isotropic turbulence is superposed on the
uniform mean flow with Mach number = 2.0 and convected into the domain using
Taylor’s hypothesis. The inflow turbulent Mach number, Reynolds number and peak
wavenumber are Mt ≈ 0.1, Reλ ≈ 45, and k0 = 4, respectively. For this Mt value,
Taylor’s hypothesis is appropriate for approximating spatially developing turbulence
with temporally developing turbulence [30]. The variable density (multi-fluid) effects
arise from compositional variations, by correlating the density to an isotropic scalar
field. The scalar field is generated as a random field following a Gaussian spectrum
with a peak at ks = 8.0 and has double-delta probability density function distribution
so that the scalar value initially is either 1.0 or 0.0. The initial scalar field is smoothed
by solving a diffusion equation so that the scalar field can be fully resolved by the
chosenmesh. The resulting scalar field is then allowed to decay in the fully developed
isotropic turbulence setup for one eddy turn over time as a passive scalar. The mass
fractions of the two fluids can be extracted from the density field using the infinite
speed of sound relation [31, 32], which is approximately satisfied at low turbulent
Mach numbers. TheAtwood number, At = (W2 − W1)/(W2 + W1), calculated from
the molar weights of the two fluids, W1 and W2, is 0.28. This value of the Atwood
number was chosen such that the variable density effects are non-negligible, yet the
interaction with the shock wave is still in the wrinkled-shock regime. The Prandtl
number, Pr , and Schmidt number, Sc, are the same and equal to 0.75. The mean
flow Mach number, Ms , is 2.0. Immediately before the shock wave, Mt and Reλ are
around 0.09 and 42, respectively.
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Fig. 1 Instantaneous contours of vorticity and shock surface in isotropic turbulence interacting
with a shock wave and the shockMach number is 2.0. a Vortex structure, identified by the Q criteria
(i.e. isosurface of the second invariant of VGT: Q = 2 〈Qw〉, where 〈Qw〉 is the averagedmagnitude
of rotation tensor) and colored by the mole fraction of the heavy fluid. Fluid particles are initialized
as a sheet that spans over the homogeneous directions at a given post-shock streamwise position
and allowed to develop with the flow. b Visualized particle sheet, convected and distorted by the
post-shock turbulence. The instantaneous shock surface is colored by the shock intensity across the
shock for c single-fluid and d multi-fluid cases

2.2 Lagrangian Method

For the current study, we have tracked more than 4.5 million particles that are initial-
ized uniformly at various streamwise positions �x0, and calculated various turbulence
structure statistics following their trajectories. The aim is to understand the evo-
lution of flow structures following fluid particles. Figure1a marks with red lines
a typical streamwise plane where particles are initialized. The particles are then
convected by the instantaneous turbulent velocity obtained by turbulence-resolving
shock-capturing simulations [15] and moved to another plane marked by the blue
lines. At this stage, the initially flat particle sheet is distorted by the turbulence as
shown in Fig. 1b.

The fluid particles are non-inertial and follow the local flow velocity. The corre-
sponding transport equations for particle positions x+

i are:

dx+
i (t | �x0, t0)

dt
= u+

i (t | �x0, t0), (1)

u+
i (t | �x0, t0) = ui (x

+
i , t), (2)
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where x+
i (t | �x0, t0) represents the positions of the particles at time t that are initialized

at �x0 and time t0. The particle velocity u+
i (t | �x0, t0) can be obtained from the Eule-

rian velocity field ui (x
+
i , t) by interpolation. The interpolation is based on the cubic

spline scheme, whose accuracy in predicting particle positions has been studied in
Ref. [33]. In the STI configuration, there is a sharp change of the flow velocity at
the shock, which deteriorates the interpolation accuracy. To achieve accurate inter-
polation of the particle velocity, the domain is partitioned into three different regions
as shown in Fig. 1a: pre-shock, shock, and post-shock regions. The instantaneous
shock surface is identified using the sensor: s = −θ/(|θ | + 〈ωiωi 〉0.5yz ) > 0.5, where
θ = ∂ui/∂xi is the dilatation, ωi = εi jk∂uk/∂x j is the vorticity, and 〈〉yz represents
the instantaneous average over the homogeneous directions. After the instantaneous
shock region is identified, the pre- and post-shock turbulence fields can be separated
for interpolation. Lagrangian dynamics of particles across the shock wave is not
considered in this study.

3 Numerical Accuracy

The accuracy of the numerical results is addressed in this section through a series of
convergence tests. To ensure that all the turbulence length scales are well resolved, a
grid convergence test was conducted in Ref. [15]. Here, we summarize these results
for completeness, together with additional convergence results for small-scale quan-
tities. Figure2 shows the velocity dissipation rate ε andmass fraction dissipation rate
εφ as a function of the normalized streamwise direction k0x for a series of meshes.
The grey regions in the following figures indicate the unsteady shock region, inside
which the results are affected by the shock wrinkling and unsteady shock movement.
As the grid is refined in all three directions, both quantities display convergence,
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Fig. 2 Results of multi-fluid grid convergence tests at Reλ = 42 and Mt = 0.09. Streamwise
development of a velocity dissipation rate ε and b mass fraction dissipation rate εφ is shown. The
region of unsteady shock movement is marked in grey. Grid numbers for Grid 1–5 are 256 × 256 ×
1024, 384 × 384 × 1024, 384 × 384 × 1536, 512 × 512 × 1536, 512 × 512 × 2048



Shock-Turbulence Interaction in Variable Density Flows 75

proving the accuracy of the turbulence database. Another aspect that needs to be
considered is the scale separation between the numerical shock thickness δn and the
Kolmogorov length scale η as suggested in our previous study [15]. With the finest
mesh (512×512×2048), the scale separation ratio (η/δn) is around 1.9, which is
sufficient for resolving the interaction between the numerical shock wave and small-
scale turbulent motions. Therefore, in the current study, we have obtained all the
statistics from the turbulence field based on the finest grid to ensure accuracy. Sec-
ondly, LIA convergence tests were conducted following Ref. [11] to show that the
shock-capturing simulations can capture the correct limits. Turbulent Mach num-
ber (Mt ) and Taylor Reynolds number (Reλ) were varied for the canonical single-
fluid simulations, covering a wide range of parameter space. The shock-capturing
simulation results do converge to LIA predictions for individual Reynolds stress
components as long as certain conditions are satisfied [15]. This was the first time
that the asymptotic values for individual Reynolds stresses were approximated using
shock-capturing simulations.

Statistical convergence is another important factor that needs to be addressed
before any further analysis. To reduce the statistical variability, all the results that
are based on the Eulerian data are space-averaged over homogeneous directions and
time-averaged for around two pass-over times.

For theLagrangian statistics, the number of fluid particles needs to be large enough
for statistical convergence, especially for conditional averaged statistics. The condi-
tional statistics are obtained by ensemble averaging over all the fluid particles that
fall into the bins (see Eq. (14)). The number of samples needed to achieve statistical
convergence will be examined for different bin sizes. Figure3 shows the convergence
of two important conditional Lagrangian statistics 〈 DQ

Dt 〉/ 〈Qw〉3/2, 〈 DR
Dt 〉/ 〈Qw〉2 and

their standard deviation (see Sect. 4.3 for definitions), depending on the number
of particles in each bin. For the multi-fluid case, we note that the convergence of
both conditional means and standard deviations can be achieved when using around
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Fig. 3 The statistical convergence for a (DQ/Dt)/ 〈Qw〉3/2 and (DR/Dt)/ 〈Qw〉2 and b their
standard deviations conditioned at point (3.0, 3.0) in the (Q, R) phase plane for multi-fluid case.
The number of bins are 30 × 30 (solid), 40 × 40 (dashed) and 60 × 60 (dotted)
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10,000 particles. The effects of the bin sizes are also examined by comparing three
different set of bin numbers 30 × 30, 40 × 40 and 60 × 60 in the (Q, R) phase plane
at the same point (3.0, 3.0). These bin numbers correspond to the following bin sizes:
(1.3, 1.3), (1.0, 1.0) and (0.67, 0.67). Our analysis indicate that the statistics con-
verge to almost the same value when the sample size is large enough. In the present
study, we uniformly sampled more than 4.5 million particles and made sure that
there are at least 10,000 particles in each sample bin with the number of bins being
40 × 40 ((�Q,�R) = (1.0, 1.0)).

4 Results and Discussions

In this section, the effects of density variations on STI are examined in detail by
comparing the results obtained fromvariable density (VD) or “multi-fluid” caseswith
those obtained from a reference ‘single-fluid’ simulation. The single-fluid reference
simulation was conducted using the same inflow conditions for turbulent variables
except density. In this reference case, the mass fraction of the heavy fluid is set to 1.0.
At the same time, a passive scalar equation, which is the same as the mass fraction
equation in the multi-fluid case, is solved for comparison. This case is referred to
as just the single-fluid case and used as a reference to study the effects of VD on
STI. For all cases, the turbulence is allowed to adjust itself to the scalar field in the
pre-shock region before interacting with the normal shock. Statistical averages are
computed over homogeneous directions to obtain statistics of the flow. Reynolds
averages are denoted by an overbar, f , while Favre averages are denoted by a tilde,
˜f ; the corresponding fluctuations around these averages are denoted by f ′ and f ′′.

4.1 General Effects of Density on STI

Averaged flow statistics are compared in Fig. 4 for single-fluid and multi-fluid cases.
Before the shock wave, all cases yield the same results. This observation not only
confirms that the inflow conditions are somewhat similar in these cases, but also
implies that for current simulation, the effect of density variations on turbulence
is small in the pre-shock region. When comparing the multi-fluid turbulent kinetic
energy and vorticity variance with the corresponding single-fluid values in Fig. 4a, d,
it is noted that the amplification in these turbulent statistics is much more significant
in the multi-fluid cases. Furthermore, the multi-fluid turbulent kinetic energy reaches
a peak around k0x ≈ 2.0, which is closer to the shock than k0x ≈ π for single-fluid
case. Figure4b, c show the comparison for streamwise turbulenceTaylormicro length
scale, λ1, and Kolmogorov length scale, η. The reduction in turbulence length scales
across the shock wave is evident in these figures; the multi-fluid cases show more
reduction than the single-fluid case. Note that the changes in turbulence statistics
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Fig. 4 Plots of a turbulent kinetic energy, b Kolmogorov length scale, c Taylor micro scale and
d transverse vorticity variance for multi-fluid (red) and single-fluid (blue) simulations. Figure
reprinted with permission from Tian et al. [15]
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Fig. 5 Plots of normalized a scalar variance, b Batchelor scale for multi-fluid (red) and single-fluid
(blue) simulations. Figure reprinted with permission from Tian et al. [15]

in multi-fluid cases are expected to depend on the scalar structure and the Atwood
number [34]; these are not discussed in this paper.

In Fig. 5, statistics related to the scalar field (heavy fluid mole fraction for multi-
fluid case and passive scalar for the single-fluid case) andmixing are compared. Both
scalar variance φ′φ′ and Batchelor scale λB are shown. λB is calculated based on the
scalar dissipation and is the representative of the smallest scales in the scalar field.
The scalar statistics are normalized by the values immediately before the shockwave.
After passing through the shockwave, the faster decay of scalar variance for themulti-
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fluid case indicates stronger shock enhancement of scalar mixing. The Batchelor
scale, however, shows amore complex behavior.Unlike theKolmogorov length scale,
the same reduction ratio ofBatchelor scale across the shockwave is observed between
the multi-fluid and single-fluid cases. After passing through the shock wave, the
Batchelor scales of multi-fluid cases exhibit a transient process of decreasing before
returning to the pre-shock value, during which an even smaller structure of the scalar
field is generated. In the single-fluid case, however, the Batchelor scale increases
monotonically back to its pre-shock value. We also note that after k0x ≈ 10.0, the
multi-fluid λB values are larger than the single-fluid values as the faster mixing
immediately after the shock smooths out the small scalar scales.

To further understand the variable density effects, conditional expectations of
several turbulence quantities, conditioned on the density, are calculated and exam-
ined. In Fig. 6a, the conditional expectation of the turbulent kinetic energy, TKE,
is shown. We note that TKE has a preferential distribution in the relatively high or
low density regions in the post-shock regions. One possible explanation is that in
high and low density regions, the local sound speed has different values from that
of average sound speed, so that the local shock velocity, u1,s becomes nonzero (in
the reference frame of the laminar shock wave) and changes significantly. The local
movement of the shock surface then further changes the post-shock velocity, u1,d
and makes it deviate from the averaged post-shock velocity u1,d . The deviation from
u1,d or u′

i in low and high density regions is much larger in magnitude than that
in regions with moderate density, which results in larger TKE in the high and low
density regions. We have computed the conditional average of u′

i on density. Results
agree very well with our explanation for conditional TKE. We also note that TKE
is larger in the light fluid regions compared to heavy fluid regions. This is due to
the low inertia of the light fluid, which responds faster to the changes in the local
strain and, thus, accelerates faster [35, 36]. This explanation is also applicable to
Fig. 6b for single-fluid case, which shows a preferential distribution of TKE in the
lower density fluid region before the shock wave. After passing through the shock
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Fig. 7 Conditional expectation of enstrophy as a function of density at various streamwise location
for: a multi-fluid and b single-fluid case. Figure reprinted with permission from Tian et al. [15]

wave, a stronger amplification in the high and low density regions is noted but this
is relatively weak.

The correlation between vorticity and density has a completely different behavior
than TKE. Evidently, Fig. 7 shows that more vorticity is generated in the mixed fluid
regions. Before reaching the shock wave, the mixing process is relatively slow, so
that there are still large regions with pure or partially mixed fluids and only narrow
regions with fully mixed fluids. In these regions, the density gradients remain large.
Through the interaction with the shock wave, the large density gradients lead to
the generation of vorticity through the baroclinic torque. For the single-fluid case
(Fig. 7b), the distribution of vorticity is not affected much by the shock because of
the absence of large density variations.

4.2 Structure and Topology of the Post-shock Turbulence

References [1, 3, 9, 12] showed that STI leads to a two-dimensionalization of the
flow immediately after the shock, i.e. the flow becomes locally axi-symmetric. The
vortex stretching term is therefore the smallest immediately after the shock. This
term then increases as the flow evolves away from the shock and returns to a 3-D
structure. Following the expression of the vortex-stretching term in Ref. [12], the
turbulent stretching term can be decomposed into contributions from eigenvectors
and eigenvalues of strain rate. After normalizing the turbulent stretching term in
the enstrophy equation using ω′

2ω
′
2 and the turbulence time scale TKE/ε (where

ε is the rate of dissipation), the effects of the eigenvectors and eigenvalues of the
strain rate can be isolated. As shown in Fig. 8, the magnitude of turbulent stretching
decreases to around zero across the shock wave. During the transient post-shock pro-
cess, the multi-fluid case exhibits a faster return to 3-D isotropic turbulence structure,
indicated by the faster increase in the normalized turbulent stretching term. Further
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Fig. 8 Vortex-stretching
term in the enstrophy
equation, normalized by
ω2ω2 and turbulence time
scale TKE/ε. Figure
reprinted with permission
from Tian et al. [15]
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downstream, the multi-fluid case reaches its peak value much sooner than the single-
fluid case. The behavior of the normalized turbulent stretching term indicates that the
contributions to the return to 3-D turbulence not only come from increased enstrophy
amplification, but also from the change of alignment between vorticity and strain rate
tensor eigenvectors.

The preferential amplification of the transverse components of the rotation and
strain rate tensors is a well-known effect in STI and has been extensively studied
for the canonical single-fluid flows [7, 11, 12]. This amplification can lead to an
increase in the correlation between the two quantities. When density variations are
introduced, Ref. [15] showed that the transverse components of vorticity variance
are further enhanced across the shock wave while the streamwise component retains
almost the same value. To better understand the variable density effects on post-
shock turbulence, the PDF of the strain-enstrophy angle, 
, is considered in Fig. 9.

 is calculated using 
 = tan−1(Si j Si j/(Wi jWi j )), where Si j = 1/2(Ai j + A ji )

and Wi j = 1/2(Ai j − A ji ) are the strain and rotation tensors and Ai j = ∂ui/∂x j is
the velocity gradient tensor. In isotropic turbulence, the PDF of 
 peaks at 90◦ [37],
indicating a strain dominated flow. In single-fluid post-shock turbulence, the PDF of

 exhibits a shift of the peak from 90◦ to around 45◦, as the shock Mach number
increases. This has been observed by Livescu and Ryu [12] and is interpreted as the
increase in correlation of strain and rotation. However, in the multi-fluid case, the
peak still occurs at relatively large angles and the increase in correlation is not as
pronounced as that in the single-fluid case, at the same shockMach number. Figure9
implies that the rotation and strain are amplified differently by the shock when large
density variations are present, which compromises the correlation between the above
two quantities.

To understand the effects of the density variations on the strain and rotation tensors
as the flow interacts with the shock wave, the pre- and post-shock values of the
conditional expectations of themagnitudes of the two tensors are shown in Fig. 10 for
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Fig. 10 Conditional expectation of the magnitude of a rotation tensor and b strain rate tensor as a
function of density before and after the shock

themulti-fluid case. The amplification of vorticity is stronger in themixedfluid region
as shown and explained in the last section. On the other hand, Fig. 10b shows that
the magnitude of the strain rate tensor tends to be stronger in the heavy fluid regions
and weaker in the light fluid region. This trend is hypothesized to be related to the
dependence of shock strength on the pre-shock density. Reference [15] showed that
shock strength is positively correlatedwith density. In the highest density regions, the
shock compression is also stronger, while it is weaker in the smallest density regions,
leading to the observed trend in the amplification of the strain rate tensor magnitude.
This trend is different from that observed for the vorticity, which is explained above.
As a result, the trend of the strain-enstrophy angle PDF peaking around 45◦, observed
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Fig. 11 PDFs of the
normalized dilatation and
vorticity for isotropic
turbulence (IT), single-fluid
post-shock turbulence, and
multi-fluid post-shock
turbulence
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in the single fluid case at higher shock Mach numbers is weakened in the multi-fluid
case.

To further characterize the turbulence structure behind the shock wave, we have
analyzed the invariant space of the VGT. The second and third invariants (denoted
by Q∗ and R∗) of the anisotropic/deviatoric part of the VGT can reveal important
features of the flow topology [38]. In highly compressible turbulence, there exits a
richer set of flow topologies due to the dilatational part of the velocity gradient tensor
[39]. For the parameter range considered in this study; however, the compressibility
effects are weak. This is demonstrated in Fig. 11, where the normalized PDFs of the
dilatation and vorticity for pre-shock isotropic turbulence, single-fluid, and multi-
fluid post-shock turbulence are shown. The pre-shock isotropic turbulence has a very
low magnitude of dilatation. The shock wave expectedly amplifies the dilatation
magnitude, and more so when variable density effects exist, but the dilatation values
are still considerably lower than those studied in Refs. [39–41]. Considering that
the focus of this study is on the variable density effects, here we only present the
topological structure of the anisotropic velocity gradient tensor, using data points
where P ≈ 0. These regions encompass about 60% of the flow. The anisotropic part
of the VGT is calculated using the formula A∗

i j = Ai j − θ/3I . Correspondingly, the
second and third invariants can be calculated from:

Q∗ = −1

2
A∗
i j A

∗
j i , (3)

R∗ = −1

3
A∗
i j A

∗
jk A

∗
ki , (4)

Based on the local values of Q∗ and R∗, four types of local flow topologies
can be identified: stable-focus/stretching (SFS), unstable-focus/contracting (UFC),
stable-node/saddle/saddle (SN/S/S) and unstable-node/saddle/saddle (UN/S/S). For
isotropic turbulence, the joint PDF of (Q∗, R∗) has the well-known tear-drop shape.
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This has been further observed in other fully developed turbulent flows, such as
boundary layers, mixing layers, and channel flows [38, 42]. This type of distribu-
tion of Q∗ and R∗ is an indicator that the turbulence is more likely having a local
topology of stable-focus/stretching or an unstable-node/saddle/saddle. In Fig. 12a, it
is shown that the joint PDF of normalized second and third invariants, Q∗/〈Qw〉 and
R∗/〈Qw〉3/2, has the same tear-drop shape in the pre-shock flow. Using shock-LIA
and DNS data, Ref. [11] showed that for single-fluid STI, the (Q∗, R∗) distribution
is significantly modified by the shock wave, with a tendency towards symmetriza-
tion of the joint PDF. This indicates that the regions with stable-focus/compression
and stable-node/saddle/saddle (first and third quadrant) are more likely to occur as
turbulence develops a 2-D axisymmetric flow structure. To understand the variable
density effects on this shock-induced symmetrization, the joint PDFs of (Q∗,R∗) for
both single-fluid and multi-fluid post-shock turbulence are compared in Fig. 12b, c.

Figure12b shows the joint distribution for the single-fluid post-shock turbulence.
The dashed lines denote the locus of zero discriminant of A∗, where Q∗ and R∗
satisfy 27R∗2/4 + Q∗3 = 0.Compared to the pre-shock joint PDF, there is a tendency
towards symmetrization,withmore points located in thefirst and third quadrants. This
agrees very well with previous shock-LIA results [11]. Similar to single-fluid STI,
multi-fluid STI demonstrates a tendency towards symmetrization of the (Q∗, R∗)
distribution. However, the multi-fluid distribution is slightly more symmetric and
has a larger variance, with more points away from the axes. This implies that more
extreme “events” exist in the post-shock multi-fluid turbulence. It also agrees with
previous results on multi-fluid STI that shows amplification of TKE to be stronger
when there are significant density variations [15, 16].
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Fig. 12 Iso-contour lines of joint PDFs of normalized second and third invariants of the anisotropic
part of the velocity gradient tensor, (Q∗,R∗), for a pre-shock, b single-fluid post-shock turbulence,
and c multi-fluid post-shock turbulence. The lateral lines denote the locus of zero discriminant
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Fig. 13 Iso-contour lines of post-shock (k0x ≈ 0.44) joint PDF of second and third invariants of
the anisotropic part of the velocity gradient tensor, (Q∗,R∗), in regions with different densities. a
Regions with high density values, ρ > (ρ + 90%ρ′

rms), b regions with density around the post-
shock mean value, and c regions with low density values, ρ < (ρ − 90%ρ′

rms)

The density effects on the post-shock joint PDF of second and third invariants are
further explored by comparing the conditional distribution, conditioned on regions
with different densities, in Fig. 13a–c. Figure13a corresponds to regions with rela-
tively high density (ρ > (ρ + 90%ρ ′

rms)), Fig. 13b to regions with density around the
post-shock mean value, and Fig. 13c to low density regions (ρ < (ρ − 90%ρ ′

rms)).
For consistency check, the joint PDFs corresponding to these regions are also com-
puted for the pre-shock flow (not shown) and found to be close to the single-fluid
PDFs. After the shock wave, the joint PDFs demonstrate significant differences
between regions with different densities. In regions with density closer to that of
post-shock mean density, the distribution of invariants appears to be very similar
to that shown in Fig. 12c. But for regions with higher density (Fig. 13a), the joint
PDF becomes more symmetric compared to the overall flow or single-fluid case.
There is a much larger portion of data points having a local topology of stable-
node/saddle/saddle, and fewer data points fall into the first and second quadrants,
indicating larger strain-dominated regions. On the other hand, the post-shock regions
with low-density values (Fig. 13c) exhibit features similar to that of isotropic turbu-
lence, with almost the same tear-drop shape, only with a larger variance or a wider
distribution. The quantitative difference is hypothesized to be related to the higher
shock strength variation in themulti-fluid case. Itwas observed in our previous studies
[43], that the local shock strength is positively correlated with the pre-shock density.
With a stronger shock, the two-dimensionalization effect on the post-shock turbu-
lence should also appear stronger in the high-density regions [12]. For low-density
regions, the smaller two-dimensionalization effect reduces the symmetrization trend.
Moreover, the relatively lower inertia in these regions leads to a faster response to
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the local strain field [36], which could make a faster return to isotropic turbulence.
The different characteristics of (Q∗, R∗) joint PDF in regions with different densities
provide additional evidence for the previous argument made about the density role
on the preferential amplification of the strain and rotation tensors.

4.3 Lagrangian Dynamics of VGT

Lagrangian equations of the VGT and its invariants can be used to understand the
evolution of turbulence structure. The time evolution of Ai j for fluid particles can be
obtained by taking the spatial derivatives of the Navier-Stokes equations. In dimen-
sionless form, it can be written as [40]:

DAi j

Dt
= ∂Ai j

∂t
+ uk

∂Ai j

∂xk
= −Aik Akj − Hi j + Ti j , (5)

with

Hi j = ∂

∂x j
(
1

ρ

∂p

∂xi
) = − 1

ρ2

∂ρ

∂x j

∂p

∂xi
+ 1

ρ

∂p2

∂xi∂x j
= Hb

i j + H p
i j , (6)

Ti j = ∂

∂x j
(
1

ρ

∂σik

∂xk
), σi j = μ

Re0

(

∂ui
∂x j

+ ∂u j

∂xi
− 2

3

∂uk
∂xk

δi j

)

, (7)

where Re0 is the reference Reynolds number. From here, the dynamic equations for
the three invariants of the VGT, P , Q, and R can be derived in the following form
[40]:

DP

Dt
= (P2 − 2Q) + H p

ii + Hb
ii − Ti i , (8)

DQ

Dt
= (PQ − 3R) + (PH p

ii + Ai j H
p
ji ) + (PHb

ii + Ai j H
b
ji )

+ (−PTi i − Ai jT j i ), (9)
DR

Dt
= PR + (QH p

ii + PAi j H
p
ji + Ai j A jk H

p
ki ) + (QHb

ii + PAi j H
b
ji

+ Ai j A jk H
b
ki ) + (−QTi i − PAi jT j i − Ai j A jkTki ), (10)

where the three invariants of VGT are defined as:

P = −tr(Ai j ), (11)

Q = 1

2
(tr(Ai j )

2 − tr(Ai j A jk)), (12)

R = −det (Ai j ), (13)
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Here, tr(Ai j ) and det (Ai j ) denote the trace and determinant of a tensor. Note that
instead of the deviatoric part of the VGT, the dynamic equations for the full VGT
are considered. The reason is that due to the variable density effects and shock
compression, the incompressibility condition is not satisfied especially when Mt and
At become large. Even though Mt and At in this study are small, we still consider the
full equations for any future comparisons. The contributions from the dilatational part
of theVGTand their couplingwith the variable density effects in highly compressible
turbulence are still unknown and need to be explored for STI in future studies.

The dynamical equations can be divided into contributions by four different parts:
(I) mutual-interaction among invariants, (II) pressure Hessian, H p

i j , (III) baroclinic,
Hb
i j and (IV) viscous term Ti j . The statistics regarding these terms can be extracted

from the Lagrangian data.
The Lagrangian dynamics of the turbulence and the evolution of flow topology

are examined by considering the conditional mean rate of change of Q and R in the
invariants plane [22]. The rates of change are used to form a vector at each point
in the invariants plane. The trajectories implied by these vectors can be followed to
understand the return-to-isotropy. In fully compressible turbulence, the (P, Q, R)

invariant space becomes three-dimensional [39–41] and there exists an out-of-plane
(Q, R) component of the trajectory due to the contribution from compressibility (P)
effect. Due to the low compressibility effect in this work, however, it would be more
appropriate to consider only the in-plane (Q, R) dynamics and leave the compress-
ibility effects for future study. Therefore, the results presented below correspond to
the data points with small magnitude of P (|P|/ 〈Qw〉0.5 < 0.1) for the relatively
“incompressible” region of the flow. These points comprise approximately 60% of
the flow. The procedure used to obtain the conditional mean vectors (CMVs) in this
study is similar to that in Ref. [22]. The condition averages are computed using the
formula:

〈X |(A = A0, B = B0)〉 = 〈X |(A0 − 1

2
�A) ≤ A < (A0 + 1

2
�A),

(B0 − 1

2
�B) ≤ B < (B0 + 1

2
�B)〉, (14)

therefore, X (Q, R) represents a statistical quantity that is conditioned on Q and R.
The normalized conditional mean vectors (DQ/Dt/ 〈Qw〉3/2, DR/Dt/ 〈Qw〉2)

for different flows are shown in Fig. 14. The vectors obtained from isotropic turbu-
lence data are shown in Fig. 14a for reference. It can be seen that the CMVs exhibit a
circulating behavior in the (Q, R) plot around the origin in the clockwise direction,
indicating that the flow evolves from SFS to UFC, UN/S/S, SN/S/S then back to SFS
on average. This circulating behavior represents the Lagrangian dynamics in fully
developed turbulence that maintains the tear-drop shape of the (Q, R) distribution.
This has been observed in many incompressible/compressible canonical turbulent
flows [22, 40]. The CMVs for single-fluid and multi-fluid post-shock turbulence are
shown in Fig. 14b, c. Evidently, the joint PDF of (Q, R) becomes more symmet-
ric due to shock compression. From the Lagrangian point of view, the circulating
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Fig. 14 Conditional mean rate of change vectors of (DQ/Dt/ 〈Qw〉3/2, DR/Dt/ 〈Qw〉2) in the
(Q, R) plane for a isotropic turbulence, b single-fluid post-shock turbulence, and c multi-fluid post-
shock turbulence at streamwise location of k0x ≈ 0.5. To ensure that the vectors can be properly
visualized, their sizes are re-scaled by multiplying with a constant of 0.3. This applies to all the
following vector plots

behavior as seen in Fig. 14a isotropic turbulence is weakened. The particles in Q2

tend to have an increasing Q and decreasing R, resulting in an overall trend of getting
away from the original point, instead of circulating and then moving toward Q1. This
trend in the second quadrant represents an increase of enstrophy. The particles in Q1

have similar dynamics as in isotropic turbulence and tend to move downward in the
(Q, R) plane toward the zero discriminant curve. The particles in Q3 are more likely
to move straight up towards Q2, while those in Q4 are likely to move away from the
original point following the direction of the zero discriminant line and then circulate
back to Q3. The overall behavior formed by these particles demonstrates the return-
to-isotropy process, with an enlarging head in the second quadrant and elongating
tail in the fourth quadrant, anticipating the formation of the classic tear-drop shape.

The density effects can be further examined by conditioning the (DQ/Dt,
DR/Dt) vector field on the local density. Figure15a shows the CMVs for the light
fluid regions. The light fluid particles retain the circulating motion, except that the
particles in Q3 and Q4 are likely to go straight left instead of following the zero
discriminant line. In general, the flow dynamics in the light fluid regions are less
affected by the shock wave. For the medium density fluid regions (Fig. 15b), the cir-
culating motion disappears. On the right side of the (Q, R) plane (R > 0), which is
the strong dissipation-production region, the fluid particles tend to move downward,
resulting in lower Q values. On the left side of the (Q, R) plane (R < 0), which is
the enstrophy-production dominated region, the fluid particles tend to move to the
left, indicating an increased enstrophy-production. The overall downward-moving
behavior of the medium density fluid particles is indicative of decreasing vorticity.
This is possibly due to the fact that vorticity is preferentially amplified in the medium
density region across the shock wave. After passing the shock wave, the vorticity will
decrease as the correlation between density and vorticity vanishes. Figure15c shows
the CMVs for the heavy fluid regions. Interestingly, the heavy fluid particles exhibit
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Fig. 15 Conditional mean vectors in the (Q, R) invariants plane for a light fluid, b medium density
fluid and c heavy fluid at streamwise location of k0x ≈ 0.5

counterclockwise motion. The heavy particles start from Q3 and move to Q4, Q1,
and finally to Q2. This implies that they become vorticity dominated due to the fast
depletion of strain. Evidently, density plays an important role in the development of
the flow topology in the post-shock region, so special attention should be made to
the modeling of variable density STI.

To better understand the underlying mechanisms that cause the behavior high-
lighted above, the dynamicEqs. (9) and (10) governing the vector (DQ/Dt, DR/Dt)
are examined. The Lagrangian dynamics of the flow can be understood better by con-
sidering the conditional mean vectors of different terms in the (Q, R) plane. As a
reference, these terms are shown in Fig. 16 for isotropic turbulence. The variable Q
tends to be amplified in the enstrophy-production dominated region due to the effects
of vortex stretching mechanism and is decreased in the dissipation-production domi-
nated region due to self-amplification of the strain rate tensor. On the other hand, the
mutual effects on R are small because the first invariant P is usually small and the
positive and negative values are likely to cancel each other. The contributions from
the pressure Hessian (Fig. 16b) tend to move the particles away from an asymptotic
line, ending up amplifying the magnitude of R. This result agrees well with that
observed in turbulent boundary layers [40]. For the current simulation, the asymp-
totic line starts from Q2 and ends in Q4 with a slope of around −2.5. The baroclinic
contributions are very small in the post-shock turbulence as shown in Fig. 16c. The
viscous effects as shown in Fig. 16d and as expected are reducing themagnitudes of Q
and R and pushing the particles towards the origin. This has been observed in various
types of turbulence [22, 40]. The combined effects from the four above mechanisms
determine the circulating behavior of the conditional mean of (DQ/Dt, DR/Dt)
vectors.

For multi-fluid post-shock turbulence, the pressure Hessian term is also the only
term that is qualitatively different than that in isotropic turbulence (Fig. 17). Despite
the increased density and pressure gradient in themulti-fluid case, the baroclinic term
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Fig. 16 Contributions to the transport equations of the VGT invariants by different terms for
isotropic turbulence. a Mutual interaction among invariants, b pressure Hessian term, c baroclinic
term, and d viscous term

is still considerably smaller than all the other terms. In Q2 and Q3, an asymptotic line
similar to that in isotropic turbulence seems to exist, which “repels” the vectors away
from it, causing an increase in |R| values. In Q1 and Q4, the magnitude of pressure
hessian term becomes much smaller. The further conditioned pressure Hessian term
based on the local densities in Fig. 18 indicates that fluid particles with different
densities have very different behaviors with respect to pressure Hessian dynamics.
Specifically, the pressure Hessian generally moves the heavy particles toward the
regions with larger Q values. In Q3 and Q4, it also moves the heavy fluid particles
towards the R > 0 plane. For the light fluid particles, the pressure Hessian term tends
to make them move towards regions with larger |R| values in the first and second
quadrant. In Q3 and Q4, the fluid particles move from Q4 to Q3. Last but not the
least, the fluid particles with medium density seem to exhibit similar behavior to light
fluid particles, except in Q1, where the pressure Hessian contribution is moving the
fluid particles towards the regions with large Q values. Examining Figs. 15 and 18
together, we observe that the differences in particle dynamics in the (Q, R) plane in
regions with different densities are mainly due to differences in the pressure Hessian
contributions.
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Fig. 17 Contributions to the dynamics of the VGT invariants by different terms for multi-fluid post-
shock turbulence. aMutual interaction among invariants,b pressureHessian term, c baroclinic term,
and d viscous term

Fig. 18 Contributions from pressure Hessian to the dynamics of the VGT invariants in a light fluid
region, b medium density fluid region and c heavy fluid region



Shock-Turbulence Interaction in Variable Density Flows 91

Acknowledgements This work was performed under the auspices of DOE. YT and FJ were sup-
ported by Los Alamos National Laboratory, under Grant No. 319838. Los Alamos National Labora-
tory is managed by Triad National Security, LLC, for the National Nuclear Security Administration
of the U.S. Department of Energy under contract 89233218CNA000001. Computational resources
were provided by the High Performance Computing Center at Michigan State University and Texas
Advanced Computing Center (TACC) at The University of Texas at Austin.

References

1. H.S. Ribner, Convection of a pattern of vorticity through a shock wave. NACATR-1164 (1954)
2. L.S.G. Kovasznay, Turbulence in supersonic flow. J. Aeronaut. Sci. 20, 657–674 (1953)
3. S. Lee, S.K. Lele, P. Moin, Direct numerical simulation of isotropic turbulence interacting with

a weak shock wave. J. Fluid Mech. 251, 533–562 (1993)
4. R. Hannappel, R. Friedrich, Direct numerical simulation of a Mach 2 shock interacting with

isotropic turbulence. Appl. Sci. Res. 54(3), 205–221 (1995)
5. K. Mahesh, S. Lee, S.K. Lele, P. Moin, The interaction of an isotropic field of acoustic waves

with a shock wave. J. Fluid Mech. 300, 383–407 (1995)
6. S. Lee, S.K. Lele, P.Moin, Interaction of isotropic turbulence with shock waves: effect of shock

strength. J. Fluid Mech. 340, 225–247 (1997)
7. K. Mahesh, S.K. Lele, P. Moin, The influence of entropy fluctuations on the interaction of

turbulence with a shock wave. J. Fluid Mech. 334, 353–379 (1997)
8. S. Jamme, J.-B.Cazalbou, F. Torres, P.Chassaing,Direct numerical simulation of the interaction

between a shock wave and various types of isotropic turbulence. Flow Turbul. Combust. 68(3),
227–268 (2002)

9. J. Larsson, S.K. Lele, Direct numerical simulation of canonical shock/turbulence interaction.
Phys. Fluids 21(12), 126101 (2009)

10. J. Larsson, I. Bermejo-Moreno, S.K. Lele, Reynolds- and Mach-number effects in canonical
shock-turbulence interaction. J. Fluid Mech. 717, 293–321 (2013)

11. J. Ryu, D. Livescu, Turbulence structure behind the shock in canonical shock-vortical turbu-
lence interaction. J. Fluid Mech. 756, R1 (2014)

12. D. Livescu, J. Ryu, Vorticity dynamics after the shock-turbulence interaction. Shock Waves
26(3), 241–251 (2016)

13. R. Quadros, K. Sinha, J. Larsson, Turbulent energy flux generated by shock/homogeneous-
turbulence interaction. J. Fluid Mech. 796, 113–157 (2016)

14. Y.P.M. Sethuraman, K. Sinha, J. Larsson, Thermodynamic fluctuations in canonical shock-
turbulence interaction: effect of shock strength. Theor. Comp. Fluid Dyn. 32(5), 629–654
(2018)

15. Y. Tian, F. Jaberi, Z. Li, D. Livescu, Numerical study of variable density turbulence interaction
with a normal shock wave. J. Fluid Mech. 829, 551–588 (2017)

16. Y. Tian, F.A. Jaberi, D. Livescu, Z. Li, Numerical simulation of multi-fluid shock-turbulence
interaction, in AIP Conference Proceedings, vol. 1793, p. 150010 (AIP Publishing, 2017)

17. T. Jin, K. Luo, Q. Dai, J. Fan, Simulations of cellular detonation interaction with turbulent
flows. AIAA J. 54(2), 419–433 (2015)

18. C. Huete, T. Jin, D. Martínez-Ruiz, K. Luo, Interaction of a planar reacting shock wave with
an isotropic turbulent vorticity field. Phys. Rev. E 96(5), 053104 (2017)

19. M.S. Chong, A.E. Perry, B.J. Cantwell, A general classification of three-dimensional flow
fields. Phys. Fluids A-Fluid 2(5), 765–777 (1990)

20. C. Meneveau, Lagrangian dynamics and models of the velocity gradient tensor in turbulent
flows. Annu. Rev. Fluid Mech. 43, 219–245 (2011)

21. M.S. Chong, J. Soria, A.E. Perry, J. Chacin, B.J. Cantwell, Y. Na, Turbulence structures of
wall-bounded shear flows found using DNS data. J. Fluid Mech. 357, 225–247 (1998)



92 Y. Tian et al.

22. A. Ooi, J. Martin, J. Soria, M.S. Chong, A study of the evolution and characteristics of the
invariants of the velocity-gradient tensor in isotropic turbulence. J. Fluid Mech. 381, 141–174
(1999)

23. L. Wang, X.Y. Lu, Flow topology in compressible turbulent boundary layer. J. Fluid Mech.
703, 255–278 (2012)

24. Y. Tian, F. Jaberi, D. Livescu, Z. Li, Numerical study of shock–turbulence interactions in
variable density flows, in Proceedings of TSFP-10 (2017) Chicago, vol. 3 of International
Symposium on Turbulence and Shear Flow Phenomena, pp. 8C–3 (2017)

25. Y. Tian, F. Jaberi, D. Livescu, Density effects on the flow structure in multi-fluid shock-
turbulence interaction, in 2018 AIAA Aerospace Sciences Meeting, p. 0374 (2018)

26. R. Boukharfane, Z. Bouali, A. Mura, Evolution of scalar and velocity dynamics in planar
shock-turbulence interaction. Shock Waves 28(6), 1117–1141 (2018)

27. A. Suresh, H.T. Huynh, Accurate monotonicity-preserving schemes with Runge-Kutta time
stepping. J. Comput. Phys. 136, 83–99 (1997)

28. Z. Li, F.A. Jaberi, A high-order finite differencemethod for numerical simulations of supersonic
turbulent flows. Int. J. Numer. Meth. Fl. 68, 740–766 (2012)

29. S.K. Lele, Compact finite difference schemes with spectral-like resolution. J. Comput. Phys.
103, 16–42 (1992)

30. S. Lee, S.K. Lele, P. Moin, Simulation of spatially evolving turbulence and the applicability of
Taylor’s hypothesis in compressible flow. Phys. Fluids A-Fluid 4(7), 1521–1530 (1992)

31. D. Livescu, J.R. Ristorcelli, Buoyancy-driven variable-density turbulence. J. Fluid Mech. 591,
43–71 (2007)

32. D. Livescu, Numerical simulations of two-fluid turbulent mixing at large density ratios and
applications to the Rayleigh-Taylor instability. Phil. Trans. R. Soc. A 371, 20120185 (2013)

33. P.K. Yeung, S.B. Pope, An algorithm for tracking fluid particles in numerical simulations of
homogeneous turbulence. J. Comput. Phys. 79(2), 373–416 (1988)

34. M. Lombardini, D.J. Hill, D.I. Pullin, D.I. Meiron, Atwood ratio dependence of Richtmyer-
Meshkov flows under reshock conditions using large-eddy simulations. J. Fluid Mech. 670,
439–480 (2011)

35. D. Livescu, J.R. Ristorcelli, Mixing asymmetry in variable density turbulence, in Advances in
Turbulence XII, ed. by B. Eckhardt, vol. 132 of Springer Proceedings in Physics, pp. 545–548
(Springer, 2009)

36. D. Livescu, J.R. Ristorcelli, M.R. Petersen, R.A. Gore, New phenomena in variable-density
Rayleigh-Taylor turbulence. Phys. Scripta T142, 014015 (2010)

37. F.A. Jaberi, D. Livescu, C.K. Madnia, Characteristics of chemically reacting compressible
homogeneous turbulence. Phys. Fluids 12(5), 1189–1209 (2000)

38. S. Pirozzoli, F.Grasso,Direct numerical simulations of isotropic compressible turbulence: influ-
ence of compressibility on dynamics and structures. Phys. Fluids 16(12), 4386–4407 (2004)

39. S. Suman, S.S. Girimaji, Velocity gradient invariants and local flow-field topology in com-
pressible turbulence. J. Turbul. 11(2), 1–24 (2010)

40. Y.B. Chu, X.Y. Lu, Topological evolution in compressible turbulent boundary layers. J. Fluid
Mech. 733, 414–438 (2013)

41. N.S. Vaghefi, C.K. Madnia, Local flow topology and velocity gradient invariants in compress-
ible turbulent mixing layer. J. Fluid Mech. 774, 67–94 (2015)

42. J. Wang, Y. Shi, L.P. Wang, Z. Xiao, X.T. He, S. Chen, Effect of compressibility on the small-
scale structures in isotropic turbulence. J. Fluid Mech. 713, 588–631 (2012)

43. Y. Tian, F. Jaberi, D. Livescu, Shock propagation in media with non-uniform density, in Inter-
national Symposium on Shock Waves, pp. 1167–1175 (Springer, 2017)



Novel Method for Initiation and Control
of Combustion

Ahad Validi, Harold Schock and Farhad Jaberi

Abstract Turbulent jet ignition (TJI) is a novel ignition enhancement method which
facilitates the combustion of lean and ultra-lean mixtures in propulsion systems
including internal combustion engines. An overview of numerical study of TJI-
assisted combustion in different systems is presented in this chapter. The numer-
ical simulations are conducted by direct numerical simulation (DNS) and hybrid
Eulerian-Lagrangian large eddy simulation (LES)-filtered mass density function
(FMDF) methods. DNS of TJI-assisted combustion of lean hydrogen-air mixture
in a planar jet for various thermo-chemical conditions reveals fundamental features
of TJI systems such as localized flame extinction and re-ignition processes. LES-
FMDF of TJI-assisted combustion in a rapid compression machine (RCM) reveals
three main phases: (1) cold fuel jet, (2) turbulent hot product jet, and (3) reverse fuel-
air/product jet. The simulated results are in good agreement with the experimental
data.

Keywords Turbulent jet ignition · DNS and LES · Turbulent reaction · Lean
combustion

1 Introduction

Turbulent jet ignition (TJI) systems can be used to initiate and control chemical
reactions in lean and ultra-lean fuel-air mixtures by providing sufficient initial energy
through high temperature turbulent jets [1, 2]. These systems typically consist of a
relatively small pre-chamber (PCh), a main chamber (MCh), and a nozzle connecting
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them. The hot product turbulent jet, which is created by a low spark ignition energy
in the PCh, efficiently initiates and controls the MCh combustion much better than
the conventional ignition systems [3]. TJI-assisted combustion of premixed mixtures
have been studied before by focusing on the transition and the viability of practical
configurations [4–6]. More recently, Validi and his collaborators [7–9] studied TJI
in various combustion systems via direct numerical simulation (DNS) and large
eddy simulation (LES) methods. This included a geometrically simple fundamental
flow configuration and a complex configuration relevant to internal combustion (IC)
engines. A thorough review of these studies are presented here.

The physical and chemical processes involved in TJI-assisted combustion of a
well characterized turbulent planar jet (TPJ) [10–14] are investigated by DNS. The
simulated TPJ-TJI configuration (Fig. 1), composed of hot products of combustion
of stoichiometric and rich hydrogen-air mixtures injected into a lean and relatively
cooler premixed hydrogen-air coflow, is designed such that it reaches a “stable” con-
dition after a sufficiently long time. This allows the collection of stationary turbu-
lence/flame statistics and provides fundamental insights on the flame and turbulence
structures in TJI-assisted combustion systems. The TPJ-TJI associated DNS data
are used to investigate the development of flame/turbulence structures and various
combustion zones in such systems. Different coflow compositions are considered,
from ultra-lean to moderately-lean mixtures with equivalence ratios ranging from
φ = 0.1 to 0.5. Numerical results show that TJI is capable of maintaining ultra-lean
flames and decreasing the low flammability limit by constantly exposing the mix-
ture to high temperature jet species despite the presence of strong localized flame
extinction. The premixed flame propagation, the turbulent jet development, and con-
sequently the flame-turbulence interactions are shown to be significantly affected by
the coflow mixture composition. There is also a significant change in flame structure
when the jet composition is changed from the combustion products of lean to stoi-
chiometric, to rich mixtures. Even though the flame is mostly of premixed type, in
the case of hot product jet with unburned fuel, simultaneous premixed and diffusion
flames are developed, resulting in significant changes in the flame structure.

TJI has been applied in rapid compression machines (RCMs) [15–20], which
are used for studying autoignition and combustion kinetics by compressing fuel-air
mixtures uniformly to engine-like conditions. In the simulated RCM-TJI combus-
tion system (Fig. 12a), a PCh is normally installed at the end side of the RCM,
referred to as the MCh. The PCh is connected to the MCh through a nozzle (or sev-
eral nozzles), creating one or more high speed hot product jets rapidly propagating
into the MCh [21]. Ideally, the incoming jet(s) initiates “nearly homogeneous” pre-
mixed combustion in which the hot pockets of energy sources ignite the main charge
as the flame/combustion products propagate throughout the system. This method
enables the implementation of highly efficient lean burned technology in various
combustion systems including IC engines. The lean burned TJI-assisted combustion
systems operate in low temperature range which significantly reduce the pumping
loss, improve the engine drive cycle efficiency, extend the knock limits, and decrease
the carbon and NOx emissions.
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The performance of TJI-assisted combustion systems particularly RCM-TJI is
dependent on the complicated and often coupled effects of various factors such as
the initial thermo-chemical conditions, the PCh and MCh geometries, the ignition
parameters (timing, location, amount, and duration of discharged energy), the fuel-
air-products mixing, and the fuel chemistry. It is not trivial to experimentally predict
the system behaviour for various operating conditions. High-fidelity computational
models such as those based onLES [13, 22–25] can greatly helpwith the development
and assessment of such systems. However, LES models have not been fully utilized
for this purpose partly due to computational demands and partly due to the challenges
in modeling subgrid scale (SGS) correlations [26]. The numerical challenges of
simulating TJI-assisted combustion arise from the strong coupling of the turbulent
flow and thermo-chemical variables over a wide range of temporal and spatial scales,
and the highly nonlinear, multicomponent, and unsteady nature of the heat and mass
transport and chemical reactions in the hybrid jet-flame setup [13, 27]. Additionally,
in the TJI-assisted combustion systems a broad range of flame types could exist
simultaneously [8]. The combustion models developed for one type of flame are
not often able to predict the other types, and therefore the overall behaviour of TJI-
assisted combustion systems. Probability density function (PDF) methods [28, 29]
are able to simulate different types of combustion regimes in the TJI systems.

The models developed for LES based on the solution of the transport equa-
tion of SGS PDF, known as the filtered density function (FDF), have been suc-
cessfully used in simulating turbulent reacting flows. FMDF is the variable density
verion of FDF [27, 29–38]. The main advantage of the single-point FMDF is that
all single-point statistics, including the reaction terms appear in a closed form in
its formulation regardless of their complexity and nonlinearity, even though mod-
elling for multi-point correlations is still needed. This allows the natural inclusion
of turbulent-combustion interactions into the model for different multicomponent
fuels and makes it possible to simulate various types of flames (non-premixed,
premised, flamelet, distributed, etc.) for every mode of system operation. FMDF
has a strong mathematical/physical foundation and can be continuously improved
without any major changes in its basic structure. With FMDF, LES solvers directly
compute large-scale unsteady flow structures, while also accounting for complex
processes at subgrid level. FMDF provides all higher moments of the species and
temperature. The Lagrangian solution of FMDF is free of numerical diffusion error
and overshoot/undershoot which it may cause fictional ignition. LES/FMDF solvers
have been applied to and tested for extreme turbulent combustion conditions (e.g.
blowout, local extinction/reignition, compressible combustion [29, 39–41]) and rel-
atively complex geometries [41–43]. LES/FMDF model is used here to study TJI in
RCM.

The rest of this chapter is organized as follows. In Sect. 2, the governing equations
and numerical methodology used for DNS and LES/FMDF are described. In Sect. 3,
the flow configuration and numerical results of our DNS study are presented. In
Sect. 4, the RCM-TJI flow configuration and some of the results obtained by the
LES/FMDF are described. The main findings and conclusions are summarized in
Sect. 5.
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2 Governing Equations and Numerical Methodology

For DNS, fully compressible, three-dimensional continuity, momentum, energy, and
species equations are solved with high order numerical methods [7]. In these equa-
tions, the viscous stress tensor and heat flux vector are obtained by Newtonian,
and Fourier models. The heat transfers due to radiation and Dufour effects have been
neglected. The mixture-averaged thermal conductivity is calculated from the thermal
conductivities of individual species. The species diffusion term is evaluated based
on the Fick’s model with binary diffusion coefficient between species and diffusion
velocity of each individual species included. The mass flux due to temperature gra-
dient (Soret diffusion) and the differential diffusion effects [44], important effects in
hydrogen combustion, are also included. The conservation equations are closed by
the equation of state. The Chemkin thermodynamic database [45] is used to obtain
species thermodynamics and transport properties. The combustion of hydrogen-air
is modeled with the detailed chemical kinetics mechanism developed by Stahl and
Warnatz [46]. This mechanism, which is used in several previous studies on hydro-
gen combustion [47–50], consists of 38 elementary reactions and 9 species (H2, O2,
O, OH, H2O, H, HO2, H2O2, and N2).

The LES/FMDF computational model has two major components: (i) LES-FD
solver, and (ii) FMDF-MC solver. The filtered LES velocity and pressure are obtained
by solving the filtered continuity and momentum equations with the Eulerian finite
difference (FD) method, while the species mass fractions and temperature are com-
puted using the FMDF method. In this method, the modeled scalar FMDF equation
is obtained indirectly via equivalent stochastic differential equations (SDEs) and
their solution by a Lagrangian Monte Carlo (MC) procedure. So, the hybrid com-
pressible LES/FMDF methodology involves two sets of Eulerian and Lagrangian
equations, which are solved conjointly for velocity and scalar (species mass frac-
tions and enthalpy) fields.

The primary LES/FMDF variables are the filtered density ρ̄, the Favre-filtered
velocity ũi , and the Favre-filtered scalar vector Ỹ ≡ yα(α=1,...,Ns+1) (Ns represents
the number of species), which includes the Favre-filtered species mass fraction
ỹα(α=1,...,Ns ) and the Favre-filtered sensible enthalpy ỹα(α=Ns+1) = h̃. These are partly
obtained by solving the Favre-filtered continuity, momentum and energy equations
[9]. The filtered viscous stress tensor is assumed to be a linear function of the Favre-
filtered strain rate and the filtered heat flux vector and species diffusion are evaluated
based on Fourier and Fick’s assumptions. The filtered form of the ideal gas equation
of state is used to close the system of equations. The unclosed subgrid terms which
appear in the filtered equations are closed by gradient type closures [42, 43]. The
molecular viscosity and specific heat capacity of each species are calculated by poly-
nomial functions of temperature where the polynomial coefficients are given in Ref.
[51]. The combustion heat and mass source/sink terms are obtained from the scalar
FMDF. The scalar FMDF is the joint SGS PDF of the scalar vector and is defined as:
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The FMDF transport equation is derived from the unfiltered scalar equation [29].
This equation is not solvable due to three unclosed terms: the convection term,
the molecular diffusion term, and the compressibility term. The convection term is
decomposed into resolved and residual or SGS parts, where the SGS part is modeled
via a gradient type closure. Themolecular diffusion term is decomposed tomolecular
transport and SGS dissipation terms, where the SGS dissipation is modeled with the
linear mean square estimation (LMSE) or the interaction by exchange with the mean
model (IEM) [29, 36, 41, 43]. The pressure effect [41, 52] is not fully included in
the FMDF formulation and only the effect of filtered pressure on the scalar FMDF
is considered by decomposing the compressibility term into resolved and SGS parts
and by ignoring the SGS part [41].

In the LES/FMDF solver, an equivalent set of stochastic differential equations
(SDE)s are solved by the MC method. The stochastic processes are collectively
represented by a Fokker-Planck equation, which is a PDF equation identical to the
FMDF transport equation. Each MC particle is spatially transported in the physical
space due to large-scale convection, SGS turbulence, and molecular diffusion for
the solution of SDEs. The number of MC particles used are managed via a proce-
dure involving nonuniform weights. In this procedure, smaller and larger number of
particles are allowed in low and high degree variability, respectively. The variable
weighting allows the particle number to vary between certain minimum and maxi-
mum values. The modeled scalar FMDF transport equation provides all single-point
statistics of reactive species and temperature. However, to check the mathematical
consistency between the FMDF and the conventional LES methods, the transport
equations for the filtered fuel and oxygen mass fractions are also solved directly by a
grid-based conventional FD method. In the modeled scalar FMDF equation, the gas
velocity and pressure fields are unknown and are obtained from the FD data.

The discretization of unfiltered DNS equations and filtered LES gas dynamics
equations is based on the compact FD scheme [53, 54], which yields up to sixth order
spatial accuracy. In order to avoid numerical instabilities and remove the numerical
noises generated by the growth of numerical errors at highwave numbermodes, a low
pass, high order, spatial implicit filtering operator is used [54]. The time differencing
is based on a third order low storage Runge-Kutta method [42, 55].

The numerical method utilized in this work has been used previously in DNS
and LES of low speed and high speed turbulent reacting flows [9, 33, 41–43] and is
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proven to be quite accurate. However, the MC particle search and locate calculations
could become computationally intensive when the LES/FMDF method is incorpo-
rated for simulating flows in complex geometries [41–43]. The computational cost of
theMCmethod can be substantially reduced by using a structured, EulerianCartesian
grid. With this grid, it is possible to morph the computational mesh to the physical
boundaries by a version of immersed boundary (IB) method compatible with the
LES/FMDF [9]. The solution algorithm is modified locally by enforcing the desired
boundary conditions for both FD grids and MC particles. With the IB method, the
LES/FMDFmodel retains its accuracy and provides a high level of flexibility for two
reasons. First, theMC particle search and locate procedure requires less calculations.
Second, the computational load is almost equally divided between the processors,
which facilitates the maximum utilization of available parallel computational pro-
cessors with a simpler and less expensive communication procedure.

3 DNS of Planar Turbulent Jets

The computational configuration considered in DNS study of TPJ-TJI consists of a
spatially developing, three-dimensional planar jet [56] issuing hot combustion prod-
ucts into a combustible lean premixed ambient coflow. A schematic of the flow con-
figuration, together with the specifications of physical dimensions are presented in
Fig. 1. The flow evolves spatially in the stream-wise direction, (x). The free stream
boundary conditions are imposed in the cross-stream direction, (y), and periodic
boundary conditions are implemented in the span-wise direction, (z). In the simu-
lated TPJ-TJI, the jet expansion is highly affected by the coflow momentum, fuel-
air equivalence ratio, and turbulence-controlled flame speed. Therefore, the flow
hydrodynamics and geometry have been designed such that a stable and statisti-

Fig. 1 Schematic of
turbulent jet ignition (TJI) in
a turbulent plane jet (TPJ)
configuration
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Table 1 Thermo-chemical properties of the incoming jets and coflows for different cases

Case # Tj (K) Tco (K) φi j φco yHj yHco

Case 1 2556 850 1.0 0.10 0.0285 0.0403

Case 2 2556 850 1.0 0.20 0.0285 0.0774

Case 3 2556 850 1.0 0.35 0.0285 0.1280

Case 4 2556 850 1.0 0.50 0.0285 0.1730

Case 5 2050 850 0.5 0.35 0.0144 0.1280

Case 6 2350 850 2.0 0.35 0.0554 0.1280

Case 7 2350 850 2.0 0.10 0.0554 0.0403

cally “stationary” combustion is established and time-averaging is made possible.
The selected configuration allows the understanding of TPJ-TJI physical features
that are believed to be invariant of the geometry and common in other TJI-assisted
combustion systems.

Table1 provides the jet and the coflow thermo-chemical properties for different
cases, where Tco, Uco, yHco , and φco represent the temperature, stream-wise veloc-
ity, elemental mass fraction of radical H , and equivalence ratio of the coflow. The
equivalent variables for the incoming jet are denoted by Tj , Uj , yHj , and φi j . The
variable φi j , however, is the equivalence ratio of an initial hydrogen-air mixture at
temperature of 1000 (K) before it burns and gets injected as combustion products
with higher temperature at TPJ-TJI inflow. The temperature value of 1000 (K) is
selected in order to create a hot product jet with about three times of the coflow
temperature (i.e. Tj ≈ 3Tco) and consequently a stable and statistically stationary
flame within the selected computational domain. In Case 1–Case 4, the coflow pre-
mixed mixture compositions vary from ultra-lean to moderately-lean (i.e. φco = 0.1,
0.2, 0.35, and 0.5) with the same coflow temperature and velocity of Tco = 850 (K)
and Uco = 150 (m/s). In these cases, the same hot product jet with φi j = 1.0 and
Tj = 2556 (K) is injected so that the coflow composition effects on the turbulence-
combustion interactions can be studied independent of the jet condition. The effects
of jet composition (lean and rich initial mixtures with φi j = 0.5 and 2.0) are investi-
gated by considering Case 5, Case 6, and Case 7. Note that by changing the initial jet
mixture equivalence ratio from 0.5 to 2.0, the fuel (Hydrogen) concentration in the
products is changed from 1.9e−7 to 2.7e−2 and also the jet temperature is changed
from Tj = 2050 to 2350 (K). In these cases, the same coflow conditions as those in
Case 3 are considered. In Case 7, the coflow equivalence ratio is the same as that in
Case 1 but the jet composition is similar to that in Case 6. This case is considered to
study the effects of the extra fuel in jet on the diffusion and premixed flames in the
ultra-lean coflow mixtures. In all the cases, the pressure is atmospheric and the jet
velocity is set to be three times of the coflow velocity, Uj = 3Uco = 450 (m/s). To
calculate the statistics, the simulations are advanced for three flow-through time, τ0,
before averaging the variables up to 17τ0. The flow through time, τ0 = 218.75 (µs),

is calculated based on the average velocity, Uref = Uj +Uco

2
= 300 (m/s), and the
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stream-wise domain length, Lx = 17.5 × D = 65.625 × 10−3 (m) (D = 3.75 (mm)
denotes the incoming jet width).

3.1 Flow-Flame Structure

To describe the complex flame and turbulence fields in the TJI-TPJ, it is useful to
divide the entire flow into different regions and combustion zones. Primarily, the
flow is divided spatially into separate regions based on the physical flame structures,
identified by the heat of reaction. The combustion heat release rate, Q̇e, is a critical
quantity to discern flames and their locations in turbulent reacting flows. Figure2
shows the instantaneous contours of heat release rate at time 17τ0. This figure indi-
cates that the flow field can indeed be divided into two regions in the stream-wise
direction: (i) near-field (ξ = x/D ≤ 4) and (ii) developed (ξ ≥ 4) regions with very
different flame-turbulence features. In the near-field region, the hot incoming jet
essentially causes auto-ignition at the jet shear layer and surrounding areas, where
the jet heats the premixed coflow and ultimately sustains the flame even for ultra-
lean condition. In addition to the combustion, highly distorted turbulent structures are
developed in this region which enhance the mixing. The process of flame-turbulence
interactions and mixing of the incoming hot jet with premixed coflow in the react-
ing shear layer creates relatively thick and geometrically complex flames, as the
distributed Q̇e values suggest. Marching in the stream-wise direction, a spatially
continuous and distorted flame is developed. While the flame moves away from the
main turbulent jet and spreads in the coflow, it becomes much thinner. The Q̇e con-
tour plots in Fig. 2 clearly show the separation of the unburned and burned zones in
the developed region with the cross-stream spreading of the distorted turbulent flame
front. The lower contours in this figure show the Q̇e distribution in the span-wise
direction in a x − z plane at y = D/2. It is observed that the distributed high heat
release rate values virtually vanish from the main jet as the flow moves away from
the near-field to the developed region. Even though the flame and turbulence features
vary over time, they appear to be well stabilized in the developed region.

In the developed region of the simulated TJI-TPJ, the flow can be divided into four
main zones based on the flame/turbulence parameters. Figure3 shows the schematic
of these four zones:

I. hot product jet zone,
II. burned-mixed zone,
III. flame zone, and
IV. premixed coflow zone.

In order to identify the above zones, we primarily consider the temperature, the H
radical mass fraction, and the heat release rate even though other quantities such as
vorticity, −→ω , and Baroclinic torque,

−→
β , may also be used. The probability density

functions (PDF) of temperature, P(T ), and H radical mass fraction, P(yH ), and
the scatter plot of yH versus T are shown in Fig. 4a–c. The PDF plots are useful in



Novel Method for Initiation and Control of Combustion 101

Fig. 2 Instantaneous heat release rate (KJ/s) contours at time 17τ0. (Contours presented in the
lower figures are for the y = 0.5 × D plane)

Fig. 3 Various zones in the developed region of the simulated turbulent planar jet with turbulent
jet ignition

delineating the flow in different zones as shown in Fig. 3. The three distinguishable
peaks of P(T ) and P(yH ) in Fig. 4a, b are related to the three active combustion
zones. The data associated with the coflow are not included in these figures. It is
worthwhile to mention that details of the flow and flame may vary with changes in
thermo-chemical and hydrodynamics conditions, but the general characteristics of
various zones identified in the TJI-TPJ configuration stay the same.

The hot product jet zone (labeled as zone I) is identified by theP(T ) peak located
at the highest temperature values in Fig. 4a and by the P(yH ) peak located at the
moderate yH values in Fig. 4b. In the non-reacting flow, the jet temperature decreases
by 30% in about 16D from the jet inlet due to heat transfer and mixing of hot jet
with the cooler coflow [7]. There is also a temperature reduction in the reacting jet
because the flame temperature of the lean coflow mixture is considerably lower than
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Fig. 4 Marginal PDFs of a temperature and b H radical mass fraction. c Scatter plot of H radical
mass fraction and temperature

the temperature of the hot product incoming jet. However, the temperature reduction
is less than 10%, due to heating of the remnant hot product jet zone by the reaction.
The initial value of yH in the hot product jet is also increased from 0.4 × 10−4 to
2.1 × 10−4, which is consistent with the amount of H radical generated through
combustion of the lean coflow mixture.

The P(T ) peak in the intermediate temperature range in Fig. 4a and the P(yH )

peak in the lowest yH range in Fig. 4b are both associated with the burned-mixed
zone,which is labeled as zone II. There is a significant interaction between turbulence
and flame and, as it can be observed in the scatter plot of yH versus T in Fig. 4c, there
may not be well defined and fine boundaries between zone II and its neighboring
zones, particularly, the hot product jet zone. The P(T ) peak falls in between the
adiabatic flame temperature of the lean coflow and the hot product jet temperature.
This clearly indicates that on average the coflow mixture is exposed to a sufficient
amount of heat to initiate and sustain the combustion as zone II is significantly
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affected by the hot product jet. In contrast, the peak of P(yH ) occurs at the smallest
yH values. As a reliable variable to identify the flame front, the maximum values
of yH occur at the flame front. The yH values in the burned-mixed zone are less
than their values in the hot product jet and flame front zones as the lean premixed
combustion heat and products are diffused toward the main inner jet and coflow.
The burned-mixed zone in the TJI-TPJ is similar to the burned zone appearing in
standard turbulent premixed flames [57–59], where the fuel is consumed and the
composition consists of the high temperature products. But, this region of TJI-TPJ
consists of relatively higher temperature and higher concentration of products due
to the interactions with incoming hot product jet. The complexity of this zone arises
from the strong interactions of the inner hot product jet turbulence and composition
fields with the lean premixed turbulent flame.

The P(T ) peak in the lowest temperature range or zone III of Fig. 4a and the
P(yH ) peak in the highest yH range in Fig. 4b (identified by the marginal increase in
P(yH ) around yH 	 5 × 10−4) are associated with the flame temperature and yH at
the flame front of combustion of lean hydrogen-air mixture (with equivalence ratio of
0.35 and initial temperature of 850 (K)). These two peaks clearly identify the flame
zone. Similar to what has been suggested for standard turbulent premixed flames
[57–61], three areas in the flame zones can be identified:

(III.1) Preheated zone which is located very close to the flame front but inside the
unburned fresh coflow mixture. This zone is shown in Fig. 4c and also in
Fig. 3 by a shadow area on top of the flame front.

(III.2) Flame frontwhich is identified by the highest yH values and a relatively higher
temperature than the adiabatic flame temperature of lean mixture. This zone
is a thin wrinkled flame sheet separating unburned zone form the other zones
as shown in Figs. 3 and 4c.

(III.3) Behind the flame front in burned-mixed zone which has a yH level less than
that in the flame front (Fig. 4c). It is worthwhile to emphasize that the temper-
ature and H mass fraction in area III.3 and the entire flame zone are greater
than those expected for a standard turbulent premixed flame [62–66] because
of the heat transfer and mixing with the hot product jet.

In addition to detailed study of heat release, temperature, pressure and species
fields in TPJ-TJI, we have also studied the behaviour of turbulent variables like vor-
ticity [7]. DNS results suggest a similar vorticity field in reacting and non-reacting
flows, even though the small-scale turbulent structures are depleted by the combus-
tion. In the near-field region, the vortex stretching and compressibility are the sources
of the vorticity production. Further downstream in the developed region, the signif-
icant variations in density and pressure cause the Baroclinic torque to play a more
important role in generating vorticity. Close to the flame zone, the Baroclinic torque
and the vortex stretching are themain sources of generating vorticity. However, in the
combustion zones the vorticity field is negatively affected by the heat release induced
volumetric flow expansion and increased viscosity. The jet spread rate in the reacting
flow is considerably greater than that in the non-reacting flow, mainly, because of
the turbulent burning velocity. Also, it is observed that the turbulence intensity con-
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stantly decreases along the jet, as the jet spreading and combustion simultaneously
dissipate turbulent structures inside the jet and at the flame front. It is also shown that
the turbulent flame speed is directly correlated to the turbulence intensity; the higher
turbulence intensity, the higher turbulent flame speed. These results are consistent
with previous studies [67, 68]. However, contrary to the standard turbulent premixed
flames, in the studied TJI-TPJ configuration a high temperature and momentum tur-
bulent flow exists behind the flame front in the burned zone, which enhances the
combustion at the flame zone and increases the flame burning velocity.

3.2 Effects of Various Flow Parameters

Having various combustion zones in the flow/flame fields identified, the effects of
coflow and jet equivalence ratio on the TPJ-TJI are studied next. These are the most
important parameters affecting the flow and combustion besides the jet velocity and
turbulence intensity. Figure5a–f present the instantaneous temperature contours at
the mid span-wise plane of the three-dimensional computational domain and at time
t = 17τ0 for six different cases with conditions provided in Table1. For Case 3,
Case 5, and Case 6 with different jet temperatures and compositions but the same
coflow conditions, temperature contours in Fig. 5c, e, and f confirm that the nearfield
flame/flow structures are indeed influenced more by the incoming jet than the coflow
combustion.

In the developed region (ξ 
 4) the flame expansion and the growth rate of the jet
“thermal width” are highly dependent on the coflow mixture conditions. The weak
reaction of ultra-lean mixtures in Case 1 and Case 2 with equivalence ratios of 0.1
and 0.2 (Fig. 5a, b) hardly establishes stable and distinguishable combustion zones,
suggesting significant localized flame extinction and re-ignition. However, for Case
3 and Case 4, with coflow equivalence ratios of 0.35 and 0.5, the flame is stable and
widely spreads in the cross-stream directions, leading to separation of flame from
the core jet turbulence (Fig. 5c, d). Despite different jet thermo-chemical conditions,
the growth and structure of combustion zones for Case 5 and Case 6 (Fig. 5e, f)
are almost the same as those for Case 3 (Fig. 5c), suggesting that the initial energy
provided by the incoming hot product jet is sufficient to initiate a stable combustion
in coflow mixtures with equivalence ratio of 0.35. These results confirm that the
combustion in the developed region is very sensitive to the coflow composition, but
is less influenced by the incoming jet composition particularly at sufficiently high
equivalence ratios. The lower jet temperature in Case 5 (Fig. 5e), slightly affects the
flame growth. The unburned hot fuel in the injected jet in Case 6 (Fig. 5f) mixes with
the available oxidizer in the coflow and establishes stable diffusion flames within
the main jet surrounded by the premixed flames. However, the heat release by the
diffusion flames has a little effect on the overall jet behavior and the surrounding
premixed flame in Case 6.

The overall effects of the coflow and incoming jet parameters are further examined
in Fig. 6, where the mean and confidence intervals of time and y − z plane averaged
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Fig. 5 Instantaneous temperature contours at the mid span-wise plane (z = 1.5D) and time t =
17τ0 for a Case 1 with φco = 0.1 and φi j = 1, b Case 2 with φco = 0.2 and φi j = 1, c Case 3
with φco = 0.35 and φi j = 1, d Case 4 with φco = 0.5 and φi j = 1, e Case 5 with φco = 0.35 and
φi j = 0.5, and f Case 6 with φco = 0.35 and φi j = 2

temperature, μ(〈T 〉yz) ± σ(〈T 〉yz), are plotted at different stream-wise locations for
six cases. The time-averaged statistics are calculated from the data gathered for 17τ0.
In these calculations, the coflow data are excluded, but the preheated zones of the
premixed flame are included, which potentially lower the reported mean tempera-
tures. Evidently, the results associated with the nearfield region are very similar in
Case 1 to Case 4, which show the importance and dominance of the incoming jet
properties and turbulent mixing of the hot jet with the coflow. In fact, the time and
span-wise averaged profiles of the temperature versus the cross-stream direction at
different stream-wise locations (not shown here) are found to be nearly identical
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Fig. 6 Mean and confidence
intervals of time and y − z
plane averaged temperature,
μ(〈T 〉yz) ± σ(〈T 〉yz), in the
combustion zones at different
stream-wise locations, ξ , for
Case 1 (�), Case 2 (◦), Case
3 (∗), Case 4 (�), Case 5 (×),
and Case 6 (�)

in cases with similar incoming jet thermo chemical conditions (Case 1–4). In the
nearfield region, the maximum temperature, located at the jet centerline, is lower in
Case 5 and Case 6 with lean and rich product jet mixtures. The temperature profiles
in the shear layer seem to be dependent more on the coflow composition than the
incoming jet composition.

The transition from the nearfield region to the developed region approximately
starts at ξ ≈ 3. In the developed region, the averaged temperature values continuously
decrease along the stream-wise direction but with a much higher rate in Case 1 in
comparison to Case 4. This is expected and is due to weaker and lower temperature
combustion in the cases with low coflow equivalence ratios. Case 5 with a lean
initial jet mixture, φi j = 0.5, exhibits rather different trend in comparison with other
cases. For this case, the averaged temperature is initially lower compared to other
cases and further decreases in the nearfield region before increasing again in the
developed region and reaching to a plateau at downstream locations. A comparison
between Case 5 and Case 3 indicates that even though the flow and combustion are
similar in the nearfield region, the temperature is generally lower in Case 5 since the
temperature of the incoming jet is lower. In the developed region of Case 6 with a
rich initial jet mixture, (φi j = 2.0), the averaged temperature profile plateaus after a
small increase, which is similar to that for Case 5 but is due to different reasons. The
incoming jet temperature in Case 6 is lower than that in Case 3, but unlike Case 5,
there is a stable diffusion flame with higher averaged temperature in this case. The
presence of non-premixed flame in Case 6 is evident in Fig. 5f, where the temperature
inside the combustion zones is shown to be considerably higher than those in other
cases. The diffusion flame evidently increases the averaged temperature even higher
than that in Case 3, despite the same coflow conditions.

It has been suggested inRef. [8] that the approximate location of the flameor the jet
thermal half width, Dhal f , in TPJ-TJI can be obtained from the peak temperature root

mean square (rms), Trms = (T 2 − T
2
)1/2, since high temperature variations usually
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Fig. 7 Thermal half jet
width, normalized by the
incoming jet width
(Dhal f /D), versus
stream-wise direction (ξ ).
a Contours of rms of
temperature, Trms , at the mid
span-wise plane,
(z = 1.5D), for Case 3

occur at the flame zone. Figure7a shows the temperature rms contours at the mid
plane for Case 3, representing “high value Trms zones” in the nearfield region, an
indication of approximate location of relatively thick premixed/diffusion flames in
this region. These high Trms zones also occur in the periphery of the jet at the lean
premixed flame zone in the developed region. The jet thermal half width (Dhal f )

is measured simply by fitting a straight line (dashed black line shown in Fig. 7a to
the locally maximum Trms values. Figure7 shows the stream-wise variations of the
thermal half width jet, normalized by the incoming jet width, Dhal f /D, for different
cases. The maximum and minimum Dhal f values correspond to Case 4 and Case 1
with the highest and the lowest coflow equivalence ratios. Evidently, Dhal f may not
be altered significantly by changing the thermo-chemical properties of the incoming
jet or by adding extra fuel or oxygen to the jet. Nevertheless, Dhal f for Case 6 is
slightly greater than that for Case 3, which suggests a small effect of the inner jet
diffusion combustion on Dhal f . For the conditions that the combustion is strong and
premixed flames are moved far away from the incoming jet, Dhal f is unlikely to be
affected by the interactions with the main jet turbulence. It can be concluded that
Dhal f is mainly controlled by the premixed flame propagation.

Figures8a–d present the contours of H mass fraction for Case 1 to Case 4. It can
be observed that the maximum value of yH occurs right at the lean premixed flame
front while its values inside the incoming jet, in contrast to yOH , are relatively low.
This suggests that the radical H is a better flame marker in the TJI-assisted hydrogen
combustion than OH. The H contours are in fact similar to the heat release rate, Q̇e,
contours, especially in the developed region. Note that the color contour maps in
Fig. 8 are scaled differently for better capturing of H radical behavior. For all coflow
conditions considered in Case 1 to Case 4, the high values of yH occur at the edges of
the incoming jet in the nearfield region as shear layers develop and generate relatively
thick flames. In the developed region of Case 4, yH values are comparable to those
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Fig. 8 Instantaneous contours of the H mass fraction, yH , at the mid span-wise plane (z = 1.5D)

and t = 17τ0 for a Case 1, b Case 2, c Case 3, and d Case 4 (Note that the scale limits are set to
the available values in each contour and are not the same)

in the nearfield region and maximize at the flame front before dropping to very low
values in the burned-mixed and hot product zones. Similar trend is observed in Case
3, Case 2, and Case 1 but with smaller local maximum yH values at the flame front.
In Case 1 (and to a lesser extent in Case 2) the local values of yH in the flame zone
are considerably lower than those in the nearfield and there are some discontinues in
the flame front due to localized flame extinction.

As explained before, the mixing of the incoming hot jet with cooler premixed
coflow in the nearfield region at the reacting shear layer creates relatively thick and
geometrically complex flame structure in the TPJ-TJI. The flame structure in the
nearfield region might be similar to the corrugated and distributed burning zones in
standard premixed flames, where the turbulent eddies are strongly coupled with the
thickened and wrinkled flame front. The somewhat distributed and strong reaction
virtually vanishes from the main jet as the flow transitions from the nearfield to the
developed region and the combustion removes the small scale turbulence. Moving in
the stream-wise direction, a spatially continuous, distorted, and concentrated flame
is developed in Case 4 and Case 3 (and to lesser extend in Case 2). While the flame
propagates in the cross-stream direction into the coflow and moves away from the
incoming jet, it becomes thinner and much less affected by the jet turbulence.

The H contours in Fig. 8b–d clearly show the separation of unburned and burned-
mixed zones and the relatively thin distorted premixed turbulent flame in the devel-
oped region. Even though the flame and turbulence variables significantly fluctuate
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in time, they appear to be well stabilized in the developed region. For Case 1, the H
contours in Fig. 8a illustrate relatively high and very low values along the flame front,
indicating that the coflow composition in this case is indeed very lean and close to
lower flammability limit of hydrogen-air mixtures. The lean flammability limit for
hydrogen-air mixture at T = 359 (K) is reported to be about 0.14 [69]. Considering
that the coflow temperature in Case 1 is higher than the reported value in experi-
mental measurements, the TJI-assisted premixed combustion can reach a lower lean
flammability limit (0.1 in Case 1) than the standard premixed combustion, since the
fuel-air mixtures are continuously exposed to a high temperature jet.

The flame stability and extinction are effectively controlled by the interplay of the
heat loss from the flame due to turbulent mixing, and the combustion heat release.
The heat release is comparatively small in Case 1 (and to a lesser extent in Case
2), making the TPJ-TJI to operate close to lean flammability limit. This is shown in
Fig. 9, where the contours of Q̇e for Case 1 are considered together with a magnified
view of a section of flow/flame field in the developed region. The local extinction and
re-ignition events are illustrated by e and r , respectively. The spatial and temporal
variations in turbulent velocity (particularly at small scales) have significant effects
on the flame stretching and folding. With a local increase in stretching effects of
turbulence, the gap between the two sides of the flame decreases which leads to local
flame extinction and incomplete combustion. As observed in the magnified image,
the local flame extinction events are accompanied by a drop in heat release to near-
zero values. When the flame front is pushed further away from the hot incoming jet,
more local flame extinction events occur. Also, more re-ignition events are observed
at locations close to the hot product jet zone, where relatively high heat release values
reappear among the extinct flame zones. These confirm that in situations where the

Fig. 9 Localized extinction
e and re-ignition r events
around the flame in Case 1
with the ultra-lean coflow,
identified based on heat
release and a magnified view
of flow by a factor of 5 : 1
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premixedflame is close to the hot product jet, the intense interactions and heat transfer
from the incoming jet help the flame to continuously re-ignite after extinction. As
long as the flame front is connected, lean coflowmixtures stay largely separated from
the flame front and hot product inside burned-mixed zone.

To better understand the flame structure and the local extinction and re-ignition
in the TPJ-TJI, the scatter plots of Q̇e versus R are shown in Fig. 10 for Case 1 to
Case 4. The results for various sections of the flow are included by dividing the flow
into three sections: Sec1, (�), representing the nearfield region 0 ≤ ξ ≤ ξ1, Sec2,
(�), representing the initial part of the developed region ξ1 ≤ ξ ≤ ξ2, and Sec3,
(∗), representing the end part of the developed region ξ2 ≤ ξ ≤ ξ3. In this figure, a
modified non-normalized “progress variable”, R defined for the TPJ-TJI as:

R =
(

Tj − T

Tj − Tco

)
φ,

is used, where φ is the local equivalence ratio. The general behavior in Fig. 10 is that
the flame becomes much more intensive and the heat release rate roughly doubles

Fig. 10 Scatter plots of the heat release rate, Q̇e (W), versus TJI progress variable, R, for a Case
1, b Case 2, c Case 3, and d Case 4 at different stream-wise sections represented by (�) Sec1, (◦)
Sec2, and (∗) Sec3
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on average with the increase in coflow equivalence ratio from 0.1 to 0.5 in Case
1 to Case 4. The maximum heat release happens at R values corresponding to the
flame front, i.e. R = 0.02, 0.04, 0.065, and 0.1. The areas with greater R values
correspond to the preheated zone of the premixed flame. The areas with smaller R
values represent either the hot product zone or the burned-mixed zone. The extent
of scatter in the Q̇e − R plot also shows finite-chemistry effects and the level of
local flame extinction. The very wide scatter in Q̇e − R data for the ultra-lean Case
1 (with φco = 0.1) indicates that the finite rate chemistry effects are indeed very
important and the local heat loss is more than the heat release so that a stable and
continuous flame can hardly bemaintained. This becomesmore clearwhen the results
at different sections of the flow are compared. As stated before, the flame behavior
in Case 1 changes in the stream-wise direction from a complex thick flame in the
nearfield region to a localized thin discontinuous flame in the developed region. In the
nearfield region, as shown in Fig. 10a, the flame is stable and continuously provides
sufficient amount of heat. This is represented by high Q̇e at low R values. Moving
in the stream-wise direction to Sec2, lower Q̇e values at a given R are observed. In
Sec3, the extinction is dominant and scatter in data is extensive in all flame regions.
A somewhat similar but with less extensive scatter in the Q̇e − R data is observed
for the Case 2 (with φco = 0.2) in Fig. 10b. For Case 3 (with φco = 0.35) and Case
4 (with φco = 0.5), the relatively small scatter in the Q̇e − R data in all sections
or jet locations supports the existence of a strong, continuous, and stable premixed
combustion.

The effects of incoming jet thermo-chemical conditions on the TPJ-TJI are inves-
tigated by comparing the results for Case 3, Case 5, and Case 6. In these cases the
equivalence ratio of the initial jet mixture, and consequently the incoming jet com-
position and temperature, are different while the coflow conditions are the same.
In Case 3, the inflow jet composition is that of the combustion products of a sto-
ichiometric mixture with no extra fuel or oxidizer with Tj = 2556 (K). In Case 5,
the initial mixture equivalence ratio is chosen to be on the lean side with φi j = 0.5,
thus the jet mainly consists of O2 and H2O with relatively lower (compared to Case
3) temperature of Tj = 2050 (K). In Case 6, a rich initial jet mixture is considered,
therefore the incoming jet carries significant unburned hot fuel along with the com-
bustion products (mainly H2O) with temperature of Tj = 2350 (K). This makes the
flame a combination of premixed and diffusion type, very different than that in Case
3 and Case 5. The jet and the coflow hydrodynamics are considered to be the same
in these three cases. Cases 1 and 7 also have similar (but lower equivalence ratio)
coflow but different jet composition.

Comparison of results for Cases 5 and 6 and Cases 1 and 7 (not shown) indicate
the existence of both premixed and non-premixed flames in the TPJ-TJI which can be
captured by the heat release or H radical. The nearfield results show that significant
H radicals are generated by the very complicated, thick, and distributed combustion
in all cases, even though the H radical generation in the product jet with extra
fuel is much more significant. In Case 5 (similar to Case 1–Case 4), the maximum
value of yH in the developed regions are located at the lean premixed flame front,
while yH values are relatively very low in other zones. In Case 6, the H radical
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concentration is significant not only at the premixed flame zones, but also inside
the hot product jet zone, where strong diffusion flames exist. The trends are the
same for the heat release contours. As shown in Fig. 5c the overall combustion zone
temperature in Case 5 is lower than that in Case 3 due to less heat transfer from the
incoming jet to its surroundings. However, since the combustion in the developed
region is mainly controlled by the coflow conditions, almost the same amount of
heat is generated by the premixed combustion in this region. Despite the overall
similarities of the thermal half width jet growth in Case 6 with those in Case 5 and
Case 3, the flame type and combustion behavior in this case are quite different. In
Case 6, the flame-turbulence interactions in the nearfield region are more complex
due to the existence of unburned hot fuel in the incoming jet and significant diffusion
combustion in the jet zone. The wide and high level Q̇e in the nearfield region indeed
represents the extensive overlap of thick and distributed premixed flame with the
diffusion flame. Moving in the stream-wise direction, a spatially continuous and
distorted premixed flame is developed in Case 6 which gradually propagates and
gets separated from the jet. This is similar to what we observed for Case 3 and Case
5 and is represented by a moderate level of Q̇e at the edge of the flow. However
there is still heat (and H and OH) generation in the inner core jet in the developed
region which is due to diffusion flames. The premixed and non-premixed flames
are somewhat separated in physical space due to propagation of premixed flame
and confinement of the main jet. This can change if the premixed flame becomes
weaker for much lower coflow equivalence ratio or ultra-lean conditions such as
those considered in Case 1. As discussed above, the highly unsteady and unstable
premixed flame in this case experiences significant finite-rate chemistry effects and
considerable local extinction and re-ignition. The extra fuel in the incoming jet and
the developed diffusion flame may however, has a significant effect on the ultra-lean
TPJ-TJI combustion. This is investigated by considering the heat release contours
for Case 7 in Fig. 11a with a magnified view of a section of the flow/flame field.
The magnified section which is located in the developed region, is the same spacial
TPJ-TJI section considered for Case 1 in Fig. 9. The highest values of Q̇e mainly
occur in the nearfield region, hence, for a better visualization, a relatively low contour
maximum value of 200, representing the heat release values in the developed region,
is considered.Thepremixed anddiffusionflames are shownwith dot anddashed lines,
respectively. Since the coflow involves an ultra-lean fuel-air mixture, the premixed
flame propagation in the cross-stream direction is weak. This leads to an extensive
overlap between premixed and diffusion flames and smaller burned-mixed zone. The
interactions of theweakpremixedflameandhigh temperature diffusionflamedevelop
a fairly stable premixed flame in the ultra-lean fuel-air mixture. Therefore, much less
flame extinction and reignition events (as compared to Case 1 in Fig. 9) occur. This
can be further investigated by comparing the mean and confidence intervals of y − z
plane averaged heat release rate, μ(〈Q̇e〉yz) ± σ(〈Q̇e〉yz), at t = 17τ0 at different
stream-wise locations, ξ , for Case 7 and Case 1 (Fig. 11b). Similar to previous cases
the maximum values of μ(〈Q̇e〉yz) ± σ(〈Q̇e〉yz) occur in the nearfield region for
the reasons explained before. However, the observed higher values of Q̇e at further
downstream locations, confirm less localized extinction in the premixed flame of
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Fig. 11 a Simultaneous existence of diffusion and premixed flames along with localized extinction
e and re-ignition r events at the premixed flame surrounding the diffusion flame in Case 7 with
the ultra-lean coflow and rich incoming jet, identified based on heat release and a magnified view
of flow by a factor of 5 : 1. b Mean and confidence intervals of y − z plane averaged heat release
rate, μ(〈Q̇e〉yz) ± σ(〈Q̇e〉yz), at t = 17τ0 at different stream-wise locations, ξ , for Case 1 (�) and
Case 7 (�)

fuel-rich jet Case 7. The premixed flame in this case experiences much less localized
extinction even at very high strain rate locations, showing the uniqueness of the
simulated ultra-lean hybrid premixed-diffusion flame.

4 LES/FMDF of RCM with TJI

The simulatedRCM-TJI configuration is similar to the experimentalRCM-TJI device
built atMichiganStateUniversity, operatingwith a compression ratio of 8.5 [21]. This
machine is mainly composed of three separate pneumatic, hydraulic, and combustion
cylinder pistons, which are mechanically coupled. Initially, the RCM cylinder is
evacuated and then filled with a fuel and air mixture at a specified equivalence ratio
and preheated to 353 (K). The mixture is then rapidly compressed to the desired
(elevated) temperature and pressure. At the end of the compression process, the fuel
and air mixture is well and (ideally) homogeneously mixed. This mixture is held at a
constant volume, while the spark plug in the pre-chamber (PCh) is being charged for
a duration of about 5 (ms). The PCh is a relatively small chamber (about 2% of the
MCh volume) with separate fuel and air injectors, igniter, and a pressure transducer
(Fig. 12a). After a successful ignition and combustion in the PCh, a highly unsteady
hot product turbulent jet is generated, which initiates the main chamber combustion.

As shown in Fig. 12b, the LES/FMDF equations are solved on the orthogonal uni-
formmesh with a uniform grid spacing of 2.5 × 10−4 (m) in all directions along with
the immersed-boundary method to handle the curved surfaces. A Neumann bound-
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Fig. 12 a RCM-TJI combustion system and b three-dimensional view of the RCM-TJI mesh. i
Iso-surfaces of velocity magnitude in half of the domain at the end of compression when piston
reaches the top dead center

ary condition is imposed for the density, ( ∂ρ

∂n = 0, where n is the direction normal
to the immersed surface) and no-slip boundary condition is used for the velocity
components at the approximated boundaries. Since heat transfer at the combustion
chamber wall is expected to be moderate [41, 42, 70], adiabatic wall condition is
mainly considered. A conductive heat transfer model based on the energy balance
between the flow and inner and outer walls is also developed and used [9]. The value
of y+ is calculated as y+ = ρur y

μ
, where the friction velocity and the wall shear stress

are calculated by ur = √
τw/ρ and τw = μ du

dn , respectively. The values of y
+ at the

TJI-RCM walls in compression and combustion stages are less than 8, where most
part of the boundary layer can be captured.

In the RCM-TJI system, the transition from a non-reacting flow to a reacting
flow is very fast and complex. The combustion is initiated by a spark plug installed
inside and top section of the PCh. The PCh ignition process is a crucial phase in the
generation of a stable flame and it depends, rather very significantly, on the turbulence
and mixture homogeneity in the PCh prior to the ignition [71]. A successful flame
kernel initiation does not necessarily lead to a stable flame and a successful TJI-
assisted combustion. For instance, flame kernels may be generated in the PCh but
they might be blown off due to intensive flow/turbulence and high strain rate field
[72]. Here, the igniter is modeled by an energy deposition model (EDM) [71], in
which the ignition source term, Qig , is defined to be an exponential function of both
space and time. In the FD-based LES models, the SGS models have to capture the
spark effects on the gas mixture as the ignition energy has to be discharged in an
area smaller than the LES grid size. However, in the LES/FMDF model this energy
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is deposited on the MC particles, which can capture the local effects. It is found that
the selected spark energy value of 150 (mj) is sufficient for a successful ignition.
The duration of the spark energy deposition is 200µs.

The fuel considered in this study (and also used in the experiments) is methane
(CH4). The fuel and air combustion is modeled with one-step and two-step mecha-
nisms provided in Ref. [73]. In the one-step mechanism, the reaction rate is modeled
as Kr = A e

−Ea
RT [CH4]a[O2]b, where [CH4] and [O2] are the molar concentrations of

CH4 and O2 per unit volume of solution. The exponents a and b are called partial
orders of reaction, A is the pre-exponential factor (or frequency factor), Ea is the
activation energy, and R is the universal gas constant. The flame speed, Su , is sensi-
tive to the fuel concentration exponent, a, while the oxidizer concentration exponent,
b, determines the lean flammability limit. The variation of flame speed with pressure
is also considered, where the flame speed decreases by increasing pressure. This can
be expressed in the form of Su = S0 p−c, where S0 and c are constants. In this type of
kinetics model, the flame speed varies as a function of pressure as Su ∝ p(a+b−2)/2.
Several fuel and oxidizer concentration exponents values were tested. The values of
a = 0.2 and b = 1.3 are selected to give a pressure dependence of p−0.5 which are
consistent with the flame speed calculations obtained by a detailed mechanism [73].
In order to account (in part) for the effects of incomplete conversion to CO2 and
H2O, and to include the sequential nature of the hydrocarbon oxidation, a two-step
mechanism is also used. The rate of the CO oxidation reaction, CO + 1/2O2 = CO2,
has the value K f,CO = 1014.6 e

−40
RT [CO]1[H2O]0.5[O2]0.25. In order to reproduce both

the proper combustion heat and the pressure dependence of the [CO]/[CO2] equi-
librium, a reverse reaction is defined with a rate Kr,CO = 5 × 108 e

−40
RT [CO2]1. As it

will be shown in the next section, the main and detailed experimental features of the
RCM-TJI flow/combustion can be captured by the above reaction models.

Oneof the important features of theLagrangian-EulerianLES/FMDFsolver is that
scalars can be computed by two solvers independently to check the consistency and
accuracy of them. The correlation coefficients for temperature and fuel mass fraction
obtained by two solvers during the entire compression stage are equal to 1. These
values for the entire combustion stage are equal to 0.99 and 0.98, showing the very
good consistency and accuracy of both solvers. The predictedMCh and PCh pressure
traces during the compression stage are compared with the experimental data [9, 21]
and are found to be very close to the experimental pressure values throughout the
compression stage before TDC (t ≈ 28ms). This trend continues up to the ignition
point (t ≈ 36ms) when the conductive wall heat transfer model is used. As expected,
the pressure stays constant between TDC and ignition when adiabatic walls are used.
Nevertheless, the experimental and numerical pressures at the ignition point are less
than 2% different for the case with adiabatic walls and less than 0.3% different for
the case with conductive walls. It should be noted that the measured pressures are
obtained by pressure transducers located at the bottom of MCh and top of the PCh,
while the LES pressures are volume-averaged pressures.

A comparison between the experimental data [74] and LES/FMDF temperature
contours is shown in Fig. 13. The LES thermo-chemical conditions for the reference
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case with the MCh and PCh equivalence ratios of φMCh = 0.485 and φPCh = 0.787
are the same as those in the experiment. The experimental images shown in Fig. 13a1–
a3 represent the MCh luminosity at different times. The high speed camera used in
the experimental setup captures the luminosity of the flow/flame in the MCh which
correlateswith temperature (not necessarily the chemical species). Here, t j is the time
where the tip of the hot product jet reaches the middle of theMCh in both experiment
and simulation as shown in Fig. 13a1, b1, and c1. The contrast and brightness of
the experimental color images were enhanced using Image-J software [75]. The
experimental images effectively show the depth-averaged (or span-wise averaged)
results in theMCh. Figures13b1 to b3 show the span-wise averaged LES temperature
contours, which are more similar to the experimental images. Figure13c1–c3 also
show the LES temperature contours at the mid plane in the MCh. It can be seen in
Fig. 13a2, b2, and c2 that at time t j + 0.2ms the measured and computed hot product
jets both reach to the lower part of the MCh. The predicted tip jet velocity, consistent
with the experiment, is about 125m/s. After t j + 0.4, combustion is already initiated
and sufficiently propagated in the MCh in the span-wise and cross stream directions
(Fig. 13a3, b3, and c3).

Time Experimental LES/FMDF LES/FMDF
ms image span-wise averaged mid-plane

t j

(a1) (b1) (c1)

t j + 0.2

(a2) (b2) (c2)

t j + 0.4

(a3) (b3) (c3)

Fig. 13 a1–a3 Experimental images, b1–b3 LES/FMDF span-wise averaged temperature contours,
and c1–c3 LES/FMDF instantaneous temperature contours at the middle plane in the MCh
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The qualitative comparison between the experimental and numerical results
clearly shows the reliability of the computational model used in this study. A quan-
titative comparison has also been made between the available experimental pressure
data [74] and theLESpressures for similar thermo-chemical conditionswith one-step
and two-step mechanisms and two different wall models. During the early phases
of the RCM-TJI combustion, the experimental and numerical pressure values are
found to be in reasonably good agreement. In the later phases of the combustion,
however, the pressure traces deviate from each other. This behavior might be due to
the chemical kinetics and/or wall condition used in the simulations. The discrepan-
cies between the reported and actual initial experimental conditions for the mixture
equivalence ratio, temperature, pressure, and/or auxiliary amount of fuel, as well as
the possible leakage in the experimental setup might also be the cause for the pres-
sure differences. Despite these differences, the simulated pressure traces are found
to follow the corresponding experimental values with less than 8% difference.

Figure14a–d and e–h show the velocity magnitude iso-surfaces colored by tem-
perature and fuel mass fraction. Figure15 shows the variations of zy-plane averaged
temperature (solid blue line), and fuel mass fraction (dashed red line) at the orifice in
time, marked by the direction of the stream-wise filtered velocity component, u. The
jet moving from the PCh into the MCh (i.e. u ≥ 0.0) is shown by yellow squares (�)
and the jet going in the opposite direction from the MCh into the PCh (i.e. u ≤ 0.0)
is shown by green circles (•). The stream-wise jet velocity values at the orifice are
also displayed on the temperature plot. The results in this figure represent the over-
all behavior of RCM-TJI, as well as the mixture composition and directions of the
developed jets passing through the orifice from/to the PCh. It is to be emphasized that
Figs. 14a–h and 15 represent the results associated with the same thermo-chemical
conditions as those in the experiment (Fig. 13). Generally, three main phases are
delineated in the TJI-assisted RCM combustion stage. The detailed features of each
phase may vary for different thermo-chemical conditions, but the overall character-
istics are believed to remain the same. The three main phases are: (I) cold fuel jet
phase, (II) turbulent hot product jet phase, and (III) reverse fuel-air/product jet phase.
The important features of each phase are described below.

I. Cold fuel jet phase: The first phase of the RCM-TJI combustion stage consists
of the ignition, PCh gas expansion, and formation of the unburned fuel jet. It
can be observed in Fig. 15 that at early part of Phase I, with the discharge of
the igniter energy and sudden temperature and density changes, a low velocity
stream of slightly fluctuating fuel-air mixture is generated at the orifice pushing
the unburned charge from the PCh to the MCh. The generated low speed flow is
mainly dependent on the amount and the duration of the discharged energy and
vanishes rapidly. Having a successful ignition process, turbulent flames form and
propagate throughout the PCh and accordingly the PCh pressure rise pushes the
“cold” fuel jet into the MCh through the orifice. Figure15 shows the properties
of the cold fuel jet at the orifice; the gas temperature is about T 	 750K, and
the fuel mass fraction is about yCH4 	 0.05 which is close to the stoichiometric
value (also shown in Fig. 14a, e). Evidently, a relatively cold and fuel rich (in
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Phase I Phase II Phase III.a Phase III.b

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 14 Instantaneous iso-surfaces of velocity magnitude colored by a–d temperature, T , and e–h
fuel mass fraction, yCH4 in the RCM-TJI system

comparison to the MCh) jet passes through the orifice. Since the fuel mass
fraction of the cold fuel jet is nearly the same as the PCh fuel mass fraction
(which is much higher than that in the MCh), it can be easily distinguished
from the MCh in Fig. 14e. However, the temperatures in the PCh and MCh are
almost the same, making the tracking of the cold fuel jet based on its temperature
difficult (Fig. 14a). The main characteristics of this jet are dependent on the PCh
composition and turbulence intensity as well as the parameters involved in the
ignition. For example, higher equivalence ratio and turbulence intensity in the
PCh generally lead to higher velocity of the cold fuel jet. The amount of fuel
leaking to the MCh is an important factor in designing the auxiliary air and
fuel injectors. The main role of the auxiliary fuel injector is to improve the
PCh combustion initiation by providing close to stoichiometric mixture in the
PCh. Ideally, all the fuel inside the PCh must participate in the PCh combustion.
However, in practice some of the auxiliary fuel escapes the PCh to theMCh. The
escaped fuel has a little effect on the MCh combustion, but could be much more
effective if it burns inside the PCh. As it will be explained in the next section,
locating the igniter close to the nozzle inside the PCh effectively prevents most
of the cold fuel leaking to the MCh.
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Fig. 15 RCM-TJI combustion phases identified based on the composition, temperature, and direc-
tion of the flow at the nozzle

II. Turbulent hot product jet phase: After a successful ignition process and with the
development of the PCh combustion, a turbulent hot product/fuel jet is developed
passing through the orifice from the PCh to theMCh. The physical and chemical
features of this jet, which is controlled by various parameters including PCh
and MCh thermo-chemical conditions, are important to the MCh combustion.
Figure14b and f show the jet temperature and composition contours, when it
hits the lower section of the MCh. Unlike the cold fuel jet, the hot product jet
can also be identified by the velocity magnitude iso-surfaces colored by the
temperature. It can be seen in Fig. 15 that the jet temperature rapidly increases
from T 	 750 (K) to T 	 2400 (K) and the fuel mass fraction drops to zero
in Phase II. Initially, the jet velocity suddenly increases and reaches to very
high values (about 500m/s) at the orifice due to significant PCh-MCh pressure
difference. Later on when the MCh combustion is initiated, the jet confronts
relatively higher pressure in the MCh, while the PCh combustion becomes less
effective. Therefore, the driving force to sustain the high velocity hot product jet
is quickly weakened.

III. Reverse fuel-air/product jet phase:Thehot product turbulent jet developedduring
Phase II of the PCh and MCh combustion provides high energy content ignition
sites throughout the MCh. Since the fuel-air mixture residence time is relatively
high at the lower section of the MCh, combustion mainly starts at this location.
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The combustion and pressure rise lead to the development of inverse jet(s) from
the MCh to the PCh. This phase of the combustion can be divided into two sub-
phases, based on the composition and temperature of the reverse jet(s). Ideally, all
of the available fuel must be burned in the MCh. However, as it can be observed
in Phase III.a part of Fig. 15 and also in Fig. 14c, g, an unburned fuel stream with
relatively low temperature and velocity of about −100m/s is passing the orifice
from the MCh to PCh in form of an inverse jet. The inverse jet properties change
in time to higher temperatures and lower fuel mass fractions, an indication of the
hot combustion product propagating back into the PCh. The temporal variations
of the jet composition, temperature, and velocity are shown in Phase III.b part
of Fig. 15. As it can also be observed in Fig. 14d, h, the transition from low
temperature inverse fuel rich jet to high temperature inverse product jet depends
on the extent of combustion in the MCh.
It is expected that all the fuel in the MCh to be burned by the end of Phase
III, however, some of the unburned fuel leaked from the MCh to the PCh stays
unburned for a long time and, negatively, affects the performance of the RCM-
TJI system. At the very end of the RCM-TJI combustion stage, the remainder
unburned fuel-air trapped in the PCh during the previous phases might generate
a mixture of unburned fuel-air and product stream from the PCh to the MCh.
Since the temperature of this jet is relatively high and its residence time is
short, it burns quickly as it gets into the MCh. This jet might help with the
combustion sustainability at the later times, however, it also stretches the RCM-
TJI combustion period. Preventing the fuel from escaping the PCh by changing
the PCh and MCh mixture compositions may not be trivial. However, lowering
the igniter position in the PCh shortens the combustion duration and eventually
prevents the unburned fuel at the upper section of the MCh to leak into the PCh.

Figure16a–e show the instantaneous contours of heat release at the mid-plane at
different times. To better understand the combustion/flame propagation, the temper-
ature contours are also shown in Fig. 16f–j. After ignition, standard premixed flames
are developed propagating in the PCh (Fig. 16a). During the hot product jet phase
weak premixed flames are developed at the jet shear layers releasing relatively low
heat, despite the generation of a high temperature jet (Fig. 16b, f). This is mainly
because of the high jet speed and low fuel-air residence time. When the hot product
jet reaches the low section of the MCh, a nearly homogeneous (distributed) combus-
tion is created. Simultaneously, the reversed cold fuel-air jets from the MCh to the
PCh develop premixed flames at the reversed jet shear layers inside the PCh (Fig. 16d,
i). These indicate the necessity of the computational method of being able to simul-
taneously capture thick distributed flames in theMCh and the premixed flames in the
PCh. The LES/FMDFmodel is able to do that. Later on during the propagation of the
hot products to the upper section of the MCh, localized premixed flame pockets are
created inside the unburned air-fuel mixtures. These premixed flame pockets inside
the already burned zones are clearly well captured (Fig. 16e, j).

The main idea behind the TJI is to expose the lean MCh mixture to hot ignition
sources for a sufficiently long time. However, as we have observed in the previous
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(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Fig. 16 Instantaneous contours of heat release a–e and temperature f–j at the mid-plane

figures, during the ignition process a cold fuel jet is developed and exits out to the
MCh, slightly changing the leanness of the MCh mixture. Since this jet consists of a
cold fuel stream, it unlikely helps the initiation of theMCh combustion, even though,
it participates in the MCh combustion at later phases. This jet, however, negatively
affects the PCh combustion and the RCM-TJI performance. The PCh ignition pro-
cess (transition of a non-reacting flow to a reacting flow) determines the speed and
amount of the cold fuel jet pushed out from the PCh into the MCh, which other-
wise could participate in the PCh combustion. Among the charge/discharge timing
and amount of energy and location of the igniter, we found that the spark location
is the most influential parameter on the RCM-TJI combustion process. Hence, we
consider various cases with different igniter locations which are possible to exper-
imentally replicate. Lowering the igniter location in the PCh, for example, leads to
earlier development of a hot turbulent jet and also an effective separation of the PCh
mixture in two sections. The mixture at the upper section of the PCh is trapped by
the premixed flame in the lower section, but gradually participates in the PCh com-
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bustion. With a better understanding of the PCh flow and combustion, an effective
TJI-assisted combustion can be established.

5 Conclusions

The studies presented in this chapter cover main features of initiating and con-
trolling combustion via turbulent jet ignition (TJI) process which are important in
designing high-performance TJI-based combustion systems. Direct numerical sim-
ulations (DNS) of a hot product turbulent planar jet (TPJ) injected into a lean pre-
mixed hydrogen-air coflow are performed with detailed chemical kinetics in a three-
dimensional configuration. The TPJ-TJI system is spatially divided into nearfield
and developed regions. In the nearfield region, the hot incoming jet rapidly auto
ignites the lean hydrogen-air mixture at the developing jet shear layer, creating a
complex flame structure and providing significant energy for a sustainable ultra-lean
combustion. The jet “thermal width” is shown to be dependent more on the coflow
thermo-chemical conditions than the incoming jet composition. However, the flame
structure is still highly affected by the incoming turbulent jet temperature and com-
position. The interactions between the premixed flame zone and the hot turbulent
inner jet are shown to be much more intense in ultra-lean coflow mixtures, generat-
ing extensive localized flame extinction and re-ignition events. The lean flammability
limit is shown to be considerably lowered by TJI despite the existence of localized
flame extinction. In the case of rich burned incoming product jet, hybrid diffusion-
premixed flames are developed.

The application of TJI in a rapid compression machine (RCM), composed of
a pre-chamber (PCh) and a main-chamber (MCh), is also simulated for various
thermo-chemical and hydrodynamics conditions by the large eddy simulation/filtered
mass density function (LES/FMDF)methodology.Threemain combustionphases are
identified in theRCM-TJI system: (i) cold fuel jet phase, (ii) turbulent hot product/fuel
jet phase, and (iii) reverse fuel-air/product jet phase. As a result of the successful
ignition of a stoichiometric or rich mixture in the PCh, a turbulent hot product/fuel
jet is developed, initiating the lean MCh combustion by providing hot ignition sites
throughout the chamber. TheMCh combustion initiation and evolution depend on the
PCh andMCh initial conditions, aswell as the amount of heat transferring through the
walls. In the PCh ignition process, a jet of unburned fuel exits out to the MCh, which
is an undesirable effect of locating the igniter far away from the nozzle. Effectively,
by igniting the PCh charge close to the nozzle much less unburned fuel leaks out into
theMCh since the developed premixed flames inside the PCh act as barriers trapping
the PCh charge in the upper side, which constantly and gradually burns in the PCh. It
can be concluded that hotter, more turbulent, and longer burning jets would be more
effective to initiate and maintain the combustion. A properly designed TJI system
could generate a fast and nearly volumetric combustion of ultra lean fuel-air mixtures
in various combustion systems.
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Flamelet Modeling for Supersonic
Combustion

Tomasz G. Drozda, Jesse R. Quinlan and J. Philip Drummond

Abstract Flamelet models have proven useful in enabling fast and accurate simu-
lations of subsonic turbulent combustion. However, in supersonic combustion, these
models face many challenges. The current work presents an a priori analysis of the
steady flamelet model using the HIFiRE Direct Connect Rig (HDCR) dual-mode
scramjet combustor. The analysis uses Reynolds-averaged simulation (RAS) data
obtained with a finite-rate reaction mechanism to assess some of the flamelet model
assumptions. Two flight conditions are numerically simulated: Mach 5.84 and Mach
8. These conditions cover a range of combustion phenomena that could be expected to
occur in a scramjet engine during flight. The analysis reveals that both nonpremixed
and premixed combustion occur in the HDCR combustor. In addition, under some
conditions, strong finite-rate effects are also present. These physical aspects could
be readily modeled with existing flamelet techniques, however, the effects of vari-
able pressure, wall heat transfer, and flamelet equation boundary conditions are more
challenging to address. The latter three elements present the key barriers to utilizing
flamelets for supersonic combustion simulations. Although techniques to address
these additional challenges are limited, a few perspectives are provided highlighting
physics-based requirements in the context of flamelet modeling.

Keywords Flamelet modeling · Combustion modeling · Turbulent reacting
flows · Supersonic flows · Reynolds average simulation · HIFiRE 2

1 Introduction

Accurate numerical simulations of supersonic, turbulent, reacting flows present some
of the most challenging problems encountered today in fluid mechanics. This is
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because, unlike subsonic combustors, supersonic combustors contain complex and
coupled interactions of compressible flow features, such as shocks and expansions,
with other elements of the flow like laminar, transitional, and turbulent boundary
layers, turbulence itself, mixing-layers, large-scale vorticity, and combustion. These
nonlinear interactions can drastically alter the flow behavior and lead to: shock-
induced flow transition and/or separation, which change the effective flow area and
alter the shock structure in the combustor; shock-turbulence interactions, which can
amplify turbulence intensity; shock-mixing-layer interactions, which introduce baro-
clinic torque that can change fuel-airmixing and therefore rates of chemical reactions;
and strong flow-chemistry coupling, which is responsible for potentially significant
and rapid pressure rise due to the heat release. Furthermore, unlike subsonic com-
bustors, which are typically designed with a specific combustion mode in mind,
supersonic combustors often exhibit regions of nonpremixed, partially premixed,
and premixed combustion. This is because low combustor temperatures and pressures
increase ignition delay time, while at the same time, fast flow through times decrease
residence times. Both effects result in partial premixing of the fuel and air in a high-
speed combustor. In addition, flameholding devices utilize areas of flow recirculation
that may contain fully and/or partially premixed burning fuel-air mixtures. All of
these difficult to model and simulate flow elements are compounded onto the chal-
lenges of subsonic combustion, which includes turbulence and turbulence-chemistry
interaction modeling, radiation modeling, and chemical kinetics modeling. As a final
challenge of supersonic combustion, it should be noted that, unlike their subsonic
counterparts, supersonic combustors are typically an order of magnitude larger in
length and cross section area, operate at higher Reynolds numbers, and are highly
integrated into the vehicle airframe [1]. Because of the above challenges, numer-
ical simulations of supersonic combustors typically require an order-of-magnitude
or more dynamic range of scales and therefore more computational resources (i.e.,
grid points). One aspect of supersonic flow simulations that is simpler than that
of subsonic simulations is the specification of the boundary conditions [2], e.g., a
supersonic inflow boundary does not exhibit an outward-traveling characteristic, and
a supersonic outflow does not exhibit an inward-traveling characteristic. By contrast,
subsonic flow typically requires physically consistent treatment of the outgoing and
incoming flow characteristics [2] to ensure that simulations are well-posed, stable,
and accurate.

The computational resources needed for reacting simulations also rapidly increase
with the number of species transport equations and chemical reactions that must be
solved for a given chemical kinetics model, which depend on the complexity of the
fuel. A typical chemical kinetics model for even a simple fuel like hydrogen can
have 9 species and 19 reactions [3], which more than doubles the number of solved
transport equations for a three-dimensional Reynolds-averaged simulation (RAS)
of a turbulent flow with a 2-equation turbulence model [4] typically used in prac-
tice. Chemical kinetics models for complex hydrocarbon fuels can contain 1,000s of
species and 10,000s of chemical reactions [5] making numerical simulations all but
intractable except for simple zero- and one-dimensional flame simulation configu-
rations [6, 7]. For these reasons, the vast majority of computational simulations of
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turbulent supersonic combustion have relied on only the most simplified or reduced
mechanisms [8, 9] and/or phenomenological models of combustion [10], both of
which limit predictive capability. In addition to increasing the number of needed
equations, reaction rate constants found in most chemical kinetics models follow the
Arrhenius form,which is expensive to evaluate numerically and introduces numerical
stiffness, thereby further increasing the simulation time.

For numerical simulations to accurately and effectively contribute to the engi-
neering design process, the simulation times must be kept to a minimum. Because
chemical kinetics have such a strong influence on the overall simulation cost, often
increasing it by an order of magnitude or more as compared to the corresponding
nonreacting simulation, it is natural to seek models that reduce the number of needed
species transport equations while simultaneously maintaining, to the extent possi-
ble, the fidelity of a complex chemical kinetics model. In general, the basis for the
reduction hinges on the assumptions about the important chemical reactions [11]
and/or the state of the underlying combustion physics. The laminar flamelet model
introduced by Peters [12–14] follows the latter and assumes that local combustion
processes progress much faster than those corresponding to the bulk flow motions
that tend to strain and extinguish the local flame. Conceptually, this leads to a thin
flame or a reaction front (called a flamelet) that is convected, distorted, and wrinkled
by the otherwise nonreacting, often turbulent, flowfield [15, 16]. Although this flow-
field is capable of warping the thin flame that it is convecting, it does not significantly
alter the internal structure of the flame. Therefore, under the flamelet model, only
the flow gradients in a single dimension normal to the flame can influence the local
reaction chemistry. Consequently, complex three-dimensional (3D), wrinkled, turbu-
lent flames may be approximated using an ensemble of local one-dimensional (1D),
laminar flames. This phenomenology effectively allows the 1D laminar flame and
its underlying chemical kinetics to be decoupled from the flowfield and solved inde-
pendently using a set of simplified partial differential equations called the flamelet
equations. The flamelet equations are derived from the conservation equations for
the species mass, momentum, and energy (i.e., Navier-Stokes with species transport)
by transforming the spatial coordinates into a coordinate normal to the flame surface
and simplifying [17] or by utilizing a Crocco-type transformation to transform the
spatial coordinate into a state-space variable called a mixture fraction [12, 14]. The
fundamental property of themixture fraction is that it is a nonreacting (passive) scalar
quantity that can be used to track the local state of the mixture because it represents
a fraction of mass that originated in the fuel stream. The mixture fraction is also the
key element of the flamelet model because it parameterizes, independently of the
type of fuel used, the complete thermochemical state of the flame by a single scalar
quantity. This allows the flamelet model to retain many elements of the realistic
chemistry and significantly reduces the computational costs of reacting simulations,
especially for complex hydrocarbon fuels. Indeed, the laminar flamelet model was
developed to enable any combustion simulation, at a time when the available compu-
tational resources were prohibitively limited. Currently, the laminar flamelet models
continue to be useful by enabling practical combustion simulations with large eddy
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simulations (LES) [18, 19] and optimization and uncertainty quantification studies
with RAS [20].

Conventional flamelet modeling typically involves a tabulation step that pro-
vides relationships between the mixture fraction and the rest of the thermochemical
state-space. This tabulation may be performed as a simulation preprocessing step or
in situ [21]. The flamelet model may further be augmented by the assumed proba-
bility density function (PDF) turbulence-chemistry interaction (TCI) model [22–25]
whose contribution can be included in the flamelet table. Including the assumed
PDF model in the flamelet table requires an additional lookup parameter, typically
mixture fraction variance, that identifies the level of turbulence intensity in the TCI
model. The resulting lookup table contains all the species and thermodynamic state
variables over the range of turbulence intensities needed to execute the simulation,
and completely eliminates the need to computationally evaluate expensive reaction
rates during the simulation, which also results in the removal of numerical stiffness
associated with the Arrhenius reactions rate constants.

In practice, to generate a flamelet lookup table, the flamelet equations must be
solved subject to certain boundary conditions. These boundary conditions specify
the mixture composition of the fuel and oxidizer streams, and their respective tem-
peratures. In addition, a constant value of the pressure experienced by the flame
is needed as well as an equation of state, e.g., the ideal gas law. The characteristic
strain imposed by the flowfield on the flame is also needed. For the flamelet equations
transformed into the flame-normal coordinate, the “strain” is provided by specifying
the 1D computational domain length, and fuel and oxidizer stream velocities normal
to the flame. For the flamelet equations transformed into the mixture fraction state-
space, the flame strain is replaced by the scalar dissipation rate. The strain and scalar
dissipation rate are important parameters because they control the extent to which
the 1D laminar flame can burn. Small strain leads to near-equilibrium combustion,
whereas large strain can lead to a fully extinguished mixing solution. Therefore, to
fully encompass the range of potential flamelet states, the strain rate or scalar dissi-
pation rate can be included as an additional independent table parameter. However,
the strain and the scalar dissipation rate are not directly related to the combustion
process and lead to multivalued parameterization of the combustion state-space. To
overcome this issue, either one of these quantities can be replaced in the flamelet
table by a progress variable [26], which is usually a linear combination of one or
more combustion product species [27]. Unlike the mixture fraction, the progress
variable cannot be a passive scalar because it must be able to track the progress of
combustion from near-equilibrium conditions to flame extinction and vice versa. In
addition, the specific definition of the progress variable, together with the mixture
fraction, must offer a unique mapping of the combustion state-space [27].

The above narrative describes the most computationally efficient steady laminar
flamelet (SLF) model, where the word steady indicates that the flamelet equations
have been integrated to steady-state and those results tabulated. The key limitations
of this model are the inability to treat partially-premixed or premixed combustion
systems, and for nonpremixed systems, the inability to model multifuel or mul-
tioxidizer streams with different stream temperatures or at different pressures. In
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addition, the SLF model cannot accurately capture autoignition processes [28] nor
heat transfer effects to the combustor walls. Despite the attractive and significant
computational cost savings, the limitations of the SLF model significantly narrow, in
theory, its range of practical applicability. Nevertheless, flamelet models, in general,
have often been found to perform acceptably even for cases that are a priori known
to violate some of the theoretical bounds of the model. This may be because flow
regions containing unsupported physics do not drive the leading flow behavior for a
particular case or that some limitations are not as restrictive as others. For example,
the requirement of constant pressure is of no consequence for subsonic combustion
where pressure variations within a combustor are small or at hypervelocity Mach
numbers, where the heat release does not significantly raise the combustor pressure.
Even pressure variations by a factor of 2 only produce reaction rate changes of the
order 4, which may be within the error bound of a typical chemical kinetics model.
However, other limitations may be critical; for example, in multiphase fuel spray
combustion systems, the temperature of the gaseous oxidizer surrounding the evap-
orating liquid fuel droplet increases as the evaporated fuel mixes and reacts with the
oxidizer.Modeling the latter process with steady flamelet equations would require (at
the least) a variable oxidizer boundary condition, whose range is difficult to estimate
a priori. Nevertheless, many of the limitations of the steady flamelet model have
been addressed, albeit often at the expense of increased computational cost, by sev-
eral new classes of the flamelet approach, namely: the unsteady flamelet model (also
known as the representative interactive flamelet (RIF) model) [28–30], the flamelet
progress variable (FPV) model [26, 31, 32], and the flamelet-generated manifolds
(FGM) model [33–35].

In supersonic combustion, three physical effects complicate the formulation and
implementation of the flamelet model. The first is the heat-release-induced pres-
sure rise, which increases the pressure experienced by the flame as the reactions
progress, thereby altering the chemical kinetics. The second is the viscous heating,
which increases local mixing-layer and boundary layer temperatures and at higher
Mach numbers may lead to oxidizer and fuel dissociation via endothermic reac-
tions, processes that are not included in the flamelet equations. These two effects
are important at opposite ends of the flight Mach number range; that is, for flight
Mach numbers up to about 6–8, the heat-release-induced pressure rise is significant
but its importance begins to decrease as the flight Mach number begins to exceed
10–12. The opposite is true for viscous heating, which is not significant compared
to the heat release at Mach numbers less than about 4, but can lead to dissociation at
Mach numbers in excess of about 7–8. Viscous heating is also much more difficult to
account for using the flamelet methodology because it represents physical processes
that are typically explicitly excluded from the energy equation when deriving the
flamelet equations. Nevertheless, these effects could be qualitatively incorporated
into the tabulation process or the unsteady flamelet model by allowing variations
in the flamelet boundary conditions (e.g., temperature and composition of fuel and
oxidizer streams). The third physical effect is the significant heat transfer that could
occur to the combustor walls. For both supersonic and subsonic combustors, heat
transfer to the wall is a result of flame-wall interactions and combustion products
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being convected and/or diffused toward the cold walls. In addition, for high Mach
number supersonic combustors, the heat transfer is also the result of viscous heat-
ing of the near-wall mixture. This mixture could contain pure fuel or pure air, or a
burned or unburned mixture of the two. In all cases, the cooling process results in
the decrease in the enthalpy of the mixture to states not accounted for in the flamelet
table.

To demonstrate the extent of the applicability of the flamelet model to super-
sonic combustion, the Hypersonic International Flight Research Experimentation
(HIFiRE) Direct Connect Rig (HDCR) [36, 37] dual-mode supersonic combustion
ramjet (scramjet) combustor is used in this work. To accomplish this, 3D RAS are
performed of the HDCR geometry using a 22-species finite-rate reduced reaction
mechanism for a JP-7 fuel surrogate [38]. Although designed for academic and
collaborative purposes, the HDCR is representative of a practical cavity-stabilized
scramjet combustor. TCI modeling is omitted in the current work to focus the anal-
ysis on the flamelet model performance rather than the coupled performance of the
flamelet and TCI models. Two HDCR flight conditions are analyzed: a Mach 5.84
dual-mode supersonic combustion mode, which exhibits both subsonic and super-
sonic combustion regions; and a Mach 8 scramjet mode, which consists of primarily
supersonic combustion. Both flight conditions are analyzed to characterize the fun-
damental nature of the combustion. The current combustion mode analysis may not
reveal the true nature of all combustion modes potentially present in the HDCR
because modeling errors introduced by the turbulence and chemical kinetics models
and the absence of various other physics submodels (e.g., TCI model), neverthe-
less, previous work [39] showed that the current simulations correctly reproduce the
experimentally obtained HDCR combustor pressure rise and therefore heat release
distribution.

This chapter is organized as follows. First, the governing equations applicable
to high-speed compressible turbulent reacting flows are introduced, followed by the
concept of the mixture fraction and its transport equation, the flamelet equations, and
the progress variable. Second, some of the phenomenology observed in supersonic
combustion is described and combustion mode analysis is utilized to identify the
range of relevant phenomena present in the HDCR simulations. Third, the challenges
of accounting for the variable pressure, wall heat transfer, and changing flamelet
equation boundary conditions are discussed. The chapter concludes by discussing
some of the challenges that continue to face the flamelet modeling approach in
supersonic combustion.

2 Governing Equations

The details of the derivation of the transport equations governing fluid flows in
thermodynamic equilibrium are documented in many undergraduate and grad-
uate texts [2, 40–45] and will not be repeated here. Flows in thermodynamic
non-equilibrium and multiphase flows are not considered, but common practical
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approaches to treating these flows are discussed by Gnoffo et al. [46], Park [47] and
Faeth [48]. The derivations of the governing equations for the motion of a fluid in
thermodynamic equilibrium lead to a set of elegant nonlinear partial differential equa-
tions (PDEs) governing the transport of several conserved quantities: species mass,
momentum, and energy. One of the earliest complete discussions of these equa-
tions with an application to high speed reacting flows is offered by Drummond [49].
These equations can also be further manipulated to obtain other transport equations
for quantities such as vorticity, enthalpy, or (combining with the second law of ther-
modynamics) entropy that have been found useful in elucidating physical behaviors
of flows [50].

The governing conservation equations encompass a wide range of physical fluid
flowphenomena.One particularly complex phenomena is that of a turbulent flow.The
discussion of turbulence physics is beyond the scope of this text, but several excellent
texts are available [51–54] with many more describing computational [2, 49, 55–60]
and modeling [61–65] treatments. Nevertheless, a few words relevant to the current
discussion are warranted. Foremost, it should be stated that one characteristic of
turbulent flows, which is responsible for the difficulty encountered in theoretical
and numerical analysis, is the multiscale nature of turbulence. That is, the fluid
motions in a turbulent flow occur over a wide range of both time and length scales
with the ratio of large to small turbulence flow scales proportional to the 3/4 power
of the Reynolds number [54]. For a problem of practical interest, this leads to the
required number of computational cells for direct numerical simulation (DNS) to be
on the order of 1 − 10 × 109 (i.e., three orders of magnitude in each of the three
spatial dimensions). By contrast, the grid resolutions that are used in simulations of
practical interest on capacity cluster hardware and in the amount of time required to
make a programmatic impact are typically on the order of 10 − 100 × 106. That is,
the typical current capability for numerical simulations of turbulent flows is almost
two to three orders of magnitude smaller than that required for the corresponding
direct simulations. Therefore, even before the flamelet model is introduced to reduce
the computational cost of combustion, any numerical simulation involving turbulent
flow must be set up to utilize the existing computer hardware in a reasonable amount
of time and still be able to investigate and analyze turbulent reacting flows of interest.

One approach is to reduce the effective dynamic range of turbulent length and
time scales to that which can be reasonably considered for simulations on a current
computer. Unfortunately, this constrains the simulations to only a portion of the tur-
bulence length scales with the removed portions requiring a mathematical model for
the effects they have on those being simulated. This is called the closure problem
and such modeling has been a topic of research for the past century [66] with signif-
icant developments in the last 50years. In the current work, a common form of the
governing conservation equations are presented. These equations can be obtained
by either time-averaging (or ensemble-averaging) [62] to derive transport equations
used for RAS, or spatial-averaging (or filtering) [63] to derive the LES equations.
Despite the very different approach of these two methods to the turbulence scale
reduction, the mathematical operations of time-averaging and spatial-averaging pro-
duce the exact same set of transport equations. What differs are the interpretations of
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the terms, their closures, and the numerical implementation requirements, with the
spatially-averaged transport equations for LES typically requiring unsteady, high-
order accurate numerical schemes to properly resolve the turbulence length scales
near the filter scale.

In what follows, the nondimensional form of the Favré-averaged transport equa-
tions are presented. These equations arise as a result of applying the time-average
operator to the governing transport equations. The time-average and Favré-average
of an arbitrary quantity, f , are denoted by an f and ˜f , respectively, and they are
related to each other via the density, i.e., ρ ˜f = ρ f . The resulting Favré-averaged
equations are commonly used to perform RAS of high-speed, turbulent, reacting
flows. Applying the Favré-averaging operator to the governing equations for mass,
species mass fractions, momentum, and energy results in:
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∂ũi
∂xk

+ ∂ũk
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where ρ, Yα, ui , V c
k , e

t , ht , h, hα, k, p, T , μ, τi j , and ω̇α are the density, mass
fraction of species α, velocity, differential diffusion correction velocity, total energy,
total enthalpy, enthalpy, enthalpy of species α, kinetic energy, pressure, temperature,
mixturemolecular viscosity, shear-stress, and reaction rate of speciesα, respectively.
Temporal and spatial coordinates are denoted by t , and xi . The equations are also
nondimensionalized with Mr , Rer , Prr , denoting reference Mach, Reynolds, and
Prandtl numbers, respectively. Pr , Scα, and Leα are the mixture Prandtl number,
and the Schmidt and Lewis numbers for species α. In addition, the “hat” over an
arbitrary quantity, ̂f , denotes a nonlinear function quantity evaluated using the Favré
averaged variables, for example,
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It should be noted that the mixture Pr , Scα, and Leα quantities in Eqs. (2), and (4)
are denoted with a “hat” because, although they could be constants, in general, they
are nonlinear functions of both the thermodynamic and transport properties of the
mixture. In addition, the temperature is also denoted with the “hat” because, for
noncalorically perfect gases, it is obtained by iteration from the Favré averaged mix-
ture enthalpy. Furthermore, it should also be noted that when the species diffusivities
are all equal, i.e., Scα = Sc, then the differential diffusion correction velocity, ̂V c

k
is identically zero. This assumption is commonly used when simulating turbulent
reacting flows.

The various forms of energies are related by the first law of thermodynamics,
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where e is the internal energy.
All of the terms within the underbraces in Eqs. (1–4) and the turbulent kinetic

energy are unclosed and must be modeled. The above equations further require a
time-averaged form of the equation of state, which for an ideal gas becomes,
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where R, Ru , andWα are themixture gas constant, universal gas constant, andmolec-
ular weight of species α, respectively. The unclosed scalar-temperature correlation
term is most commonly neglected. Further discussion on modeling the unclosed
terms for practical high-speed applications for RAS is offered by Baurle [67].



136 T. G. Drozda et al.

2.1 Mixture Fraction

All flamelet models rely on the mixture fraction as a means of parameterizing com-
bustion physics. By definition, the mixture fraction represents a mass fraction of all
material that originated in the fuel stream that is present locally in the mixture. The
formal definition of the mixture fraction can be written as:

Z = β − βO

βF − βO
(8)

where Z is the mixture fraction and βF and βO are the mass fractions of the fuel
material in the fuel and oxidizer streams, respectively. The definition of β is:

β =
∑

i

γi Zi =
∑

i

γi
∑

j

ai jWiY j

W j
, i = C, H, O, j = 1, 2, . . . , N , (9)

where γi is a weight corresponding to each element present in the mixture, Zi is
elemental mass fraction (e.g. ZC , ZH , ZO ), ai j is the number of atoms of element
i in species j . It is clear from Eq. (8) that the mixture fraction takes values in the
range of 0 to 1, which correspond to pure oxidizer and fuel streams, respectively.
Equation (9) also shows that the mixture fraction is a linear combination of elemental
mass fractions. By conservation of mass, the latter are conserved scalars, therefore,
the mixture fraction must be a conserved scalar also. Specific values of γi define a
particular mixture fraction. Table1 shows commonly used definitions. The mixture
fraction can also be used to calculate the fuel-to-oxidizer mass ratio. Since by def-
inition, the mixture fraction represents the mass fraction of elements originating in
the fuel stream, the fuel-to-oxidizer mass ratio becomes,

Table 1 Elemental mixture
fraction weights

γC γH γO Notes
2
WC

1
2WH

− 1
WO

Bilger’s defi-
nition [68]

2
WC

1
2WH

0 Barlow’s
definition (for
Sandia
Flames) [69]

1 0 0 Elemental
mixture
fraction for C

0 1 0 Elemental
mixture
fraction for H
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F

O
= Z

1 − Z
, (10)

where 1 − Z is the mass fraction of material in the mixture that originated in the
oxidizer stream. When the oxidizer is air, Eq. (10) represents the fuel-to-air ratio.
The fuel equivalence ratio can also be computed by dividing the fuel-to-air ratio by
its value evaluated at the stoichiometric value of the mixture fraction.

The mixture fraction transport equation is derived by applying the definition of
the mixture fraction, Eqs. (8) and (9), to the unaveraged transport equations for the
mass fractions. The result is;

∂ρZ

∂t
+ ∂ρui Z

∂xi
= ∂

∂xi

(

μ

Sc

∂Z

∂xi

)

+ εDD, (11)

where the source term εDD is a correction factor due to the differential diffusion
(DD) [70],

εDD = 1

βF − βO

∑

n

γn
∑

α

anαWn

Wα

∂ Jαi

∂xi
− ∂

∂xi

(

μ

Sc

∂Z

∂xi

)

, (12)

where Jαi is the diffusive flux of species α in the i-th direction. Most commonly, the
mixture fraction transport equation is derived assuming equal diffusivities among
the species in the mixture, i.e., Jαi = Ji . Under this assumption εDD is identically
zero. Assuming equal diffusivities and applying time averaging operator to Eq. (11)
yields,

∂ρ˜Z

∂t
+ ∂ρũi˜Z

∂xi
= ∂

∂xi

(

μ̂

̂Sc

∂˜Z

∂xi

)

− ∂

∂xk

(

ρ˜uk Z − ρũk˜Z
)

︸ ︷︷ ︸

Turbulence Flux

, (13)

where the term inside the underbrace is the unclosed turbulence mixture fraction flux
and must be modeled.

Many TCI models, including presumed and transport PDF models, utilize the
mixture fraction variance as a key aggregate variable by which to quantify the turbu-
lence intensity experienced by the species. The mixture fraction variance is defined
as,

˜Z ′′2 = ˜Z2 − ˜Z 2. (14)

The transport equation for this quantity can be readily obtained by subtracting the
transport equation for ˜Z 2 from the transport equation for ˜Z2, both of which can be
derived in a manner similar to that used to obtain Eq. (13). The result is,
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∂ρ˜Z ′′2

∂t
+ ∂ρũi ˜Z ′′2

∂xi
= ∂

∂xi

(

μ̂

̂Sc

∂˜Z ′′2

∂xi

)

− 2
(

ρ˜ui Z − ρũi˜Z
)

︸ ︷︷ ︸

Turbulence Flux

∂˜Z

∂xi

− 2
μ̂

̂Sc

(

∂Z

∂xi

∂Z

∂xi
− ∂˜Z

∂xi

∂˜Z

∂xi

)

︸ ︷︷ ︸

Dissipation

− ∂

∂xi

(

ρ
(

˜ui Z2 − ũi˜Z2
)

− 2ρ˜Z
(

˜ui Z − ũi˜Z
))

︸ ︷︷ ︸

Turbulence Transport

.

(15)

The terms on the right hand side represent molecular diffusion, production, dissipa-
tion, and turbulent transport, respectively, of the mixture fraction variance.

2.2 Flamelet Equations

Several approaches have been used to obtain flamelet manifolds for both non-
premixed and premixed flames [26, 33]. All approaches involve solutions to the
one-dimensional forms of partial differential equations that result from transforming
the governing equations for mass, momentum, and energy into a flame adapted coor-
dinate system. The original approach proposed by Peters [12], utilizes a Crocco-type
transformation from spatial coordinates to the mixture fraction coordinate. Applying
this transformation to the unaveraged transport equations for species mass fractions
and energy produces a set of laminar flamelet equations,

ρ
∂Yα

∂t
= 1

2
ρχα

∂2Yα

∂Z2
+ ω̇α, (16)

ρ
∂h

∂t
= 1

2
ρχ

∂2h

∂Z2
(17)

where χα, and χ are the scalar dissipation for species α, and scalar dissipation for
the mixture, respectively. The scalar dissipations are defined as,

χα = 2
μ

ρScα

∂Z

∂x j

∂Z

∂x j
, χ = 2

μ

ρSc

∂Z

∂x j

∂Z

∂x j
. (18)

It should be noted that the above equations account for the effect of differential
diffusion and should be solved together with Eq. (11) containing a model for εDD .
However, by assuming unity Lewis number, which also leads to constant values
for Scα, a more common form of the flamelet equations that neglects the effect of
differential diffusion is obtained. It should further be noted that the above flamelet
equationsare derived using a low-Mach-number approximation form of the energy
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equation, where the first term on the right hand side of Eq. (4) is neglected. As a
consequence, the viscous heating effects, which may be important in high-speed
flows, are not captured by the flamelet manifold obtained using Eqs. (16) and (17).

Equations (16) and (17) represent a boundary-value problem that can be solved
by specifying the species composition and temperature for the fuel (Z = 1) and
oxidizer (Z = 0) streams, and the pressure for the mixture. Although in high-speed
flows the pressure can vary between fuel and oxidizer streams, this effect cannot
be captured by the flamelet equations, however for thin flames, this variation can
be neglected. The scalar dissipation rates must also be specified. For RAS, a few
models for these quantities can be obtained following the analogy to the dissipation
of turbulent kinetic energy [2], which results in the scalar dissipation rate being
a function of the turbulence dissipation, turbulent kinetic energy, and the mixture
fraction variance. Because mixture fraction is bounded between 0 and 1, for a given
value of the mixture fraction, there exists a theoretical upper limit of the mixture
fraction variance, which limits the scalar dissipation rate.

The scalar dissipation rate controls the extent to which the flame is burning. For χ
values approaching zero, a near-equilibrium chemistry solution is obtained, whereas
for values approaching infinity, the nonreacting solution is recovered. The interme-
diate flamelet solutions can be obtained by varying the value of the scalar dissipation
rate within those limits. However, care must be taken when attempting to generate a
sequence of flamelet manifolds in this way because there exist three distinct flamelet
solutions, corresponding to nonreacting, unstable burning, and stable burning, for
a single value of the scalar dissipation rate. This multivalued nature of the scalar
dissipation requires special simulation approaches [71, 72] to obtain all possible
solutions. This also complicates the scalar dissipation’s role as a parameterizing
quantity, which requires a unique parameterization of the thermochemical state for
applications. For this reason, early applications omitted the unstable flamelet branch
from the flamelet table. More recently, a progress variable quantity [26, 31] has been
introduced to improve unique parameterization of all possible flamelet solutions.

2.3 Progress Variable Equation

Instead of using Z and χ to parameterize solutions of the flamelet equations, a
progress variable, C , is introduced to replace the latter. The progress variable is
defined such that it provides a correlation with the global progress of the combustion
and is typically a linear combination of combustion-product species mass fractions.
For example, Pierce and Moin [31] have proposed C = YCO2 + YH2O for hydrocar-
bon fuels. Unlike the mixture fraction, the progress variable is a reacting scalar. The
progress variable is also typically normalized across all manifolds by its equilibrium
value, such that C = 1 for equilibrium combustion [27]. For nonreacting solutions,
C = 0. Most importantly, sinceC is defined to correlate with the reaction’s progress,
Z and C have the potential to uniquely parameterize all of the flamelet solutions. It
should be noted, however, that because of the nonlinear nature of chemical kinet-
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ics, the use of the progress variable does not guarantee a unique parameterization,
and some limited nonuniqueness typically still exists. Any nonunique regions of the
complete flamelet manifold must be “trimmed” to avoid spurious behaviors in appli-
cations. Alternately, Ihme et al. [27] have proposed a regularization technique that
strives to enforce a unique parameterization of the progress variable, to the extent
possible, by introducing and adjusting the weights of themass fractions that compose
the progress variable.

The application of the flamelet model parameterized using Z andC in a computa-
tional fluid dynamics (CFD) solver requires a solution of the time-averaged progress
variable transport equation along with the transport equation for ˜Z , Eq. (13). Once
the definition of the progress variable has been established, the transport equation
can be readily derived and generally takes on the form;

∂ρ˜C

∂t
+ ∂ρũi ˜C

∂xi
= ∂

∂xi

(

μ̂

̂Sc

∂˜C

∂xi

)

− ∂

∂xk

(

ρ˜ukC − ρũk˜C
)

︸ ︷︷ ︸

Turbulence Flux

+ ω̇C(p, ˜Z , ˜C, ˜T ) +
(

ω̇C(p, Z ,C, T ) − ω̇C(p, ˜Z , ˜C, ˜T )
)

︸ ︷︷ ︸

Turbulence Chemistry Interaction (TCI)

, (19)

where the terms inside the underbrace are unclosed and must be modeled. It should
be noted that, in addition to the unclosed turbulence flux term, which can be modeled
in conventional ways, the above transport equation includes an unclosed term for the
turbulence and progress variable chemistry interactions. This term is analogous to
the TCI term in Eq. (2) and is difficult to model and often simply neglected. The
reaction source term, ω̇C , is evaluated from the solution of the flamelet equations and
added to the flamelet table.

3 Introduction to Supersonic Combustion

Supersonic combustion is defined as the conversion of reactants into products that
takes place in the supersonic “background” flow. By this definition, a conventional
ramjet engine, although capable of supersonic propulsion, does not exhibit super-
sonic combustion because the supersonic freestream air is compressed and slowed to
subsonic speeds prior to injecting the fuel and energizing the engine via combustion.
The subsonically-convected combustion products are then expanded to supersonic
speeds through the converging-diverging (CD) thrust nozzle. In a ramjet engine, the
combustion processes are quite similar to those found in a conventional gas turbine
combustors, although the mechanics of compression, fuel injection and mixing, and
expansion to produce thrust are different. Supersonic combustion typically occurs in
a scramjet engine, where the high-speed freestream air is compressed in such a way
that it still remains supersonic when entering the high-speed combustor. One marked
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difference between subsonic and supersonic combustion is that the static pressure
in the combustor decreases by a few percentage points in a subsonic combustor,
whereas it can rise by an order of magnitude in the supersonic combustor. This char-
acteristic pressure rise is a result of the chemical conversion of reactants to products
under compressibility effects of a supersonic flow, and is conceptually similar to a
Rayleigh flow, i.e., a supersonic model flowwith heat addition. However, it should be
noted that unlike Rayleigh flow, the total enthalpy of a reacting flow does not change
due to combustion and can only be altered by heat addition (or cooling) through
the combustor walls. It should also be noted that it is not appropriate to categorize
supersonic combustion as either constant pressure or constant volume as is some-
times helpful with subsonic combustion. For example, a gas turbine combustor and
internal combustion engine can be effectively phenomenologically modeled using
constant pressure and constant volume reactor models, respectively. The pressure
rise in a scramjet is a result of compressibility of the working fluid and a function of
its Mach number. A recent overview is provided by Urzay [73].

The rising pressure in a supersonic combustor acts as a back-pressure to the
upstream supersonic inflow further slowing it down, and steepening and increasing
the strength of any shock waves. The combustion-induced pressure can continue to
increase until the value of the combustor pressure is about equal to that corresponding
to the normal shock pressure rise of the combustor entrance flow.Any further increase
in the combustor pressurewill cause the flow to become “unstarted,” that is, any shock
wave system that formed upstream of the combustor must move further upstream
and out of the inlet in order to reduce the mass flow rate through the engine to match
that which the combustor pressure rise could physically support.

For nonpremixed systems, the relative velocity of the reactant streams is quantified
by the velocity difference parameter, and it could be subsonic or supersonic as further
quantified by the convective Mach number. Both the velocity difference parameter
and the convective Mach number are relevant to the reactant mixing process and
therefore combustion rate control in canonical problems [74–76]. Both quantities
are important rate-controlling parameters in subsonic and supersonic combustion,
but large velocity differences and supersonic convective Mach numbers are more
commonly encountered in supersonic reacting flows because parallel-moving super-
sonic reactant streams can more readily exhibit velocity differences with values
close to the speed of sound. Nevertheless, high convective Mach numbers can still
be achieved for subsonic reactant streams if they are traveling in opposite directions,
which is rare in practice. The primary impact of high values of the velocity differ-
ence parameter is an increased turbulence mixing rate of the mixing layer between
the reactant streams. The convective Mach number has a limited competing effect
in that the mixing rate could be suppressed by as much as a factor of about five as
the convective Mach number increases to supersonic values [77]. The high velocity
differences between the reactant streams can also induce viscous heating, which can
alter the local temperature of the reactants, and therefore, reduce the ignition delay
time of the local reactive mixture.



142 T. G. Drozda et al.

The shock waves and expansions that form in a supersonic combustor also inter-
act with the combustion processes through the pressure and temperature changes
they impart to the reactants and the generation of the baroclinic torque as they pass
across the reactant mixing layer. Similar to viscous heating, the changes to pressure
and temperature alter the response of the chemical kinetics, whereas the baroclinic
torque introduces large-scale mixing, which increases the fuel-air interface, allowing
molecular diffusion to mix the fuel and air at the molecular level where reactions
take place.

Because of the strong interdependence among these various compressible flow
processes and chemistry, it is hard to envision how a flamelet manifold could be
generated a priori for supersonic combustion and contain all the relevant reactant
states.

4 Flamelets and Supersonic Combustion

Although the utility of the flamelet model, and especially the flamelet progress vari-
able (FPV) model, has been demonstrated extensively for numerous low speed appli-
cations, these models in their original form are unable to account for many of the
physical processes characteristic of high speed reacting flows, such as variable com-
bustion pressure, viscous heating, significant heat transfer at the walls, and varying
flow properties of the reactants due to the compressibility effects, e.g., shocks and
expansions. Several attempts at extending the FPV model formulation to high-speed
compressible flows have been made. These attempts focus primarily on addressing
the pressure dependence [78–80] of the flamelet manifold, which is the simplest and
most obviousway to proceedwithin the framework of the existing flamelet equations.

Themost commonway to partially, but efficiently, account for the varying pressure
in a supersonic combustor is to scale the tabulated reaction source termof the progress
variable, Eq. (19), by a ratio of the square of the local mean pressure to the square
of the reference pressure of the tabulated flamelet table, i.e.,

ω̇C = p2

p2f t
ω̇C f t , (20)

where the subscript f t denotes the quantity obtained from the flamelet table. The
pressure scaling of the progress variable reaction rate is motivated by the fact that
the majority of chemical reactions are second order. However, although this scaling
offers a physically reasonable approximateway to relate reaction rates at twodifferent
combustion pressures, it does not account for the differences in the equilibrium
flame temperature or changes to the mixture composition, and therefore mixture
fraction and progress variable, that also occurwhen the finite rate kinetics are actually
evaluated at different pressures. Nevertheless, this approach has been demonstrated
to improve the pressure predictions of HyShot II experiments [81].
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More recently, to improve the accuracy of the pressure scaling of the progress
variable reaction source termwith respect to a generic chemical kinetics mechanism,
Saghafian et al. [80] introduced a generalized scaling that includes a density power
scaling and an activation temperature scaling in the form:

ω̇C =
(

ρ

ρ f t

)ap

exp

(

−Ta

(

1
̂T

− 1

T f t

))

ω̇C f t , (21)

where ap and Ta are scaling constants that can be optimized a priori to improve
the pressure scaling method over the range of pressures of interest. In practical
applications, reasonable values for ap and Ta range from 2–3, and 10,000–20,000,
respectively.

While the scaling approach is certainly a way to introduce some influence of the
variable pressure via a progress variable source term, the most direct way to account
for the varying pressure within a flamelet framework is simply to add the pressure as
a parameterizing variable to the flamelet table. This approach increases the computer
memory footprint of the flamelet table by as much as an order of magnitude and fur-
ther increases the computational cost of lookup and retrieval; however, it eliminates
the approximations associated with the pressure scaling approach and significantly
improves the robustness of the progress variable in supersonic combustion applica-
tions such that some regularization procedures proposed by [27] may not be needed,
as demonstrated by Quinlan [82].

5 HIFiRE Direct Connect Rig (HDCR)

To demonstrate some of the challenges of utilizing flamelet models for supersonic
combustion applications, RAS of the HDCR combustor are performed for two flight
conditions corresponding to flight Mach numbers of 5.84 and 8. The first condition
is referred to as the dual-mode case and exhibits regions of both subsonic and super-
sonic combustion. The second condition corresponds to the scram-mode and exhibits
primarily supersonic combustion, albeit in both nonpremixed and premixed combus-
tion modes. The two flight conditions cover a range of combustion phenomena that
could be reasonably expected to commonly occur in a scramjet engine during flight.

The HDCR was a ground-based direct-connect experiment conducted at NASA
Langley Research Center (LaRC) in support of the HIFiRE 2 flight experiment [37,
39]. HIFiRE 2 was a hydrocarbon-fueled scramjet flowpath designed to demonstrate
supersonic-combustion mode transition from dual-mode to scram-mode operation
and to validate design and analysis tools. Based on the estimated flight trajectory,
supersonic combustion mode transition was expected to occur between flight Mach
numbers of about 6–8. The HDCR ground experiment was developed and performed
prior to flight of the HIFiRE 2 article to validate the flowpath design and demonstrate
combustor operability in the range of flight Mach numbers from 6 to 8.
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The HDCR ground test article included the constant-area isolator, cavity-based
combustor with multistage fuel injection, and a bifurcated exhaust nozzle. An inner
mold line of the flowpath is shown in Fig. 1, in which relevant dimensions and
injector locations are indicated. The HIFiRE 2 inlet was not included in the HDCR
test article, instead, the HDCR isolator was connected directly to the ground test
facility CD nozzle. The flow properties, including the Mach number, at the entrance
of the isolator were obtained from two CFD simulations [83] of the HIFiRE 2 inlet
at flight Mach numbers of 5.84 and 8. These inlet simulation results showed that
the facility nozzles, with Mach numbers of 2.51 and 3.46, produced isolator flows
appropriate for the dual-mode and scram-mode experiments, respectively. The total
enthalpy of each of the two flows was set to match that of the corresponding flight
Mach number. The HDCR combustor has five stages of fuel injectors; however, only
the primary and secondary injectors located upstream and downstream of the cavity,
respectively, were fueled during the experiments. In the HDCR experiments, dual-
mode operation was marked by the leading combustion-induced shock anchoring
upstream of the primary injectors. When this leading shock moved downstream of
the primary injectors, the flowpath was operating in scram-mode. The fuel used
was a JP-7 surrogate consisting of a gaseous mixture of 36% methane and 64%
ethylene by volume [84]. The dual-mode and scram-mode cases were tested with a
total equivalence ratio of 0.65, and 1.0, respectively. The total equivalence ratio was
further split between the primary and secondary injectors, with values of 0.15 and 0.5
for the dual-mode case and 0.4 and 0.6 for the scram-mode case, respectively. These
fuel splits were set to demonstrate on the ground one of the primary objectives of the
HIFiRE 2 flight experiment, which was to reach combustion performance of burned
equivalence ratio of 0.7 atMach 8 [37]. Hereafter, simulation cases will be referenced
using a case identifier that reflects the operational mode, the flightMach number, and
the imposed simulation wall boundary conditions, as shown in Table2. For example,
case D584A signifies dual-mode operation, D, at a flight Mach number of 5.84 with
adiabatic walls,A. Similarly, case S800I signifies scram-mode operation, S, at a flight
Mach number of 8.00with isothermal walls, I. Data collected during the experiments
included wall temperatures, heat fluxes, and wall static pressures. The flowpath was
outfitted with 144 static pressure ports, 19 flowpath surface thermocouples, and 4
heat flux gauges.

Secondary Injectors 
(Ø = 2.39mm, Normal) 

Isolator Section 
203mm 

Combustor Section 
508mm 

Primary Injectors 
(Ø = 3.18mm, 15° Cant) 

25.4mm x 102mm 
Cross Section 

Flow 

Fig. 1 Side view and key dimensions of the HDCR combustor flowpath, where � is internal
diameter of the injectors



Flamelet Modeling for Supersonic Combustion 145

Table 2 Summary of simulated test cases, including flight Mach number, plenum total conditions,
fuel equivalence ratios (�), and wall boundary conditions (BCs)

Case Flt. mach Tot. temp. (K) Tot. pres. (atm) Pri. inj. � Sec. inj. � Wall BC

D584A 5.84 1550 14.63 0.15 0.5 Adiabatic

D584I 5.84 1550 14.63 0.15 0.5 Isothermal

S800A 8.00 2570 42.19 0.40 0.6 Adiabatic

S800I 8.00 2570 42.19 0.40 0.6 Isothermal

Upstream View

Spanwise View

Isometric View

Fig. 2 Looking upstream, isometric, and side views of the structured, quarter-geometry, grid used
for RAS of the HDCR combustor coarsened four times for visual clarity

5.1 Numerical Approach

To simulate the HDCR experiments, the Favré-averaged RAS equations were solved
using VULCAN-CFD. VULCAN-CFD is a structured-grid finite-volume solver
that is extensively used for high-speed combustion simulations using RAS tech-
niques [85]. For the current study, a 6.6 million cell, quarter-geometry, structured
grid was used, which is illustrated in Fig. 2. This grid included the facility nozzle,
which is not shown. Wall spacing was set for the application of wall-matching func-
tions [86] with y+ values not exceeding approximately 30. Symmetrywas enforced at
the appropriate boundaries, and an extrapolation of transported variables was applied
at the outflow plane. Simulations were also performed using adiabatic and isother-
mal wall boundary conditions to determine the effect of wall heat losses. In the case
of isothermal walls, a one-dimensional heat-conduction equation was solved for the
heat transfer through solid surfaces given the wall external temperature and thermal
conductivity, which were set to yield wall temperatures similar to those measured
during the experiment [87]. The governing RAS equations were closed using the
blended k-ω/k-ε turbulence model of Menter [88]. Inviscid fluxes were calculated
using the low-dissipation flux-split scheme (LDFSS) of Edwards [89]. The van Leer
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flux limiter was used, along with a monotone upstream-centered scheme for conser-
vation laws (MUSCL)with an interpolation coefficient (κ) of 1/3. The equationswere
integrated in pseudotime using an implicit diagonalized approximate factorization
(DAF) scheme [90] with a maximum local CFL number of 2.0.

Reaction chemistry was modeled using an 18-step reduced chemical reaction
mechanism designed for the combustion of ethylene [38]. Transport equations for
the 22 species comprising the reaction mechanism were solved implicitly, and no
TCI model was used (aka laminar chemistry assumption). The turbulent Prandtl
number was set to 0.89 for each case, and the turbulent Schmidt number was set to
0.325 for the dual-mode case and 0.25 for the scram-mode case, as suggested by
Storch et al. [37]. Laminar Prandtl and Schmidt numbers were set to 0.72 and 0.22,
respectively [37].

It should also be noted that no transport equation for the mixture fraction, mixture
fraction variance or the progress variable were solved in the current work. Instead,
these quantities were computed from the RAS data during the postprocessing and
analysis step.

5.2 Simulations of the HDCR

Figures3 and 4 show wall pressure vs. axial distance for simulations and the experi-
ment for dual-mode (D584A and D584I) and scram-mode (S800A and S800I) cases,
respectively. All simulations predict the general trends and values of the centerline
experimentalwall static pressure data. The pressure is slightly overpredicted through-
out the isolator for the dual-mode cases and almost 20% for the scram-mode cases.
This greater overprediction is due to the thermodynamic nonequilibrium effects [91],
which were not modeled in the current simulations. Nevertheless, all simulations still
captured the location of the leading oblique shock due to combustor pressure rise but
overpredict somewhat the combustor and combustor peak pressures. The isothermal
scram-mode case, S800I, overpredicts the combustor peak pressure the most. The
differences in the isothermal and adiabatic solutions are a direct indication of the
sensitivity of the flowfield to wall heat transfer, which increases for the scram-mode
case because of the higher total temperature. Despite some of the noted discrepancies
between the simulations and experiments, this qualitative level of agreement is likely
sufficient for current analysis of the flamelet modeling assumptions.

Figures5 and 6 show the contours of the Mach number in the spanwise center
plane and through the middle of the injector centerline for the dual-mode and scram-
mode cases, respectively. The black lines denote an isocontour of the sonic line. The
leading shock due to combustor pressure rise resides upstream and downstream of
the primary injectors for the dual- and scram-mode cases, respectively. The leading
oblique shock serves to stabilize flames that anchor near the primary injector ports.
The flow subsequently separates at the rearward-facing step corner, and a shear layer
forms over the recirculating flow within the cavity. This shear layer reattaches near
the point of cavity closeout. Themixture of air, partially reacted fuel from the primary
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Fig. 3 Comparisons of streamwise (x) wall static pressure (p) data obtained from simulations
D584A and D584I and experimentally for dual-mode operation of the HDCR combustor

Fig. 4 Comparisons of streamwise (x) wall static pressure (p) data obtained from simulations
S800A and S800I and experimentally for scram-mode operation of the HDCR combustor
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Fig. 5 Contours of the Mach number at spanwise (z) center plane and middle injector centerline
for case D584A. Dark black lines correspond to the sonic isocontour

injectors, and some combustion products convect downstreamwhere it further mixes
with fresh fuel injected by the secondary injectors.

Because themajority of fuel for both flight conditions is delivered through the sec-
ondary injectors, the distribution of the heat release is shifted toward the secondary
injectors. The normalized chemical heat release is shown in Figs. 7 and 8. For the
dual-mode cases, the peak heat release occurs within the subsonic portions of the
flowfield, whereas for the scram-mode cases, the combustion occurs predominantly
at supersonic flow velocities. Of further note are the differences in flame location
and structure. In the dual-mode case, the flame anchors directly outside of the pri-
mary injector ports, whereas in the scram-mode case, the primary injector fuel burns
downstream of the injectors in a more distributed fashion. The flames anchored at the
primary injection site reside behind the leading oblique shock and above the cavity
region. The flames forming at the secondary injector site, for dual- and scram-mode
cases, appear to be of a similar nature.



Flamelet Modeling for Supersonic Combustion 149

Fig. 6 Contours of the Mach number at spanwise (z) center plane and middle injector centerline
for case S800A. Dark black lines correspond to the sonic isocontour

6 Combustion Mode Analysis for the HDCR

Assessing the applicability of flamelet models for a turbulent reacting flow requires
one to consider the extent to which the flowfield meets the fundamental flamelet
model assumptions. In the case of nonpremixed combustion, for which the flamelet
resides near the surface of stoichiometric mixture fraction, and for which the scalar
dissipation rate couples the flame dynamics to that of the fluid dynamics, the char-
acteristic chemical time scale must be considerably smaller than that of the repre-
sentative diffusive and turbulent transport processes. This means that the Damköhler
number (Da), which is the ratio of a characteristic flow time scale, τ f low, to that of
chemistry, τchem , must be much greater than unity, indicating that the characteris-
tic reaction chemistry times are much shorter than those of the characteristic flow
processes.

In the case of premixed combustion, for which the flame can propagate nor-
mal to itself, the chemical time scale and thermal diffusivity effectively govern the
flame thickness, whichmust be considerably smaller than the representative turbulent
length scales under the flamelet assumption. This means that the Karlovitz number
(Ka) defined as the ratio of a characteristic flame length scale to a characteristic tur-
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Fig. 7 Contours of the logarithm of chemical heat release (Q) normalized by its global maximum
for simulation D584A. Dark black lines correspond to the sonic isocontour

bulence length scale, must be much less than unity. In most cases, the Kolmogorov
scale is used as the representative turbulence length scale.

In the current work, the Favré-averaged RAS solutions for HDCR cases D584A
and S800A are used to determine when the fundamental flamelet model assumptions
are satisfied and/or violated for a scramjet combustor. To accomplish this, a flame
index is first devised to identify regions of chemical activity. Once those regions
are identified, a flame-weighted Takeno index is computed to identify regions of
premixed and nonpremixed combustion. Local Da is subsequently estimated using
the approach outlined by Poinsot andVeynante [2] and Peters [13]. Proxy combustion
diagrams are devised for the nonpremixed combustion using the flame-weighted
Takeno index and Da. Finally, a priori investigation of the effects of pressure and
compressibility, wall heat transfer, and flamelet boundary condition variability on
the HDCR flames is presented.
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Fig. 8 Contours of the logarithm of chemical heat release (Q) normalized by its global maximum
for simulation S800A. Dark black lines correspond to the sonic isocontour

6.1 Flame Index

The first step in characterizing the combustion fields is to devise a metric indicative
of flame activity, which can be used to identify regions of combustion. The current
study uses the approach of Lacaze et al. [92] and defines a flame index, f ,

f (x, y, z) = maxα( ¯̇ωα(x, y, z))

max(x,y,z)(| ¯̇ωα|) , (22)

where ¯̇ωα is the Favré-averaged production rate of species α and x , y, and z are
Cartesian coordinates. The subscript attached to the max operator indicates what
quantity the max operation is applied to. The flame index is defined such that it
indicates the level of maximum chemical production over all species in the finite-
rate reaction mechanism used in the simulations. The index takes on a value between
0 and 1, where 0 corresponds to no chemical production and where 1 corresponds to
a point at which at least one chemical species is produced at its global maximum.

Contours of log10( f ) for cases D584A and S800A are presented in Figs. 9 and 10,
respectively. The flame index indicates that for dual-mode operation, case D584A,
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Fig. 9 Contours of the logarithm of flame index, f , for simulation D584A. Dark black lines
correspond to the sonic isocontour

thin flames anchor near the primary injector orifices, which are stabilized by the lead-
ing oblique shock and recirculating fluid directly outside the injectors. Thin flames
also burn outside the secondary injector orifices and extend downstream. For case
S800A, the flames associated with the primary injectors appear to be fundamentally
different than those of the secondary injectors. Although there does exist a thin region
of combustion near the injectors stabilized by the fuel injection bow shock and fluid
recirculation, most of the combustion appears to be distributed from the point of
injection to just downstream of the cavity step corner. When compared to the Mach
number contours in Fig. 6, the combustion appears to correlate with the leading shock
until a pronounced increase in flame intensity is seen directly behind the point of
the leading shock-shock interaction. This observation may suggest the occurrence
of shock-induced combustion. Downstream of this intense region of combustion, a
weak distributed flame is observed. However, it should be noted that some of the
differences in the flame topology could be attributed to the difference in equivalence
ratio at the primary injectors for the dual- and scram-mode cases. The secondary
injector flames for the scram-mode are similar in nature to those observed in the
dual-mode cases, which suggests a relatively thin flame that extends downstream
past the injectors and is angled toward the wall.
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Fig. 10 Contours of the logarithm of flame index, f , for simulation S800A. Dark black lines
correspond to the sonic isocontour

6.2 Combustion Mode

To isolate the nonpremixed combustion data from that of the premixed data, the
approach of Yamashita et al. [93] is used. This method assumes that in nonpremixed
flames, the gradients of oxidizer and fuel species are oriented in opposite directions,
while in premixed flames, the gradients are oriented in the same direction. By taking
the dot product of the gradients and normalizing, the Takeno index, �T , can be
obtained:

�T = ∇˜Yoxidi zer · ∇˜Y f uel

|∇˜Yoxidi zer · ∇˜Y f uel |
, (23)

where ˜Yoxidi zer and ˜Y f uel are the Favré-averaged oxidizer and fuel species mass
fractions, respectively. For the current work, the Takeno index is obtained using the
oxidizer (O2) and fuel (CH4,C2H4)mass fractions.When the gradients of thesemass
fractions are aligned, the index returns 1.0, which indicates premixed combustion.
Whereas, when these gradients are of opposite sign, the index returns −1.0, which
indicates nonpremixed combustion. In the context ofRAS, theTakeno index indicates
the statistically-dominant combustionmode at a given location in the flowfield. Since
the RAS solution is an averaged representation of the flowfield, either premixed



154 T. G. Drozda et al.

or nonpremixed regions of the RAS flowfield may in actuality exhibit periods of
nonpremixed or premixed combustion. The effect of such intermittency can only be
captured using LES or DNS.

By further weighting the Takeno index by the flame index, a new index, flame-
weighted Takeno index, � f , is formed:

� f = f �T (24)

The value of� f ranges from−1.0 < � f < 1.0 and conveys both the flame intensity
and dominant combustion mode at each point in the flowfield. Accordingly, � f is
used in subsequent analysis to identify the combustion character of the HDCR.

Additionally, the Da is also computed for both nonpremixed and premixed com-
bustion. The Da is the ratio of a characteristic flow time scale, τ f low, to that of
the chemistry, τchem . When Da is large, there exists a separation of chemistry and
flow scales such that the fundamental assumption of a flamelet model, i.e., that a
thin laminar flame is only distorted by a background turbulent flowfield, is satisfied.
However, when Da approaches unity, the flamelet assumptions break down as the
turbulence and chemistry begin to interact and interfere with one another.

To compute the Da for nonpremixed combustion, the characteristic flow time
scale is approximated using the scalar dissipation rate, χ (Eq. 18), which has the
units of inverse time. The scalar dissipation rate is modeled using the approach of
Poinsot and Veynante [2],

χmodeled = Ca
ε

k
˜Z ′′2, (25)

where ε, k, and Ca are the turbulence dissipation rate, turbulence kinetic energy,
and a model constant set to unity [2]. When the mixture fraction variance is not
available, its upper limit can still be computed, ˜Z ′′2

max = ˜Z(1 − ˜Z), by using the
boundedness property of the mixture fraction. This is useful when considering the
limiting values of the Da. That is, using the maximum value of the mixture fraction
variance to model the scalar dissipation rate and flow time scale lowers the value
of the Da, which implies a conservative view of the applicability of the flamelet
model. To estimate the characteristic time scale of the chemistry, a mass fraction and
production rate of water are used,

τchem = ρ̄˜YH2O

¯̇ωH2O
(26)

The Da is then computed as,

Danonpremixed = 1

χmodeledτchem
. (27)

For the case of premixed combustion, the Da is typically defined as the ratio of
characteristic turbulence and flame time scales,
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Dapremixed = τturb

τ f lame
= l/u′

lF/sL
, (28)

where lF , sL , l, and u′ are the laminar flame thickness and speed, integral turbulence
length, and turbulence fluctuating velocity, respectively. However, the most appro-
priate turbulence scale for calculating the Da for premixed flames is unclear [2]. In
the current work, the premixed Da is calculated using the integral turbulence length
scale. The laminar flame thickness and laminar flame speed are estimated by solving
freely-propagating premixed flames corresponding to the average temperature, pres-
sure, and fuel equivalence ratio characterizing the premixed data within the flowfield,
as identified by the flame-weighted Takeno index.

Scatter plots of the logarithm of the Da versus the flame-weighted Takeno index
for the primary and secondary injector flames for case D584A are shown in Fig. 11.
The same plots for case S800A are shown in Fig. 12. In each figure, the nonpremixed
Da is used for data corresponding to � f < 0, and the premixed Da is used for
� f > 0. The data points are sized by the chemical heat release rate and are colored
by the production rate ofwater. Eachfigure includes only the data containedwithin the
gray regions on the included flowpath diagram. These regions focus the analysis on
the primary and secondary injection. The data within 0.03 < � f < 0.03 are omitted
for clarity.

For case D584A, Fig. 11 suggests that, for both the primary and secondary injec-
tor flames, the combustion occurs primarily at high Das (Da >> 1) and in a non-
premixed mode (� f < 0). Although limited regions of premixed combustion exist
for this case, the heat release associated with those regions is small as compared to
that of the nonpremixed combustion. These figures suggest that for case D584A, the
fundamental assumptions made for nonpremixed flamelet models are likely satis-
fied and that such models may sufficiently predict the combustion physics governing
dual-mode operation of the HDCR flowpath.

For case S800A, Fig. 12 suggests that the combustion is of amore complex nature.
For the primary injectors, the combustion occurs over a range of Das and is split
among both nonpremixed and premixed modes. A significant portion of the heat
release due to the primary injectors corresponds to premixed regions of combustion
occurring near Da =1, suggesting that the characteristic flame time scale is on the
same order of magnitude as that of the integral turbulence. However, a significant
portion of the nonpremixed combustion occurs at high Da numbers as well. For
the secondary injectors, the combustion occurs at a range of Das and primarily in a
nonpremixedmode. Based on these data, a suitable simulation of theHDCRflowpath
for scram-mode operation would likely require both premixed and nonpremixed
flamelet models, and the fundamental assumptions made for these models may only
be valid for limited regions of the combustion.
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Fig. 11 Log of the Da,
versus flame-weighted
Takeno index, � f , for case
D584A. Data points are
sized by chemical heat
release, ˜Q, and colored by
normalized production rate
of water, ¯̇ωH2O. Data are
plotted for the primary
injector (top) and secondary
injector (bottom) portion of
the flowpath as denoted by
the gray regions on the
included flowpath diagrams
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Fig. 12 Log of the Da,
versus flame-weighted
Takeno index, � f , for case
S800A. Data are sized by
chemical heat release, ˜Q,
and colored by normalized
production rate of water,
¯̇ωH2O. Data are plotted for
the primary injector (top)
and secondary injector
(bottom) portion of the
flowpath as denoted by the
gray regions on the included
flowpath diagrams
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7 Effect of the Pressure

Figure13 shows scatter plots of the mean static temperature vs. the Favré-averaged
mixture fraction for cases D584A and S800A for both the primary and secondary
injection regions. Since the majority of the combustion occurs in a nonpremixed
mode, the mixture fraction provides a convenient parameterization of the three-
dimensional flowfield data for visualizing the influence of the pressure on combus-
tion. The scatter data are colored by the logarithm of the mean static pressure, which
allows for identifying regions of significant variations in pressure. The variation
in pressure appears to be generally higher for case S800A, although case D584A
exhibits significant variation as well. The scram-mode data appear to span approx-

~ ~ 

~ ~ 

Case D584A

Case D584A Case S800A

Case S800A

(a) (b)

(c) (d)

Fig. 13 Static temperature, ̂T , versus mixture fraction, ˜Z , colored by the logarithm of static pres-
sure, P̄ , and sized by chemical heat release rate, ˜Q, for a case D584A and b case S800A, primary
injector flames and for c case D584A and d case S800A, secondary injector flames
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imately half an order more of static pressure as compared to the dual-mode data,
for which the static pressure spans nearly an entire order of magnitude. In addition,
these pressure variations occur near stoichiometry, which is where the majority of
heat is released as well. Thus, these observations indicate that any suitable flamelet
model must account for pressure variations due to combustion and compressibility
for application to a dual-mode scramjet combustor.

8 Effect of the Wall Heat Transfer

In addition to pressure variations and compressibility effects, recent efforts in devel-
oping flamelet models have been directed at including the effects of heat transfer. As
with pressure, the focus has been on developingmodifications to existing incompress-
ible flameletmodels to account forwall heat losses using various approaches [94–97].
In this section, the effect of heat loss on the flame structure is illustrated by analyzing
the simulations computed with and without wall heat transfer. The primary mecha-
nism by which wall heat transfer influences the combustion field is local quenching
in the vicinity of the wall. For scramjet engines, in which the core flow is at high
velocity and fuel is injected through the walls, a considerable amount of fuel is
entrained in the slow-moving near-wall regions. As a result, the fuel has sufficient
time to mix with oxidizer and react, thereby creating intense regions of combustion
near the wall surfaces. Figure14 shows scatter plots of the mean static temperature
vs. the Favré-averaged mixture fraction for cases D584A and S800A (adiabatic), and
D584I and S800I (isothermal) for the entire combustor section. The scatter data are
colored by the logarithm of the velocity magnitude, Vs , which allows for identifying
the near-wall regions denoted in dark blue. By examining the minimum velocity
magnitude data, near-wall flame quenching by heat loss through the wall can be
directly observed for the isothermal cases D584I and S800I. Nevertheless, these data
show that relatively low temperature combustion is still taking place in the near-wall
regions. For the adiabatic cases, D584A and S800A, the near-wall data exhibit high
temperature, near-equilibrium values, which indicates fully burning flames. While
these differences are striking and may suggest the requirement for inclusion of a
heat loss model in a general compressible flamelet model, for the HDCR, the adia-
batic simulations yielded more accurate solutions when compared to experimental
static pressure data, suggesting that either the isothermal simulations significantly
overpredicted the heat transfer, or the aggregate effect of wall heat transfer on the
combustion and heat release is limited.
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Case S800ICase S800A

Case D584ICase D584A

~ ~ 

~ ~ 

(a) (b)

(c) (d)

Fig. 14 Static temperature plotted in mixture fraction space and colored by logarithm of velocity
magnitude, Vs , for cases a D584A, b D584I, c S800A, and d S800I, showing the effect of heat
losses on the combustion

9 Effect of the Flamelet Model Boundary Conditions

The effect of theflameletmodel boundary conditions is probably the least investigated
and addressed issue facing flameletmodels for compressible turbulent reacting flows.
This is because the process of specifying applicable ranges for fuel and oxidizer
temperatures and pressures a priori for flamelet equations is unclear. For example,
since for supersonic flow pressure varies with flowpath geometry and across shocks
and expansion waves, determining the appropriate pressures at which flamesmix and
react to build a flamelet table for a scramjet combustor is impossible without prior
knowledge of the heat release rate and the flowfield. In this regard, a compressible
flamelet model is fundamentally different from conventional incompressible flamelet
models used in applications where the combustor pressure can typically be assumed
to be approximately constant and known a priori, andwhere the pure fuel and oxidizer
temperatures remain at their known injected values.

To obtain the information about the flamelet equation boundary conditions appro-
priate to a specific compressible flow, in general, one must perform a turbulent react-
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Case D584A

Case S800A

Fig. 15 PDFs of static temperature and pressure ( fT and fP , respectively) for fuel (Z > 0.99) and
oxidizer (Z < 0.01) conditions for casesD584A (top) and S800A (bottom). Regions fromwhich the
data are sampled are shown above the respective plots, with the leftmost representing the primary
injector flames and the rightmost representing the secondary injector flames

ing flow simulation that does not utilize a flamelet model. After performing such a
simulation, the simulation data must be analyzed and, at a minimum, fuel and oxi-
dizer temperatures and pressures must be extracted for regions of the flowfield where
a flame index indicates the presence of combustion.With this data, onemay then con-
struct PDFs to determine the range and the likelihood of specific flamelet boundary
conditions required to model the combustion, and potentially use this information to
select a most likely set of boundary conditions. The flamelet table is subsequently
built by solving the flamelet equations for these conditions. Alternately, flamelet
tables may be built for a range of boundary conditions as long as a unique parame-
terization for them can be developed. One such attempt is discussed by Quinlan [82].
Furthermore, for the case of multiple injectors, it is also prudent to tailor the analy-
sis to each injector set independently and to determine whether a multiple mixture
fraction approach may be appropriate [98, 99].

To estimate the range and likelihood of different flamelet equation boundary con-
ditions in the HDCR combustor, all mixture fraction data less than 0.01 and greater
than 0.99, for pure oxidizer and pure fuel, respectively, were isolated from the solu-
tion. These data were then split into two groups according to whether the data resided
in the primary or secondary injector regions. PDFs were then constructed for pres-
sure and temperature and are shown for cases D584A and S800A in Fig. 15. For both
dual-mode and scram-mode operation, the fuel temperatures (dashed lines) remain
about constant at their nominal values, while the oxidizer temperatures vary con-
siderably and exhibit multimodal distributions. For the primary injectors, the fuel
pressures are distributed tightly around their nominal values for the dual-mode case,
whereas they exhibit some narrow-range bimodality for the scram-mode case. The
oxidizer pressures exhibit broad multimodal distributions in all cases. For the sec-
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ondary injectors, both the fuel and oxidizer pressures showmultimodal distributions.
However, these observations are not general and depend on whether the injected fuel
flow is overexpanded, underexpanded or pressure matched. The observed pressure
and temperature variations would be minimal for pressure matched conditions and
much smaller for underexpanded than overexpanded flow conditions. This is because
the flow contains only expansion waves for the fuel plumes undergoing underexpan-
sion, whereas the same plumes contain internal shock waves during overexpansion.
Therefore, because the fuel flumes are underexpanded, the fuel PDFs are narrow.
On the other hand, because the oxidizer flow is always overexpanded, when the
combustor provides sufficient back pressure, the oxidizer PDFs are broad.

10 Summary and Conclusions

Flamelet models have proven useful in enabling fast and accurate simulations of sub-
sonic combustion because they can parameterize complex chemical state-space with
as few as one scalar quantity, such as the mixture fraction. However, in supersonic
combustion these models face many challenges. The current work presents an anal-
ysis of the steady flamelet model assumptions in supersonic combustion application.
TheHDCR[36, 37] dual-mode scramjet combustor is used for this purpose.Although
designed for academic and collaborative purposes, the HDCR is representative of
a practical cavity-stabilized scramjet combustor. The analysis uses 3D RAS data
obtained using a finite-rate reaction mechanism at Mach 5.84 dual-mode and Mach
8 scram-mode flight conditions. Quantities, such as the mixture fraction and progress
variable, typically used for parameterizing the flamelet models, are obtained from the
RAS data in the postprocessing and analysis step. This analysis reveals that, for the
HDCR, both nonpremixed and premixed combustion can be observed. Furthermore,
although the majority of heat is released via nonpremixed, near-equilibrium com-
bustion, for the Mach 8 scram-mode conditions, some heat enters the combustor via
premixed combustion that includes significant finite-rate effects. These observations
suggest that a multicombustion-mode flamelet model might be required to accurately
simulate the Mach 8 flight conditions. Furthermore, to capture the finite-rate effects,
a reaction progress variable is required in addition to the mixture fraction.

The effects of variable pressure, wall heat transfer, and flamelet equation boundary
conditions were also evaluated. These three elements present key barriers to utiliz-
ing flamelets for supersonic combustion simulations. In the HDCR, the combustor
pressure increases by about a factor of five. This rise is due to close coupling of
thermodynamics with fluid mechanics that occurs at supersonic speeds, and occurs
in the regions of the highest heat release. Several methods of accounting for rising
pressure in flamelet models were discussed. The simplest is that of pressure scaling
of the progress variable reaction source terms. This approach, however, neglects the
pressure-induced differences in chemical composition and the adiabatic flame tem-
perature. To account for these effects, pressure must be included as an additional
parameterizing variable in the flamelet formulation.
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The heat transfer to thewalls can be significant at hypersonic speeds. For example,
the total temperature for the HDCR ranges from about 1500–2500 K across the
flight Mach number range, which would necessitate active cooling of the combustor
for times longer than those for which this uncooled article was designed for. The
heat transfer at the walls occurs because of two separate effects: due to slowing
down and viscous heating of the flow in the boundary layers, and due to flame-wall
interactions and convection of combustion products toward the wall. In the former,
typically the oxidizer is cooled by the wall, thereby decreasing its enthalpy. In the
latter, reacting fuel-oxidizer mixtures or hot combustion products are quenched or
cooled by the walls, respectively. Both effects represent physics that are distinct from
those embedded in the flamelet equations and therefore challenging to incorporate
into the model.

Finally, the range of flamelet equation boundary conditions for the HDCR was
quantified by plotting the PDFs of the pressure and temperature for the pure fuel
and oxidizer streams. It should be noted that, although the oxidizer stream pressures
are close to the combustor pressure, the fuel stream pressures are independent and a
function of only the scramjet fuel injection system design, particularly whether the
fuel streams are overexpanded, underexpanded, or pressure matched. If the injection
pressure is pressure matched to the combustor, then parameterizing the flamelet
using the combustor pressure offers a reasonable approach. However, even under the
pressure matched injection conditions, the static temperature of the fuel and oxidizer
streams will vary and therefore require further parameterization. Furthermore, these
temperature differences will be due to completely different physical processes, i.e.,
shock train processes due to combustor back-pressuring for the oxidizer stream,
and fuel injection system design and total temperature of the fuel (which may have
been heated) when entering the combustor. Similar to the challenges associated with
parameterizing the heat transfer, parameterizing the boundary condition effects is a
nontrivial task.

Some of the challenges with using steady flamelet models for applications
in supersonic combustion may be reduced or eliminated by using the unsteady
flamelet [28] or representative interactive flamelet [30] approaches, albeit at the
expense of higher computational cost. However, given the number of approxima-
tions and parameterizations needed to address all of the above issues, while still
being constrained by the flamelet thin flame approximation and the fact that at least
one non-flamelet simulation would generally be needed to provide information about
the pressure range and the boundary conditions for the flamelet equations, it might
be reasonable to revert to an alternate strategy, such as the optimized global reac-
tion mechanisms [100], or specially tuned eddy dissipation concept models [101].
Although the fidelity to accurately represent the chemical kinetics would be dimin-
ished and the production of some minor species of interest would not be available,
these simpler models may be sufficient for many practical applications and are sim-
pler to implement and use. To fully take advantage of the benefits of flamelet models
for supersonic combustion, further research is needed to overcome the challenges
discussed in this work.
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Filtered Density Function
Implementation in a Discontinuous
Spectral Element Method

Jonathan Komperda and Farzad Mashayek

Abstract An overview of the current state of progress in the large eddy simulation
of turbulent combustion using the filtered density function (FDF) coupled with a
discontinuous spectral element method is presented. It is assumed that the reader has
some prior knowledge of the FDF method and its implementation in other codes.
The unique challenges presented by the discontinuous spectral element method are
outlined, and their solutions are described in the context of variable-density flows.
Specifically, we discuss approaches for interpolating Eulerian quantities to particle
locations, searching for particles on an unstructured grid, and constructing filtered
quantities on collocation points. Sample results are presented to demonstrate the
algorithm’s efficacy and a discussion follows describing the future of the method.

Keywords Discontinuous spectral element method · Filtered density function ·
Large eddy simulation · Monte Carlo particle method · Unstructured grid

1 Introduction

Preservation of the environment has become a topic of intense debate in recent years.
This debate has spurred the emergence of new technologies and policies in energy
generation, energy utilization, and emissions. Although many market segments are
seeing this drive, developments in modern vehicle technology are notable. Plug-in
electric vehicles are rapidly entering the market, now contributing to 2.2% of the
world share of vehicles [1, 2]. But, despite the growth of the alternative energy
sources in recent years, the United States only generated 17.1% of electricity using
renewables in 2018 [3]. A vast majority of energy is still produced from the combus-
tion of fossil fuels, emphasizing the need to design more efficient and clean-burning
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combustors. Modern advances in computing are allowing engineers to design and
simulate combustors more rapidly than traditional experimental approaches; how-
ever, advances in numerical methods that can accurately predict the complex physics
in supersonic turbulent combustion are still needed.

The simulation of turbulent combustion for real-world applications requires the
development of accurate high-fidelity models that can perform detailed calculations
in complex geometries. Accordingly, large eddy simulation (LES) has been replacing
the commonly used Reynolds averaged Navier Stokes (RANS) methods due to its
increased accuracy and a recent trend of increasing computational power allowing
for large scale LES. One specific approach for LES of chemically reacting flows, the
filtered density function (FDF), has gained particular attention due to the closed form
of its chemical reaction source term, mathematical rigor, and ease of implementation
using a particle mesh method. Active development of the FDF has included the
extension to variable-density flows, the addition of compressibility effects, increasing
the accuracy of the mixing models, simulation on massively parallel systems, and
more recently the solution on unstructured grids [4–11]. For these reasons, we elect
to implement the FDFmethodology in the high-order discontinuous spectral element
method.

In this chapter, we give a brief introduction to the implementation of the discontin-
uous spectral element method (DSEM) for the simulation of turbulent compressible
flows coupled with the filtered density function for the prediction of chemical reac-
tion. First, we briefly introduce the DSEM and describe its benefits along with the
necessary considerations for the FDF. We then discuss the numerical approach for
the implementation of FDF. We conclude with sample results using the coupled
DSEM-LES/FDF approach.

2 Overview of the Discontinuous Spectral Element Method

The discontinuous spectral element method is a high-order approach for the solution
of the compressible Navier-Stokes equations in non-dimensional form [12–15]. The
equations we seek to solve are given as

�Qt + �Fa
x + �Ga

y + �Ha
z = 1

Re f
( �Fv

x + �Gv
y + �Hv

z ), (1)

where �Q is the solution vector; �F , �G, and �H are flux vectors; and the superscripts
a and v differentiate the inviscid and viscous fluxes, respectively [12, 13]. The non-
dimensionalization also produces the reference Reynolds number, Prandtl number,
and Mach number, which are defined as
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Fig. 1 Two-dimensional
P = 3 spectral element.
Filled circles are
Gauss/Gauss points, open
squares are Lobatto/Gauss
points, and open diamonds
are Gauss/Lobatto points

The superscript ∗ indicates dimensional variables and the subscript f shows reference
values. Here,U , L , ρ, and μ are the velocity, length, density, and dynamic viscosity,
respectively. The specific heat at constant pressure, thermal conductivity, ratio of
specific heats, and gas constant are cp, κ , γ , and R, respectively. The system of
equations is completed by the equation of state, given by p = ρT/γMa2f .

The discretization in DSEM combines the geometric flexibility of finite elements
with the high-order approximations of spectral functions [16, 17]. The decomposed
domain consists of non-overlapping hexahedral elements that can be arbitrarily ori-
ented on an unstructured grid. Additionally, the elements may have other complex
features such as curved sides or faces, which is especially beneficial for the simula-
tion of complex real-world geometries. The element itself employs a staggered grid
formulation consisting of a nodal collocation of both Gauss and Lobatto quadrature
points. The solution vector, �Q, is found on the Gauss collocation points and the
inviscid and viscous fluxes are computed on the Lobatto points. A schematic of a
two-dimensional element is shown in Fig. 1 to demonstrate the locations of the Gauss
and Lobatto points.

DSEM utilizes high-order Lagrange polynomials in conjunction with particular
quadrature rules, specificallyChebyshev-Gauss, to express the solution in themapped
space of the element as a series of polynomial basis functions, which can approximate
the solution accurately as the polynomial degree tends to infinity [13, 17]. The
governing equations are solved in the mapped space, and a parametric mapping
operation is performed to convert the solution from the mapped space, over the
interval [0, 1], to the physical space [14]. The solutions at any location within the
mapped element may be approximated as the product of the Lagrange interpolating
polynomials (h�+1/2) with the nodal solution vector on the Gauss-Gauss-Gauss grid
as

Q(ξ, η, ζ ) =
N−1∑
i=0

N−1∑
j=0

N−1∑
k=0

Qggg
i+1/2, j+1/2,k+1/2hi+1/2(ξ)h j+1/2(η)hk+1/2(ζ ), (2)
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where N is the number of Gauss points in the � = i, j, k directions, and ξ, η, ζ are
the coordinates of interest in the mapped space. This feature of DSEM also allows
for the construction of high-order spectral, or reduced-order Lagrange, interpolants
based on the polynomial solution at a negligible cost [18]. Although the solution is
smoothwithin the element, the values along the element interfaces are discontinuous.
Theflux values are patched along the interfaces using an approximateRiemann solver
[14]. The temporal update of the solution is performed using a fourth-order explicit
Runge Kutta scheme.

The formulation of this method leads to desirable computational properties com-
pared to other numerical approaches. DSEM has the geometric flexibility of finite
element and finite volume methods, which allows for the simulation of complex
geometries; however, it also enables the user to utilize variable-order spectral approx-
imations. Working with high-order spectral polynomials provides several benefits
over traditional schemes, such as high-accuracy solutions, low numerical dissipa-
tion and dispersion, the ability to interpolate between grids of different resolutions
at run-time, and efficient construction of filters for use in LES [19]. The formula-
tion of DSEM also results in naturally diagonal mass matrices enabling efficient
utilization of fast-tensor products. Additionally, the non-overlapping hexahedral ele-
ments allow for the solution within each element to be updated independently of the
remainder of the grid. The combination of these features allows for computationally
efficient implementation on massively parallel computer systems. The DSEM has
been demonstrated to scale to tens of thousands of cores efficiently and is currently
being optimized to run on systems of hundreds of thousands of cores. A sample
of weak and strong scaling on the Argonne Leadership Computing Facility’s Mira
supercomputer is presented in Fig. 2.
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Fig. 2 a Strong scaling speedup for a simulation with 1.1 billion solution points and bweak scaling
efficiency for a case with 20 P = 14 elements per core. Simulation performed using DSEM on Mira
at Argonne Leadership Computing Facility
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2.1 Considerations When Coupling Methods

The DSEM solver presents several unique challenges in the implementation of a
joint FDF approach that are not present in other methods. Specifically, the joint FDF
must be implemented in such a way that high computational efficiency on massively
parallel systems is maintained. The FDF approach must also behave locally, within
each element, and perform minimal inter-element operations to scale efficiently.
The exchange of information between elements should be implemented in a manner
consistent with the DSEM formulation, utilizing separate update and communication
steps corresponding to the interior and interface solutions, respectively.

The unstructured nature of the grid as well as the nonuniform distribution of
collocation points within the element present separate unique challenges. Tracking
of particles on the unstructured grid complicates the particle search algorithm due
to the unknown orientation, shape, and connectivity of the elements in the physical
space. Additionally, the nonuniform distribution of the collocation points within the
elementmust be accounted for when constructingmean particle estimates. In DSEM,
there are two sets of points that may be considered for constructing mean quantities,
the Gauss and Lobatto collocation points. The Gauss points are preferred, as the
source term due to chemical reaction may be added to the energy equation without
the need to interpolate from the Lobatto grid.

While significant challenges have been presented, the DSEM also contains fea-
tures very beneficial to a particle-mesh approach. Firstly, the large size of the spec-
tral elements at high polynomial orders results in particles residing in an element for
longer durations, requiring fewer searches across the unstructured grid. Secondly, the
knownmapped location of collocation points in each element presents an opportunity
to perform high-speed searches in a structured manner. Finally, the availability of
high-accuracy interpolants reduces the overall cost of implementing a particle-based
method for the solution of the FDF [20].

3 Coupled FDF Formulation

This section shall briefly summarize the governing equations of the filtered density
function as well as describe the solution of the FDF in three dimensions with regards
toDSEM.Themodeled FDF transport equationwe seek to solve is similar to previous
work [20, 21], and includes the source term due to compressibility [22–24],

∂FL

∂t
+ ∂ [〈ui 〉L FL ]

∂xi
= ∂

∂xi

[
(γ + γt )

∂(FL/〈ρ〉l)
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+ ∂
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−
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where FL is the filtered mass density function; 〈ui 〉L is the filtered velocity in the
direction xi ; 〈ρ〉l is the filtered density; γ and γt are the molecular and sub-grid
diffusivities, respectively; �m is the sub-grid mixing frequency; φα is the scalar of
interest; SR

α is the reaction source term, and S̃comp
α is the compressibility source term.

Formulation of the exact FDF transport equation and solution of the modeled FDF
transport equation (Eq. 3) has been presented in great detail in other work [8, 21, 24–
28], and therefore only the differences in the DSEM implementation will be outlined
in detail.

3.1 Solution of the Coupled System

The solution of the FDF transport equation relies on the principle of equivalent
systems [25]. A set of stochastic differential equations (SDEs), carrying identical
statistics to the modeled FDF transport equation, is solved using a finite number of
MonteCarlo particles in a Lagrangian frame of reference [21, 25]. Each point particle
of the ensemble tracks a position vector �X+(t) and a set of scalar composition vari-

ables φα

( �X(t), t
)
. Integration of the SDEs on each particle at each timestep updates

its respective position and composition. Eulerian information, such as velocity and
pressure, must be interpolated to the particle position. Finally, ensemble averaging of
the particles is performed to determine the mean filtered quantities of this meshless
solution on the DSEM grid.

The Lagrangian tracking of the particles consists of three stages per particle:
searching, interpolation, and update. The search and interpolation algorithms imple-
mented in the DSEM code are that of Jacobs et al. [18, 29, 30] with modifications for
improved efficiency and scaling on large systems. To ensure consistency of Eulerian
and Lagrangian methods, the interpolation step of the update procedure must utilize
the same polynomial basis as the construction of the mean filtered particle quanti-
ties in the FDF [10, 31]. Ideally, the high-order spectral interpolant and basis, as
opposed to a lower-order Lagrange interpolant or other function, should be used to
preserve the high accuracy of the DSEM method. The calculation of the interpolant
is a modified form of Eq. (2), where the polynomials (h�+1/2) are evaluated at the
particle location ( �X+(t)). The coefficients (h�+1/2) must also be saved for later use
in the construction of the Favre-filtered particle quantities on the element collocation
points.

3.2 Considerations for Unstructured Grids

The construction of ensembles for the calculation of the Favre-filtered values of
transport quantities (〈Q〉L ) presents a substantial challenge on high-order finite ele-
ment type grids. This challenge stems from the necessity to determine the nearest
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collocation points to each particle. This step typically requires a search in the phys-
ical space, which is undesirable since such a search is computationally expensive.
Alternatively, our group has proposed performing all FDF related computations in
the mapped space of the element [17, 20]. The mapped space is selected in lieu of
the physical space for two reasons: (1) at high polynomial orders the particle resides
within the element for many timesteps, making it unnecessary to perform a physi-
cal search for tracking and update purposes, and (2) the non-uniform distribution of
Gauss collocation points is well known and easily calculated in the mapped space
regardless of the element orientation or shape [32].

The algorithm for calculating the filtered quantities can be summarized as follows.
First, ensure that the mapped coordinate of the particle is in the range [0, 1]. Next,
substitute the mapped particle location for each direction into the equation

ji = N cos−1
(
1 − 2X+

i

)

π
− 1

2
, (4)

to determine the non-integer value of ji . Then, all that is necessary to determine the
Gauss quadrature points bounding the particle is to round the value of ji both up and
down in every direction, yielding a binary combination of eight points corresponding
to the vertices of a cube [17]. Once the nearest eight Gauss points are known, the
Favre-filtered value of a scalar at a Gauss point may be determined with

〈Q〉L ≈
∑

n∈ΔE
β

( �X (n)
)
Q (φα)w(n)

∑
α β

( �X (n)

)
w(n)

, (5)

where β is the product of the interpolating polynomial, w is the mass weighting of
the particle, and n is the index of particles in the domain (ΔE ) that contribute to the
Gauss point [21]. The filtered quantities are constructed in themapped space, then are
projected onto the physical space using parametric mapping. The largest benefit of
this approach is that the method functions on both skewed and non-skewed elements
without additional processing.

3.3 Considerations for Compressible Flows

The DSEM solves the compressible Navier-Stokes equations and utilizes the so-
called Entropy Viscosity (EV) method for shock capturing [33, 34]. The FDF imple-
mentation must account for compressibility effects (Eq. 3) as well as remain con-
sistent with the scalar solution in the presence of compressible flow features, such
as shockwaves. The EV method functions by applying numerical dissipation at the
location of the shock [35]. This numerical dissipation must also be applied to the
modeled FDF transport equation. Similarly, the diffusivity due to EV is calculated on
the Eulerian grid, interpolated to the particle location, and used in conjunction with
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the molecular and turbulent diffusivities for the particle update in the Lagrangian
frame of reference.

4 Demonstration

The flow configuration selected to demonstrate the DSEM-LES/FMDF hybrid
approach is the well established Taylor-Green Vortex (TGV) problem. The TGV has
been studied extensively in literature and regularly serves as a benchmark problem
for testing turbulence models [36–40]. The initial condition of the TGV is specified
as an analytical solution in non-dimensional form for density, velocity, and pressure,
given by

ρ = 1, (6)

u1 = sin(x1) cos(x2) cos(x3), (7)

u2 = − cos(x1) sin(x2) cos(x3), (8)

u3 = 0, (9)

p = 1

16
[cos(2x1) + cos(2x2)] [cos(2x3) + 2] , (10)

respectively. The Mach number is set as Ma f = 0.1; the Reynolds number is Re f =
1, 400, and the Prandtl number is Pr f = 0.72. The Reynolds number is calculated
as the inverse of the reference kinematic viscosity, which means the product of
the reference length and velocity is unity, U ∗

f L
∗
f = 1 [39, 41]. The temperature is

calculated from the equation of state and all boundaries are specified to be periodic.
The computational domain is a three-dimensional cube with equal sides of length

L = 2π . We specify an 11 × 11 × 11-element mesh with polynomial order P = 5,
resulting in 287,496 solution points to ensure that DSEM-LES accurately predicts
the kinetic energy dissipation rate. A total of 2.2 million particles are initialized in
a uniformly random distribution in the domain. This quantity of particles results
in approximately 62 particle contributions per Gauss point, sufficiently many to
produce accurate statistics. The interpolant for the particles, as well as the basis for
constructing Favre-filtered averages in the ensemble domains, is a P = 5 spectral
polynomial, consistent with the polynomial order of the element. The sub-grid scale
model used for LES is the Smagorinsky model [14].

The TGVproblem is intended to demonstrate the consistency of the FDF approach
in conjunction with DSEM for the accurate prediction of filtered temperature. As
the flow progresses, the initial condition goes through vortex breakdown from an
anisotropic laminar phase to fully isotropic decaying turbulence [41]. Figure3 shows
〈T 〉L predicted by DSEM and FDF on isosurfaces of Q-criterion [42, 43] at time
t = 3.0. The vortical structures are clearly apparent at this stage and the temperature
variation in the domain is near its peak. The flow is mid-way to its maximum kinetic
energy dissipation and exhibits strong three-dimensional effects. The consistency of
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Fig. 3 Isosurfaces of
Q-criterion (Q = 0.1)
colored by a filtered
temperature (〈T 〉DSEM) as
calculated by the DSEM
solver and b filtered
temperature (〈T 〉FDF) as
calculated by the filtered
density function solver at
time t = 3.0

the solver is assessed by comparing the filtered temperature obtained by DSEM and
FDF, shown in Fig. 4. The correlation coefficient is r = 0.9974, which establishes
excellent consistency of the method.

5 Concluding Remarks

The filtered density function methodology has proven to be effective for the large
eddy simulation of turbulent chemically-reacting flows in the discontinuous spectral
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Fig. 4 Scatter plot of the
scalar filtered temperature as
predicted by FMDF versus
that predicted by DSEM at
time t = 3.0. The correlation
coefficient is r = 0.9974

element method. The approach presented in this work has several desirable proper-
ties when compared to traditional approaches. It has an efficient particle search in
spectral elements due to the use of the mapped space for computation of ensembles
and parametric mapping for converting the solution to the physical space. Addition-
ally, the mapping operation and use of mapped space grant the ability to handle
unstructured grids without the need to adjust the search. The implementation of the
entropy viscosity method allows for shock capturing in compressible flows. Finally,
the solver allows the user to select the appropriate polynomial order for interpolation,
construction of mean filtered quantities, and discretization of the element. The user
is also able to use different order interpolants with high order discretizations.

Currently, the hybridDSEM-LES/FDFmethod has successfully simulated several
benchmark problems to establish consistency and determine accuracy. We expect
the DSEM-LES/FDF approach to be able to perform LES of complex real-world
geometries, such as scramjets and internal combustion engines, in the near future.
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Modern Developments in Filtered
Density Function

Shervin Sammak, Zhuyin Ren and Peyman Givi

Abstract An overview is presented of recent developments in filtered density
function (FDF) methodology as utilized for large eddy simulation (LES) of tur-
bulent flows. The review is focused on computational and physical modeling of the
FDF, along with a survey of some of the most recent results via LES-FDF.

Keywords Filtered density function · Large eddy simulation · Turbulent
combustion

1 Introduction

Since its original conception [1–5], the popularity of the filtered density function
(FDF) has been growing steadily. Within the past decade or so, there has been a
significant increase in the number of investigators who have contributed to its con-
tinuing developments andutilization. The extent of theFDFpopularity can be perhaps
measured by the relatively large number of participants at a recent mini-symposium
devoted to thismethodology [6]. This is also reflected in the number of recent tutorials
and survey articles devoted to the subject [7–13].

As for the fundamental developments of the methodology, Colucci et al. [14]
are credited for the first demonstration of the FDF capability to provide a sys-
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tematic means of subgrid scale (SGS) closure. They develop and solve a modeled
transport equation for the FDF of scalar variables (S-FDF) in incompressible tur-
bulent flows. Jaberi and co-workers extend the methodology for LES of variable
density flows by development of the scalar filtered mass density function (S-FMDF)
for lowMach number [15] and high Mach number [16] flows. Gicquel et al. [17, 18]
include the SGS closure of the velocity field for hydrodynamics-LES (V-FDF). This
is further extended by Sheikhi et al. [19, 20] who construct the joint scalar-velocity
FDF/FMDF, and the joint scalar-velocity-frequency FDF/FMDF [20]. Safari et al.
[21–25] account for the entropy in FDF (en-FDF) to facilitate exergy analysis of
reactive flows. The most sophisticated form of the model to date in single-phase,
compressible, multi-species flow is in a “self-contained” manner to account for
SGS modeling of all of the pertinent transport variables: “pressure-energy-velocity-
composition filtered mass density function” (PEVC-FMDF) [26]. To account for
multi-phase transport in the context of FDF, the pioneering work in Refs. [27, 28]
constitutes the starting point.

Because of its demonstrated capabilities, the FDF is now being covered in con-
temporary textbooks, e.g. Ref. [29], and also serves as a powerful tool in many
commercial combustion software, such as ANSYS [30]. Consequently, there has
been a significant surge in its utilization worldwide. The objective of the chapter is
to provide a survey of the most recent developments in FDF-based modeling and
simulations. The scope of the review is limited to contributions made within the last
decade or so, and is focused on the following constituents: (1) physical and computa-
tional modeling, and (2) simulations and practical applications. These are presented,
in order, in this chapter.

2 Physical and Computational Modeling

The last decade has witnessed significant progress in fine tuning of the FDF sub-
closures, and the procedure by which the FDF is solved numerically. The modeling
strategy is naturally influenced by the procedure by which the simulations are con-
ducted.

Modeling of the SGS conditional expected diffusion and/or dissipation remains
a challenging issue in FDF (and probability density function (PDF)) modeling [31–
44]. Zhou et al. [40] compare the performances of several SGS mixing models, and
investigate the sensitivities of combustion process to mixing and reaction. This issue
is also considered by Zhang et al. [45]. They conduct a systematic analysis of various
SGS closures by using direct numerical simulation (DNS) data of homogeneous
isotropic turbulent mixing. Rieth et al. [46] develop a flamelet-FDF closure and Park
and Echekki [47] and Gonzalez-Juez et al. [48] suggest a model constructed upon
Kerstein’s [49] one-dimensional turbulence (ODT) model.

Compressible FDF models have also been the subject of widespread attention
[16, 50–59]. It is generally accepted that the joint velocity-composition-energy PDF
provides the most systematic means of LES for such flows [57]. Koo et al. [54]
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develop a compressible Eulerian model, termed the direct quadrature method of
moments (DQMOM), in which the PDF is represented via a finite number of delta
functions and then characterized by weight and location in composition space. De
Almeida et al. [57] propose a joint scalar-enthalpy PDF and a joint velocity-scalar-
energy PDF model using the Eulerian stochastic fields method. Some of the most
recent results via LES-FDF of highly compressible flows are reported in Refs. [53,
60, 61].

There have been significant improvements in FDF computations in both
Lagrangian and Eulerian contexts. In the former, the FDF is modeled via a set of
Langevin stochastic differential equations (SDEs) which are composed to model the
SGS effects. The Fokker-Planck corresponding to these SDEs would essentially be
the modeled FDF transport equation [62–68]. In the Eulerian method, the FDF is
represented by a set of modeled stochastic partial differential equations (SPDEs)
solved on Eulerian grid points. The original idea for the latter is due to Sabel’nikov
and Soulard [69] and Valiño [70]; and the methodology has proven very useful for
LES of reactive flows as demonstrated in Refs. [71–90].

Due to relative simplicity of modeling in the Lagrangian framework, significant
progress has been made in developments of advanced stochastic methods in this
context [91–105]. As a notable example, Zhang and Wang [100] develop a mean
shift (MS) particle model to account for accurate modeling of the differential diffu-
sion effects. Zhou et al. [105] propose a modeling strategy to incorporate differential
diffusion effects on both filter and subgrid scale in LES/FDF. Cleary et al. [93]
introduce a sparse-Lagrangian multiple mapping conditioning (MMC) model for
turbulent flames [106–108]. Sewerin and Rigopoulos [101, 102] introduce a popu-
lation balance equation (PBE) for predicting the evolution of the soot particle size
distribution.

Efficient implementations of chemistry integration in PDF/FDF simulation has
also been the subject of broad investigations in both Eulerian and Lagrangian FDF
solvers [109–115]. Hiremath et al. [116, 117] implement a combined dimension
reduction/tabulation/redistribution algorithm to redistribute the chemistry workload
among the computational cores. They report over 40% saving in the computational
time. Parallelization of the chemistry solver in the Lagrangian FDF solver is sig-
nificantly improved via development of temporally variant block decomposition in
which the load imbalance problem is resolved by an irregularly portioned Lagrangian
Monte Carlo solver (IPLMC) [118–120]. In this implementation, FDF employs MPI
for inter-domain communication, and can scale up to 1000s of segments via the adap-
tive partitioning [11, 118–122]. Tabulation of kinetic reactions via situ adaptive tabu-
lation (ISAT) [123, 124] continues to be of significant importance in implementation
of FDF methods. In 2013, ISAT was adapted to accelerate heterogeneous chemistry
for transient simulations coupled with commercial CFD package ANSYS Fluent
[125]. Contino et al. [126] propose a modification of ISAT to decrease the number
of queries, resulting to have a retrieving process for a wide range of thermochemical
conditions. More recently, Xie et al. [127] propose a dynamic adaptive accelera-
tion method, in which ISAT or dynamic adaptive chemistry (DAC) is dynamically
selected for chemistry integration based on the encountered composition inhomo-
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geneity. These are particularly important for combustion simulation with unsteady
applications such as the one in internal combustion engines. In order to decrease
the overall error of the method, Hiremath et al. [128] develop a hybrid ISAT - rate
controlled constrained-equilibrium (RCCE) method. Kumar and Mazumdar [129]
introduce a variation of ISAT to consider the effect of surface reaction. Fooladgar et
al. [130] present an efficient kinetic reaction solver using ISAT and an open source
kinetic reaction package, Cantera [131] in OpenFOAM [132]. This will remove the
dependence of ISAT to commercial chemical kinetic tool Chemkin II [133].

High-order CFD discretization schemes are gradually being introduced in FDF
computations. An example of recent work is the use of discontinuous-Galerkin (DG)
method coupled with the Lagrangian MC solver [134]. The hybrid methodology has
shown to be particularly suitable for LES, as a larger portion of the resolved energy
is captured with increase of the order of spectral approximation. Work is also in
progress towards developments of spectral-element methods in hybrid MC simula-
tions [135]. Associated with computational modeling is the accuracy and reliability
of the simulated results. Some issues pertaining to resolution requirements of the
FDF are discussed in Refs. [134, 136–141]. The primary objective of these studies
is to examine the convergence of PDF/FDF to DNS by fine tuning the mesh size and
LES filter width. Parallel to these are the sensitivity analysis [39, 40] and uncertainty
quantification of PDF/FDF simulated results [142, 143]. Significant future work is
expected in this regard. Adaptive mesh refinement (AMR) methods have also been
successfully developed and have proven effective for FDF computations [62]. This
is very encouraging as it facilitates the use of FDF for LES of complex flows.

Finally, for “futuristic” FDF/PDF computations, Xu et al. [144, 145] demonstrate
that significant speed-up can be achieved via the use of “quantum computing” (QC).
They demonstrate that the quantum algorithm provides a quadratic speedup over
classical Monte Carlo methods in solving the PDF via the coalescence/dispersion
model. More studies of this type are needed as QC seems to be more of a reality than
fiction [146].

3 Simulations and Practical Applications

Within the past decade, there has been a noticeable surge in the implementation of
FDF for a variety of LES predictions. The objective of these simulations is two-
fold: (1) to appraise the performance of the various sub-closures in FDF, and (2)
to understand some of the issues pertaining to turbulence and its interactions with
chemistry.

FDF validation and assessment via comparison with laboratory data have been
the subject of broad investigations in various flow configurations, such as premixed
flames [83, 147–152], non-premixed flames [153–158], partially premixed flames
[159–162], temporally and spatially developing mixing layers [163–165], turbulent
jet flames [28, 166–174], and bluff-body stabilized flames [80, 175–178]. An exam-
ple of the LES-FDF predictions of a swirling flame [179] is shown in Fig. 1. These
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Fig. 1 Distribution of a fraction of fluid particles depicting swirl in Sydney swirl burner [179]. The
particles are colored by temperature. Flow direction is from right to left. Reprinted from Ref. [30]
with permission of the authors

results from Ref. [30] demonstrates the transport of the LagrangianMC particles due
to turbulence, and how such transport captures the dynamics of turbulence-chemistry
interactions.

For spray combustion modeling and simulations, the focus is on the carrier-phase
[27, 28, 77, 78, 81, 87, 91, 180–187], and the gas particles such as soot and coal
[76, 188–196]. As an example, recently Wen et al. [189] develop a Lagrangian
framework to track pulverized coal particles. Figure2 shows the comparison of the
velocity-FDF and the velocity-scalar joint FDF in predicting the droplet’s axial mean
velocity of an evaporating two-phase spray. The FDF is also employed to predict the
droplet distribution in a turbulent methanol spray flame. The predictions are in good
agreement with experimental data as shown in Fig. 3.

Due to its demonstrated capabilities, the PDF/FDF is being steadily built into com-
mercial software and packages. As examples of computer codes currently in use are
the ANSYS Fluent [197–200], the Siemens [201] in Ref. [202], the OpenFoam [132]
in Refs. [97, 148, 203–205], and most recently the Nektar++ spectral/hp element
[206, 207] in Ref. [135]. As an example of the the ANSYS/Fluent generated results,
Fig. 4 show the iso-surface of the axial vorticity surrounded by velocity stream-
lines colored with the temperature for Delft jet in hot coflow burner [200]. These
results are in excellent agreement with laboratory data. Another example based on
the Open-Foam/FDF simulations in Figs. 5 and 6, in which the simulations capture
many features of laboratory flames (Sandia flames D and H) [97, 204].
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Fig. 2 Comparison of the droplets’ axial mean velocity of an evaporating two-phase spray flow
between numerical results and experimental data. a x = 25 and b x = 100. Here VSJFDF and
VFDF represent velocity-scalar joint filtered density function and velocity filtered density function
respectively. Reprinted from Ref. [180] with permission of the authors

Fig. 3 A contour plot of the
instantaneous gas-phase
temperature with the reacting
spray on turbulent
methanol/air spray flame at
the University of California,
Irvine Combustion
Laboratory. Reprinted from
Ref. [181] with permission
of the authors
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Fig. 4 Snapshot of the iso-surface of the axial vorticity colored with the axial velocity (m/s)
surrounded by velocity streamlines colored with temperature for Delft jet in hot coflow burner.
Reprinted from Ref. [200] with permission of the authors

Finally, some of the most recent implementation of FDF for predictions of prac-
tical (engineering) flows are LES of a rapid compression machine [208], a dump
combustor with sudden expansion configuration (common for the jet engines and
ramjet engines) [209–211], internal combustion engines [212, 213], oxy-natural gas
combustion [214], and swirl combustors [30, 84, 85, 215–219].

4 Concluding Remarks

Thirty years after its conception, it is obvious that the FDF has successfully passed
the test of time. The LES via FDF has proven very effective for reactive turbulent
flow simulations, hence it is widely adopted in commercial software, as well as
industry and government CFD codes. Because of this wide visibility, the method is
now covered in modern textbooks in turbulence and combustion, and it usually has
its own session at most conferences in these disciplines.

At this point, it is constructive tomake some suggestions for futurework pertaining
to FDF:

• Accurate modeling of the SGS mixing term remains a challenge for FDF clo-
sure. Significant progress has been made in this regard, but more work is needed



188 S. Sammak et al.

Fig. 5 3D plot of
Lagrangian particles in the
Sandia flame D simulations.
Reprinted from Ref. [204]
with permission of the
authors

for developing models which can be trusted in various regimes of turbulent
combustion.

• Muchwork remains to be done in improvements of the FDF for LES ofmulti-phase
flows. This is needed to facilitate LES of practical combustors.

• More work is needed to have FDF implemented in high-order, unstructured CFD
codes. Recent work in the development of discontinuous Galerkin and spectral-
element codes has been very useful to allow LES-FDF of complex flows.

• A very large majority of the cases, the models in current use are based on FDF
of the scalar compositions only. The joint velocity-scalar FDF should be more
widely considered, so that the effects of SGS-convection can be more accurately
modeled.
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Fig. 6 Temperature fields in Sandia flame H at four different time steps (top to bottom) and

two different axial zones. ˜T E : Eulerian temperature, ˜T E |φE
c : smoothed Lagrangian temperature.

Reprinted from Ref. [97] with permission of the authors
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• Related to the previous item, modeling of the SGS viscous and pressure terms
(similar to SGS mixing) need much more scrutiny.

• Parallel to the last three items, there is a need for developments of near-wall FDF
closures. We are not aware of any significant work on this subject.

• As we move towards exascale computing, the use of GPU for FDF should be
widely considered. Preliminary work in this regard shows a tremendous speed-up
[220].

• Hybrid PDF-FDF methods [221] could be more broadly investigated to facilitate
their use for hybrid Reynolds averaged Navier-Stokes (RANS)-LES predictions
of large scale practical flows.

• At this present era of big-data, a combination of physics-based modeling and data-
driven closure strategy is expected could prove to be effective. Preliminary work
in this regard appears very promising [222].

• Finally, as we anticipate to reach the era of “quantum supremacy”, it is suggested
to think of relevant problems in PDF/FDF computation that can benefit from the
use of algorithms that exhibit quantum speed-up.

Obviously, the FDF is here to stay. Therefore, it will surely benefit from all
of the expected developments in all of the constituents of reactive flow modeling
and simulation: numerical algorithms, computing platforms, discretization schemes,
chemical kinetics, transport phenomena and more. The rate of progress within the
past decade has been encouraging and growth within the next decade is expected to
be even more glorious.
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Large Eddy Simulations of Flows
with Moving Boundaries

Iman Borazjani and Amir Akbarzadeh

Abstract Many important engineering and biological flows involve solid bound-
aries moving within a fluid at high Reynolds numbers, e.g., pumps, fish swimming,
wind/hydrokinetic turbines. Simulating such flows requires dealing with moving
boundaries and turbulence, which are two of the main challenges facing numerical
methods today in computational fluid dynamics (CFD). In this chapter, the numer-
ical methods that deal with moving boundaries in turbulent flows are reviewed and
the recent advances are summarized. Some of the state-of-the-art simulations, their
results, and the insights gained about the flow physics are discussed. Finally, some
of the future developments, such as developing wall models over moving bound-
aries, required to advance large eddy simulations (LES) with moving boundaries are
discussed.

Keywords Turbulent flow · Large eddy simulation (LES) · Moving boundary ·
Immersed boundary method · Arbitrary Lagrangian Eulerian

1 Introduction

Turbulent flows with moving boundaries are observed in many applications and such
as engineering flows, e.g., rotary flows in turbines and compressors [1, 2], biological
flows, e.g., swimmingfish [3–5], and atmospheric/geophysical flows, e.g., interaction
of ocean waves with the surrounding air [6]. Simulating flows with the combination
of turbulence and the motion of boundaries is challenging even to the most advanced
numerical methods.

Dealing with turbulence is one of the most difficult problems in fluid mechan-
ics. The source of this difficulty is randomness, time dependency, and three dimen-
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sionality of the flow [7], which has prohibited any simple analytical solution in
nearly a century. In order to numerically solve turbulent flows, multiple numerical
approaches have been developed. The most popular ones are direct numerical sim-
ulation (DNS), large eddy simulation (LES), and Reynolds averaged Navier-Stokes
(RANS). Direct numerical simulation is the only method in which turbulence is not
modeled but the full Navier-Stokes (N-S) equations are solved. Solving full N-S
equations requires resolving the smallest length scale, i.e., the Kolmogorov scale
which decreases as Re−3/4. Therefore, DNS computational costs increase with Re3,
which limits its applications. Even though the computational power of the supercom-
puters has increased considerably in recent years, DNS is still restricted to moderate
Reynolds numbers. Nevertheless, DNS results are required to tune models, e.g., LES
and RANS, for specific applications in which turbulence models have not yet been
developed. DNS has been applied to investigate turbulent shear layers [8], turbulent
mixing layers [9–11], turbulent reacting flows [12], among others.

Due to the high cost of DNS, different turbulence modelings such as RANS and
LES have been introduced. In the RANS modeling, which has the least grid require-
ment, the Reynolds closure stresses are modeled to solve the Reynolds averaged
equations to determine the mean velocity [13]. The Reynolds averaged models can
typically be categorized into: (i) turbulent viscosity model, and (ii) Reynolds stress
model which is known to be more accurate [7]. Overall, since the RANS modeling
is based on calculating the mean velocity, it is not suitable for unsteady flows, e.g.,
flows over a moving boundary [7], such as flows in turbomachinery applications [14,
15]. Nevertheless, there are many studies which has utilized RANS for turbulence
modeling, including simulations of flow over marine propellers [16], wind turbines
[17–20], vortex induced vibrations of a circular cylinder [21], flow over a vehicle
[22] and sediment entrainment [23].

In LES modeling, the filtered velocity field which represents the large turbulent
motion is solved. In fact, the effect of small scales on the large scale motion is mod-
eled, whereas the large motions are solved directly. LES modeling is first introduced
by Smagorinsky [24] to model atmospheric flows. Later, based on his model, several
LESmodelswere developed, including the dynamic Smagorinskymodel [25, 26], the
mixedmodel [27], and the implicitmodel [28]. Todate, theLESmodeling has become
the most popular approach for simulations of unsteady three dimensional complex
flows, e.g., separated flows, geophysical flows, and flows over moving boundaries.
Although LES is less expensive than DNS, it is still confined to moderate Reynolds
numbers as it is recommended that the filter size should be in the inertial range [7].
On the same note, the other challenge of LES modeling is in wall bounded flows,
where a high resolution near the wall is required for capturing the boundary layer.
Typically the first grid node for LES should be in the viscous sublayer, whose thick-
ness scales with (1/Re). To determine the velocity of the boundary layer without
a high resolution grid, wall functions are employed. The wall functions, generally,
obtain the velocity of the boundary layer with an algebraic model which is based on
the turbulent boundary layer equation [29, 30]. Nevertheless, it is recognized that
the wall functions show only good performance for attached boundary layers, e.g.,
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flat channel flow, but the results for flows with separation and reattachment are not
satisfactory.

By recent developments of LES and the increase in computational power, LES
has become an applicable tool for simulating turbulent flow in complex geometries,
particularly flows involving moving boundaries: incompressible flow in pumps with
rotating blades at Reynolds numbers between 105 and 106 [14, 31, 32], compressible
flow over an axial rotating fan and impeller [33–35], flow over a vertical axis wind
turbine [36–39], flow over wind turbine arrays (wind farm) [40], and a hydrokinetic
turbine [41] has been simulated usingLES. In aerodynamic applications, the dynamic
stall of a pitching airfoil/wing have been investigated with an implicit LES modeling
(ILES) [42–44], and lift mechanism of a heaving airfoil/plate have been studied with
a Smagorinsky LESmodel [45, 46]. In biological flows, the locomotion of swimming
fish was modeled with a Smagorinsky LES [3, 47]. In geophysical flows, the flow
over steady and unsteady waves has been modeled using a transport LES modeling
along with a transformation to capture the moving boundary [48]. LES has also
been applied in turbulent multiphase flow simulations, which can be categorized as
a turbulent flow with a moving boundary. Such modeling (turbulent multiphase) is
more frequent in combustion applications, e.g., the spray of fuel from a nozzle have
been investigated via a compressible LES solver [49, 50], and the turbulent premixed
flame has been modeled using levelset in conjunction with LES [51].

Generally the moving boundary/interface can be a solid or a fluid. When the mov-
ing boundary/interface is a fluid, the moving boundary/interface is typically called
the moving interface. An example of a moving interface is in multiphase flows, e.g.,
interaction of two immiscible liquids [52–54] or gas-liquid interactions [55–57].
When the moving boundary/interface is a solid, it is typically called moving bound-
ary which will be discussed further in this chapter. The problems involving moving
boundary/interface, can generally be classified into (a) boundary conforming or inter-
face tracking and (b) non-boundary conforming or interface capturing methods. The
boundary conforming techniques can keep a high resolution near moving boundaries
more efficiently, but suffer from highly skewed grids when deformations are large
[58]. Suchmethods have been applied to simulate flowswithmoving boundaries [59–
61], but typically require remeshing for large deformations. The most well known
boundary conformed methods are arbitrary Lagrangian Eulerian (ALE) [62–64] and
transformation [4, 65] methods. While the transformation method is only used in
simulations where the motion of the moving boundary is prescribed and simple, e.g.,
heaving and pitching motion, the ALE method can track complex geometries. How-
ever, ALE is computationally expensive method since the mesh needs to be updated
[66].

In non-boundary conformingmethods, which are also called as Eulerianmethods,
the moving boundary moves over a fixed background mesh, i.e., does not conform
to the moving boundary and there is no mesh deformation. One of the main non-
boundary conformingmethods is the immersed boundarymethod (IBM) [58, 67, 68]
which can be implemented in different ways such as the Brinkman penalization [69],
cut-cell, [70, 71], direct forcing [72, 73], and sharp-interface immersed boundary
method [74, 75], among others.
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This paper is organized as follows: in Sect. 2 different moving boundary methods
including transformation, ALE, and immersed boundary are explained in Sects. 2.2,
2.1 and 2.3, respectively. Recent simulations and insight to flow physics are given in
Sect. 3, and finally the future outlook is discussed in Sect. 4.

2 Numerical Methods

The governing equations are the 3D N-S equations. For incompressible flows, the
filtered N-S equations for LES in Cartesian coordinates in tensor notation are as
follows (i, j, k = 1, 2, 3 and repeated indices indicate summation):

∂ ūi
∂xi

= 0,

∂ ūi
∂t

+ ∂(ūi ū j )

∂x j
= − 1

ρ

∂ p̄

∂xi
+ ν

∂2ūi
∂x j∂x j

+ ∂τi j

∂x j
,

(1)

where p̄ and ū are filtered pressure and velocity, respectively, and τi j is the subgrid-
scale stress term that should be modeled. In many LES approaches, including
Smagorinsky and mix models, the subgrid-scale stress tensor is modeled via an
eddy viscosity (νt ). For example in Smagorinsky model subgrid has a linear relation
with the eddy viscosity as follows

τi j = 2νt Si j , (2)

where Si j = 1
2 (

∂ ūi
∂x j

+ ∂ ū j

∂xi
) is the rate of strain tensor. The eddyviscosity inSmagorinsy

model is νt = (Cs�)2(2Si j Si j ), where� is the filter size,Cs is the Smagorinsky con-
stant which can be a constant value [24] or computed dynamically [25, 26]. Subgrid-
scale stress, τi j , can also bemodeledwith transportmodels similar toRANSmodeling
[76] which is more useful in atmospheric flows. Note that setting the eddy viscosity
to zero recovers the original (unfiltered) N-S equations.

The governing equations are solved by imposing suitable initial and boundary
conditions. This includes the no-slip condition at the moving boundaries. There are
three main approaches to impose such conditions on the moving boundaries and
handle the motion of the boundary:

1. Mapping the moving boundary into a stationary one using transformation,
2. Moving the grid with the boundary and imposing the boundary conditions on the

grid points which are on the boundary,
3. Keeping the background grid fixed and imposing boundary conditions on the

nodes near the moving boundary.

Each of the above approaches are discussed in Sects. 2.1, 2.2 and 2.3.
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2.1 Transformation

In this method, a transformation is used tomap themoving boundary into a stationary
one. By this transformation, the governing equations (N-S) are also transformed by
the mapping as well. Nevertheless, the transformation can introduce new terms to
the N-S equation, which complicates solving it [4], e.g., in a pure rotation, rotational
acceleration will be added to the equations. A simple example is using a non-inertial
reference frame, which is attached to the center of mass of a moving rigid body,
rather than an inertial reference frame [77]. In the non-inertial frame, the moving
body is viewed as stationary. However, this method is confined to rigid body motion
of a single geometry, e.g., a heaving/pitching airfoil [42, 43], flapping/revolving plate
[78], or rotating blade of a propeller [79]. In addition to the non-inertial frame, Shen et
al. [4] has also employed a transformation tomodel flow in a channel flowwhosewall
was undergoing a traveling wave oscillation. They have transformed the governing
equation (N-S) from a Cartesian coordinate to a time-variant curvilinear coordinate
by a mapping that maps a traveling wave to a fixed line. Such transformation enables
solving the governing equations over a fixed grid rather than a moving one.

2.2 Arbitrary Lagrangian Eulerian (ALE) Method

Thismethodwas first introduced byHirt et al. [62] in a finite difference discretization.
Later a finite element discretization format of ALE was developed by Hughes et al.
[80] and Donea et al. [63] for incompressible and compressible flow, respectively. To
illustarte the ALE, a brief description of kinematics in Eulerian, Lagrangian andALE
are represented in Fig. 1. In Eulerian description, fluid domain is defined in a fixed
frame (Fig. 1b), and all governing equations, including N-S are derived in this frame
as given in Eq. (1). In a Lagrangian description, the non-conformed grid is attached
to the moving boundary. Therefore, as the boundary in Fig. 1a moves upward the
attached frame follows it as well, e.g., all points in the domain are shifting upward.
In arbitrary Lagrangian Eulerian description, the flowproblem ismapped to amoving
reference domain such that points attached to the moving boundary (e.g., point q)
are moved but the points on the domain which are far from the moving boundary
are fixed (e.g., point p). Due to the grid motion a convection term is induced in the
momentum equations.

By assuming that the grid ismovingwith velocity vector w the governing equation
will be modified as follows due to the convection induced by the grid motion (see
[81] for more detail of the derivation)

∂ ūi
∂x ′
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,

(3)
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Fig. 1 Three configuration for a moving boundary problem, a Lagrangian: whole fluidmeshmoves
or rotates with the solid motion. b Eulerian: a fixed fluid (background) grid which is non-conformed
to the moving boundary, IBM. c Arbitrary Lagrangian Eulerian (ALE): conformed to the moving
boundary, some points on the mesh are moving to track the moving boundary, e.g., point p remains
constant but point q moves with the moving boundary

where x ′ is the transformedgrid.Whenw is 0, the representation isEulerian, andwhen
w = u, it is Lagrangian. Equation (3) is typically discretized based on a finite volume
or finite element discretization [81]. These equation can be solved by imposing
suitable boundary conditions. Generally, the boundary condition for the moving
boundary is the no slip boundary condition. In addition, over the moving boundary,
the displacement of the solid and fluid mesh should be the same as the fluid on the
boundary. If the kinematic of the moving boundary is obtained by fluid-structure
interaction, a dynamic boundary condition should be applied over the solid surface
to enforce the force/stress on the solid to be the same as the fluid. There are two main
methods to apply the above boundary conditions to the flow and structural solvers: the
monolithic approach and the partitioned approach. In the monolithic approach both
flow and structure equations are solved simultaneously with the boundary conditions
in the same framework [82–84]. However, in the partitioned approach the domain is
decomposed into two separate fluid and structure domains, which are discretized and
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solved in time independently [85–87]. There is a large amount of studies on ALE
methods for fluid-structure interaction (ALE-FSI solvers), see [81, 84, 87–89].

After advancing the FSI, the fluid mesh should be updated, which is the most
challenging part of ALE, as required to track the solid boundary. In general, mesh
update consists of meshmovement, as much as possible, and remeshing, i.e., creating
a new mesh without changing connectivity of the nodes, and sometimes also a new
set of nodes when the distortion is too high [90]. In some cases, the large deformation
results in the distortion of the grid, where a mesh smoothing [91] can be applied to
handle it. Once the mesh was updated, the solution should be projected from the
old mesh to the new mesh. These procedures, mesh update and projection, are labor
intensive and expensive part of this approach. Although ALE is a complex method
in terms of implementation, but it can handle capturing the sharp corners, as well as
the boundary layer, better compared to non-boundary conformed methods, e.g., the
immersed boundary method.

ALEhas been applied inmany engineering and bioengineering applications.Here,
we name few studies in which ALE has been used. It has been used in aeroelastic
applications, e.g., in modeling flow over bridge [92], flapping of flexible wings with
nonlinear elasticity [93, 94], and parachute inflation [95]. In biological flows, flow
over mechanical heart valves and mitral heart valve [96, 97], and flow over aneurys-
mal arteries [98] is modeled. In turbulent flow, an ALE-finite element approach has
been used to model flow over rotating blades of a wind turbine, which was compared
against experimental results [99, 100]. In compressible flows, the hydrodynamics
of a shock wave was modeled [64, 101–104]. In these problems the propagation of
shock produced over a shock tube or a nozzle is captured by an ALE approach such
that the mesh near the shock wave is highly resolved. In turbomachinery applications
the flow over a flexible pump impeller has been modeled using OpenFOAM [105,
106].

2.3 Immersed Boundary Method (IBM)

Immersed boundary method was first introduced by Peskin [107–109] for modeling
cardiovascular flow. In this method, a boundary condition is imposed, typically in the
form of a forcing term, to model the effect of moving boundaries [58, 107]. Based on
the implementation of the boundary condition, the immersed boundary method can
be classified as a diffuse interface method or a sharp interface method [110]. In the
diffuse interface method, the forcing term is distributed over several grid nodes in
the vicinity of the immersed boundary, but in the sharp interface method the forcing
term is applied only on the nodes adjacent to the moving boundary.

Diffuse Interface IBM

Based on the function and implementation of the forcing term, diffuse IBMmethods
can be classified as a classic IBM [108], Brinkman penalization [69], and fictitious
domainmethod [111]. The classic IBMmethodproposed byPeskin [108] adds a force
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term (f) to the right hand side of the N-S equation [(Eq. (1)]. The force term is defined
by the deformation of the flexible immersed body using appropriate constitutive laws
such as Hook’s law. The force (f) is distributed on a few nodes around the moving
boundarywith a distribution functionwhich is typically a discrete delta function, e.g.,
fi (x, t) = ∫

F(s, t)δ(x − X (s, t))ds where F(s, t) is the Lagrangian force density,
δ is the Dirac delta function, x denotes the Cartesian coordinates, and X (s, t) denotes
the physical position ofmaterial point s at time t [108]. Since the forces depend on the
deformation of the immersed body, thismethod is confined to elastic immersed bodies
and it is not suitable for rigid immersed bodies. The other diffuse interface method
is Brinkman penalization method. In Brinkman penalization or penalty methods the
solid is treated as porous medium with very low permeability, i.e., there is low mass
flux at the boundaries [112]. The other diffuse interface method is the fictitious
domain method, which does not require remeshing and uses a Lagrange multiplier to
weakly couple the fluid and structure domains [111]. This method is typically used
for modeling particulate flows [113–115].

The diffuse interface methods require excessive resolution near the boundary
because the force distribution smear the effect of boundaries over several grid nodes.
To overcome this problem, these methods are being combined with adaptive mesh
refinement [116–118].

Sharp Interface IBM

Sharp interface methods can be classified as direct forcing, and cut-cell methods
[58, 110]. In direct forcing methods, a forcing term [119] is added discretely to the
right hand side of N-S equation. This forcing term is applied to satisfy the no slip
boundary condition on the interface. Later, Fadlun et al. [120] modified this method
by enforcing the effect of forcing directly to the velocity and pressure of fluid near
the interface by using ghost nodes. The ghost nodes are nodes in the solid that have
at least one neighbor node in the fluid. In this approach, the velocity and pressure of
the ghost nodes are interpolated such that the no slip boundary condition is applied
on the moving boundary. Later, Gilmanov and Sotiropoulos [74] developed a hybrid
Catersian/immersed boundarymethod, in which the velocity and pressure of the fluid
nodes adjacent to the boundary, i.e., immersed nodes (Fig. 2a), are reconstructed
using an interpolation along the normal direction of the interface. The method has
been extended to curvilinear coordinates, i.e., the curvilinear immersed boundary
(CURVIB) method, and the immersed nodes are identified using an efficient ray
tracing method [75]. This method has been used in turbulent flow [121], biological
flows such as aquatic locomotion [3, 122–124], cardiovascular flows [75, 125–131],
and aneurysm blood flow [132–134]. Recently, Daghooghi and Borazjani [47, 135,
136] has performed fluid solid interaction simulations of irregular shape particles
immersed in the fluid using the CURVIB method. This method (CURVIB) has also
been used for modeling turbulent flow over rotating blades, e.g., wind turbine [137]
and hydrokinetic turbines [41, 137] using an LES modeling.

The simulation of turbulent flowwith the sharp interface IBM has been performed
for compressible turbulent flows [68, 138–141]. de Tullio et al. [68] in their pio-
neering work have simulated subsonic to supersonic flows over stationary immersed



Large Eddy Simulations of Flows with Moving Boundaries 209

(a) (b)

Fig. 2 Schematic configuration of a problemwith two sharp immersed boundary approach: aDirect
forcing (CURVIB), gray zone is the immersed body, immersed nodes are the fluid nodes adjacent to
the immersed boundary (red points). b Cut-cell configuration, the immersed boundary is reshaped
by the cut-cell (red cell)

bodies such as cylinders and airfoils in 2D and high Reynolds numbers using k–ω tur-
bulence modeling. Ghias et al. [67] have simulated 3D flows over a stationary airfoil
at Mach number 0.26.A large eddy simulation with an adaptive mesh was performed
for modeling flow over rotorcraft [142, 143] where the motion was prescribed. Yu
et al. [144] performed an LES modeling for flow over deformable parachute.

The simulations of turbulent flow with the sharp interface IBM have been per-
formed for incompressible turbulent flow with moving boundaries as well. Tosi et al.
[145] has modeled fluttering cantilever in a turbulent channel flow. Tsai et al. [146]
investigated the Coriolis effect on dynamic stall of single blade of wind turbine with
a 2D simulation. Ouro et al. [147] predicted the performance of a vertical tidal wind
turbine using IBM-based LES. Posa et al. [148, 149] has simulated the wake of a
submarine propeller with an LES modeling. This approach along with LES has also
been used in weather research and forecasting model [150, 151].

In cut-cell methods the shape of the cells which are cut boundaries is modified to
conform to the boundary. The fluxes across the faces of cut-cells are reconstructed
from the surrounding fluid cells and immersed boundaries. The main advantage of
cut-cell is its inherent conservation of mass and consequently, high accuracy near
the interface. The major issue of cut-cells is the complexity of implementing in 3D.
In addition, cut-cell requires smaller time steps because of the small cut-cell near the
interface. Due to this drawback cut-cell is computationally expensive which makes
it more suitable for two dimensional studies [152, 153]. Compressible flows over a
rotating axial fan at a high Reynolds number of 106 has been modeled [33–35, 154].
Compressible flow in internal combustion engines has been modeled as well [155,
156].
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3 Recent Large Eddy Simulations and Insights into Flow
Physics

In this section, some large eddy simulations with moving boundaries performed by
the CURVIB method are described.

3.1 Vortex Rings

Vortex rings are observed in both nature, e.g., ventricular flow, jellyfish wake, and
engineering applications, e.g., pulsed jet engines. James and Madnia [157] carried
out DNS of a laminar vortex ring and found that its circulation decays with non-
dimensional time t−0.33. Hewett andMadnia [158, 159] investigated the flame-vortex
interaction in a reacting vortex ring. They found that the bulk of combustion is by a
flame at the front of the vortex bubble when the ignition occurs during the formation
phase of the ring, whereas it mostly occurs inside the vortex ring when ignition is
delayed until after the formation phase. Asadi et al. [121] carried out LES of periodic
vortex rings (Fig. 3). They validated their LES results on the location of the vortex
ring at Reynolds number of 23,000 against experimental observations. Based on
their LES, in addition, they found an empirical relationfor the location of vortex ring
core (S) over time (t) as S/D = 0.27 T ∗ 1+1.31Re−0.2

t/Ts where Re is the Reynolds
number based on the bulk flow velocity, T ∗ is the non-dimensional period based on
the bulk flow velocity and equivalent to formation number, and Ts is the stroke time.
This empirical relation collapses (scales) not only the LES results but also the results
of experiments for non-periodic rings.

3.2 Hydrokinetic Turbine

Marine hydrokinetic energy from waves, tides, and currents compromise an impor-
tant source of clean energies in the world. As mentioned in previous sections, flow

Fig. 3 LES of periodic vortex ring (Re = 11,500 and T ∗ = 2): The out-of-plane vorticity on the
midplane (left) and iso-surfaces of q-criterion colored by helicity (right). Adopted from [121].
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Fig. 4 Wake structure of an
isolated rotor visualized by
iso-surface of λ2 colored by
the magnitude of the
velocity. Adopted from [41]

over hydrokinetic turbines is one of the turbulent flows involved with a moving
boundary. Kang et al. [41] simulated the three dimensional turbulent flow past an
axial-flow marine hydrokinetic (MHK) turbine for the first time. They modeled tur-
bulent flow with a dynamic Smagorinsky subgrid-scale model for LES with a wall
function to model the velocity near the wall because the Reynolds number was high,
e.g., Re ≈ 107. They carried out simulations of isolated rotor and the entire turbine
configuration, including the pylon, nacelle and rotor. They found that the power pre-
dicted by both simulations are the same. The wake structure of the downstream of the
turbine visualized by λ2 shows the spiral tip vortices rotating in the same direction
of the rotating blades (Fig. 4).

3.3 Aquatic Swimming

One of the interesting moving boundary problems in the nature is aquatic swimming.
Aquatic swimmers typically propel themselves by deforming their body. This defor-
mation, which is typically has the form of a backward traveling wave [160, 161],
produces a thrust force that pushes them forward in the water. To simulate aquatic
swimming, the motion of the fish body is typically imposed based on experimental
data, and the fish swimming velocity is computed by FSI.

Daghooghi and Borazjani [47] performed LES simulations of fish schooling at
high Reynolds number, i.e., Re ≈ 105, to investigate the advantages of synchronized
swimming in a rectangular pattern. Figure5 shows the 3D wake structure, visualized
by the iso-surface of q-criteria for different lateral spacing (w) between swimmers
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Fig. 5 3D wake structure visualized by the iso-surfaces of q-criterion for a a single swimmer; and
a school of fish for different lateral distances (w): b w = 1.0, c w = 0.7, d w = 0.4, e w = 0.3.
Adopted from [47]
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Fig. 6 Wake structure of a swimming stingray visualized by iso-surface of q-criteria reproduced
from [3]

(Atlantic Mackerels). It was found that hydrodynamic performance of swimmers
increases in synchronized swimming, i.e., they can achieve up to a 20% higher
cruising speed than a single swimmer. These simulations revealed for the first time
that the main mechanism for improved performance is the channeling effect rather
than vortex interaction because the flow breaks intomany small disorganized vortices
(Fig. 5) which reduces the chance of positive vortex interaction [47].

Bottom et al. [3] simulated the locomotion of a stingray (Fig. 6), where the motion
of stingray’s body was prescribed from experiments. The Reynolds number for the
fast swimming stingray was Re = 23000, and a dynamic Smagorinsky [26] LES
along with a wall function was used to model the turbulent flow. The swimming
speeds predicted by the simulations were within 12% of the nominal one. In addition,
generation of a LEV was also reported over the stingray’s body, while the LEV
is typically generated over the leading edge of a flying/hovering wing [162]. The
creation of LEV in aquatic swimming was first reported by Borazjani and Daghooghi
[122] and later by Liu et al. [163]. Bottom et al. [3] observed that the presence of
LEV in stingray’s swimming can also increase its thrust. Figure6 shows flow over
stingray visualized by the iso-surface of q-criteria.

Another interesting phenomena in aquatic swimming, in addition to the generation
of LEV, is flow reattachment on the swimmers’ bodies during swimming [161],
which is thought to be due to the traveling wave oscillation [4]. In fact, in addition
to reattaching the flow, a backward traveling wave can also reduce the turbulent
intensity of a turbulent boundary layer, i.e., it can relaminarize the boundary layer
[4]. Inspired by these observations, e.g., flow reattachment by producing traveling
wave [164], we have performed LES to reduce the flow separation over an airfoil
and inclined wing using backward traveling waves. A few sample results of these
studies are discussed in 3.4.
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3.4 Bio-Inspired Flow Control

Flow separation is typically associated with a significant performance loss, e.g.,
increase in drag or decrease in lift. To overcome this drawback, passive flow control
methods such as vortex generators [165], boundary layer trip [166], etc., and active
flow control methods such as periodic excitation [167], synthetic jets [168] have been
employed. With the development of smart materials, surface actuators are becoming
practical as active flow control tools for low Re flows. Jones et al. [169] improved the
aerodynamic performance via producing a standing wave oscillation on the suction
side of an airfoil. Recently, traveling waves have been created experimentally on
flexible structures usingmultiple piezoelectric actuators [170]. The amplitude of such
traveling waves is low, which has motivated us to numerically investigate the effects
of low amplitude traveling waves on flow separation and aerodynamic performance
of an airfoil/wing in a low Re flow.

We have simulated the traveling wave oscillations on the suction side of the airfoil
to reduce flow separation and enhance aerodynamic performance of a low Reynolds
number airfoil (Re = 50000) at an angle of attack (AOA) of 10 degrees. Airfoil
is a NACA18 which is shown within the fluid grid in Fig. 7. The simulations are
performed for three cases as shown in Table1. In case 1, the airfoil is static, and in
cases 2 and 3 its suction oscillates with a traveling wave equation of the form:

Y (Z , t) = h(Z) sin

(

(2π)

(
f L

U
t − Z

λ

))

(4)

(a) (b)

Fig. 7 The computational domain and immersed body. b 2D section of undulating airfoil in com-
putational grid. The motion is defined in the rotated frame and then transformed in the flow frame.
Every eighth grid line is shown in y direction and every fourth gridline is shown in z direction. The
spanwise size is 0.3L
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Table 1 Values of drag coefficient CD , lift coefficient CL and power for morphing airfoil. All
hydrodynamic forces are nondimensionalized with 1

2ρU2L2, and power is nondimensionalized
with ρU2L3

case f L/U a/L CD CL �CL (%) Power

1 – – 0.06 0.85 0.0 0.0

2 2.0 0.002 0.06 0.89 +4.5 0.001

3 2.0 0.01 0.06 0.89 +4.5 0.0001

where f L/U = 20 is the nondimensional frequency, and nondimensional wave-
length is λ = 0.2L, where L is the chord length. h(Z) is the amplitude which
increases linearly, and its maximum is a = 0.002L and a = 0.01L for cases 2 and
3, respectively (see Fig. 8 and Table1). The results presented in Table1 show that the
travelingwave oscillation can increase the lift by 4.5%without any drag enhancement
by consuming a negligible energy to produce the wave (see Table1). It is observed
that (Fig. 8) a large coherent structure which is formed near the leading edge, breaks
down near the trailing edge and energizes the boundary layer and consequently,
reduces separation near the trailing edge.

At a low Re and low angle of attack, boundary layer of an airfoil is laminar and
attached, but as the angle of attack increases the boundary layer starts to separate
from the trailing edge due to the reduction of kinetic energy by the viscous effect
near the airfoil surface [167]. Over a thin plate/wing, however, flow separates from
the leading edge due to the presence of a sharp leading edge. The boundary layer
of the plate is highly separated and transition to a turbulent boundary layer as in the
airfoil (Fig. 8) does not reduce separation. To reduce flow separation on an inclined
plate, therefore, the streamwise momentum of the fluid should be increased with a
high frequency undulation. Consequently, a high frequency traveling wave (Eq. (4))
with frequency f L/U = 20 and maximum amplitude a/L = 0.01 was simulated
(Fig. 9). Note that in undulating plates both the suction and pressure sides undergo
an undulatory motion, in contrast to the airfoil surface morphing simulation in which
only the suction side oscillates (see Figs. 8 and 9).

Figure9a shows the flow over a thin wing (flat plate) with aspect ratio 2 at an
angle of attack (AOA=10◦) visualized by the iso-surface of q-criteria. It shows the
LEV and tip vortices along a motionless plate (Re = 20000). The impact of flow
separation on the plate is presented in Fig. 9b to d for four different phase angles. The
traveling wave generates clockwise and counter clockwise vortices on the suction
side of the plate. Theses vortices are convected by the wave to the wake as it can
be observed in phase-averaged results (Fig. 9b–d). It is observed that these traveling
waves reduce the flow separation by injecting a streamwise momentum into the flow.
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Fig. 8 Flowvisualization of shear layerwith spanwise-averaged out of plane vorticity, a static plate,
b case 2: undulating airfoil with amplitude 0.002, and c case 3: undulating airfoil with amplitude
0.01

4 Future Outlook

ALE methods can keep a high resolution near the moving boundaries, but large
deformation can lead to highly skewed grids. Immersed boundary methods, on the
other hand, do not have any issue with mesh quality but require high resolution near
the moving boundaries to capture the viscous sublayer for turbulent simulations. To
increase the efficiency of the immersed boundary method, local grid refinement or
moving overset grids, which can keep a high resolution grid near the moving bound-
aries while reducing the total grid number, might be useful. In addition, resolving
the log-region rather the viscous sublayer near the moving boundaries is another
way to reduce the computational cost of turbulent simulations. The law of the wall
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Fig. 9 Turbulent flow over a wing with aspect ratio of 2. a 3D wake of a motionless plate identified
by q-criteria, (b–d) phase-averaged flow field of undulating plate in four different phase angles.
The first column is the vorticity distribution and footprint of q-criteria with threshold Q = 40. The
vorticity and velocity vector of flow close to the trailing edge is visualized in second column. The
visualizations of first to fourth row is for phase-angle of: b t /T = 0.0; c t /T = 0.25; d t /T = 0.5; and
e t /T = 0.75, respectively, where T = 1/ f

is known for a turbulent boundary layer over flat surfaces, but it is not known how it
changes with the movement of a surface. Therefore, developing law of the wall for
turbulent boundary layer over moving surfaces is another avenue which can reduce
the computational cost of such simulations.
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A Coupled Eulerian-Lagrangian
Framework for the Modeling and
Simulation of Turbulent Multiphase
Flows

Everett A. Wenzel and Sean C. Garrick

Abstract Interfacial multiphase flows are challenging to simulate because they
involve many spatio-temporal scales and discontinuous fluid properties. This chapter
describes a new framework for simulating interfacial flows (with an emphasis on
sprays) that is consistent and conservative. The framework is based on the coupling
of point mass particles (PMPs) with an Eulerian grid. Three different simulation
methods are derived by enforcing different levels of coupling between the PMPs and
the Eulerian grid. We first develop an expression that relates the PMP velocity to the
fluid velocity, and use this expression to define a methodology for tracking an arbi-
trary number of phases and scalars. Performance of this approach is demonstrated
in the context of heated air blast atomization. Next, we derive a governing equation
for the fluid velocity in the context of the PMP, and present a consistent and conser-
vative framework for solving the multiphase Navier-Stokes equations. The chapter
concludes with the development of a formulation for consistent and conservative
large eddy simulation, with particular attention paid to the importance of closure
models.

Keywords Sprays · Direct numerical simulation · Large eddy simulation

1 Introduction

Interfacialmultiphaseflowsarefluiddynamic systems that involve at least two immis-
cible fluids. Familiar examples of interfacial flows include oil spills, splashing ocean
waves, and emulsions. Liquid jet atomization (commonly known as spray) is one of
the most important interfacial flows because it determines engine efficiency, exhaust
gas composition, properties of particles synthesized via spray drying, and transfer
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efficiency of fertilizers, herbicides, paints, protective coatings and medicines. The
ability to quantitatively predict atomization dynamics is therefore relevant for both
economic and environmental reasons, but the physics of atomization make accurate
modeling and simulation a significant challenge.

Primary atomization is the process by which ligaments and droplets are removed
directly from the liquid core of a spray—the liquid core is the contiguous liquid jet
expelled from the spray orifice. Primary atomization, while poorly understood, is
known to depend on fluid property ratios, long and short wave interface instabil-
ity, orifice shape, turbulence levels upstream of the orifice, collisions of separated
droplets with the liquid core, and gas phase vortex interactions with the liquid core
[1–6]. The dispersed droplets produced by primary atomization continue to breakup,
undergoing secondary atomization, until achieving a stable droplet size. Automotive
fuel injection can produce 107 dispersed droplets and a system length scale ratio
of 105 [7]. Engine performance depends strongly on the droplet size distribution,
and accurate predictions of engine performance therefore rely heavily on accurately
modeling and simulating the multiphase dynamics involved in atomization.

Computational methods used for spray simulation include Reynolds averaged
Navier-Stokes (RANS), large eddy simulation (LES), and direct numerical simula-
tion (DNS). RANS, the most affordable approach, relies on linear stability theory
and/or stochastic models to treat primary and secondary atomization [8–13]. The
RANS approach fails to accurately describe the atomization process because it does
not resolve transient dynamics [14]. In contrast to RANS solutions, DNS provides
every spatio-temporal detail of the flow field, but requires orders of magnitude more
computational effort [4, 15–22]. Only recently has DNS of primary atomization been
possible, but the simulations span only a few injector diameters and generally remain
under-resolved. The simulations require at leastO(105) CPU hours and serve almost
exclusively for scientific discovery [3]. Multiple approaches have been used to per-
form LES of sprays, and perhaps the most common is to model the liquid phase as
Lagrangian droplets [11, 14, 23–30]. Droplet motion is governed by a Lagrangian
particle equation, such as the Basset-Bousinesq-Oseen equation [28, 30], and droplet
temperatures and evaporation are treated by model expressions appropriate for the
particular problem. Primary and secondary atomization are treated by a wide array
of deterministic and stochastic breakup models [11, 14, 28–31]. These Lagrangian
treatments performwell when the primary atomization is accurately described (either
by prescribing the initial droplet size distribution or by tuningmodel parameters), but
they cannot be used when the primary atomization process is poorly defined. This
shortcoming renders the droplet-based spray LES incapable of modeling primary
atomization, and therefore sprays, in a predictive manner.

This chapter describes a new framework for the modeling and simulation of inter-
facial flows with direct applicability to sprays. The framework is built upon the
Lagrangian point mass particle (PMP) discretization, known in the simulation com-
munity for its use in smoothed particle hydrodynamics (SPH). The methodology is
novel in that it couples the PMP discretization with an Eulerian grid. This coupling
provides a number of simulation frameworks that address the principal challenges of
simulating complicated interfacial flows, namely: (1) tracking the location of each
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phase; (2) performing consistent transport of conserved quantities in the presence of
discontinuities; and (3) resolving all relevant spatio-temporal scales present in the
flow. The chapter begins with an introduction to the PMP, and a description of how it
discretizes the fluid domain. A coupling framework is then derived and presented for
performing phase and scalar transport, followed by a case study of heated air blast
atomization. The PMP-Eulerian grid coupling is then extended to include consis-
tent mass-momentum transport. Finally, an LES implementation is introduced with
a discussion of future efforts.

2 The Point Mass Particle1

Consider a system comprised of Nζ phases ζα, identified by ζ1, ζ2, . . . , ζNζ−1, ζNζ .
The spatial distribution of phase is defined by a phase indicator function χα corre-
sponding to each phase ζα. The phase indicator corresponding to phase ζα is a binary
function given by

χα (t, x) =
{
1, x ∈ ζα,

0, x /∈ ζα,
(1)

where x = {x, y, z}.
The subdomain x ∈ ζα is discretized by Nα Lagrangian particles. Each particle i

is associated with a mass, such that the total mass of phase ζα is distributed amongst
the Nα particles, satisfying

∫
V

ραχαdV =
Nα∑
i=1

Mi , (2)

where ρα is the density of phase ζα, Mi is the mass of particle i , and V is the domain
volume (summation is not implied by repeated superscripts in this expression). In
addition to mass Mi , each particle is associated with a position Xi (capital to empha-
size the position as a property of particle i) and a Lagrangian phase indicator for
each phase: particles belonging to phase ζα are identified by χα

i = 1 and particles
belonging to a different phase are identified by χα

i = 0. The PMPs are therefore a
discretization of the mass and the associated phase in the domain.

The fluid density at point x is approximated by convolving the mass Mi of every
particle near x with a compact weight function W according to

ρ(x) =
Np∑
i=1

W (x − Xi , h) Mi , (3)

1Material from this section has been reproduced from Wenzel and Garrick [32]. c© 2019 Elsevier
Inc. All rights reserved. The reader is directed to reference [32] for additional details.
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where Np is the total number of particles belonging to any phase ζα within the
compact support radius h of position x [33, 34]. The weight function W (x − Xi , h)

is defined as compact because W (x − Xi , h) = 0 for |x − Xi | ≥ h. Np appearing
in Eq. (3) is therefore the total number of particles of any phase ζα whose position
Xi satisfies |x − Xi | < h, where h is the “compact support radius” of the weight
function W . In other words, Np is the number of particles who make a non-zero
contribution to the summation in Eq. (3); the position Xi of each of these particles
satisfies |x − Xi | < h.

Particles move with velocity Ui and accelerate due to pressure gradients and
surface tension according to

dUi

dt
= Pi + Fi , (4)

where Pi is the acceleration vector due to pressure and Fi is the acceleration vector
due to surface tension. The specific form of Pi considered here is widely used to
compute pressure acceleration in SPH simulations [35], and is derived from Eq. (3),
an equation of state for pressure Pi = f (ρi ), and the principle of least action:

Pi = −
Np∑
j=1

(
Pi
ρ2i

+ Pj

ρ2j

)
Mj∇Wi j , (5)

where∇Wi j = ∇W
(
Xi − X j , h

)
is the gradient of the weight functionW evaluated

at Xj relative to Xi [33, 34].
Immiscible multiphase systems include surface tension arising from molecular-

scale interactions at the phase interface, resulting in acceleration Fi . A variety of
models are available to define Fi , but here the pairwise force method is advised
because it is conservative and well–validated in the context of SPH [36]. The surface
force acceleration is given by

Fi =
Np∑
j=1

−Fint
ζi ζ j

(∣∣ri j ∣∣) ri j∣∣ri j ∣∣ , (6)

where ri j = Xi − X j , and the subscript ζiζ j indicates that the inter-particle func-
tion Fint

ζi ζ j
depends on the phases of particles i and j . The function Fint

ζi ζ j
is defined

to produce the surface tension coefficient corresponding to a specific multiphase
system [36].
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3 Coupled Eulerian-PMP for Phase Tracking2

A significant challenge of performing interfacial flow simulations is tracking the
location of each phase, primarily because the phase indicator function, Eq. (1), is
a heavyside function. Many different methods have been successfully implemented
for determining the location of each phase, most prominently front-capturing [15,
16, 37–43], including modern implementations of the level set method [43–48] and
the volume of fluid (VOF) method [49–52]. Front-tracking [53–57], particle-based
[58–61], and fully Lagrangianmethods [33, 36, 62–65] are also widely used. Each of
these techniques have shortcomings which may include reinitialization, regulariza-
tion, conservation error, prohibitive compute times, inaccurate description of surface
tension, restrictions on the number of fluids considered, or numerical diffusion near
interfaces [3, 4, 43, 45, 55]. This section couples the PMP discretization to a grid
for the purpose of tracking the local phase.

We consider a multiphase system where the fluid velocity u is known at a set of
Eulerian grid points and the phase information and mass has been discretized by a
set of PMPs. The particles move with velocity Ui (defined by Eq. (4)) over a small
time increment dt according to

dXi = Ui dt. (7)

An approximation of the velocity Ui of particle i located at Xi can be made by
tri-linearly interpolating the fluid velocity u from the surrounding grid points to
the location x = Xi . We denote the interpolated velocity by ui = G (u, Xi ), where
G is the interpolation operator. The velocity ui approximates the velocity of an
infinitesimal fluid particle or a tracer particle, rather than a PMP. Only in the limit as
the particle mass goes to zero does a point mass particle behave as an infinitesimal
fluid particle:

lim
Mi→0

Ui → u(Xi ). (8)

We decompose Ui into the interpolated velocity ui and a residual velocity u′
i :

Ui = ui + u′
i . (9)

The interpolated velocityui describes the velocity field resolved on theEulerianmesh
interpolated to theparticle location. It includes errors associatedwith the interpolation
scheme.The residual velocity,u′

i , is comprised of the negative of the errors introduced
by interpolation, and themotions required to satisfy the particle acceleration equation,
Eq. (4). Assuming the interpolated velocity and the point mass velocities are smooth
functions in time, and therefore differentiable, we substitute the decomposed velocity
into the acceleration equation for the PMP, Eq. (4), to yield

2Material from this section has been reproduced from Wenzel and Garrick [32]. c© 2019 Elsevier
Inc. All rights reserved. The reader is directed to reference [32] for additional details.
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dUi

dt
= dui

dt
+ du′

i

dt
= Fi + Pi . (10)

Further, we assume residual acceleration terms for pressure P′
i and surface tension

F′
i exist such that

du′
i

dt
= F′

i + P′
i , (11)

and
dUi

dt
= dui

dt
+ F′

i + P′
i . (12)

Having decomposed the particle acceleration into Eulerian and Lagrangian terms, we
proceed to develop an expression for velocity Ui as a function of time. Performing a
backward Taylor series expansion between time levels n and n − 1 separated by �t
yields

Un−1
i = Un

i − dUi

dt

n

�t − O (
�t2

)
, (13)

or

Un
i = Un−1

i + dUi

dt

n

�t + O (
�t2

)
. (14)

Substituting the velocity and acceleration decompositions into the right-hand-side
relates the point mass velocity Ui to the interpolated and residual velocities,

Un
i = un−1

i + dui

dt

n

�t + u′
i
n−1 + du′

i

dt

n

�t + O (
�t2

)
. (15)

After collapsing all time derivatives of the interpolated velocity and substituting Eq.
(11), we arrive at an expression for the point mass particle velocity as a function of
the interpolated velocity plus residual acceleration and residual velocity terms

Un
i = un

i + (
F′
i + P′

i

)n
�t + u′

i
n−1 + O (

�t2
)
. (16)

Given an Eulerian velocity field, the interpolated velocity term ui is known. The
residual acceleration terms for pressure P′

i and surface tension F′
i , and the residual

velocity u′
i require closure models. Wenzel and Garrick [32] present a closure based

on simplified expressions for the PMP pressure acceleration Eq. (5) and surface
tension accelerationEq. (6). Readers interested in implementation details of the phase
tracking PMP method, such as numerical parameters and closures, are directed to
reference [32].With the addition of appropriate closures, Eq. (16) governs themotion
of a field of particles that define the local phase and any other scalars assigned to the
particles.
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3.1 Case Study: Air Blast Atomization with Heat Transfer

We demonstrate the capability of the PMP tracking scheme by simulating the air
blast atomization of a low temperature droplet in hot gas. Thermal energy transport
is treated in the PMP framework by discretizing the system thermal energy with the
PMPs, performing convection with Eq. (16), and performing thermal diffusion in
the paradigm of SPH [66]. This heat transfer methodology conserves energy and
boundedness in the presence of property discontinuities, and enforces consistency
between the convection of thermal energy and fluid properties.

Problem Description

Air blast atomization describes the scenario where fast moving air flows over a low
speed or stationary liquid, resulting in breakup of the liquid phase. Single droplet air
blast atomization dynamics depend on the Reynolds number Re = ρgDoU∞/μg , the
aerodynamic Weber number We = ρgU 2∞Do/σ, and the liquid Ohnesorge number
Oh = μL/

√
ρL Doσ, where subscript g references the gas phase, subscript L ref-

erences the droplet phase, U∞ is the free-stream velocity, Do is the initial droplet
diameter, σ is the surface tension coefficient, ρ is the density, and μ is the dynamic
viscosity. Breakup occurs above a criticalWeber number of approximatelyWec ≈ 12
for large Reynolds numbers and low Ohnesorge numbers [67]. To promote breakup,
we consider a flow configuration with Re = 1341, Oh = 0.039, and We = 101.
These parameters are achieved by assigning the following gas phase properties

ρg = 1 kg/m3, μg = 1.81 × 10−5 kg/ (m · s), (17)

and property ratios of

ρL/ρg = 15, μL/μg = 20. (18)

The surface tension coefficient is set to σ = 0.006 N/m and the initial droplet diam-
eter is set to Do = 971 µm. The droplet is initially stationary, and the surrounding
gas is impulsively accelerated to a free-stream velocity of U∞ = 25 m/s.

The dimensionless numbers relevant for thermal transport are the Reynolds num-
ber and the Prandtl number Pr = cμ/k, where c is the specific heat capacity and k
is the thermal conductivity. The Prandtl numbers of the droplet phase and gas phase
are set to PrL = 3.6 and Prg = 0.36, respectively. The droplet is initially cool with
a temperature of TLo = 300 K and the gas is initially hot with a temperature of
Tgo = 500 K.

Results

Temporal evolution of the droplet deformation, breakup, andheating process is shown
in Fig. 1 (the ambient air flows from left to right). The figure shows the droplet
surface colored by the local temperature. Panel (a) shows the droplet in its initial
condition, panel (b) shows the drop at t = 0.08 ms, and panel (c) shows the drop at
t = 0.3ms. The droplet in panel (a) is initially spherical and cool. As the fast moving



234 E. A. Wenzel and S. C. Garrick

T (k)

320 360 400 440

(a) (b) (c)

Fig. 1 Temporal evolution of the heated air blast atomization of a droplet. Hot ambient air flows
over the droplet from left to right. a t = 0; b t = 0.08 ms; c t = 0.3 ms

gas passes over the droplet surface from left to right, a variety of dynamics evolve.
Panel (b) shows that the droplet is simultaneously deformed and heated. At this
early time, variations in temperature within the droplet phase are small, but slightly
higher temperatures do appear at the outer-most surfaces on the downstream (right)
side of the drop. At low density ratios, such as the present case with ρL/ρg = 15, a
“bag” deformation is formed when the droplet wraps itself around a low pressure,
recirculating wake. The early development of this bag deformation is apparent in
panel (b), and the bag is fully developed at the later time in panel (c). The apparent
size of the droplet has increased significantly because it has been stretched into
a thin film. As the droplet thins, holes form in the surface, resulting in the sheet
breakup mechanism. Sheet breakup produces the small droplets that are prominent
at the downstream side of the drop in panel (c). Holes produced by sheet breakup
grow radially under capillary forces, eventually merging with other nearby holes to
form ligaments. The ligaments, also visible at the downstream side of the droplet,
breakup under capillary forces, producing larger droplets. At the later time in panel
(c), significant temperature variations are apparent in the droplet phase. The smallest
droplets produced by sheet breakup are very hot (>440k), while parts of the large
structure remain relatively cool (<360k). This results from a variety of fluid-thermal
interactions related to droplet and ligament surface areas andvolumes, boundary layer
thicknesses, and recirculation.Wenote that these temperatures determine evaporation
rates in combustion systems, and therefore accurate thermal modeling in sprays is
critical to predictive combustion simulation.

To emphasize that this arblast simulationwas performedwith the PMPmethod,we
compare the droplet phase PMPs to their corresponding Eulerian representation on
the mesh. Figure2 panel (a) shows the droplet phase PMPs colored by temperature,
and panel (b) shows the corresponding Eulerian data. The PMPs in panel (a) are
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(a) (b)

Fig. 2 Comparison between droplet phase PMPs colored by temperature and the corresponding
Eulerian data at time t = 0.3 ms. a PMP field; b Eulerian field

the data used in the simulation to compute phase and thermal transport, while the
Eulerian data in panel (b) is computed as a function of the PMPs on the Eulerian grid
(this can be done in a variety of ways that we do not elaborate upon here [32]). In this
simulation, each Eulerian control volume is discretized by two point mass particles.
The particles are therefore a higher resolution discretization of the fluid system than
the Eulerian grid. The capability of the PMPs to resolve more length scales than
the Eulerian grid is made apparent by the larger number of small droplets in panel
(a) than in panel (b). In order to fully leverage the small scale data provided by the
PMP method in multiphase simulations with large property variations, we require a
mass-momentum formulation that is consistent and conservative.

4 A Fully Consistent PMP3

Inconsistencies in the transport of fluid properties and conserved quantities near fluid
interfaces generate numerical instabilities [52, 69]. Inconsistent transport arises from
using different numerical schemes to compute the transport of different quantities.
Inconsistent transport occurs, for example, when using a geometric VOF scheme to
transport phase and density, and a centered scheme to transport momentum. In this
section,we extend thePMPmethod to a conservative and consistentmass-momentum
formulation by associating the particles with the fluid velocity.

Consider a particle that moves in space according to

dX = udt + Udt + 1

2
Adt2, (19)

3Material from This Section Has Been Reproduced from Wenzel [68].
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where X is the location of the particle, u is the fluid velocity at the location of the
particle, andU andA are the particle velocity and acceleration vectors (defined by the
PMP method). The fluid velocity does not entirely determine the particle trajectory,
and therefore the particle is not a fluid particle. The local fluid velocity u changes as
the particlemoves. In order to determine how the fluid velocity changes as the particle
moves through space and time, we follow the derivation principles of Dreeben and
Pope [70]. We consider a small increment of fluid velocity resulting from a small
displacement of the particle in space and time:

du = ∂u
∂t

dt + ∇u · dX +
[
∂u
∂t

dt

]
[∇u · dX] + H.O.T . (20)

Substituting Eq. (19) into Eq. (20), retaining terms up toO (
dt2

)
if they aremultiplied

by a component of acceleration A, and up to O (dt) if they are multiplied by a
component of either velocity U or u, returns

du = ∂u
∂t

dt + ∇u ·
[

udt + Udt + 1

2
Adt2

]
. (21)

The rationale for retaining different time orders for accelerations and velocities fol-
lows from Eq. (19), where spatial displacement depends on velocity to first-order
and on acceleration to second-order with respect to time. Partially expanding the
right-hand-side of Eq. (21) returns

du = ∂u
∂t

dt + u · ∇udt + ∇u ·
[

Udt + 1

2
Adt2

]
. (22)

Again following [70], we consider the Navier-Stokes equations, expressed here in
non-conservative form as

∂u
∂t

+ u · ∇u = −1

ρ
∇ p + 1

ρ
∇ · (

μ
(∇u + ∇T u

))
. (23)

Interfacial dynamics enter the Navier-Stokes equations through the jump condition
on pressure at the phase interface,

[p] = σκ + 2 [μ] n̂T · ∇u · n̂, (24)

where [p] is the pressure jump at the interface, σ is the surface tension coefficient, κ
is the interfacial curvature, [μ] = μL − μg is the difference in fluid viscosities, and
n̂ is the interfacial unit normal vector. The left-hand-side of Eq. (23) is proportional
to the first two terms on the right-hand-side of Eq. (22). In Eq. (22) we substitute the
pressure and viscous terms for the temporal and convective terms, resulting in
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du =
[
−1

ρ
∇ p + 1

ρ
∇ · (

μ
(∇u + ∇T u

)) + ∇u ·
[

U + 1

2
Adt

]]
dt. (25)

Equation (25) is a first-order evolution equation for the fluid velocity u evaluated
at the location X of a particle that moves in space according to Eq. (19). In order
to leverage Eq. (25) in a coupled Eulerian-Lagrangian computational scheme, we
require procedures to conservatively transfer information between the particles and
an Eulerian grid.

4.1 Eulerian-Lagrangian Communication

Each particle i has a mass Mi , a phase ζα
i , a position Xi that evolves according to

Eq. (19), and a fluid velocity ui that evolves according to Eq. (25). The momentum
of particle i is then

Gi = Miui , (26)

where the momentum of the fluid system is defined by the sum of particle momenta.
Eulerian density and momentum fields are computed from the particles. Each

particle distributes its mass and momentum to an Eulerian grid using a spatially-
compact distribution functionG. The functionG is compact in that it only distributes
mass and momentum to Eulerian cells within a cut-off distance hd of particle i .
In order to ensure consistency on a staggered Eulerian flow solver grid, mass and
momentum must be defined at the same spatial locations [52, 69]. Similar to prior
work [52, 69], we utilize a sub-gridwith twice the resolution of the flow solver grid—
in three dimensions, every Eulerian control volume contains eight sub-grid nodes.
Unlike prior work, the sub-grid is a collocated grid, rather than a staggered grid. Each
of the collocated sub-grid nodes gathers mass and momentum information from the
particles, and then transfers the mass and momentum to the parent staggered-grid
control volume. The details of these communications are described in this section.

The mass distributed from particle i to sub-grid node k, denoted by Mi→k , is
computed according to

Mi→k = MiG (Xi − xk, hd)∑N j

j=1 G
(
Xi − x j , hd

) . (27)

The denominator on the right-hand-side is a scaling factor that ensures the totality
of Mi is distributed amongst the N j sub-grid nodes within the non-zero distribution
radius hd of particle i . The total mass distributed from particles to sub-grid node k,
mk , is computed by summing the mass contributions from all particles,

mk =
Ni∑
i=1

Mi→k =
Ni∑
i=1

MiG (Xi − xk, hd)∑N j

j=1 G
(
Xi − x j , hd

) , (28)
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where Ni is the number of particles for which Mi→k �= 0. An identical distribution
is performed for the momentum

(mu)k =
Ni∑
i=1

(Mu)i→k =
Ni∑
i=1

MiuiG (Xi − xk, hd)∑N j

j=1 G
(
Xi − x j , hd

) , (29)

where (mu)k is the momentum distributed from the particles to sub-grid node k.
Mass and momentum are next transferred from the sub-grid to the flow solver grid.

Each sub-grid node falls within the bounds of a momentum control volume. The
density and momentum are computed at the centroid of each momentum control
volume by volume-averaging the sub-grid nodal values. This procedure returns the
density according to

ρ = 1

V

Nk∑
k=1

mk = 1

V

Nk∑
k=1

Ni∑
i=1

MiG (Xi − xk, hd)∑N j

j=1 G
(
Xi − x j , hd

) , (30)

where V = �x3 is the volume and Nk = 8 is the number of sub-grid nodes within
the control volume (in three-dimensions). The momentum on the flow solver grid is
similarly computed,

g = 1

V

Nk∑
k=1

(mu)k = 1

V

Nk∑
k=1

Ni∑
i=1

MiuiG (Xi − xk, hd)∑N j

j=1 G
(
Xi − x j , hd

) . (31)

Equations (30) and (31) provide an Eulerian density and momentum as a function of
the particle field.

We now consider communication in the opposite direction—from the grid to the
particles. Consider an increment of momentum δg computed on the Eulerian grid.
We require a conservative mechanism to increment the momenta of the particles. For
this purpose we again consider a distribution function. The momentum increment on
the flow solver grid is first conservatively transferred to the sub-grid nodes. A simple
approach is to divide the momentum increment uniformly over the sub-grid nodes
Nk that were originally used to generate g in Eq. (31)

δ (mu)k = δg/Nk . (32)

The sub-grid nodal momenta can then be distributed to the particles in proportion to
the mass the particles contributed to each sub-grid node

δui =
Nk∑
k=1

δ (mu)k Mi→k

Mimk
. (33)
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The communication procedures described in this section allow for conservative
and consistent transfer ofmass andmomentum information between the particle field
and a staggered Eulerian grid. These procedures are the building blocks of a coupled
Eulerian-Lagrangian flow solving scheme that is conservative and consistent.

4.2 Discrete Mass and Momentum Integration

The fluid velocity ui , and the particle position Xi , velocity Ui , and acceleration Ai

are known at time level n. The objective is to advance the solution to time level
n + 1, a finite increment in time of �t , while conserving mass and momentum for
arbitrary property variations amongst the phases. The solution is advanced with a
combination of Lagrangian and Eulerian operations described in this section.

The particles move from Xn
i to Xn+1

i with the known fluid velocity un
i according

to Eq. (19). After the particles have been moved to their new location, the Eulerian
density at time level n + 1 is computed according to Eq. (30)

ρn+1 = 1

V

Nk∑
k=1

mn+1
k = 1

V

Nk∑
k=1

Ni∑
i=1

MiG
(
Xn+1

i − xk, hd
)

∑N j

j=1 G
(
Xn+1

i − x j , hd
) . (34)

Moving the particles naturally accounts for convection of momentum through the
Lagrangian operation C, represented here by

C = gn − ∇ · (ρu ⊗ u)n �t. (35)

As the particles move from Xn
i to Xn+1

i , the fluid velocity they carry is modified due
to displacement from the particle velocity Un

i and acceleration An
i . This modification

is accounted for by the last two terms on the right-hand-side of Eq. (25). These terms
are non-conservative with respect to momentum. They are made conservative by
considering an ensemble of Ne particles, comprised of the particles contained in a
control volume that belong to the same phase. The mean Enc of the non-conservative
terms is computed amongst the ensemble

Enc = 1

Ne

Ne∑
j=1

(
Un

j + 1

2
An

j�t

)
· ∇un

(
Xn

j

)
�t, (36)

where ∇un
(

Xn
j

)
is the gradient of Eulerian velocity at time level n interpolated to

the particle location at time level n. Subtracting Enc from the non-conservative terms
negates the conservation error. The resultant expression for fluid velocity on particle
i at position Xn+1

i is
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u∗
i = un

i +
(

Un
i + 1

2
An

i �t

)
· ∇un

(
Xn

i

)
�t − Enc, (37)

where u∗
i is the fluid velocity at time level n, augmented by the displacement in space

due toUn
i andAn

i . The Lagrangian convection operatorC is then computed according
to

C =gn − ∇ · (ρu ⊗ u)n �t

= 1

V

Nk∑
k=1

(mu)∗k = 1

V

Nk∑
k=1

Ni∑
i=1

Miu∗
i G

(
Xn+1

i − xk, hd
)

∑N j

j=1 G
(
Xn+1

i − x j , hd
) .

(38)

Moving the particles to Xn+1
i and updating un

i to u∗
i only partially advances the

solution to time level n + 1: viscous, pressure, and surface tension effects are treated
with the Eulerian grid.

Consider an explicit, first-order discretization of the momentum equation with
respect to time

gn+1 − gn

�t
= −∇ · (ρu ⊗ u)n + ∇ · (2μS − pI)n , (39)

where the effects of surface tension have been absorbed by the pressure p according
to Eq. (24). Solving for the momentum at time level n + 1 returns

gn+1 = gn − ∇ · (ρu ⊗ u)n �t + ∇ · (2μS − pI)n �t. (40)

The effects of convection have already been computed via the Lagrangian operator
C, allowing us to write

gn+1 = C + ∇ · (2μS − pI)n �t. (41)

Wealso choose to re-cast the remaining terms as a function of an intermediate velocity
u∗∗, defined by the most up-to-date particle information

u∗∗ = C
ρn+1

, (42)

resulting in
gn+1 = C + ∇ · (2μS − pI)∗∗ �t. (43)

This equation is solved for an incompressible flow with standard discretizations for
the viscous term, operator splitting for pressure, and a ghost-fluid method for surface
tension.

After the Eulerian momentum is updated to gn+1, a final modification of the fluid
velocity carried by the particles is required. Referencing Eq. (25), we note that the last
two terms on the right-had side have already been accounted for during the particle
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displacement. Velocity changes due to pressure, surface tension, and viscous forces
must be considered next. Using Eqs. (25) and (32), the relevantmomentum increment
for the sub-grid nodes is

δ (mu)n+1
k = ∇ · (2μS − pI)∗∗ �t/Nk . (44)

The increment to particle velocity, according to Eq. (33), is

δun+1
i =

Nk∑
k=1

δ (mu)n+1
k Mn+1

i→k

Mim
n+1
k

, (45)

and the updated particle velocity is given by

un+1
i = un

i + δun+1
i . (46)

The procedures outlined in this section provide a conservative and consistent
method for integrating the multiphase Navier-Stokes equations with an arbitrary
number of phases and arbitrary property variations. Simple multiphase flows can be
fully-resolved on the Eulerian mesh. Complicated turbulent flows, however, contain
a wide range of spatio-temporal scales. These flows require the use of LES.

5 Multiphase LES with the PMP4

Large eddy simulation reduces the computational cost of predicting fluid motion by
solving filtered transport equations. The filtered fields have—ideally—a statistical
relation to a filtered realization of the turbulent flow [71]. The Reynolds filtering
operator, denoted by 〈〉�, is defined by

〈 f (x, t)〉� =
∫ ∞

−∞

∫ ∞

−∞
f
(
x′, t ′

)
G

(
x − x′, t − t ′

)
dt ′dx′, (47)

where f is a function of space and time and G is the filter. The filter must satisfy a
number of properties, and information pertinent to multiphase filtering operators can
be found throughout the literature [72–74]. The Favre filtering operator is defined by

〈 f 〉L = 〈ρ f 〉�
〈ρ〉� , (48)

where ρ is the fluid density. Favre filtering therefore produces a function that is both
filtered and density-weighted. The purpose of the Favre filter is to decompose the

4Material from This Section Has Been Reproduced from Wenzel [68].
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filtered momentum into a Favre filtered velocity and a filtered density according to
the relation

〈ρu〉� = 〈ρ〉� 〈ρu〉�
〈ρ〉� = 〈ρ〉�〈u〉L , (49)

where u is the velocity vector.
The Favre filtered governing equations for multiphase fluid dynamics are derived

by first operating a Reynolds filter on the multiphase Navier-Stokes equations, fol-
lowed by manipulating the equations to express all velocities as Favre filtered veloc-
ities [73]. The resultant expression for mass conservation is

∂〈ρ〉�
∂t

+ ∇ · (〈ρ〉�〈u〉L) = 0, (50)

where (in the case of an incompressible fluid) the divergence of the Favre filtered
velocity field is constrained by

∇ · 〈u〉L = τun, (51)

where

τun = 〈u · ∇ρ〉� − 〈u〉L · ∇〈ρ〉�
〈ρ〉� . (52)

The filtered momentum equation is given by

∂〈ρ〉�〈u〉L
∂t

+ ∇ · (〈ρ〉�〈u〉L ⊗ 〈u〉L) =
∇ · (2〈μ〉�〈S〉L − 〈p〉�I) − ∇ · (

τ ρuu − τ μS
) + 〈Fs〉�,

(53)

where μ is the dynamic viscosity, S is the strain rate tensor, p is the pressure, and I is
the identity matrix. The sub-filter and multiphase terms are the residual convective
stress tensor

τρuu = 〈ρ〉� [〈u ⊗ u〉L − 〈u〉L ⊗ 〈u〉L ] , (54)

the residual viscous stress tensor

τ μS = 2 [〈μS〉� − 〈μ〉�〈S〉L ] , (55)

and the filtered surface tension

〈Fs〉� = 〈σκn̂δ〉�, (56)

where sub-filter notation is taken from [73]. The filtered surface tension acts at
the interface δ in the normal direction n̂, and is proportional to the surface tension
coefficient σ and the interfacial curvature κ. The final multiphase transport equation
is for the phase indicator function of phase ζα
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∂〈χα〉�
∂t

+ ∇ · (〈χα〉�〈u〉L) = −∇ · τχα , (57)

where χα is the phase indicator, and

τχα = 〈χαu〉� − 〈χα〉�〈u〉L (58)

is the residual flux of the phase indicator.
The multiphase LES equations, as expressed here, include five sub-grid scale

terms: τun , τρuu , τμS, 〈Fs〉�, and τχα . Unlike single phase fluid dynamics, multiphase
interfacial dynamics are not cascades; the small scale features are not necessarily
functions of resolved features. This topic is considered in depth by Herrmann and
Gorokhovski [75], who argue that a fully-resolved interface is required for predictive
LES of multiphase systems because breakup processes in the sub-grid cannot be
informed by the resolved scales. In other words, Herrmann and Gorokhovski [75]
argue it is insufficient to simply close the SGS terms. Rather, it is as important to
maintain a physical representation of the sub-grid scales because the smallest scales in
multiphase flows are typically of interest in applications. In the following sections,
we extend the PMP approach to LES by leveraging concepts used in probability
density function and filtered density function methods.

5.1 PMP Turbulence Modeling with the Langevin Equation

Decompose the fluid particle velocity equation, given by Eq. (25), into filtered and
residual components

du = − 1

〈ρ〉� ∇〈p〉�dt + 1

〈ρ〉� ∇ · (〈μ〉�
(∇〈u〉L + ∇T 〈u〉L

))
dt +

∇〈u〉L ·
[

U + 1

2
Adt

]
dt+

τ1dt + τ2dt + τ3dt,

(59)

where τ1, τ2, and τ3 are residual terms defined by

τ1 = −1

ρ
∇ p + 1

〈ρ〉� ∇〈p〉�, (60)

and

τ2 = 1

ρ
∇ · (

μ
(∇u + ∇T u

)) − 1

〈ρ〉� ∇ · (〈μ〉�
(∇〈u〉L + ∇T 〈u〉L

))
, (61)
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and

τ3 = ∇u ·
[

U + 1

2
Adt

]
− ∇〈u〉L ·

[
U + 1

2
Adt

]
. (62)

The principal challenge of performing LES with the PMP method is closing each
of these residual terms—this remains an open problem with a variety of potential
solutions. One solution is to use fractal interpolation [76] to produce a synthetic
velocity field at the resolution of the particle field. This approach has been proposed
in the context of Eulerian VOF simulations, and requires the phase interface to be
fully-resolved [77]. A second potential solution is to model the residual terms using
the accelerations acquired from the PMP method, or stochastic models for fluid
particle acceleration (such as those discussed in [78]). In this section, in order to
adhere to prior work in probability density function methods [70, 79], we close the
unknown residual quantities with the Generalized Langevin Equation

(τ1 + τ2 + τ3) dt = G (u − 〈u〉L) dt + √
C0εdW (63)

where G, C0, and ε are parameters of the Generalized Langevin Equation (to be
defined shortly), and dW is an increment of theWiener vector process. The governing
equations for the modeled particles are then

dX = udt + Udt + 1

2
Adt2 (64)

and

du = − 1

〈ρ〉� ∇〈p〉�dt + 1

〈ρ〉� ∇ · (〈μ〉�
(∇〈u〉L + ∇T 〈u〉L

))
dt +

∇〈u〉L ·
[

U + 1

2
Adt

]
dt+

G (u − 〈u〉L) dt + √
C0εdW,

(65)

which determine the evolution of particle position and fluid velocity in time. The
system of equations can be closed by specifying the simplified Langevin model,
where

G = − ω

(
1

2
+ 3

4
C0

)
I, (66)

ω = ε

k
, (67)

ε =Cε
k3/2

�x
, (68)

k = 1

2
[〈u · u〉L − 〈u〉L〈u〉L ] , (69)

where C0 and Cε are model parameters.
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5.2 Discrete Mass and Momentum Integration

The solution procedure for the filtered equations is similar to that outlined in Sect. 4.2
for the non-filtered equations. This section outlines some notable exceptions and
caveats.

The particles, which are significantly more numerous than the number of Eulerian
grid points, are advanced from position Xn

i to Xn+1
i with velocity un

i (and Un
i and

An
i ), and the filtered density is computed at n + 1

〈ρ〉n+1
� = 1

V

Nk∑
k=1

〈mk〉n+1
� = 1

V

Nk∑
k=1

Ni∑
i=1

MiG
(
Xn+1

i − xk, hd
)

∑N j

j=1 G
(
Xn+1

i − x j , hd
) . (70)

The intermediate fluid velocities u∗
i are computed next. In the context of LES, the

intermediate fluid velocity includes the spatial corrections due to displacement via
particle velocity, in addition to residual terms introduced by the Langevin equation.
The last term on the right-hand-side of Eq. (65) is a non-conservative, random walk
in velocity space. This term is included in the non-conservative correction

Enc = 1

Ne

Ne∑
j=1

[(
Un

j + 1

2
An

j�t

)
· ∇〈u〉nL

(
Xn

j

)
�t + √

C0εdW j

]
, (71)

where∇〈u〉nL
(

Xn
j

)
is the gradient of the Favre-filtered Eulerian velocity at time level

n interpolated to the particle location at time level n. The resultant expression for
fluid velocity on particle i at position Xn+1

i is

u∗
i =un

i +
(

Un
i + 1

2
An

i �t

)
· ∇〈u〉nL

(
Xn

i

)
�t+

G
(
un
i − 〈u〉nL

)
�t + √

C0εdWi − Enc.

(72)

The filtered Lagrangian convection operator 〈C〉� is then computed according to

〈C〉� = 1

V

Nk∑
k=1

〈mu〉∗�k = 1

V

Nk∑
k=1

Ni∑
i=1

Miu∗
i G

(
Xn+1

i − xk, hd
)

∑N j

j=1 G
(
Xn+1

i − x j , hd
) . (73)

Thefilteredmomentumequation is again considered in discrete, first-order fashion
with respect to time

〈ρu〉n+1
�

− 〈ρu〉n
�

�t
= −∇ · 〈ρu ⊗ u〉n� + ∇ · (2〈μ〉�〈S〉L − 〈p〉�I)n + ∇ · τ n

μS + 〈Fs〉n� .

(74)
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The residual inertial term τρuu that typically requires modeling does not appear here
because the filtered momentum has not been decomposed into velocity and density
components. Instead, the effects of this term have been absorbed into the filtered
Lagrangian convection operator by means of the Langevin equation. Solving for
the filtered momentum at n + 1 and substituting the filtered Lagrangian convection
operator returns

〈ρu〉n+1
� = 〈C〉� + ∇ · (2〈μ〉�〈S〉L − pI)∗∗ + ∇ · τ n

μS + 〈Fs〉n� , (75)

where the Favre-filtered velocity used in the strain rate tensor is computed by

〈u〉∗∗
L = 〈C〉�

〈ρ〉n+1
�

. (76)

The residual inertial term τρuu has been closed, but we have arrived at a series of
challenges:

1. Closure of the SGS viscous term τ n
μS requires modeling decisions. This term is

much less important than all of the other SGS terms, and it is only non-zero at
the interface [73]. For now, without a rational closure strategy, this term is simply
neglected.

2. Closure of the filtered surface tension 〈Fs〉� is required for solution of the Poisson
equation for pressure. A number of potential closures are available. Following
the work of [75], one could compute the surface tension on every PMP near the
interface via the Finite Particle Method [80], followed by an explicit filtering
operation, resulting in 〈Fs〉�. This is a mathematically rigorous closure (if the
particle field is sufficiently resolved, as is required by [75]). The open question
is how well the approach works in practice. Alternatively, the surface tension
computed from the pairwise force method could be used for the same purpose.
Evaluating the relative merits of these closures as a function of mesh resolution
and filter size is an area of future work.

3. The Favre-filtered velocity field is not divergence-free at the interface, which
precludes the use of the standard Poisson approach for identifying the pressure.

An immediate solution is simply to neglect τ n
μS, compute 〈Fs〉� via explicit fil-

tering, and to assume the Favre-filtered velocity field is divergence-free everywhere.
Equation (75) is then solved with the standard operator splitting approach for pres-
sure, coupled with the ghost fluidmethod for surface tension.Momentum increments
are then transferred to the particles with expressions analogous to Eqs. (44)–(46).
This LES framework enforces conservative and consistent transport of all conserved
quantities.
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6 Summary

This chapter has outlined a new framework for simulating interfacial flows, with
a particular emphasis on sprays. The framework is based on the coupling of point
mass particles (PMPs) with an Eulerian grid, and aims to address the three principle
challenges of spray simulation: (1) tracking the location of each phase; (2) perform-
ing consistent transport of conserved quantities in the presence of discontinuities;
and (3) resolving all relevant spatio-temporal scales present in the flow. An imple-
mentation appropriate for tracking the location of an arbitrary number of phases
was derived by discretizing the system mass and phase information with the PMPs.
By leveraging techniques from smoothed particle hydrodynamics, this method was
extended to perform conservative, consistent, and bounded simulation of thermal
transport. Performance of the phase tracking PMP coupled with thermal transport
was demonstrated via simulation of heated air blast atomization. In order to address
the consistency and stability challenges of spray simulation, we extended the formu-
lation to a completely consistent and conservative mass-momentum implementation.
This required the derivation of a governing equation for fluid velocity in the context
of the PMP, as well as a discrete integration strategy for the Naiver-Stokes equations.
Finally, in order to address the challenge of resolving the spatio-temporal scales in a
spray, we extended the consistent mass-momentum framework to a large eddy simu-
lation implementation. The LES implementation is favorable because it preserves all
of the conservation and consistency properties of the PMP. With appropriate selec-
tion of closure models, the LES implementation has the potential to become the first
method for performing predictive LES of sprays.
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Turbulent Suppression in Swirling
Sprays

Nasser Ashgriz, Siyu Chen, Viktor Nikulin and Serguei Savtchenko

Abstract Effect of swirl on turbulent surface fluctuations in swirl nozzle atomizers
is investigated based on a model of fluid elements moving in Lagrangian frame.
The model indicates turbulence can be suppressed by swirl. The model is verified by
performing a set of experiments on swirl nozzles, which keeps the internal turbulence
level relatively constant and changes only the level of swirl. This is achieved by using
nozzles with different swirl inserts to change the tangential inlet velocities and keep
the jet velocity at the nozzle exit constant. It is shown that increasing the swirl
suppresses surface fluctuations.

Keywords Turbulent suppression · Swirling turbulent flows · Swirling sprays

1 Introduction

Swirl nozzles are commonly used in industry to deliver high liquid flow rates with
relatively small droplet sizes at low inlet pressures. They are used in gas turbines and
gasoline direct injection engines among a wide range of other applications. A swirl
nozzle has one or more inlet ports, a swirl chamber that usually has a converging
spin section, and a discharge orifice at the exit. The swirling motion of liquid can
be formed by either tangential inlet ports or a swirler [1]. The length of the swirl
chamber and the diameter of the discharge hole are the main parameters that control
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the swirl action in swirl nozzles. Comprehensive reviews of the swirl nozzles are
provided by Lefebvre [1], Vijay et al. [2], and Kang et al. [3].

In swirl nozzles, the fluid is forced to swirl and generates a conical liquid sheet. As
the conical liquid sheet expands, the sheet thickness reduces.Generally, the generated
droplet sizes correlate with the liquid sheet thickness. Therefore, swirl nozzles can
generate small droplets even with large orifice sizes. As the swirl is increased, the
emerging conical sheet may expand more, which will reduce the sheet thickness,
and consequently generate smaller droplets. The swirl can be increased by simply
increasing the tangential inlet velocity.On the other hand, higher liquid velocitiesmay
result in higher turbulence in the flow. Higher turbulence may cause faster breakup
of the conical sheet, and therefore, generate larger droplets. However, experiments
show that spray droplet sizes reduce with increasing swirl. Therefore, the expected
turbulence effect is not observed. The conditions and character of the internal flowhas
a significant effect on the character of the liquid sheet and its breakup [4, 5]. Prior
studies have investigated the cone sheet characteristics at different inlet pressures
and show the change in surface fluctuations with pressure [6]. However, since both
the turbulent characteristics of the nozzle internal flow as well as the level of the
swirl change with changing the pressure, the effect of swirl on turbulence cannot
be distinguished in such studies. Here we have performed a set of experiments to
distinguish the effect of swirl on the turbulence levels on the liquid sheet emerging
from a nozzle.

Turbulent suppression by swirling and vortex flows has been observed in single
phase flows [7]. It has also been shown that the development of turbulence in an
originally non-swirling inner jet is suppressed by an externally swirling flow [8].
One of the notable features of this effect is that even relatively small swirls can cause
significant suppression of turbulence. This was observed in axially rotating tubes [9–
11], where it was shown that all components of turbulent fluctuations decrease with
increasing rotation rate, and themomentum transfer by turbulentmotion is suppressed
in the rotating pipe.

Once the liquid exits the nozzle, the flow turbulence causes fluctuations on the
cone sheet. The relationship between the turbulence in the flow and the interface
fluctuations at a liquid-gas interface has been extensively studied. One notable study
is that of Madnia and Bernal [12]. They measured the turbulent levels in the internal
flow and related them to fluctuations on the liquid-gas interface. They observed
surface deformations at distances starting from one to two times the jet diameter.
They also noted that waves propagate at an angle with respect to the flow direction.
It is therefore expected that interface fluctuations due to turbulence in the liquid be
observable close to the nozzle. The interaction of the liquid sheet with the external
air will also cause sheet fluctuations. However, in order to investigate the effect of
swirl on turbulence, the fluctuations close to the nozzle need to be considered.

In our previous work [13], we developed a relationship for the turbulent length
scale in a swirl flow. We used a Lagrangian model to derive the motion of a fluid
element in a swirling flow. This relationship showed that the turbulent length scale
is inversely proportional to the angular velocity of the flow. This indicates that the
turbulent fluctuations reduce as the swirl increases. In this work, we have applied
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this model to turbulent fluctuation at a liquid-gas interface as observed at the surface
of a swirling liquid sheet emerging from a swirl nozzle. We have also performed a
set of experiments to show the validity of this model as it applies to swirl nozzles.

In §2, we describe the experimental setup, followed by the experimental results in
§3 that shows the effect of swirl on the suppression of surface fluctuations in a swirl
nozzle. In §4 we describe a model that shows the effect of swirl on the suppression of
turbulence. A comparison between the prediction of model and experimental results
is shown in §5, followed by conclusions in section §6.

2 Experimental Setup

The pressure swirl nozzle used in this experiment had a straight spray body with a
swirl insert. The spray swirl is changed by changing the inserts in the same nozzle
body. Two inserts, one with two grooves and the other with six grooves, are used to
generate different levels of swirl. The nozzle assembly and the two different used
inserts are shown in Fig. 1.

The swirl nozzle assembly includes an inlet, a swirl insert, a swirl chamber and
an outlet. As the liquid flows through the grooves on the swirl insert, it swirls inside
the nozzle chamber before it exits the nozzle orifice. As this rotating flow exits the
axial orifice, a conical swirling sheet is formed. The conical sheet spreads out and
finally breaks into small droplets.

The swirling processes result in the formation of an air core at the center sur-
rounded by the conical liquid sheet as shown in Fig. 2. The air core is formed when
the centrifugal force of the swirling flow overcomes the viscous force and a low-
pressure area near the injector exit is created by the centrifugal motion of liquid
within the swirl chamber [1].

Fig. 1 The swirl nozzles used; the parts are (from left to right): a nozzle assembly b 6-groove
insert and 2-groove insert c nozzle top view
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Fig. 2 Schematic of the air
core formation

The ratio between the area of the air core and the area of the nozzle, X, is related
to the spray half angle θ , according to Lefebvre [1]:

cos2 θ = 1 − X

1 + X
, (1)

where X = Aa/Ao with Aa being the air core area and Ao the nozzle area.
Since the objective of this study was to determine the effect of swirl on the tur-

bulence characteristics, the Reynolds number, which reflects the turbulence behav-
ior, had to be properly controlled. The Reynolds number for a nozzle is defined as
Re = UD/ν, where U is the outlet velocity, D is the orifice diameter and ν is the
kinematic viscosity of the fluid. For the same test fluid and same nozzle body, the
Reynolds number can only be changed by changing the outlet velocity U, which can
be measured by the mass flow rate and the area of liquid flow at the outlet. The mass
flow rate for a pressure-swirl nozzle assembly is determined by the inlet pressure.
However, as the swirl increases for different nozzle inserts, the area of the air core
increases and the area of the liquid flow at the nozzle exit reduces, increasing the
liquid flow velocity for the same mass flow rate. Therefore, in order to keep the exit
Reynolds number constant, the liquid flow area needs to be determined, and the mass
flow rates for different swirl conditions need to be changed to keep the same velocity
for different swirl conditions.

The nozzles used in the present study had a diameter of D = 1.067mm. The
liquid used was a 30% aqueous glycerol solution with a density of ρ = 1072 kg/m3

and a viscosity of μ = 0.00219 Pa · s. In this experiment, the volumetric mass flow
rate at the exit Q and the half spray angle are measured to tune the Reynolds number
for different nozzle assemblies. The jet velocity is given by
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Table 1 The operating conditions and Reynolds number for the two nozzle assemblies

Insert type Orifice
diameter
(mm)

Pressure (psi) Spray angle
(◦)

Volumetric
flow rate
(ml/s)

Reynolds
number

2 grooves 1.067 90 70 9.39 6829

6 grooves 45 42 10.78 6760

Fig. 3 Experimental setup in the testing chamber

U = Q̇
π
2

cos2 θ
1+cos2 θ

D2
. (2)

The determined operating conditions and the Reynolds numbers for the two nozzle
assemblies are shown in Table1.

The swirl nozzles are tested in a chamber equipped with a high-speed imaging
system (Mazlite Spray Sizer [mazlite.com]) as shown in Fig. 3. The imaging system
can generate flash lights with flash duration at as low as 50 nanoseconds. Images
with a resolution of 1µm per pixel are taken at 20 frames per second. This system is
used to take close-up images of the spray cone. The spray images are then analyzed
using an image analyzing system to determine the contours and surface fluctuations.

3 Experimental Results and Discussions

3.1 Atomization Mechanism of a Pressure-Swirl Nozzle

In a pressure-swirl nozzle, a tangential velocity is induced on the fluid by the grooves
on the swirl insert.As thefluid rotates in the chamber, thewalls of the chamber support
the rapidly swirling flow by providing a centrifugal force. The flow eventually forms
a cylindrical liquid sheet and is ejected from the nozzle.
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Fig. 4 Surface disturbance caused by the turbulence at the nozzle exit (left) and breakup of the
sheet caused by the formation of perforation on the cone downstream (right)

After the liquid leaves the nozzle, there are two effects that influence sheet char-
acteristics. One effect is the absence of centrifugal force due to the absence of the
chamber walls. The radius of the orbit where the fluid swirls increase as the fluid
moves downstream, which will reduce the sheet thickness. The other effect is the
turbulence. At high pressures, the flow velocity rapidly increases. This will result
in a very high Reynolds number, which indicates a highly turbulent flow. The tur-
bulence will cause violent surface disturbances. At the position where the cone is
thin enough, perforation will occur on the cone. The sheet of cone breaks up into the
ligaments and then ligaments breaks up into fine droplets whose diameters are at the
order of the sheet thickness. As shown in Fig. 4, the image on the left taken right at
the nozzle exit indicates the violent surface disturbances caused by turbulence and
the image on the right taken at 1.07mm downstream shows the breakup of the sheet
due to the formation of perforation.

3.2 Effect of Swirl on Turbulence

Fig. 5 shows images of two different swirling liquid sheets from twodifferent nozzles.
Since the cross-sectional area of the insert with 6 grooves is roughly 3 times of that
of the insert with 2 grooves, the tangential velocity of the flow generated by the 2-
groove insert is faster, which results in more swirl and larger spray angle. The degree
of turbulence is reflected by the displacement of a fluid element from its equilibrium
position, which can be shown by the waviness of the edge of the spray cone on the
image. A less wavy edge indicates that the fluid elements hardly move away from the
equilibrium orbit, which implies a more laminar behavior of the flow. The images are
processed to extract the edges of the spray cone. Typical results are shown in Table2.
The edge of the spray cone generated by 2-groove insert is much smoother (smaller
disturbance and less waviness) compared to the one generated by the 6-groove insert,
which clearly indicates that the turbulence is suppressed with a larger swirl.
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Fig. 5 The images taken at the nozzle exit for the nozzle assembly with 2-groove insert (top) and
6-groove insert (bottom)

Table 2 The amplitudes of fluctuation on the edge of the cone for the flows generated by the two
inserts. The profile for nozzle with 2-groove insert shows less turbulence due to more swirl

Edge profileInsert type

2 grooves

6 grooves
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Table 3 Images of nozzle assemblies at different pressures

Inlet pressure (psi) 2-groove nozzle insert 6-groove nozzle insert

40

60

80

100

Another set of experiment was carried out with water to investigate the effect of
inlet pressure on the turbulence characteristics. Four different inlet pressures (40psi,
60psi, 80psi and 100psi) are applied to each of the two nozzle assemblies. The
near-nozzle images are taken and shown in Table3. The extracted edges are shown
in Table4 for the nozzle assembly with 2 grooves and 6 grooves, respectively. For
the same nozzle assembly, the level of turbulence increases as the pressure increases
as shown by the increasing number of waves on the edge close to the nozzle exit.
At the same pressure, the nozzle with 6-groove insert is exhibiting more wave with
larger amplitude on the edge, indicating a higher turbulence level.

4 Theoretical Analysis

The flow generated from a pressure-swirl nozzle can be analyzed in a cylindrical
coordinate. As shown in Fig. 6, the movement of a fluid element ejected from a
pressure swirl nozzle is equivalent to a superposition of two independent motions: a
linear motion in z-direction and a circular motion in r -θ plane.
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Table 4 The amplitudes of fluctuation for the flows generated by different inserts at different inlet
pressures

Inlet pressure (psi) 2-groove nozzle insert 6-groove nozzle insert

40

60

80

100

Fig. 6 The movement of a
fluid element from a
pressure-swirl nozzle can be
decomposed into two
independent motions: linear
motion in z-direction, and
circular motion in r -θ plane

For an inviscidfluid, assuming that the velocityfluctuation is very small comparing
to the mean flow and mean flow is steady and axisymmetric, the Navier-Stokes
equation in radial direction can be written as

1

ρ

dP

dr
= U 2

θ (r)

r
, (3)

where ρ is the density of the fluid, P is the mean pressure and Uθ (r) is the mean
velocity in θ -direction at a specific radial position r . For a fluid element which has
a mass m and is small compared to the length scale, according to Newton’s second
law

m�a = fr �er + fθ �eθ , (4)

where �a is the acceleration vector, �er is the unit vector in r -direction and �eθ is the
unit vector in θ -direction. The acceleration in r -direction in polar coordinate is

�a =
(
d2r

dt2
− rω2

)
�er +

(
2ω

dr

dt
− r

dω

dt

)
�eθ , (5)
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where ω is the instantaneous angular velocity and r is the radial position of the fluid
element. The centrifugal force in r -direction for a fluid element with volume V is

F = −mrω2 = −V
dP

dr
. (6)

As a result,

fr = F = −V
dP

dr
= m

(
d2r

dt2
− rω2

)
, (7)

and
d2r

dt2
= − 1

ρ

dP

dr
+ rω2, (8)

Since there is no external tangential force applied to the fluid element,

fθ = 0 = m

(
2ω

dr

dt
− r

dω

dt

)
= m

d
(
ωr2

)
dt

. (9)

As a result,
ωr2 = uθr = Constant, (10)

where uθ is the instantaneous velocity of the fluid element in θ -direction. If a fluid
element is disturbed only in radial direction from its equilibrium position r = r1
(Fig. 7), at the equilibrium position r1,

Uθ (r1) r1 = uθr. (11)

As a result,

d2r

dt2
= − 1

ρ

dP

dr
+ U 2

θ (r1) r21
r3

= −U 2
θ (r)r2 −U 2

θ (r1) r21
r3

. (12)

Apply Taylor expansion at the equilibrium position,

d2r

dt2
≈ − 1

r31

dΓ 2 (r1)

dr
(r − r1) . (13)

where Γ (r) = Uθ (r)r . The equation indicates that movement of the fluid element
around the equilibrium orbit is analogous to Hook’s Law as shown in Fig. 6, with

k ≈ − 1

r31

dΓ 2 (r1)

dr
. (14)

Since
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Fig. 7 The circular motion of a fluid element in r -θ plane at an arbitrary z-position. The movement
of the fluid element is a superposition of a circular motion around z-axis due to the angular velocity
and a circular motion around the equilibrium orbit due to the turbulence. ur : instantaneous radial
velocity, uθ : instantaneous tangential velocity

d2r

dt2
= d v2r

2

dr
, (15)

where vr = dr
dt . For a solid body rotation, Uθ (r) = �r , where � is the mean value

of angular velocity. If integrating from r to r1,

v2r
2

− v2r1
2

= −1

2
�2

(
r2 − r21

) − 1

2
�2r41

(
r−2 − r−2

1

)
. (16)

At the maximum displacement position, vr = 0 and if the disturbance is r = r1 + λ,

v2r1 = �2
(
(r1 + λ)2 − 2r21 + r41 (r1 + λ)−2

)
, (17)

and

λ = r1

⎛
⎜⎝

√√√√
1 + v2r1

2�2r21
±

√(
1 + v2r1

2�2r21

)2

− 1 − 1

⎞
⎟⎠ . (18)

Since the velocity fluctuation in r -direction is small compared to the mean flow,

vr1 � Uθ (r1) . (19)

As a result,
λ ≈ vr1

2�
. (20)

The equation indicates that the magnitude of the spatial fluctuation of fluid element
in r -direction is decreasing as the rotational speed of the swirl increasing, which
shows that the turbulence is suppressed due to the swirl.
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5 Comparison of Model with Experiments

The magnitude of the disturbance λ can be measured from the image directly with
the given resolution. The angular velocity at a specific position downstream can be
estimated by the angular momentum conservation, since there is no support of the
wall and thus no tangential force applied. The angular velocity is given by

�(z) = vθ

r(z)
= Q̇ cosϕ

nAr(z)
, (21)

where vθ is the tangential velocity at the exit of nozzle insert, ϕ is the angle of the
groove, n is the number of groove and A is the cross-sectional area of each groove.

The velocity of fluctuation in r -direction, vr1, can be estimated using the empirical
correlation for pipe flows

vr1 = 0.16Re−0.125
Dh vavg, (22)

where ReDh is the Reynolds number with the hydraulic diameter and vavg is the
average velocity in radial direction. In this work, the hydraulic diameter is estimated
as the diameter of nozzle exit D and vavg is estimated using the velocity U and half
spray angle θ . As a result,

vr1(z) = 0.16

(
ρUD

μ

)−0.125

U sin(θ), (23)

Then the magnitude of disturbance can be calculated and the values are compared in
Table5.

As shown in Table5, both the measured and calculated values indicate a decrease
in λ as the swirl increases. The magnitudes of the measured and calculated value of
the disturbance are matched well. It is worth noticing that both calculated values are
smaller than the measured values. Such differences may be caused by the correlation
used to estimate vr1, which may not be the proper one for this case.

Table 5 Comparison of the calculated disturbancewith themeasured result at 0.12mm (100 pixels)
from the nozzle exit

Insert type λ (measured)
(µm)

�
(
s−1

)
vr1(m/s) λ (calculated)

(µm)

2 grooves 9.76 20584.5 0.398 9.66

6 grooves 17.7 8219.7 0.249 15.12
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6 Conclusions

Thiswork presents amodel for the relationship between the turbulence and the degree
of swirl in a pressure-swirl nozzle. The model indicates that the surface disturbances
decrease as the mean angular velocity increases, indicating a suppression of the
turbulence due to swirl. The experimental results generated with two different nozzle
inserts are in accordance with the theory prediction qualitatively. Moreover, the
predictions of the model on surface disturbance match the measured results from
close-up images at the nozzle exit. The relationship between the swirl and turbulence
is important in the design of the nozzle to generate better atomization quality.
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