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Foreword

This book covers the topic of Web recommendations systems and offers an over-
view of approaches to develop state-of-the-art systems. The authors present algo-
rithmic approaches in the fields of Web recommendations by extracting knowledge
from Web logs, Web page contents and hyperlinks. Recommendations systems
have been used in diverse applications including query log mining, social net-
working, news recommendations and computational advertising. With the explo-
sive and diverse growth of Web contents, Web recommendations have become a
critical aspect of all search engines.

There is a growing interest in recommendations systems that suggest image,
music, video, books and other products and services to users based on their likes
and dislikes. Such services are important since user preferences are often complex
and not readily reduced to keywords or subject categories, but rather best illustrated
by an example. Hence, to enhance the user experience, the search engine provides
various recommendations that are personal and of high quality. The authors discuss
measures to improve the effectiveness of recommendations systems and illustrate
the methods with practical case studies.

With contributions from researchers, this book strikes a balance between fun-
damental concepts and state-of-the-art technologies, providing readers with insights
into Web recommendations systems. It is an essential reading for a broad audience,
including academic researchers, research engineers and industrial practitioners due
to its focus on applications and references. The readership of this book is intended
to be postgraduate/doctoral researchers and professional engineers.

August 2019 N. R. Shetty
Chancellor

Central University
Kalaburgi, Bengaluru, Karnataka, India
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Preface

The complexity and size of websites have grown exponentially along with the
growth of the World Wide Web. Hence, it has become increasingly challenging and
time consuming for the users to discover relevant information. Web recommen-
dations systems are a subclass of knowledge refining systems that explore to predict
users’ preferences, used to enhance user experience on the Web and to increase the
search engine usability. In recent years, they are commonly utilized in diverse fields
that include search queries, Web page, music, image, movies, books, news, research
articles, products and social tags and can be developed using user search log and
navigation history.

Chapter 1 presents an introduction to the book. Chapter 2 addresses the problems
of mining semi-structured data using cosine similarity for Web data extraction from
Deep Web. Web sequential access patterns are mined to analyse cyclic behaviour
and prefetching rules are generated using bi-directional growth in Chap. 3. These
prefetching rules are utilized for Web caching and prefetching. Finding synonyms
for a given keyword is presented in Chap. 4 while search engine result pages are
ranked using probability correctness of fact. Automatic construction of Web
directories using Web logs is achieved by mapping Web pages to categories using
the Levenshtein similarity weight algorithm in Chap. 5.

Semantically related search queries for the given input query is illustrated by
discovering keywords present in snippets clicked and un-clicked documents in
feedback session in Chap. 6. Web Navigation Prediction Framework for Web page
Recommendations(WNPWR) is discussed in Chap. 7. User Session Graph using
user sessions from navigation log is constructed for Web page recommendations to
solve new page problem in Chap. 8. A predicting conversion in advertising using
the expectation–maximization model is discussed to provide an influence of their
advertising campaigns to the advertisers by understanding hidden topics in search
terms with respect to the time period in Chap. 9.
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Chapter 1
Introduction

K. R. Venugopal, K. C. Srikantaiah and Sejal Santosh Nimbhorkar

1.1 World Wide Web

The Internet [1] is a communication network of computers forming a global sys-
tem. The Internet has stimulated the adaption of website technology for publishing,
blogging and Web feeds. With the advent of the Internet, new types of applications
for interaction such as instant messaging and Social Networking are developed [2].
The power of the Internet has lead to taking business online with the development of
e-commerce Web applications (i.e. business-to-customer, business-to-business and
financial services) impacting across entire industries. Coming to the point of gov-
ernance, it has no centralized technology or policies for access and usage. Each
individual network connected to the Internet has its own policies and access con-
trols [2].

The interconnected computing systems across the world form the Web [3, 4].
Web is also known as a collection of resources and information interconnected via
the Internet. With the evolution of the Internet, the major challenges were: (i) how
to establish a network of users such as researchers, who wish to share their research
work with other researchers to get reviews and suggestion (ii) how to represent the
data to be shared and finally how to access the shared data. The establishment of the
network of researchers could happen with the development ofWeb applications. The
challenge regarding the access of data was solved with the development of Hyper
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Text Transfer Protocol (http) [5] and representation of information to be shared was
solved with the advent of Hypertext Mark up Language (HTML).

It has become common in everyday life to refer to the term Internet or Web,
when using a Web browser to see Web pages of interest. Often the term the Internet
and Web are mistaken; Web is one of the services offered by the Internet. The
World Wide Web (Web) [4, 6] is collection of heterogeneous content such as Web
pages (interconnected documents) containing html, XML, JSON objects and other
multimedia objects referenced by Uniform Resource Identifier (URI).

Search engine is a Web tool that accepts query keywords as inputs, searches the
keywords in its database and provides the pages that contain these keywords as
Search Engine Result Pages (SERPs); it operates in the order:Web Crawling, Index-
ing, Searching and Ranking. Web search engines are classified into the categories:
Crawler based, Topic Directories, Hybrid Engines, Meta Engines and Specialty
Search Engines.

Exponential growth of Web information had made it a challenging task for the
search engines to meet the users’ requirements. Handling Web information appro-
priately and organizing adequately is more demanding on the Web. To get any infor-
mation fromWeb, the user issue queries, follows some links in Web snippets, clicks
on advertisements and spends some time on pages. The user reformulates his query,
if he is not convinced with the clicked page information. In order to enhance the
user experience, the search engine provides various kind of recommendations like
queries, Web pages and images.

1.2 Web Mining

The increase in the number of Web users and size of the data generated indirectly
poses a challenge in satisfying the Web user needs in terms of their preferences,
security, response time, etc. Hence, it is necessary to analyse the behaviour of the
Web user from their browsing history to identify the user preferences, that help in
improving the business process. There is a need for Data Mining to derive business
rules from user transaction data.

DataMining is the process of extracting useful information from a large repository
of data. It is also referred to asKnowledgeDiscovery fromData (KDD).Alternatively,
it can also be viewed as an essential step in the process of knowledge discovery which
consists of an iterative sequence of: (i) Data Preprocessing, (ii) Data Mining and (iii)
Data Post-processing.DataMining is an integration of various fields such asDatabase
Technology, Statistics, Machine Learning, Information Science, Visualization, etc.

The Data Mining functionalities determine the kind of patterns that can be mined
from the given data and they consist of:Characterization andDiscrimination,Mining
Frequent Patterns, Association and Correlations, Classification, Clustering, Outlier
Analysis, Evolution Analysis.

DataMining can be used to perform trend analysis and predict future behaviour in
various applications. Hence, it allows businesses to make proactive, helps in taking
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Fig. 1.1 Classification of Web mining

knowledge-driven decisions and can also answer business questions that traditionally
were too time consuming to resolve, etc. It can be classified based on various criteria
such as data models, types of data, applications involved, techniques utilized, etc.
If the classification is based on the type of data, then we have Text Mining for text
document database, Spatial Data Mining for spatial database, Time-series Mining
for time-series database, Multimedia Data Mining for multimedia database, Web
Mining for mining on Web data, etc.

Web mining intends to determine valuable knowledge and information from logs,
Web page contents and URLs. Web mining can be broadly classified into three cat-
egories based on type of Web data: Web Content Mining, Web Usage(log) Mining
andWeb StructureMining.WebContentMining finds valuable knowledge and infor-
mation from contents of Web pages. Web Usage Mining is the process of extracting
information such as user behaviour fromWeb logs.WebStructureMining determines
information from links of Web pages.

The taxonomy of Web mining is shown in Fig. 1.1.
The main purpose of Web content mining is to analyse the Web pages in order to

find information of interest or relevance embedded on the Web page. Web content
mining can be broadly classified into two subdivisions. The first one is information
retrieval and its purpose is to find useful information for locating relevant Web
pages in a large collection (Web Searching). The refinement of the query is done
by analysing the Web content [7]. The information embedded in the Web page is
unstructured or semi-structured. Extracting information from the unstructured and
semi-structured format poses greater challenges. The second subdivision is based on
information extraction and its purpose is to find the structural information, which is
saved in the database and to process it accordingly.

Web usage mining is also called as Web log mining, which is used to analyse
the behaviour of online users [8]. This has led to two types of tracking; one is
general access tracking and another, customize usage tracking [9]. The general access
tracking is used to predict the customer behaviour on the Web. The Web log is
located in three different locations such as Web server log, Web proxy server and
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Fig. 1.2 Architecture of Web log mining and semi-structured data mining

client browser. Web log contains a large amount of irrelevant data such as noisy
data, incomplete data, eroded and unnecessary information. Web server log files are
used to identify the errors and failed requests, given by the webmaster or the system
administrator.

Web Structure Mining is the process to analyse a Web graph, where the nodes
representWeb pages and the edges represent the hyperlinks among them using graph
theory. According to the type of Web structural data, Web structure mining can be
divided into two categories: (i) extracting patterns from hyperlinks in the Web and
(ii) mining the document structure, i.e. analysis of the DOM tree structure of the
pages to describe HTML or XML tag usage.

Architecture of the proposed Web log mining and semi-structured data mining is
shown in Fig. 1.2.

1.2.1 Issues in Web Mining

There are a number of research issues relevant to Web Mining and the most promi-
nent among them are the improvement in the quality of keyword-based searches and
ranking their results, effective extraction from deep Web, effective Web log mining
and analysis tools, automatic construction of topic directories (such as Open Direc-
tory Project (ODP), Yahoo! directory), effectual automatic classifiers and clustering
mechanisms.
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Web Mining alleviates these problems by contributing solutions such as (i) min-
ing SERPs, (ii) hyperlink analysis for ranking, (iii) automatic classification of Web
documents, (iv) mining patterns from Web logs, (v) clustering of Web pages, (vi)
construction of a multidimensional, multilevel Web and (vii) finding structure of
the Web page. These Web Mining tasks can be used for applications like ranking,
solving polysemy problem and finding user browsing patterns for customization,
personalization and generation of prefetching rules.

1.3 Web Recommendations

Decades ago in a small town, everybody knew one another. Knowing each other,
one can understand the interest of other and respond accordingly. The responses
were usually matching the preferences of the other person. For example, when a
woman visits a textile shop, the salesperson would recommend material according
to the woman’s preference. The salesperson understood the interests of most of the
population in the town from their shopping history. So life in smalltownwas all about
social connections.

A few years later, the rate of interactions has gone down or the growth in the
population might have made an impact. The salesperson in a book store usually
can recommend new arrivals for a regular customer, but not for anybody from the
town. Presently, the towns have become cities and small departmental stores have
changed to supermarkets with a large number of choices. Hence, the problem arises
in understanding customer preferences.

The trend changed with Amazon introducing the retail business online in the
twenty-first century. If one wants to buy a book, Amazon has more than 2 million
choices. Similarly, Netflix has more than 1,00,000 titles and iTunes has billions of
tracks. With the diversity in choices, the problem is of finding the relevant item.
The problem is getting worse as every minute terabytes of media are added on the
Internet, hours of videos are getting uploaded on YouTube, and hundreds of books
are published every hour. It gets more and more difficult to find the relevant stuff in
the depth of possibilities. There is a necessity for some computational help to find
items among the billions of choices. There is a need to explore methods combining
the people’s interest and disinterest to mine relevant items.

Recommendation technique which has branched out from data mining is not only
about selling products and increasing profit; these methods of recommendation are
also applied in politics to identify weaknesses to gain votes and police personnel to
identify the trouble makers and terrorists.

Recommendation methods are focused on finding patterns in data. If the data
size is small, anyone can become an expert to find the patterns in data using mental
models.Recommendation enables the ability to handle a large quantity of information
to make predictions.



6 K. R. Venugopal et al.

1.4 Classification of Recommender System

1.4.1 Query Recommendations

Exponential gain of Web information is a challenging task for the search engines to
meet the users’ requirements. Handling Web information appropriately and organiz-
ing adequately is more demanding on the Web. To get any information from Web,
the user issues queries, follows some links in the Web snippets, clicks on the adver-
tisement and spends some time on pages. The user reformulates his query, if he is not
convincedwith the clicked page information. In order to enhance the user experience,
the search engine provides various kinds of query recommendations.

Query recommendations is a technique to recommend related queries to users’
input query by finding an association between queries from users’ search log. It is
an efficient way to enhance keyword-based search that is extensively useful to Web
search systems. Users need to modify queries often because queries are informa-
tional. Users may seek discrete information on a distinct subject, hence they may
check various query terms. Users may not have sufficient knowledge on a topic, and
therefore adequate terms are not known to retrieve the required information.

Kato et al. [10] observed that query recommendations are frequently used when
(1) an initial query is an exceptional query, (2) a single-term query is used as input
query, (3) explicit queries are suggested, (4) suggestions are provided based on the
modification of an input query, (5) various URLs have been clicked by users on the
resulting search page. Query recommendations provided to the user efficiently can
reduce the complexity of the search and help them to locate the required informa-
tion more precisely. This method is extensively accepted by product, music, video
search, retrieval of medical information and patient search information. Query sug-
gestions techniques are implemented by commercial search, such as Searches related
in Google, Search Assist in Yahoo!, and Related Searches in Bing Search.

Challenges inQueryRecommendations:There are several challenges in designing
query recommendations framework on the Web. First, usually users’ submit short
queries between one and three terms and are generally ambiguous. We observe from
America On-Line (AOL) [11] data that 9.82% of Web queries contain one term,
27.31% of Web queries contain two terms and 26.99% of Web queries contain three
terms. Second, in most of the cases, the users do not have sufficient knowledge of
the topic that is searched, and they are not able to clearly phrase the query words.
Then, users have to rephrase the query words and rephrase their queries frequently.
Hence, it is necessary to solve query recommendation to satisfy users’ information
needs and to increase the search engine usability. Various kinds of data are used for
suggestions and these data can be converted to graphs and can be used to solve many
suggestions problems by designing a generic graph recommendation approach.
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1.4.2 Web Page Recommendations

Internet usage has increased excessively as a result of evolution in e-commerce,
research, e-banking, education, news, music, movies and electronic devices. Hence,
a huge amount of information is archived and it keeps growing rapidly without any
control. The decreasing costs in secondary storage have made it easy to store a
huge volume of information. The valuable information is beneficial to determine
interesting and useful patterns that are used by many researchers for guiding the
users to visit the Web pages during their activity on the Web. This type of system is
called Web Page Recommender System and helps to predict the user request.

The Web users generally spend most of the time on authoring and browsing than
on search. Hence, search engines cannot efficiently predict users’ search objective.
Web prediction is performed on the navigation history as it is conducted in a passive
manner. Hence, the prediction is performed only after the user submits his/her queries
to search engines. The top k users are involved in a similar activity inWeb prediction
and it can be used in the recommendations system.

The likelihood of visiting a Web page by a user depended on the history of previ-
ously accessed Web pages is known as Web prediction. The Web users’ prediction
behaviour is trivial in Web mining to improve the search engine performance. The
Web is configured as a graph, where each node represents a Web portal, and the
edge represents the users’ navigation. The user-visited Web pages distribution can
be calculated and utilized in re-ranking and re-weighting results. The navigation path
information is of prime significance than the user query. Storage of predicted Web
pages in the cache can improve performance of search engine.

Behavioural targeting is a primeconcernof predictingWebusers’ future behaviour.
Behavioural targeting is an approach for efficiency improvement in advertising by
online website advertisers and publishers by extracting knowledge of users’ web-
browsing practices. Behaviour targeting publishes advertisement through users’web-
browsing actions. The analysis of user behaviour on theWeb is the point of interest in
on-line advertising and accurately targeted advertisements help in generating more
consumer interest.

Web users’ shopping style prediction has a crucial role in product recommenda-
tions, i.e. dynamic shopping recommendations across mobile, email and Web chan-
nels. It depends on each customer’s current and past purchases practices. It also
helps to improve conversions, website optimization and increase revenue by making
related product recommendations to the customers.

Challenges in Web Page Recommendations: The World Wide Web (WWW) has
generated immense opportunities to extract and gain massive online information.
This inspires researchers to learn the navigation behaviour of Web site visitors from
Web usage data to reduce access latency, Web page recommendations using efficient
Web prediction technique and to improve the quality of service of that site. The Web
log records the users’ navigational behaviour. The preprocessing of the raw data
is required before giving the data as input to prediction model. The preprocessing
challenges include handling a huge amount of data, obtaining domain intelligence
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and session identification. Expensive training and low accuracy and are fundamental
issues in prediction.

1.4.3 Image Recommendations

Billions of images are available on the Internet with the development of the World
Wide Web. It is difficult for users to access and find image of their interest as the
number of digital images has grown tremendously on the Web. Hence, additional
processing is necessary to retrieve relevant images as per the user requirement. An
image retrieval system provides an effective way to retrieve a set of images to meet
the users’ demand.

There are two basic image retrieval techniques: (i) Content-Based ImageRetrieval
(CBIR) and (ii) Annotation-Based Image Retrieval (ABIR). In the CBIR technique,
images are retrieved based on texture, colour and shape features or by extracting
knowledge of image rather than the metadata associated with the image such as
tags, keywords or descriptions. The semantic meaning of the user query and low-
level visual features of images do not match in CBIR. In CBIR techniques, search
results are refined continuously by using the relevant feedback of user. This method
is impractical for a very large dataset as it requires intensive computation.

Vertical search engine is used to perform domain-specific search and provides
actual content (product) rather than links. Content-based and text-based search
approaches are extensively used for these types of search engines to retrieve images.
The text-based image search is dependent on the occurrence of input query terms
either in surrounding text or metadata of images. This approach is widely used as
it requires lower computation cost and provides faster response. Whereas, it fails to
retrieve the images that are relevant but do not have the term in the surrounding text.
Visual features of query-image are compared with images present in database in the
content-based image search. It captures images that are relevant irrespective of the
query-term as it performs content-based matching. This method requires higher time
complexity and has a slower response time.

Sometimes, search engines fail to retrieve information as per the userwish because
of various reasons: (i) improper input query (ii) lack of users’ understanding about
the input search query (iii) wrongly tagged images present in database. Hence, users
are unable to obtain the desired output. This gap between users’ search intention and
understanding of the objects is called as semantic gap and is common in most of the
image search engines.

Challenges in Image Recommendations: Web image search engines like Google
and Yahoo! retrieve images with text-based queries. These text queries are matched
with textual information such as comments, tags, surrounding text, URLs and titles
along with Web images. Currently, only 10% of Web images have a meaningful
description (annotation). Although the search engine retrieves images efficiently,
they are able to maintain around only 42% precision and 12% recall [12]. Searches
do not find relevant results on Google search for 52% of 20,000 queries [13]. This is
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an account of two main reasons: (i) generally, queries are short and ambiguous, e.g.
the query DM has two different meaning Data Mining and Data Mart, and (ii) users
may have different perspective for the same query, e.g. for query apple, users with
apple product have different meaning than users who like apple fruit. Therefore, it is
necessary to improve image recommendations results in order to satisfy users’ needs
and usability of the search engine.
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Chapter 2
Web Data Extraction and Integration
System for Search Engine Results

K. R. Venugopal and K. C. Srikantaiah

Abstract There is an explosive growth of information in the World Wide Web thus
posing a challenge toWeb users to extract essential knowledge from theWeb. Search
engines help us to narrow down the search in the form of Search Engine Result Pages
(SERP). Web Content Mining is one of the techniques that help users to extract
useful information from these SERPs. In this chapter, we propose two similarity-
based mechanisms; Web Data Extraction using Similarity Function (WDES), to
extract desired SERPs and store them in the local depository for offline browsing and
Web Data Integration using Cosine Similarity (WDICS), to integrate the requested
contents and enable the user to perform the intended analysis and extract the desired
information. Our experimental results show that WDES and WDICS outperform
Data Extraction based Partial Tree Alignment (DEPTA) [1] in terms of Precision
and Recall.

2.1 Introduction

TheWorldWideWeb (WWW) has now become the largest knowledge base in human
history. The Web encourages decentralized authorizing in which users can create or
modify documents locally, which makes information publishing more convenient
and faster than ever. Because of these characteristics, the Internet has grown rapidly,
which creates a new and huge media for information sharing and exchange. Most
of the information on the Internet cannot be directly accessed via the static link,
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must use Keywords and Search Engine. Web search engines are programs used to
search information on the WWW and FTP servers that check the accuracy of the
data automatically. When searching for a topic in theWWW, it returns many links or
Web sites related, i.e. Search Engine Result Pages (SERP) on the browser to a given
topic. Some data on the Internet that is visible to the search engine is called surface
Web, whereas some data such as dynamic data in dynamic database invisible to the
search engine is called deep Web.

There are situations in which the user needs thoseWeb pages on the Internet to be
available offline for convenience. The reason being offline availability of data, limited
download slots, storing data for future use, etc. This essentially leads to downloading
raw data from the Web pages on the Internet, which is a major set of the inputs to
a variety of software that are available today for the purpose of data mining. Web
data extraction is the process of extracting the information that users are interested
in, from semi-structured or unstructured Web pages and saving the information as
the XML document. During Web data extraction phase, search engine result pages
are crawled and stored in the local repository. Web database integration is a process
of extracting the required data from the Web pages stored in the local repository and
integration of the extracted data that needs to be stored in the database.

In recent years, there have been rapid improvements on technology with products
differing in the slightest of terms. Every product needs to be tested thoroughly and
the Internet plays a vital role in gathering information for the effective analysis of
the products. In our approach, we replicate search engine result pages locally based
on comparing page URLs with a predefined threshold. The replication is such that
the pages are accessible locally in the same manner as on the Web. In order to make
the data available locally to the user for analysis, we extract and integrate the data
based on the prerequisites which are defined in the configuration file.

In a given set of Web pages, it is difficult to extract matching data. So, we have to
develop a tool that is capable of extracting the exact data from the Web pages. In this
chapter, we have developed the WDES algorithm, which provides offline browsing
of the pages. Here, we integrate the downloaded content onto a defined database and
provide a platform for efficient mining of the data required.

2.2 Related Works

Zhai et al. [1] propose Data Extraction based Partial Tree Alignment (DEPTA) algo-
rithm for the structured data extraction from theWeb based on partial tree alignment,
and structured data extraction from arbitrary Web pages. The main objective is to
automatically segment data records in a page, extract data items/fields from these
records and store the extracted data in a database. It consists of two steps, i.e. (i)
identifying individual records in a page using visual information and (ii) aligning
and extracting data items from the identified records using tree matching and a novel
partial alignment technique, respectively.
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Ananthanarayanan et al. [2] propose a method for offline Web browsing that is
minimally dependent on real-time network availability. The approach makes use of
the Really Simple Syndication (RSS) feeds fromWeb servers and prefetches all new
content specified, defining the content section of the home page. It features intelligent
prefetching, robust and resilientmeasures for intermittent network handling, template
identifier and local stitching of the dynamic content into the template. It does not
provide all the information on the page. The drawback is, the content defined in the
RSS feeds may not be updated nor they do provide for dynamic changes in the page.

Myllymaki et al. [3] describe ANDES, a software framework that provides a
platform for building a production-quality Web data extraction process. The key
aspects are that it uses XML technology for data extraction, including XHTML
and XSLT and provides access to the deep Web. It addresses the issues of website
navigation, data extraction, structure synthesis, data mapping and data integration.
The framework shows that production-quality Web data extraction is quite feasible
and that incorporating domain knowledge into the data extraction process can be
effective in ensuring the high quality of extracted data. Data validation technique, a
cross-system support, and a well-established framework has not been addressed.

Yang et al. [4] propose a novel model to extract data from deep Web pages. It
consists of four layers, among which, the access schedule, extraction layer and data
cleaner are based on the rules of structure, logic and application. The model first uses
the two regularities of the domain knowledge and interface similarity to assign the
tasks that are proposed from the users and chooses the most effective set of sites to
visit. Then, the model extracts and corrects the data based on the logical rules and
structural characteristics of the acquired pages. Finally, it cleans and orders the raw
dataset to adapt to the customs of the application layer for later use by its interface.

Yin et al. [5] propose Web page templates and DOM technology to effectively
extract simple structured information from the Web. The main contents include the
methods based on edit distance, DOM document similarity judgement, clustering
methods of Web page templates and programming an information extraction engine.
The method provides steps for information extraction using DOM tree parsing and
on how a page similarity judgement is to be made. The template extraction and
reconstruction is depicted in order to find out how the data has been parsed on the
Web page and in reconstructing the page to overcome the noise on the page. It does
not parse through the dynamic content of scripts on the page.

Liu et al. [6] propose a method to extract the main text from the body of a page
based on the position of DIV. It reconstructs and analyses DIV in a Web page by
completely simulating its display in a browser, without additional information such
as Web page template; its implementation complexity is quite low. The core idea
includes the concept of atomicDIV, i.e. aDIV block that does not include otherDIVs.
Then it filters out redundancy and reconstructs by clustering, reposition analysis and
finally stores the elements of the data in an array. The selected DIVs in the selected
array contains the main text of the page. We can get the main text by combining
these DIVs. The method has high versatility and accuracy. The majority of the Web
page content has been made up of tables and this approach does not address the table
layout data. This drastically reduces the accuracy of the entire system.
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Dalvi et al. [7] explore a novel approach based on temporal snapshots of Web
pages to develop a tree-edit model of HTML to improve wrapper construction. The
model is attractive as a source tree transformed into a target tree can be estimated
efficiently, in quadratic time, making it a potentially useful tool for a variety of tree-
evolution problems. An improvement in the robustness and performance and ways
to prune the trees without hampering model quality is to be dealt with.

Novotny et al. [8] represent a chain of techniques for the extraction of object
attribute data from the Web pages. They discover data regions containing multiple
data records and also provide a detailed algorithm for detail page extraction based on
the comparison of two html subtrees. They describe the extraction from two kinds
of Web pages: master pages containing structured data about multiple objects and
detail pages containing data about single product, respectively. They combine the
techniques of the master page extraction algorithm, detail page extraction algorithm
and comparison of sources of two Web pages. The approach makes use of attribute
values based on the Document Object Model (DOM) structure described in the Web
pages. It has better precision of extraction of values from pages defined in the master
and detailed format and alsominimizes the user effort. Enhancements to the approach
may include the page-level complexity of having multiple interleaved detail pages
to be traversed, coagulation of different segments in the master page and series
implementation of pages.

Nie et al. [9] provide an approach for obtaining data from the result set pages
by crawling through the pages for data extraction based on the classification of the
URL (Unified Resource Locator). It extracts data from the pages by computing the
similarity between the URLs of hyperlinks and classifying them into four categories,
where each category maps into a set of similar Web pages, which separates result
pages from others. It makes use of the page probing method to verify the correctness
of classification and improves the accuracy of crawled pages. The approach makes
use of the minimum edit distance algorithm and URL-field algorithm to calculate
the similarity between URLs of hyperlinks, respectively. However, there are a few
constraints to this approach. It is not able to resolve issues of pages related to the
partial page refreshments by the use of JavaScript engines.

Papadakis et al. [10] describe STAVIES, a novel system for information extrac-
tion from Web data source through automatic wrapper generation using clustering
technique. The approach is to exploit the format of the Web pages to discover the
underlying structure in order to finally infer and extract pieces of information from
the Web page. The system can operate without any human intervention and does not
require any training.

Chang et al. [11] have studied themajorWeb data extraction systems and compare
them in three dimensions: the task domain, the automation degree and the techniques
used. These approaches emphasize on availability of robust, flexible Information
Extraction (IE) systems that transform the Web pages into program-friendly struc-
tures such as a relational database. It mainly focuses on the IE from semi-structured
documents and discusses only those that have been used for Web data. The trend of
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highly automatic IE systems saves the effort of programming, labelling, enhance-
ments for applying the techniques to non-html documents such as medical records
and curriculum vitae and facilitates the maintenance of larger semi-structured doc-
uments.

Angkawattanawit et al. [12] propose an algorithm to improve harvest rate by utiliz-
ing several databases like seed URLs, topic keywords and URL relevance predictors
that are built from previous crawl logs. Seed URLs are computed using BHITS [13]
algorithm on previously found pages by selecting pages with high hub and authority
scores that are used for future recrawls. The interested keywords for the target topic
are extracted from the anchor tags and title of previously found relevant pages. Link
crawl priority is computed as a weighted combination of popularity of the source
page, similarity of link anchor text to topic keywords and predicted link score are
based on previously seen relevance for that specific URL.

Aggarwal et al. [14] propose the concept of intelligent crawling where the user
can specify an arbitrary predicate such as keywords, document similarity, etc., which
are used to determine documents relevance to the crawl; the system adapts itself in
order to maximize the harvest rate. A probabilistic model for URL priority prediction
is trained using URL tokens, information about content of in-linking pages, number
of sibling pages matching the predicate and short-range locality information

Chakrabarti et al. [15] propose models for finding URL visit priorities and page
relevance. The model for URL ranking called apprentice is trained online by samples
consisting of source page features and the relevance of the target page but the model
for evaluating page relevance can be anything that outputs a binary classification.
For each retrieved page, the apprentice is trained based on information from the
baseline classifier and features around the link extracted from the parent page to
predict the relevance of the page pointed to by the link. Those predictions are then
used to order URLs in the crawl priority queue. The number of false positives has
decreased significantly.

Ehrig et al. [16] propose an ontology-based algorithm for page relevance compu-
tation which is used forWeb data extraction. After preprocessing, words occurring in
the ontology are extracted from the page and counted. The relevance of the page with
regards to user-selected entities of interest is then computed by using several mea-
sures such as direct match, taxonomic and more complex relationships on ontology
graph. The harvest rate of this approach is better than baseline-focused crawler.

Srikantaiah et al. [17] propose an algorithm forWebdata extraction and integration
based on URL similarity and cosine Similarity. The extraction algorithm is used to
crawl the relevant pages and store them in a local repository.The integration algorithm
is used to integrate similar data in various records based on cosine similarity.



16 K. R. Venugopal and K. C. Srikantaiah

2.3 System Architecture

2.3.1 Problem Definition

Given a start page URL and a configuration file, the main objective is to extract
pages which are hyperlinked from the start page and integrate the required data for
analysis using data mining techniques. The user has sufficient space on the machine
to store the data that is downloaded. The basic notations used in the model are shown
in Table2.1.

The entire system has been divided into three blocks that are able to accomplish
the dedicated tasks, working independently from one another. The first block, namely
the Web Data Extractor connects to the Internet to extract the Web pages described
by the user and stores it onto a local repository. It also stores the data in a format
that is likely to be an offline browsing system. Offline Browsing means that the user
is able to browse through the pages that have been downloaded, by the use of a Web
browser without having to connect to the Internet. Thus, it would be convenient for
the user to go through the pages as and when he needs it.

The second block, namely the Database Integrator extracts the vital piece of infor-
mation that the user needs from the downloaded Web pages and creates a database
with the set of tables and respective attributes in the database. These tables are pop-
ulated with the data extracted from the locally downloaded Web pages. This makes
it easy for the user to query out his needs from the database.

The overall view of the system is as shown in Fig. 2.1. The system initializes a
set of inputs for each block. These blocks are highlighted and framed according to
the flow of data. The inputs that are needed for the start of the first block, i.e. the
Web Data Extractor are fed in through the initialize phase. On receiving the inputs,
the search engine performs its task of navigating to the page on the given URL and
entering the criteria defined on the configuration file. This populates a page from
which the actual download can start.

The process of extraction is to achieve the task of downloading the contents
from the Web and to store them onto the local repository. Then onwards the process

Table 2.1 Basic notations

S : Start Page URL C,Ci : Configuration File

l : Depth of Recursion W : Set of Search Engine result Pages

H(W ) : Hyperlinks Set of W CL : Current Level

Lp : Local Path to Hyperlinks T0 : Threshold for Similarity.
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Fig. 2.1 Bluetooth SIG site

of extracting the pages iterates over, resulting in the outcome of offline Web pages
(termed extracted pages). The extracted pages are available offline on a pre-described
local repository. The pages in the repository can be browsed through in the same
manner as that available on the Internetwith the help of aWebbrowser. The noticeable
thinghere is that the pages are available offline, thereby aremuch faster to be accessed.

The outcome of the first block is to be chained with other attributes that are
essential for the second block, namely theDatabase Integrator. The task of the second
block is to extract the vital information from the extracted pages, process it and store
it in accordance onto the database. The database is predefined in the set of attributes,
together with the tables. This block needs the presence of the usage attributes that
are extracted from the downloaded Web content. The usage attributes are mainly
defined in a file termed as configuration file that the user needs to prepare before the
execution. The file also contains the table to which the data extracted are to be added
together with the table attributes and mapping.

On successful entries of the input, the integration block is able to accomplish the
task of extracting the content from the Web pages. Since the Web pages do tend to
remain in the same format as on the Internet, it is easy to be able to navigate across
these pages as the links refer to the locally extracted pages. The extracted content is
then processed to meet the desired data attributes that are listed on the database and
the values are dumped onto it. This essentially creates rows of extracted information
in the database. The outcome of second block results in tuples in the database that
are essentially extracted out from the extracted pages got from the first block.

Now, that the database has been formed with the vital information contained in
it, it would well be the task of the analyser, i.e. the third block referred to as GUI
to provide the user with the functionality on how to deal with the contained data.
The GUI provides for the interfaces that the user is able to achieve so as to obtain
the data contained in the database, as and how he needs it. It acts as a miner that
provides the user with the information obtained from the result of queries that are
defined. The GUI also has options on referring the other blocks as requested by the
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user. This indeed interfaces all the three blocks, thereby providing the user with a
better understanding and handling feature.

It is quite essential to know a few things that relate to the working of the entire
system. First of all, it is very much essential that the inputs, initializations and the
prerequisite data such as the usage attributes and/or configuration files that have been
defined, do fall in a particular order and stick to the conventions defined on them.
It is important to have the blocks to perform the tasks in order. The next thing is
that, although the blocks do persist to function independently it is important that
without the essential requirements, it is of no use to extract its functionality. Unless
the prerequisites of the blocks are not met, the functionality that they accomplish is
of no use. Similarly, to query out the needs of the user through the help of the GUI,
it is essential that the data is available in the database. It is also essential that the first
block and second block be run often and in unison so as to have an update on the
current and ongoing dataset.

2.4 Mathematical Model and Algorithms

2.4.1 Web Data Extraction Using Similarity Function
(WDES)

A connection has been established to the given url S and the page is processed with
the parameters obtained from the configuration file C . On completion of this, we
obtain the Web document that contains the links to all the desired contents that are
obtained out of the search performed. The Web document contains individual sets
of links that are displayed on each of the search results pages that are obtained. For
example, if a search result obtained contains 150 records displayed as 10 records per
page (in total 15 pages of information), we would have 15 sets of Web documents
each containing 10 hyperlinks pointing to the required data. This forms the set of
Web documents, W . That is,

W = {wi : 1 ≤ i ≤ n}. (2.1)

Each Web document wi ∈ W is read through to collect the hyperlinks that are
contained in it, that are to be fetched to obtain the data values. We represent this
hyperlink set as H(W ). Thus, we consider H(W ) as a whole set containing all the
sets of hyperlinks on each page wi ∈ W . That is,

H(W ) = {H(wi ) : 1 ≤ i ≤ n}. (2.2)

Then, considering each hyperlink h j ∈ H(wi ), we find the similarity between h j
and S, using Eq.2.3.
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SI M(h j , S) =
∑min(n f (h j ),n f (S)

i=1 f sim( fi h j , fi S)

(n f (h j ) + n f (S))/2
. (2.3)

where n f (X) is the number of fields in X and f sim( fi h j , fi S) is defined as

f sim( fi h j , fi S) =
{
1 i f fi h j = fi S
0 i f fi h j �= fi S

(2.4)

The similarity SI M(h j ,S) is the value that lies between0 and1, this value is used to
compare with the defined threshold T (0.25), we download the page corresponding
to h j to local repository if SI M(h j , S) ≥ T . The detailed algorithm of WDES is
given in Algorithm 2.1.

Algorithm WDES navigates the search result page from the given URL S and
configuration fileC and generates a set ofWeb documentsW . Next, call the function
Hypcollection to collect hyperlinks of all pages in wi , indexed by H(wi ), page
corresponding to H(wi ) is stored in the local repository. The function webextract is
recursively called for each H(wi ). Then, for each hi ∈ H(wi ), similarity between hi
and S is calculated using Eq.2.3, if SIM(hi , S) is greater than the threshold To, then
page corresponding to hi is stored and collect all the hyperlinks in hi to X . Continue
this process for X , until it reaches maximum depth l.

2.4.2 Web Data Integration Using Cosine Similarity (WDICS)

The objective of this algorithm is to extract data from the downloaded Web pages
(those Web pages that are available in the local repository, i.e. output of WDES
algorithm) into the database based on attributes and keywords from the configuration
file Ci . We collect all the result pages W from local repository indexed by S, then
H(W ) is obtained by collecting all hyperlinks from W , considering each hyperlink
h j ∈ H(wi ) such that k ∈ keywords in Ci . On existence of k in h j , we populate
the new record set N [m, n] by passing page h j and obtaining values defined with
respect to the attributes[n] in Ci . We then populate the old record set O[m, n] by
obtaining all values with respect to attributes[n] in database.

For each record i , 1 ≤ i ≤ m, we find the similarity between N [i] and O[i] using
cosine similarity

SimRecord(Ni , Oi ) =
∑n

j=1 Ni j Oi j
√∑n

j=1 N
2
i j

∑n
j=1 O

2
i j

. (2.5)

If similarity between records is equal to zero, then we compare each attribute[ j]
1 ≤ j ≤ n in the records and form I ntegratedData with use of Union operation
and store in the database.

I ntegratedData = Union(Ni j , Oi j ). (2.6)
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The detailed algorithm of WDICS is shown in Algorithm 2.2. The Algorithms
WDES and WDICS, respectively, extract and integrate data in Depth First Search
(DFS)manner. Hence, their complexity is O(n2), where n is the number of hyperlinks
in H(W).

Algorithm 2.1: Web Data Extraction using Similarity Function (WDES)
Input : S: Starting Page URL, C : Parameter Configuration File, l: Level of Data

Extraction, To: Threshold.
Output : Set of Webpages in Local Repository.

1 begin
2 W=Navigate to Web document on Given S and automate page with C
3 H(W )=Call: Hypcollection(W)
4 for each H(wi ) ∈ H(w) do
5 Save page H(wi ) on local Machine page P
6 Call: Webextract(H(wi ), 0, pageppath)

7 Function Hypcollection(W )
8 begin
9 for each wi ∈ W do

10 H(wi )=Collect all hyperlinks in wi

11 return H(W )

12 Function Webextract(Z , cl, lp)
Input : Z : set of URLs, cl: Current level, lp: local path to Z.
Output : Set of Webpages in Local Repository.

13 begin
14 for each hi ∈ Z do
15 if SI M(hi , S) > To then
16 Save hi to Fhi
17 X=collect URLs from hi and change its path in lp
18 if (cl < l) then
19 Call: Webextract(X , cl + 1, pageppath of X )

2.5 Experiments

The algorithms are independent of usage and that they could be used on any given
platform and dataset. The experiment was conducted on the Bluetooth SIG Website
[18], The Bluetooth SIG (Special Interest Group) is a body that oversees the licensing
and qualification of Bluetooth-enabled product. It maintains the database of all the
qualified products in a database which can be accessed through queries on its website
and hence is a domain-specific search engine. The qualification data contains a lot
of parameters including company name, product name, any previous qualification
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Algorithm 2.2: Web Data Integration using Cosine Similarity (WDICS)
Input : S: Starting Page URL stored in local repository (output of WDES),

Ci : Configuration File (Attributes and Keywords).
Output : Integrated Data in Local Repository.

1 begin
2 H(w)=Call: Hypcollection(S)
3 for each H(wi ) ∈ H(w) do do
4 Call: Integrate(H(wi ))

5 Function Integrate(X)
Input : X : set of URLs
Output : Integration of Values of Attributes Local Repository

6 begin
7 for each hi ∈ Z do
8 if (hi contain keyword) then
9 new[m][n]=parse page to obtain values of defined attributes[n] in Ci

10 old[m][n]=obtain all values of attribute[n] from repository
11 for each record i do do
12 if (SimRecord(new[i], old[i])==1) then
13 Skip

14 else
15 for each attribute j do
16 if ( new[i][ j] Not Equal to old[i][ j] ) then
17 I ntegrateddata=union(new[i][ j],old[i][ j])
18 store I ntegarteddata in local repository

19 X=collect all links for hi
20 if (X not equal to NULL) then
21 Call: Integrate(X )

used, etc. The main tasks for the Bluetooth SIG are to publish Bluetooth specifi-
cations, administer the qualification program, protect the Bluetooth trademarks and
evangelize Bluetooth wireless technology. The key idea behind the approach is to
collect and automate the collection of competitive and market information from the
Bluetooth SIG site.

The site contains data in the form of a list that is displayed on the startup page.
The display is formed based on the three types of listings; PRD 1.0, PRD 2.0 and
EPL. The PRD 1.0 and PRD 2.0 are the qualified products and design list and EPL
are the end product list being displayed. Each of the PRDs listed here are products
that contain the specifications involved in them. The EPL are those that are formed
in unison of the PRDs. Each PRD is identified by a QDID (an id for uniqueness) and
each EPL is identified by the model. Each PRD may have many numbers of related
EPLs and each EPL may have many numbers of related PRDs.

The listings as shown inFig. 2.2,which contain linkswhich navigate to the detailed
content of the products that have been displayed here. The navigations on the page
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Fig. 2.2 SERP in bluetooth SIG site

reach to N number of pages before the case of termination. Thereby we may want
to parse across the links to reach all the places to obtain the required data. Here,
although we have all the data being displayed on the website, it is still not possible
for us to prepare an analysis report based on the same. We want to play around with
the data to get it to the form that we deserve it to be. Thereby, we incorporate the use
of our algorithms to extract, integrate and mine the data from this site.

The experimental setup involves a Pentium Core 2 Duo machine with 2 GB RAM
running windows. The algorithms have been implemented using a Java JDK and
JRE 1.6, Java Parser with an access to an SQLite database and active broadband
connection. Data has been collected from www.bluetooth.org, which lists the qual-
ified products of Bluetooth devices. We have extracted 92 pages, with each page
containing 200 records of information and data extraction was possible from each of
these pages. Hence, we have a cumulative set of data for comparison based on the
data extracted on the given attribute mentioned in the configuration file.

2.5.1 Precision and Recall Versus Attributes

Precision is defined as the ratio of correct pages and extracted pages and recall
is defined as the ratio of extracted pages and the total number of pages. They are

www.bluetooth.org
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Table 2.2 Performance evaluation between WDICS and DEPTA

Attributes Total
records (TR)

DEPTA WDICS

Extracted
records (ER)

Correct
records (CR)

Extracted
records (ER)

Correct
records (CR)

Name 18234 18204 17325 18234 18234

Model 18234 17860 17010 18060 18060

Company 18234 18095 17208 18234 18198

Spec version 5508 5410 5016 5508 5426

Product type 18234 17834 17015 18234 18045

Total 78444 77403 73574 78270 77963

Recall=(ER/TR)*100 98.67% 99.77%

Precision=(CR/ER)*100 95.05% 99.60%

Fig. 2.3 Precision versus attributes

calculated based on the records extracted by our model, the records found by the
search engine and the total available records on the Bluetooth website. For different
attributes as shown in Table2.2, the Recall and Precision are calculated and their
comparisons are as shown in Figs. 2.3 and 2.4, respectively. It is observed that the
Precision of WDICS increases by 4% and the Recall increases by 2% compared to
DEPTA. Therefore, WDICS is more efficient than DEPTA because when an object is
dissimilar to its neighbouring objects, DEPTA fails to identify all records correctly.
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Fig. 2.4 Recall versus attributes

2.6 Summary

One of the major issues in Web Content Mining is the extraction of precise and
meticulous information from the Web. In this chapter, we propose two similarity-
based mechanisms; WDES to extract desired SERPs and store them in the local
depository for offline browsing and WDICS to integrate the requested contents and
enable the user to perform the intended analysis and extract the desired information.
This results in faster data processing and effective offline browsing for saving time
and resources. Our experimental results show that WDES and WDICS outperform
DEPTA in terms of precision and recall. Further, different Web mining techniques
such as classification and clustering can be associated with our approach to utilize
the integrated results more efficiently.
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Chapter 3
Mining and Cyclic Behaviour Analysis
of Web Sequential Patterns

K. R. Venugopal and K. C. Srikantaiah

Abstract UnderstandingWeb users’ behaviour is an important criterion for improv-
ing the overall experience of Web users. Web Pattern Mining is one such field that
helps us to mine useful behavioural patterns and draw conclusions from them after
careful analysis. EfficientWeb patternmining is a challenge taking into consideration
the enormous quantities of rawWeb log data and explosive growth of information in
the Web. In this chapter, we propose a novel algorithm called Bidirectional Growth
based mining Cyclic Behaviour Analysis of Web sequential Patterns (BGCAP) that
effectively combines these strategies to generate prefetching rules in the form of
2-sequence patterns with Periodicity and threshold of Cyclic Behaviour that can be
utilized to effectively prefetchWeb pages, thus reducing the users’ perceived latency.
In otherwords,BGCAPgrowpatterns bidirectionally along both ends of detected pat-
terns and allows faster pattern growth with fewer levels of recursion thus eliminating
unnecessary candidates and support for efficient pruning of invalid candidates. Due
to these facts, BGCAP requires only (log n+1) levels of recursion for mining n Web
Sequential Patterns. Our experimental results show that the Web Sequential Patterns
and in turn prefetching rules generated using BGCAP is 5–10% faster for different
data sizes and generates about 5–15% more prefetching rules than TD-Mine.

3.1 Introduction

DataMining is the process of extracting useful information from a large repository of
data. Web mining is one of the types of data mining and can be defined as the process
of discovery and analysis of useful information from the data corresponding toWorld
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Wide Web. There are three major types of Web mining: (i) Web Structure Mining,
(ii) Web Content Mining and (iii) Web Usage Mining. Web Structure Mining is the
process of using graph theory to analyse a Web graph, where the nodes represent
Web pages and the edges represent the hyperlinks among them. According to the type
of Web structural data, Web structure mining can be divided into two categories: (i)
extracting patterns fromhyperlinks in theWeband (ii)mining the document structure,
i.e. analysis of the DOM tree structure of the pages to describe HTML or XML tag
usage. Web Content Mining is the process of mining actual content (text, image
or multimedia) from the Web pages of the World Wide Web for information. Web
content mining can be divided into two broad categories:

Agent-BasedApproaches: Agent-basedWebmining systems can further be divided
into the following three categories: (i) Intelligent Search Agents: These Web agents
are tools that interactwith and learn the structure of unfamiliarWebpages and retrieve
information from a variety of such sites using only general information about the
domain. (ii) Information Filtering/Categorization Tools: A number of Web agents
use various information retrieval techniques and characteristics of open hypertext
Web documents to automatically retrieve, filter and categorize them. Criteria for cat-
egorization can be semantic information embedded in link structures and document
content to create cluster hierarchies of hypertext documents, and structure an infor-
mation space. (iii) PersonalizedWeb Agents: This category of Web agents learn user
preferences and discover Web information sources based on these preferences and
those of other individuals with similar interests.

Database Approaches: Database approaches in Web content mining focus on tech-
niques for organizing the semi-structured data on the Web into more structured
collections of resources, and using standard database querying mechanisms and data
mining techniques to analyse it. There are two techniques in this approach:

(i) Multilevel Database Systems: The main idea behind this technique is that the
lowest level of the database contains semi-structured information stored in various
Web repositories, such as hypertext documents. At the higher level, metadata or gen-
eralizations are extracted from lower levels and organized in structured collections,
i.e. relational or page-oriented databases.

(ii)WebQuerySystems:Web-based query systems utilize standard database query
languages such as SQL for structural information about Web documents.

Web Usage Mining is the automatic discovery of user access patterns from Web
logs stored in different servers. Servers collect large volumes of data in their daily
operations, generated automatically and collected in server access logs.Other sources
of user information include referrer logs which contain information about the refer-
ring pages for each page reference, and user registration or survey data gathered via
scripts. Analysing such data can help in understanding the user’s behaviour so that
the server can improve its services like recommendation and Web personalization.
MostWeb analysis tools providemechanisms for reporting user activity in the servers
and various forms of data filtering. Using such tools, it is possible to determine the
number of accesses to the server and to individual files, the times of visits and the
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domain names andURLs of users. These tools can be placed into twomain categories
such as follows:

Pattern Discovery Tools: These tools discover association rules and sequential pat-
terns from server access logs. Sequential access patterns are essential for understand-
ing and predicting the user’s behaviour.

Pattern Analysis Tools: Once Web access patterns have been discovered, they need
to be understood, visualized and interpreted so that the knowledge gained by the
analysis can be utilized to improve the services offered by the Web servers.

The Internet is an extremely large collection of a network of networks, which in
turn consist of Web servers which contain huge quantities of data, clients or end-user
system which request information or services from the servers and finally client-side
and server-side proxies which are additional systems that help and provide better
communication amongst clients and servers. Such factors give rise to the necessity
of creating intelligent systems that can effectively mine and analyse patterns and
Web UsageMining is one such technique. Mining from theWeb includes integrating
various data sources such as server access logs, referrer logs, user registration or
profile information; and the importance of identifying user sessions or transactions
from usage data, site topologies andmodels of user behaviour. Analysing suchmined
information results in predicting the users’ behaviour and this knowledge in the form
of prefetching rules is also extremely helpful in reducing users perceived latency and
improving the quality of Web services.

WAP-Mine is one of the FP-growth-based algorithms for mining frequent Web
access patterns from Web access database. But in the process of mining frequent
Web access patterns, WAP-Mine produces many intermediate data which brings
down the efficiency especially at lower support. TD-Mine, which is an extension of
WAP-Mine, overcomes this problem and saves more space by reducing the amount
of intermediate data generated. But, TD-Mine needs n levels of recursions to mine a
pattern of length (n + 1).

In our approach, we first perform preprocessing upon the rawWeb logs to generate
the session database of eachWeb user, which lists theWeb users (IPs) alongwith their
corresponding sessions. Then, we utilize a bidirectional pattern growth algorithm
called UpDown Directed Acyclic Graph (UDDAG) [1] to generate Sequential Web
access patterns from this session database and analyse them using Cyclic Model
Analysis [2] to find out the Periodicity andCyclic Behaviour of themined 2-sequence
patterns. The cyclic behaviour analysis can be used to generateWebprefetching rules.
Constrains on Sequential Pattern Mining like date and time are specified, so that it
returns interesting, more desirable, useful navigational patterns instead of huge and
unwanted patterns.

In this chapter, we propose Bidirectional Growth based mining Cyclic behaviour
Analysis ofWeb sequential Patterns (BGCAP) algorithm that utilizes UDDAGbased
on bidirectional pattern growth approach, which in turn focuses the search on a
restricted portion of initial database to avoid expensive candidate generation and
test step and is better on mining longer patterns. The strategies used in UDDAG
are partitioning, projection and detection. UDDAG only needs (log n+1) levels of
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recursion thereby significantly reducing the execution time compared to TD-Mine.
It takes minimal processing power for mining the complete set of sequential patterns
in a large sequence database. These sequential patterns are analysed using Cyclic
Model Analysis that deals with the tendency of certain sequential patterns to repeat
themselves periodically after definite time intervals. This concept is greatly helpful
in predicting future browsing patterns and prefetching Web pages aimed at certain
user groups.

3.2 Related Works

Several techniques have been proposed for sequential pattern mining. They are
mainly of two types: (i) A priori based (ii) Frequent Pattern growth (FP-growth)
based. A priori based mining techniques such as a priori-all, GSP [3], SPADE [4],
LAPIN-SPAM [5], LAPIN [6], scan the database multiple times. A n size pattern
requires n scans of the database and hence thesemining techniques are generally inef-
ficient. FP-growth based mining techniques such as FreeSpan, BIDE [7], COBRA
[8], PrefixSpan [9], UDDAG [1], etc., utilize a tree-based representation that reflects
the original database and two scans are required to construct the tree. From this
tree, the sequential patterns are derived without reference to the original database.
Changes in the original database can easily be reflected in the tree by incremental
analysis. These sequential pattern mining algorithms are used for miningWeb access
patterns from Web logs.

Cheng et al. [10] proposed an approach that combines a priori-all and clustering for
sequential pattern mining to identify the user pattern and cluster users path patterns
and make the similar users’ cluster as one group in order to reduce the pattern that is
effective for users in personalized service. But, it should be taken into account that
not all patterns in a cluster may prove to be useful as they can produce erroneous
conclusions after pattern analysis.

Gaol [11] explored habits of users using a priori-all algorithm, which first stores
the original Web access sequence database for storing non-sequential data. This is
based on the fact that the greater the number of combinations produced, the less likely
the number of users who perform a combination of these and vice versa. While such
an approach is simple and straightforward, such brute force tactics are obsolete as a
priori-all algorithms are found to be least efficient with respect to sequential pattern
mining.

Pei et al. [12] proposedWebAccess Pattern tree (WAP-tree) for efficientmining of
access patterns fromWeb logs. TheWeb access pattern tree stores highly compressed,
critical information for sequential pattern mining. The WAP-tree registers all access
sequence counts. There is no need for mining the original database any more as the
mining process for all Web access patterns needs to work on the WAP-tree only.
Therefore, WAP-mine needs to scan the access sequence database only twice. The
height of theWAP-tree is one plus the maximum length of the frequent subsequences
in the database. The width of the WAP-tree, i.e. the number of leaves of the tree,
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is the number of access sequences in the database. The size of the WAP-tree is
much smaller than the size of access sequence database. It is shown that WAP-mine
outperforms and has better scalability than GSP.

Xiaoqiu et al. [13] proposed the Improved WAP-tree in the form of highly com-
pressed access sequences and introducing a subtree structure to avoid generation
of conditional WAP-tree repeatedly and to generate maximal sequences. Improved
WAP-tree excels traditional WAP-tree in time and space and shows better stability as
the lengths of patterns vary. Mining frequent access sequences based on WAP-tree
needs to scan transaction database only twice.

Yang et al. [14] designed an efficient algorithmTop-DownMine (TD-mine) which
makes use of the WAP-tree data structure for Web access pattern mining. WAP-tree
can be traversed both top-down and bottom-up for the extraction of frequent access
patterns. In TD-mine, a header table is used to traverse the tree from the root to the
leaf nodes and mine patterns where the nodes are frequently accessed.

Liu et al. [15] proposed the Breadth-First Linked WAP-tree (BFWAP-tree) to
mine frequent sequences which reflects parent–child relationship of nodes. The pro-
posed algorithm builds the frequent header node links of the original WAP-tree in a
Breadth-First fashion and uses the layer code of each node to identify the parent–child
relationships between nodes of the tree. It then finds each frequent sequential pattern
through progressive Breadth-First sequence search, starting with its first Breadth-
First subsequence event. BFWAP avoids re-constructing WAP-tree recursively and
shows a significant performance gain.

Vijayalakshmi et al. [16] designed an extended version of PrefixSpan called
EXT-Prefixspan algorithm to extract the constraint-based multidimensional frequent
sequential patterns in Web usage mining by filtering the dataset in the presence of
various pattern constraints. EXT-PrefixSpan then mines the complete set of patterns
but greatly reduces the efforts of candidate subsequence generation. This substan-
tially reduces the size of the projected database and leads to efficient processing.
EXT-PrefixSpan can be used to mine frequent sequential patterns of multidimen-
sional nature from any Web server log file in the light of obtaining the frequent Web
access patterns. However, EXT-PrefixSpan does not specify any particular constraint
for consideration, i.e. it is highly generic.

Wu et al. [17] proposed the CIC-PrefixSpan, a modified version of PrefixSpan
that mines and generates Maximal Sequential patterns by combining PrefixSpan and
pseudo-projection. First, preprocessing is done to categorize the user sessions into
human user sessions, crawler sessions and resource-download user sessions for effi-
cient Web sequential pattern mining by filtering out the non-human user sessions,
leaving the human user sessions and finding the transactions using Maximum For-
ward Path (MFP). By utilizing CIC-PrefixSpan, the memory space is reduced and
generating duplicate projections to find themost frequent path in the users access path
tree is also avoided. It is shown that CIC-PrefixSpan yields accurate patterns with
high efficiency and low execution time compared to GSP and PrefixSpan. However,
the frequent substructures within a pattern cannot be mined by CIC-PrefixSpan.

Verma et al. [18] designed a new pattern mining algorithm called Single-Level
Algorithm for extracting behaviour patterns. These patterns are used to generate
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recommendations at run time for Web users. Single-Level Algorithm is designed
keeping in mind the dynamic adaptation of focused websites that have a large num-
ber of Web pages. It combines preprocessing, mining and analysis to eventually
predict the users’ behaviour and hence is useful for specific websites and is highly
scalable. It is shown to be more efficient than a priori algorithm. However, perform-
ing preprocessing on a very large Web log database can be time consuming and too
cumbersome to be integrated with mining and analysis.

Nasraoui et al. [19] presented a framework for discovering and tracking evolving
user profiles in real-time environment using Web usage mining and Web ontology.
Preprocessing is first performed on the Web log data to identify user sessions. Then,
profiles are constructed for each user and enriched with other domain-specific infor-
mation facets that give a panoramic view of the discovered mass usage modes. This
framework summarizes a group of users with similar access activities and consists of
their viewed pages, search engine queries and inquiring and inquired companies. By
mapping some new sessions to persistent profiles and updating these profiles, most
sessions are eliminated from further analysis and focusing the mining on truly new
sessions. However, this framework is not scalable.

Pitman et al. [20] modified the Bi-Directional Extension (BIDE) algorithm for
mining closed sequential patterns in order to identify domain-specific rule sets for
recommendation of pages and personalization forWebusers inE-commerce. Individ-
ual supports are specified for each customer so that products can be recommended for
individuals. Also, BIDE creates multidimensional sequences and further increases
prediction for customers who do not explicitly specify their needs by using search
functionality. However, additional strategies must be explored for identifying the
most relevant sequential patterns without an exhaustive exploration of the search
space bounded only by minimum support.

Masseglia et al. [21] proposed a Heuristic-based Distributed Miner (HDM), a
method that allows finding frequent behavioural patterns in real time irrespective of
the number of Web users. Navigational schemas, that are completely adaptable to
the changing Web log data, are provided by HDM for efficient frequent sequence
pattern mining. Based on a distributed heuristic, these schemas provide solutions
for problems such as (i) discovering interesting zones (a great number of frequent
patterns concentrated over a period of time) (ii) discovering super-frequent patterns
and (iii) discovering very long sequential patterns and interactive data mining. How-
ever, the quality of the schemas can further be improved by adapting the candidate
population.

Zhou et al. [22] designed an intelligent Web recommender system known as
SequentialWebAccess based Recommender System (SWARS) for sequential access
patternmining.Conditional Sequencemining (CS-mine) algorithm is used to identify
frequent sequential Web access patterns. The access patterns are then stored in a
compact tree structure, called Pattern tree, which is then used for matching and
generating Web links for recommendations. SWARS has shown to achieve good
performance with high satisfaction and applicability.

Yen et al. [23] address the issue of re-discovery of dynamic Web logs due to the
obsolete Web logs as a result of deletion of users log data and insertion of new logs.
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Incremental mining utilizes previous mining results and finds new patterns from
the updated (inserted or deleted) part of the Web logs. A new incremental mining
strategy called Incremental Mining ofWeb Traversal Patterns (IncWTP) is proposed,
which makes use of an incremental updating algorithm to maintain the discovered
path traversal patterns when entries are inserted or deleted in the database. This is
achieved by making use of an extended lattice structure, which is used to store the
previous mining results. However, the changes made to the website structure is not
reflected in the lattice structure.

Zhang et al. [24] applied the Galois lattice to mineWeb sequential access patterns
by representing the paths traversed using graphs and compares the performance with
that of a priori. Since the a priori-like algorithms frequently scan the entire transaction
database to generate candidate patterns, Galois lattice reduces time complexity of
closed sequential pattern mining as it needs only one scan.

Jain et al. [25] proposed a technique that employs Doubly Linked Tree to mine
Web Sequential patterns. The Web access data available is constructed in the form
of doubly linked tree. This tree keeps the critical mining related information in
compressed format based on the frequent event count. It is shown that for low support
threshold and for large database Doubly Linked Tree mining performance is better
than conventional schemes such as a priori-all and GSP. However, Doubly Linked
Tree does not work well in a distributed environment.

Jha et al. [26] proposed a Frequent Sequential Traversal Pattern Mining based
on dynamic Weights constraint of Web access sequences (FSTPMW) to find the
information gain of sequential patterns in session databases. The weight constraints
are added into the sequential traversal pattern to control the number of sequential
patterns that can be generated in addition to the minimum threshold. FSTPMW is
efficient and scalable in mining sequential traversal patterns. However, it should be
noted that FSTPMW does not consider levels of support along with the weights of
sequential traversal patterns.

Wang et al. [27] proposed a Web personalization system that uses sequential
access pattern mining based on CS-mine algorithm. The access patterns are stored
in a compact tree structure called Pattern tree, which is then used for matching and
generating Web links for recommendations. Pattern tree has shown to achieve good
performance with accurate predictability.

Saxena et al. [28] integrated mining and analysis by proposing the One Pass
Frequent Episode discovery (FED) algorithm. In this approach, significant intervals
for each website are computed first and these intervals are used for detecting frequent
patterns (Episodes). Analysis is then performed to find frequent patterns which can
be used to forecast the users’ behaviour. The FED algorithm is very efficient as it
finds out patterns within one cycle of execution itself.

Oikonomopoulou et al. [29] proposed a prediction schema based on Markov
Model that extracts sequential patterns from Web logs using website topology. Full
coverage is achieved by the schema while maintaining accuracy of the prediction.
Since Markov Models are infamous for their precision, the proposed prediction
schema fails to deploy a more complex categorization method for each sequential
pattern.
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Rajimol et al. [30] proposed First Occurrence List Maximum (FOLMax-mine)
for mining maximal Web access patterns based on FOL-Mine. It is a top-down
method that uses the concept of first occurrence to reduce search space and improve
the performance. This is achieved by finding out the Maximal Frequent Path in the
patterns generated from the Web logs.

3.3 System Architecture

3.3.1 Problem Definition

Given a Web log database W and the set of pages P = {pi : 1 ≤ i ≤ n} in a Web
server, a session is a subset of P , denoted by (p1, p2, . . . pk), where pi ∈ P , i ∈
{1, . . . , k}. Here, the parentheses are omitted for a session with one page only. A
Web access sequence q is a list of sessions, denoted by < q1q2 . . . qm >, where qi
is a session and qi ⊆ P , i ∈ {1, . . . ,m}. The number of sessions in q is called the
length of q.

Given two access sequences x =< x1x2 . . . x j > and y =< y1y2 . . . yk >, x is
said to be a subsequence of y and y a supersequence of x if k ≥ j and there exists
integers 1 ≤ i1 < i2 < · · · < i j ≤ k, such that x1 ⊆ yi1, x2 ⊆ yi2,…, x j ⊆ yi j . Here,
x is also contained in y which is denoted by xαy. A session database is a set of tuples
< i p, q >, where i p is the users IP address which is used as a sequence identifier
and q is the users access sequence. A tuple < i p, q > is said to contain an access
sequence α if αq.

The support of a subsequence α, denoted by Support (α), is the number of
sequences for which α is a subsequence. A subsequence α is said to be a Web
sequential access pattern, when its support is greater than user-specified minimum
support (MinSup), i.e. Support (α) ≥ MinSup. Given a session database andMin-
Sup, the objective is to extract Web sequential access patterns using Bidirectional
Pattern Growth algorithm, analyse them using Cyclic Model Analysis to determine
the periodicity and cyclic behaviour of the 2-sequence patterns and employ them as
prefetching rules. Assumptions: During the preprocessing operation of theWeb logs,
it is assumed to be sufficient to consider only those URLs whose domains contain
text and images only. Web sequential patterns pertaining to multimedia Web pages
need not be mined and hence are filtered out during preprocessing of the raw Web
logs.

Basic Definitions

Web Prefetching: Web Prefetching is the process of fetching Web pages from the
Web server before they are actually requested by the users. Periodicity [31]: The
periodicity P of the 2-sequence < pi p j > is defined as the time period t after which
p j shall be accessedperiodically after pi has been accessed.Example:Theperiodicity
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P between a pair ofWeb pages (pi , p j ) is 10ms indicates that the page p j is accessed
periodically with period 10ms after page pi has been accessed.

Tendency [31]: The tendency between a pair of Web pages (pi , p j ) is defined as the
line in the trend graph that determines whether the cyclic behaviour of the 2-sequence
< pi p j > is increasing or decreasing.

Cyclic Behaviour [31]: The cyclic behaviour C of the 2-sequence < pi p j > is
defined as the time that gives the stopping criteria for accessing page p j after pi
has been accessed. It is calculated using Periodicity and Tendency. The periodicity
is increased by adding the value to itself each time the page is accessed. The page
will not be accessed after periodicity has reached the limit of cyclic behaviour, i.e.
P ≤ C . Example: The periodicity P between a pair of Web pages (pi , p j ) is 10
ms, the trend line is decreasing and the cyclic behaviour C = 50ms indicates that
accessing of page p j repeats for every 10ms after accessing the page pi . This ends
when the time t reaches 50ms.

The system architecture consists of the following components, (i) Web logs, (ii)
Preprocessing Engine, (iii) Encoder, (iv) Sequential Pattern Miner, (v) Pattern Anal-
yser and (vi) Prefetching Rules is as shown in Fig. 3.1.

Web Logs: A Web log is a large database stored in Web servers that contain details
of the transactions of Web users. There are many fields in the Web log database,
which conform to either Common Log Format (CLF) or the Extended Common Log
Format (ECLF) as shown in Figs. 3.2 and 3.3, respectively. The fields specified by this
format are IP address of the destination page, destination URL, code which denote
the packet number, protocol which specify the type of network protocol used (e.g.
TCP), method which specifies the type of HTTP method used (e.g. GET, POST),

Fig. 3.1 System architecture
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Fig. 3.2 Common log format (CLF)

Fig. 3.3 Extended common log format (ECLF)

Fig. 3.4 Access log from
the Web server

type which specifies the file type, date which gives the date and time when the page
was accessed, referrer which gives the IP address of the client which requested the
page, and finally the size of the page in bytes. An extract from aWeb log is as shown
in Fig. 3.4. Web logs are very useful for predicting the behaviour of the clients and
hence differentmining techniques can be used to find and extract interesting browsing
patterns of the users.

Preprocessing Engine: This component aggregates theWeb logs data from different
sources and produces session database as the result using the following steps:

Data Aggregation: The Web logs from different sources with different formats
are extracted and integrated into a single database so that they pertain to a single
format with no redundancy.

Data Cleaning: In this step the aggregated data is cleansed, i.e. useless records
such as URLs containing images, multimedia, scripts and entries corresponding to
crawlers are removed and only human-initiated entries (i.e. URLs ending with HTM,
HTML, XHTML, PHP and JSP) are retained. Only a few of these fields are important
for the mining process and hence after extracting or collecting only the important
fields such as the User IP Addresses (referrers), URLs and date and the type of file
in the URL (whether text, image or script), the rest can be ignored.

User Identification: The identity of a user is not a prerequisite forWeb usage min-
ing. However, it is necessary to differentiate users to identify sessions. The cleaned
database is grouped by different IP addresses and sorted by Date and Time for each
IP for identifying different users. As the database is used to store this information,
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simple queries can be used to achieve this operation. By doing so, we can identify
individual users and also find out the total number of users.

Session Identification: Session Identification is the process of partitioning the
user activity records of each user into sessions in order to reconstruct the actual
sequence of actions done by each user. A session is a package of activities that
consists of a user’s navigation history. These sessions are then aggregated to create
a session database. The user activity records are divided into sessions by assigning
unique identifiers for each session. Each user is assigned a separate session and also
a separate session is assigned for the same user if the user exceeds a certain threshold
of time (e.g. 15min).

Encoder: Encoding is the process where each URL in the preprocessed database is
assigned a unique identifierwhich is a non-negative integer. This is done as itwould be
too cumbersome tomention the URLs by their domain names in the session database.
For this purpose, a table consisting of the list of URLs can be maintained where they
are mapped to their respective identifiers. User Identification, Session Identification
and Encoding of URLs are all shown in the example in Fig. 3.5. After encoding,
the session database, which consists of users and their sessions, is generated and an
example is shown in Fig. 3.6.

Pattern Miner: Pattern Mining is used to find hidden patterns from a large database
when a minimum threshold of occurrence (MinSup) has been specified. The Pat-
tern Miner utilizes UDDAG that grow patterns bidirectionally along both ends of
detected patterns and allows faster pattern growth with fewer levels of recursion.
UDDAG eliminates unnecessary candidates and supports efficient pruning of invalid
candidates. This represents a promising approach for applications involving search-
ing in large spaces like Web Sequential Pattern Mining.

Pattern Analyser: Pattern Analysis is the process to study and conduct the analysis
of the results obtained from theWeb sequential access patterns derived by the miner.
The analyser utilizes CMA to find out the periodicity and cyclic behaviour of all
the 2-sequence patterns mined. Decoding is the process where the identifiers are

Fig. 3.5 Preprocessed data



38 K. R. Venugopal and K. C. Srikantaiah

Fig. 3.6 Session database

replaced with their corresponding URLs. In the Knowledge Discovery process, the
analysed data is transformed into Web prefetching rules and sent to the Prefetching
Rule Depository so that they can be used to prefetch and cacheWeb pages and reduce
the round-trip delay experienced by the users.

Prefetching Rule Depository: This component is a large database consisting of
prefetching rules pertaining to the requested Web pages. After the pattern analysis,
each 2-sequence pattern having periodicity and cyclic behaviour are stored here in
the form of prefetching rules and are triggered when the first page in the sequence is
accessed by a user.

3.4 BGCAP Algorithm

Given a raw Web log database W , we first perform the preprocessing and generate
the session database SD as shown in Table3.1. The session database consists of a set
of tuples, with each tuple consisting of the user (IP) and the access sequence of that
user. From Table3.1, the user with IP address 1.0.1.2 has accessed the Web pages
A, B, C and D with the sequence < A(A,C)BD >, where {A, B,C, D, E, F}is
the set of unique Web pages accessed by different users. Here (A,C) in the above
sequence denotes that in a single session, the two Web pages A and C were visited
by the user in that order, otherwise the user is assumed to visit a single page per
session if the parentheses () are not specified.

Web sequential patterns are mined from the session database SD using updated
version of UDDAG [1]. This mining technique is basically a divide-and-conquer
approach, which tries to construct the patterns simultaneously along both directions
of a Directed Acyclic Graph (DAG). The approach consists of three main steps: (i)
DatabaseTransformation (ii) PatternPartitioning and (iii) Finding subsets of Patterns.

Database Transformation is used to remove infrequent pages, i.e. those pages that
do not have MinSup = 2. From Table3.1, the frequent items with MinSup ≥ 2 are
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Table 3.1 Example sessions
database

User (IP) Sequences

1.0.1.2 < A(A,C)B D >

1.0.1.3 < A D(E, F) >

1.0.1.4 < (B, D)C F >

1.0.1.5 < (C, E)(A, B,C, D) >

1.0.1.6 < A B C D E >

Table 3.2 After database
transformation

User (IP) Sequences

p < 1 2 3 6 >

q < 1 6(7, 8) >

r < 4 5 8 >

s < (5, 7)(1, 3, 5, 6) >

t < 1 3 5 6 7 >

(A), (B), (C), (D), (E), (F), (A,C), (B, D). Since we require only these patterns,
the remaining can be eliminated by substituting these patterns with non-negative
integers like (A) − 1, (A,C) − 2, (B) − 3, (B, D) − 4, (C) − 5, (D) − 6, (E) − 7,
(F) − 8. For the simplicity of representation, we assign each IP a unique identifier
as well. The transformed database is as shown in Table3.2.

Next, the patterns have to be partitioned into projected databases for each pattern,
denoted by nD, where n represents the frequent item. By partitioning, we select only
that tuples in which n is present, called projected database for item n and ignore the
rest. So, Table3.2 is partitioned into m projected databases as shown in Table3.3.

The third and final step, finding subsets of patterns, is not as straightforward as
the previous steps. If WP is the set of all sequential patterns mined from W with
MinSup = 2, then letWP1,WP2, ...,WP8 be the subsets of patterns, i.e., the pattern
mined from 1D, 2D, ..., 8D respectively. If the condition |nD| ≥ 2 is not met then such
projected databases can be ignored. Here, the projected databases 2D and 4D can be
ignored as they contain only one tuple each and hence do not contribute frequent
patterns. So we now have to find WP1, WP3, WP5, WP6, WP7 and WP8.

Let us consider 6D. As seen in Table3.3, the projected database for 6 contains
four tuples with IPs p, q, s and t . We have to find out the sequential patterns in 6D by
recursively partitioning the projected database into prefix and suffixdatabases until no
frequent patterns are found. In the first round of partitioning, we split the projected
database into Prefix (Pre (6D)) and Suffix (Suf (6D)) subsets, each containing the
tuples with the prefix and suffix sequences, respectively, pertaining to 6 as shown in
Table3.4.

Again, the frequent items, i.e. the patterns in Pre (6D) are < 1 >, < 3 > and
< 5 >, and the pattern in Suf (6D) is < 7 >. So, Pre (6D) is further split into PP1,
PP3 and PP5, and Suf (6D) is split as PS7 and this process continues recursively
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Table 3.3 Projected databases
1D 2D

p:< 1 2 3 6 > p:< 1 2 3 6 >

q:< 1 6(7, 8) >

s:< (5, 7)(1, 3, 5, 6) >

t: < 1 3 5 6 7 >

3D 4D

p: < 1 2 3 6 > r: < 4 5 8 >

s: < (5, 7)(1, 3, 5, 6) >

t: < 1 3 5 6 7 >

5D 6D

r: < 4 5 8 > p:< 1 2 3 6 >

s: < (5, 7)(1, 3, 5, 6) > q:< 1 6(7, 8) >

t: < 1 3 5 6 7 > s: < (5, 7)(1, 3, 5, 6) >

t: < 1 3 5 6 7 >

7D 8D

q:< 1 6(7, 8) > q:< 1 6(7, 8) >

s:< (5, 7)(1, 3, 5, 6) > r: < 4 5 8 >

t: < 1 3 5 6 7 >

Table 3.4 Prefixes and suffixes for 6D

Sequence sets Frequent patterns

Pre (6D):{< 1 2 3 >, < 1 >, < (5, 7) >,
< 1 3 5 >, }

< 1 >, < 3 >, < 5 >

Suf (6D):{< (7, 8) >, < 7 > } < 7 >

until no frequent patterns are available. The prefix and suffix databases pertaining to
PP1, PP3, PP5 and PS7 are as shown in Table3.5.

FromTable3.5, it can be seen that only two patterns< 3 > and< 1 > are frequent
and no other frequent patterns exist in projected database for < 3 > and < 1 >.
Hence, the partitioning stops and the DAG is constructed as shown in Fig. 3.7 to find
all the patterns of 6D.

In Fig. 3.7, < 6 > is the root node of the DAG and it contains occurrence set
{p q s t} to show that the pattern < 6 > occurs in the tuples with IPs p, q, s and
t . In a DAG, the Up-children and Down-children denote the prefixes and suffixes of
the root node, respectively. Here, the root node< 6 > has three Up-children and one
Down-child. Pre (6D) yielded< 1 >,< 3 > and< 5 > and hence these are prefixes
of < 6 > and < 1 6 >, < 3 6 > and < 5 6 > are frequent patterns as they occur in
tuples with IPs {p q t}, {p t} and {s t}, respectively. Suf (6D) yielded < 7 > and is
a suffix of < 6 > and hence < 6 7 > is a frequent pattern as it occurs in tuples with
IPs {q t}. From Suf (PP1), suffix of < 1 > is < 3 > and from Pre (PP3), the prefix
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Table 3.5 Prefixes and suffixes of prefix and suffix databases of 6D

Sequence sets Frequent patterns

Pre (PP1):{ <> } –

Suf (PP1):{< (2, 3) >, < (3, 5) > } < 3 >

Pre (PP3):{ < 1 2 >,< 1 > } < 1 >

Suf (PP3):{ < 5 > } –

Pre (PP5):{ < 1 3 > } –

Suf (PP5):{ <> } –

Pre (PP7):{ <> } –

Suf (PP7):{<> } –

Fig. 3.7 The example DAG

of< 3 > is< 1 >, therefore,< 1 3 6 >, the upmost child node, is a frequent pattern
as it occurs in tuples with IPs {p t}. The patterns in an Up-child and Down-child
of a DAG can be combined to form a new node only if the number of tuples of the
occurrence sets of the Up-child and Down-child is greater than or equal to MinSup.
So, the node < 1 6 7 > has one Up-parent < 1 6 > and one Down-parent < 6 7 >

and as it is a frequent pattern in {q t}, < 167 > is a valid sequential pattern.
Therefore, the complete set of patterns in 6D is, WP6 = {< 6 >,< 1 6 >,<

3 6 >,< 5 6 >,< 6 7 >,< 1 3 6 >,< 1 6 7 >}. Similarly, WP1 = {< 1 >,<

1 3 >,< 1 6 >,< 1 3 6 >,< 1 6 7 >}, WP3 = {< 3 >,< 1 3 >,< 3 6 >,<

1 3 6 >},WP5 = {< 5 >,< 5 6 >},WP7 = {< 7 >,< 1 7 >,< 6 7 >,< 1 6 7 >}
and WP8 = {< 8 >}. The complete set of patterns in the session database is
WP = {< 1 >,< 3 >,< 5 >,< 6 >,< 7 >,< 8 >,< 1 3 >,< 1 6 >,< 1 7 >,

< 3 6 >,< 5 6 >,< 6 7 >,< 1 3 6 >,< 1 6 7 >}. Maximal forward references
save memory and can be used to generate all the above sequential patterns for WP
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and so WP (max) is {< 8 >,< 5 6 >,< 1 36 >,< 1 6 7 >}. As this algorithm
focuses on deriving prefetching rules, we use WP (max) to generate all 2-sequence
Web access patterns. Set of all 2-sequence patterns are {< 1 3 >,< 1 6 >,< 3 6 >,

< 1 7 >,< 6 7 >,< 5 6 >}. These 2-sequence patterns are analysed using Cyclic
Model Analysis (CMA) [2] to find out the periodicity and cyclic behaviour of these
sequences in the sequence database D. After analysis, the set of prefetching rules
PR are derived from the periodicity and cyclic behaviour and stored in the server.

Algorithm 3.1: BGCAP Algorithm
Purpose: To find Periodicity and Tendency of sequential patterns.
Input : W (Web Log Database)
Output : PR (Set of Prefetching Rules)

1 begin
2 F = Cleaning(W )
3 SD = SessionIdentifier(F ,T H RESHOLD)
4 WP = Bidirection Pattern GrowthP(SD,minsup)
5 PR = Pattern Analysis(WP)

6 Cleaning(W )
7 begin
8 for each l ∈ W do do
9 if (URL in l contains (js, css)) then

10 ignore
11 else
12 insert l into F

13 SessionIdentifier(F ,T H RESHOLD)
14 Purpose: To identify Sessions
15 Input: F- Cleaned database and sorted Web log entries according to IP address
16 and time, Threshold time limit for each session (Li .ip IP
17 address at record Li and Li .t Date/Time entry at record Li )
18 Output : F- with Sessions
19 begin
20 Vsession_id = 0
21 for each l ∈ f do do
22 if (li .ip != li+1.ip) then
23 session_id++
24 li .sid = session_id
25 else if (li .ip == li+1.ip and (li+1.t - li .t) > threshold) then
26 session_id++
27 li .sid = session_id
28 else
29 li .sid = session_id

For example, if the 2-sequence pattern < 3 6 > occurs frequently in D with a
Periodicity of 10 s, that means the user accesses < 6 > 10s after he has accessed
< 3 >. If this behaviour repeats itself and then stops after 80 s, then it is said to be
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the threshold of Cyclic Behaviour of < 3 6 > after which this pattern will not repeat
again. Using this knowledge, the Web page < 6 > can be prefetched for the user
before the 10th s and stored in the cache for future references and hence reduce his
perceived latency. The Web page can be deleted from the cache when the Cyclic
Behaviour of 80 s has been reached. The algorithm summarizes the above processes
and is shown in Algorithm 3.1.

3.5 Experiments

The algorithm BGCAP has been implemented using Java language using NetBeans
6.9.1 platform on MSNBC dataset in a Pentium Dual-Core processor environment,
with a 2GB Memory and 100 GB HDD. The MSNBC Web log data comes from
Internet Information Server (IIS) logs for msnbc.com and news-related portions of
msn.com for 989818 users. Each sequence in the dataset corresponds to page views
of a user during that twenty-four hour period. Each event in the sequence corresponds
to a user’s request for a page. The page requests served via caching mechanism are
not recorded in the server logs and hence, not present in the data.

Experiments are pursued to compare the efficiency of BGCAP and TD-Mine.
BGCAPdemonstrated satisfactory scale-up properties with respect to various param-
eters such as the total number of Web access sequences, the total number of pages,
the average lengths of sequences. The following comparisons show that BGCAP
outperforms TD-Mine in quite a significant margin and has better scalability than
TD-Mine.

3.5.1 Data Size Versus Run Time

The data size is the number of transactions of the input session database and it is
a significant factor that affects the performance of BGCAP. This is demonstrated
in Fig. 3.8, where we show how different data sizes have different execution times.
The higher the number of transactions, the more time it would take to process the
data and generate patterns. However, as seen in Fig. 3.8, TD-Mines execution time is
moderately higher than that of BGCAP. This is because of the Bidirectional pattern
growth approach adopted by BGCAP that reduces the run time by 5–10% than that
of TD-Mine. However, as the data size increases to the order of about a million
transactions, the run time of both the approaches will tend to be the same since
BGCAP must recursively generate prefixes and suffixes for all the frequent items
mined.
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Fig. 3.8 Data size versus run time

3.5.2 Threshold Versus Run Time

The minimum support threshold (minSup) is another important factor that affects
the performance of BGCAP. This is demonstrated in Fig. 3.9 where we show how
different support thresholds (for a fixed 2000 transactions) have different execution
times. As the data size is fixed, the mining only depends on the minSup values. As
the minSup value increases, the execution time gradually decreases as it would be
a smaller number of patterns that are to be mined. In Fig. 3.9, the graph shows that
TD-Mine takes more time to generate patterns compared to BGCAP and they both
tend towards the same run time asminSup increases. It is observed that the approach
adopted by BGCAP reduces the run time by 10–15% than that of TD-Mine.

3.5.3 Threshold Versus Number of Patterns

Next, wemineWeb sequential patterns for different thresholds for a fixed data size of
2000 transactions. Figure3.10 shows how many patterns can be mined for different
support thresholds using BGCAP and TD-Mine. We can see that the number of
patterns mined using BGCAP is significantly higher (5–15%) than that of TD-Mine
as shown in Fig. 3.10. This is because of the Bidirectional pattern growth approach
adopted by BGCAP that is more scalable and accurate than TD-Mine. However, as
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Fig. 3.9 Threshold versus run time

the minSup increases to the order of 1000 frequent items, the number of patterns
generated using both these approaches will tend to be the same as such patterns
rarely occur for such large values of threshold.

After generating theWeb 2-sequence patterns, BGCAP analyses themusingCMA
to derive the prefetching rules in terms of periodicity and cyclic behaviour. Consider
the same example inSect. 3.4,wherewederived the 2-sequence patterns: {< 13 >,<

1 6 >,< 3 6 >,< 1 7 >,< 6 7 >,< 5 6 >}. After analysis, we get the following
information as shown in Table3.6.

From Table3.6, for the 2-sequence pattern < 1 3 >, the Periodicity is 9 s which
means Web page (3) will be accessed by a user 9 s after Web page (1) has been
accessed and so it can be prefetched from the server and stored in the client system
before that users actually requests the page (3). As the prefetched Web page has
already travelled from the server, the users perceived delay is insignificant as the
page (3) is simply fetched from the client systems memory itself when the user
requests the prefetched Web page. The threshold of cyclic behaviour for < 1 3 > is
57 s which means that this behaviour stops after 57 s, i.e. the user does not request
page (3) after page (1) has been accessed, therefore implying that (3) need not be
prefetched after the cyclic behaviour has been reached and hence it can be removed
from the clients memory. Thus, it reduces network traffic and saves resources by
not prefetching Web pages that shall never be requested by the users. Similarly, the
prefetching rules can be generated for n-sequence Web patterns.
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Fig. 3.10 Threshold versus number of patterns

Table 3.6 Example of prefetching rules

2-sequence pattern Periodicity (s) Cyclic behaviour (s)

< 1 3 > 9 57

< 1 6 > 5 93

< 3 6 > 7 134

< 1 7 > 3 68

< 6 7 > 8 74

< 5 6 > 4 101

3.6 Summary

The proposed mechanism BGCAP mines Web sequential patterns using UDDAG
and analyses them using CMA to generate Web Prefetching rules. As UDDAG is
based on Bidirectional pattern growth, BGCAP performs only (log n+1) levels of
recursion for mining n Web sequential patterns. Prefetching rules generated based
on Periodicity and Cyclic Behaviour of 2-sequence Web patterns is very accurate
and the said rules hold good only until the threshold of cyclic behaviour has been
reached, thus helping to implement a dynamic necessity-based prefetching strategy.
Further, our experimental results show that prefetching rules generated usingBGCAP
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is 5–10% faster for different data sizes and 10–15% faster for a fixed data size than
TD-Mine. Also, BGCAP generates about 5–15% more prefetching rules than TD-
Mine. The Web Prefetching rules generated from CMA are used for Caching and
Prefecthing Web pages [31].
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Chapter 4
Automatic Discovery and Ranking
of Synonyms for Search Keywords
in the Web

K. R. Venugopal and K. C. Srikantaiah

Abstract Accurate results for queries of keyword-based search engines are hard to
come by as the queries may return irrelevant URLs even though the given keyword is
present in them and some relevant URLs may be lost as they may have the synonym
of the keyword and not the original one. The proposed algorithm provides solutions
for these problems by making use of the Search Engine Result Pages (SERPs) to
generate a ranked list of candidate synonyms for individual keywords, where the
relevance of the URLs depicted by these synonyms is proved by comparing it with
the URL depicted by the original keyword. This scalable technique can be applied to
online data on the dynamic, domain-independent and unstructuredWorldWideWeb.
The candidate synonyms are ranked using Co-occurrence Frequencies and various
page count based measures. The experimental results show that the best results are
obtained using the proposed algorithm with WebJaccard.

4.1 Introduction

TheWorldWideWeb (WWW) is a collection of interconnectedWeb pages accessed
via the Internet that provides information and services from all over the world.
The search engine is a Web tool that accepts query keywords as inputs, searches
the keywords in its database and provides the pages that contain these keywords as
Search Engine Result Pages (SERPs). Search Engines have become an indispensable
part of a Web users’ life as they have revolutionized the Internet usage by making
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tasks such as information retrieval and searching very easy and fast. Over the years,
many schemes have been proposed to further enhance the features of the search
engines and one such technique is the generation of synonyms for search keywords
to improve the efficiency of the engine and accuracy of the search results.

Searching for the information about people is also a common activity on the Inter-
net and it is a highly ambiguous task because a single name tends to be shared by
many people. A traditional search engine such as Google and Yahoo would return
Web pages in response to the search keyword entered (the person name in this case)
leaving the burden of disambiguating and collecting pages relevant to a particular
person (among the namesakes) on the user. A person is generally referred by mul-
tiple name aliases on the Web. Information retrieval about people from Web search
engines can become difficult when a person has nicknames or name aliases. Syn-
onyms are important for solving these problems and also various other difficulties
experienced by users in the field of Natural Language Processing (NLP) such as text
summarization, question answering, text generation, search query expansion, etc.
Hence, it can be seen that the synonyms of search queries are quite essential.

Search engines are undoubtedly one of the best keyword-based tools for infor-
mation retrieval. They generate SERPs that contain numerous links to the URLs
associated with the keyword. However, one major drawback of such a mechanism
is that it depends heavily on the keyword to search for the relevant URLs. In other
words, (i) irrelevant URLs that contain the same keywords may inadvertently be
listed among the SERPs and (ii) a page that contains information relevant to the
query, but does not contain the keyword, will not be listed by the search engine
(polysemy problem) and thus in both the cases, the user may not find the appropriate
page. The polysemy problem may be solved if the user enters both the keyword and
the synonym, but the user may not know the synonyms for all the keywords. So, all
these problems can be solved by automatically extracting the synonyms from the
Web.

Cheng et al. [1] proposed an offline, fully automated and data-driven algorithm
called Identifying Normalization Entity Synonym that mines queries for instances
where a variety of keywords have been used to refer to the sameWeb pages and gen-
erates an expanded set of equivalent strings called entity synonyms for each original
keyword. This framework consists of three modules: candidate generation, candi-
date selection and noise cleaning. This technique effectively enriches the structured
data with the help of these entity synonyms. This algorithm is shown to significantly
increase the coverage of structured Web queries with good precision. However, it
should be noted that this technique is applicable only to offline and structured data
and not to the dynamic and unstructuredWWW. In our approach, we solve this prob-
lem as theASWAT algorithm is capable of working in a dynamic, online environment
and it is not domain specific.

In this chapter, we propose a dynamic, online domain-independent algorithm
called Automatic Discovery of Synonyms from the Web based on Inbound Anchor
Text (ASWAT) that provides a ranked list of synonyms by first generating candidate
synonyms. We have generated the candidates by comparing the URLs obtained in
the SERPs by querying both the original keyword and its subsequent results. The
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key strategy of our approach is to extract the inbound anchor text as a candidate
synonymwhen a potential match occurs on comparison of these corresponding initial
and subsequent URLs. Finally, different similarity measures based on co-occurrence
frequencies and page counts have been employed for ranking the candidate synonyms
and further, we draw comparisons among these ranking schemes to find out the best
method that gives the most relevant synonyms.

4.2 Related Works

Extensive research in the field ofWeb information retrieval has been achieved. How-
ever, not much effort has been put into finding people from theWeb. Harada et al. [2]
have proposed a method NEXAS (Named Entity extraction and Association Search)
for finding authoritative people from the Web by associating a Web page through
identification of its real-world entities and determines the most relevant entities con-
sidering the top-ranked Web pages from SERPs. Four simple scoring functions:
document frequency (df), server frequency (sf), document frequency and inverse
document frequency (dfidf) and server frequency and inverse document frequency
(sfidf) are used to compute the relevance score to rank each entity. This approach
is useful to see social networks reflected on the Web without explicit mentioning of
relationships. However, this technique does not focus on finding other entities than
people and does not take into account the co-occurrence relationships among the
extracted personal names.

Kalashnikov et al. [3] proposed a system, Web Entities Search Technologies
(WEST), that implements two algorithms: a Graph-based Disambiguation Algo-
rithm for disambiguating among people who have the same name and a Graph-based
Cluster Algorithm to improve Web People Search by presenting to the user a set of
clusters of Web pages, one cluster per distinct person. Each cluster contains all the
Web pages related to that person and allows the user to select the cluster of that per-
son of interest. Using this method, the Web pages of the people who are not popular
and which were overshadowed in the traditional search engine will be made visible
to the user. However this technique does not consider external data sources such
as ontologies, encyclopedia, etc., for disambiguating among people and also these
algorithms are domain specific.

Since in WEST, the number of people in the shared dataset is not known in
a priori, Lefever et al. [4] describe a fuzzy ant based algorithm that does not require
prior specification of the number of clusters, which makes it very well suited for the
Web People Search task. This technique is shown to be more robust than the agglom-
erative hierarchical clustering (Agnes) and k-means clustering algorithm. Balog
et al. [5] proposed a Person Clustering hypothesis which states that similar docu-
ments tend to represent the same person. It is used for disambiguating a person name
in a Web searching and employs two clustering techniques: Single-pass clustering
(SPC) and Probabilistic Latent Semantic Analysis (PLSA).
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In theWeb people search, in order to improve the search quality and provide better
SERPs for the user it is important to classifyWebqueries to knowwhether the query is
a personal name or not. Shen et al. [6] designed an approach to predict whether aWeb
query is a personal name,without referring to any other context information. Personal
name classification in Web queries works under two stages: offline stage and online
stage. During the offline stage, probabilistic name-term dictionary is constructed for
a given list of candidate name terms and during the Online stage, the probability of
the query being a personal name is computed, based on the constructed Probabilistic
dictionaries and somegrammars.This techniqueoutperforms the traditional approach
in terms of F-score.

Jiang et al. [7] proposed the Graph-based framework for disambiguating People
appearances in Web Search (GRAPE) to resolve ambiguity in the People Search.
This technique first extracts People tag information such as name, organization, email
address, etc., from the search results and a graph is modelled on the extracted tags.
Finally, a clustering algorithm is performed on the graph to cluster all the extracted
tags for each people’s entity. To solve a similar problem, Smirnova et al. [8] used the
link structure of the Web pages (Web graph) to disambiguate personal names using
clustering algorithms.

When a person has nicknames or named aliases, the Information retrieval about
that person from Web search engines can become difficult. To solve this problem,
Bollegala et al. [9] devised a lexical pattern-based approach to automatically discover
Personal Name Aliases from the Web. In this technique, the candidate aliases of a
given name are extracted from snippets present in the SERPs of a name. These can-
didate aliases are ranked using three ranking approaches: lexical pattern frequency,
co-occurrences in anchor texts and page counts based association measures. This
technique has significantly improved the recall rate in a relation detection task and
also outperforms the traditional alias extraction methods. To identify second- or
higher-order associations between a name and candidates aliases, Bollegala et al.
[10] proposed an approach, a Co-occurrence Graph-based approach. In this method,
first an undirected co-occurrence graph is constructed. However, this approach does
not extract aliases for other entity types such as products, organizations and locations.

Shen et al. [11] presented a Fuzzy set based qualitative approach model called
absolute order-of-magnitude (AOM) for detecting aliases that incorporates multiple
link properties such as Cardinality and Uniqueness to evaluate the similarity between
information objects for the given entities and their associations. This method outper-
forms several methods over datasets available in the crime/terrorism-related publica-
tion and email domains. However, this technique has not been evaluated with more
relevant datasets.

Finding synonyms from the Web is a challenging task as they can be associated
with general terms unlike aliases that apply only to people. Kawai et al. [12] proposed
a Synonym Extraction method in Specification document by considering the co-
occurrence words of component words. Simanovsky et al. [13] proposed a pattern
extraction algorithm to extract the text fragments between pairs of synonyms by
exploiting on large-scale repositories, namely Wikipedia. In order to apply pattern
extraction to Wikipedia, this technique builds a set called Synonymous phrases or
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markup on Wikipedia articles by considering the redirect pages titles, anchor text
of backlinks and disambiguation pages titles. Next patterns are extracted, measured
and ranked according to their confidence levels. Finally, these patterns can be used
for extracting synonyms from the free text.

Niemi et al. [14] proposed a Bilingual Resource method for finding new synonym
candidates and these are added to the existing synonym sets (synsets) of a wordnet.
This technique automatically extracts groups of synonyms yielding a high number of
synonyms with significant accuracy. However, the accuracy of synonym candidates,
which have several possible target synsets, needs to be improved.

Plas et al. [15] describes a Distribution Similarity measure using automatic word
alignment for finding synonyms using two different resources, a large monolingual
corpus and a multilingual parallel corpus in eleven languages. Monolingual syntax
based approaches use grammatical relations to determine the context of a target word
and assume that the words that share grammatical relational contexts are semanti-
cally related. However, this approach has proven to be quite successful for finding
semantically related words. Multilingual alignment based approach translates a tar-
get word into other languages found in parallel corpora and defined that as the context
of target word and assumed that words that share translational contexts are seman-
tically related. But translation will yield less semantically related words because
translations do not extend to hypernyms, or hyponyms, or antonyms. Multilingual
alignment based approach extracts synonyms with much greater precision and recall
when compared to monolingual syntax based method.

Takeuchi et al. [16] proposed a Graph-Based Co-Clustering approach called
Bipartite graph algorithm to extract verb and noun synonyms by considering co-
occurrences of verbs and their arguments from large -scale texts. This method
achieves a higher accuracy than those of a vector-based single clustering approach.
Ageishi et al. [17] presented Statistical Machine Translation (SMT) technique to
automatically extract domain specific synonyms by considering pairs of sentences
from two corpora in Japanese and English languages and relies on word alignment
to estimate translation probabilities.

Several similarity measures have been devised to find the synonyms and aliases.
Li et al. [18] proposed a new similarity measure which is a combination of shortest
path length and depth of subsuming nonlinearity to measure the semantic similar-
ity between words. First, this method preprocesses the firsthand information from
different sources. Next, words are compared within a closed interval of completely
similar and nothing similar. Finally, by using this similarity measure, the appropriate
semantic words are generated.

Losif et al. [19] proposed an unsupervised context-based similarity computation
algorithm to compute semantic similarity betweenwords usingWeb documents. This
technique first downloads the top-ranked documents returned by a Web query and
then computes the frequency of occurrence of contextual features. This algorithm
does not refer to any external knowledge resources and can be generalized and
applied to different languages. This method significantly outperforms the page count
based metrics in terms of correlation scores. However, this algorithm does not take
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into consideration several issues such as document selection, feature selection and
feature fusion.

Li et al. [20] presented a text similarity algorithm for measuring the semantic
similarity between sentences or very short texts, based on semantic and word order
information. Using corpus statistics and a structured lexical database, this technique
computes the semantic similarity of two sentences. Thismethod fails to disambiguate
word sense using surrounding words. Han et al. [21] developed a new metric Point-
wise mutual information (PMI), PMImax that augments traditional PMI to improve
semantic similarity between two concepts by estimating information about the words
number of senses. PMImax cannot be applied to the field of semantic acquisition from
text without its combining with distributional similarity.

Bollegala et al. [22] proposed lexical pattern extraction and pattern clustering
algorithms to extract the numerous semantic relations that exist between two words.
First, various word co-occurrence measures are defined using page counts and then
text snippets are used to extract lexical patterns. This technique outperforms the tradi-
tional semantic similarity measures by achieving a high correlation and significantly
improves the accuracy in a community mining task.

Bollegala et al. [23] devised a relation extraction method based on Latent Rela-
tional Mapping that trains an existing relation extraction system (source relation) to
extract new relation types (target relation) with minimum supervision. First, con-
text in which these two entities co-occur is used to extract lexical and syntactic
patterns. Next, by constructing a bipartite graph, a classifier is trained by using a
small number of labeled instances to identify target relation types. It is shown that
this method achieves a statistically significant F-score. But this technique does not
handle unrelated entities and multiple semantic relations.

Cilibrasi et al. [24] proposed a new similarity measure called Google Similarity
Distance to automatically extract similarity of words and phrases from Web using
Google page counts. It is shown that this measure results in a significant mean agree-
ment rate. Liu et al. [25] proposedKeyword Extraction algorithm using PageRank for
ranking of synonyms. First a weighted co-occurrence network is used to represent the
contents of a single document and in this way ranks are assigned for each synonym
group using the PageRank algorithm. Lastly, several synonym groups with a high
ranking are selected as keywords of the document. It is shown that this algorithm is
more adaptable to different types of classes, domains or languages.

Green [26] designed a lexical chaining method for generating hypertext links
both within and between documents based on semantic similarity of words and
takes into account the effects of synonymy and polysemy to build Hypertext links.
First the lexical chains are analysed, next similarity of paragraphs in these chains is
computed. Then it decides which paragraphs should be linked based on similarities
computed and connections examined among them and finally the hypertext links are
built based on these connections. By using this method, the hypertext links are built
with significant accuracy.
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4.3 System Architecture

4.3.1 Problem Definition

Given a keyword A, which is a real-world entity and Web search engine S, our
objective is to extract synonyms for a given keyword from WWW using S and
rank candidate synonyms based on co-occurrence frequency and page count based
measures. Assumptions: It is assumed that the user is online and only noun and verb
synonyms are considered. For parent URL extraction, we take only the first five
SERPs into consideration as it is assumed that only those pages contain relevant
information.

Basic Definitions:

Candidate Synonyms: Synonyms of a keyword A are defined as the anchor texts
that exactly have the same URLs linked to them as that of A.

Inbound Anchor Texts: It refers to a set of anchor texts that are pointing to the same
URLs that are relevant to the search keyword.

The proposed architecture of ourmodel is illustrated in Fig. 4.1 and its components
are the following:

Search Engine: It is the Web tool that accepts query keywords as inputs, searches
the keywords in its database and provides the pages that contain these keywords as
SERPs.

Candidate SynonymGenerator: It is the main component that generates candidate
synonyms for the given keyword. It consists of the subcomponents: Parent URL
Extractor, Child URL Extractor and Comparator. The Parent URL Extractor extracts
the URLs present in the SERPs of the original query keyword. The Child URL

Fig. 4.1 System architecture
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extractor extracts the URLs present in the SERPs that are obtained by querying the
anchor texts of the parent URLs in the search engine. The comparator compares the
parent URLs and the inbound anchor texts of the child URLs and if they are equal,
these anchor texts are extracted as a set of candidate synonyms for the original search
keyword.

Post Processing: During post-processing stage, repeating synonyms are removed
and parts of speech like nouns, verbs, pronouns, prepositions, adverbs and adjectives
are allotted to each word in a synonym by applying Part of Speech Tags. Only noun
and verb synonyms are considered and the rest are ignored.

Rank Engine: It ranks the candidates with respect to a given keyword and identifies
the correct synonym among the extracted candidate synonyms and assigns a higher
rank to it. This is achieved with the help of the candidate synonyms co-occurrence
frequencies and page count based measures. The end result is a ranked list of syn-
onyms for a given keyword arranged in decreasing order of their relevance which is
returned to the user.

The working of the proposed method for candidate synonym generation is briefly
summarized in Fig. 4.2, which consists of the following activities:

Fig. 4.2 Model flowchart
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1. User inputs a keyword to the search engine to generate SERPs.
2. Parent URL Extractor extracts all the URLs contained in SERPs and is collected

as a set of parent URLs.
3. For each parent URL, we retrieve the set of pages that link to parent URL from

search engine and URLs contained in them are collected as subparent URLs.
4. Child URL Extractor extracts all the (anchor text, link) pairs by visiting each

subparent URL and they are collected as a set of child URLs.
5. Comparator compares each of the child URLs with the parent URL and when

a match occurs, the corresponding inbound anchor text of the child URL is the
candidate synonym for the keyword and stored in the list.

4.4 System Model and Algorithm

4.4.1 Generation of Candidate Synonyms

First keyword A is sent as a query to the search engine S and it returns the SERPs.
The URLs of all SERPs are collected to form a set of parent URLs PU , i.e.

PU = {ui | ui is a U RL ∈ SERP and ∀i, 1 ≤ i ≤ m}. (4.1)

Where m is the total number of URLs present in all SERPs for query A. Next, for
each parent URL ui ∈ PU , we retrieve the set of pages that are linked to ui using the
search engine or in other words send ui as a query to the search engine to generate the
SERPs corresponding to ui and the subsequent URLs contained in them are collected
to form a set of sub parent URLs SPU , i.e.

SPU = {suik | suik is a U RL ∈ SERP of ui and ∀k, 1 ≤ k ≤ n}. (4.2)

Where n is the number of URLs in SERPs of ui . Then, for all subparent URLs
suk ∈ SPU is visited and all the (anchor text, link) pairs that are contained in them
are collected to form a set of child URLs CUi , i.e.

CUi = {(ku j , ka j ) | ∀k, 1 ≤ k ≤ n and ∀ j, 1 ≤ j ≤ n}. (4.3)

Where w is the number of (anchor text, link) pairs retrieved for all URLs in SPU .
Finally, each of these child URLs ku j ∈ CUi is compared with its corresponding
parent URL ui and when ku j = u j , then the corresponding anchor text ka j is the
candidate synonym for the keyword A to form a set of candidate synonymsCSi from
URL ui . This is represented by

CSi = {ka j | ku j = u j , ∀(ku j , ka j ) ∈ CU and ∀ j, 1 ≤ j ≤ w}. (4.4)
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Similarly, for the remaining URLs in PU , the candidate synonyms can be gener-
ated. The candidate synonymsCS for the given keyword A is the Union of candidate
synonyms CS1,CS2, . . .CSm , i.e.

CS = CS1 ∪ CS2 ∪ · · · ∪ CSm (4.5)

Once a set of candidate synonyms are extracted, a part of speech like noun, verb,
pronoun, preposition, adverb, adjective, etc., is assigned to each word in a synonym
by applying Part of Speech (PoS) tagger and only noun and verb synonyms are
considered.

Example 4.1 A keyword A = Fireblade, which is a sports motorcycle manu-
factured by Honda, is entered as a query in the Google search engine to obtain
the SERPs. The URLs contained in the SERPs are collected as a set of par-
ent URLs, i.e. PU = {http : //en.wikipedia.org/wiki/HondaF ireblade, http :
//world.honda.com/CBR1000RR/ ...}.

For the sake of notation, we shall refer to the URLs in PU as u1, u2 . . . that are
separately queried in the search engine to generate the SERPs and the new URLs
contained in them are collected as sub parent URLs, (SPU1 from u1, SPU2 from
u2, . . .) SPU1 = {http : //en.wikipedia.org/wiki/2008I sleo fManT T , http : //
en.wikipedia.org/wiki/2003SuperbikeWorldChampionshipseason,........}, SP
U2 ={http : //world.honda.com/si teindex/, ....... }.

By visiting all sub parent URLs that belongs to the set SPU1, SPU2... the (anchor
text, hyperlink) pairs that are contained in them are collected as a set of child URLs
CU1,CU2..., respectively, i.e.CU1 ={(http : //en.wikipedia.org/wiki/HondaF

ireblade,HondaFireblade), (http : //en.wikipedia.org/wiki/HondaF ireblade,
HondaCBR954RR), (http : //en.wikipedia.org/wiki/HondaRC51,HondaVTR
1000SPW) }CU2= {(http://world.honda.com/CBR1000RR/, CBR1000RR) }.

Ultimately u1 is compared with the URL part of the elements of CU1 and u2
is compared with the URL part of the elements of CU2 and so on. Since u1 is the
same as the URL part of the first element of CU1, the corresponding anchor text part
Honda Fireblade is one of the candidate synonyms. Similarly, this process is repeated
for the entire set of parent URLs and that synonyms are stored as a list, i.e. CS1 =
{ Honda Fireblade, Honda CBR954RR } CS2 ={ CBR1000RR }

This process is repeated for the entire set of parent URLs. Ultimately CS con-
tains Honda Fireblade, Honda CBR954RR and CBR1000RR as candidate synonyms
for the keyword Fireblade, i.e. CS = {Honda Fireblade, Honda CBR954RR and
CBR1000RR}.

4.4.2 Ranking of Candidate Synonyms

For a givenkeyword A,many candidate synonyms are generated and themost relevant
among these candidates must be ranked in the first position. This ranking can be
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achieved by finding the association between a keyword and the candidate synonyms.
To compute this association, two techniques: co-occurrence frequency (CF) and
page counts based measures, can be employed to rank the candidate synonyms.

Co-occurrenceFrequency (CF):CF between a unique keyword A and its candidate
synonym ci ∈ CS is the number of distinct URLs that are linked to A and ci . The
higher the CF , the more relevant the candidate synonym and so the CF is computed
between A and all its candidate synonyms and ranked based on the decreasing order
of the CFs. Hence the candidate with the highest CF value will be ranked in the
first position and so on.

Example 4.2 CFs between the keyword Fireblade and its candidate synonyms
generated in Example 4.1 are: (Fireblade, Honda Fireblade) is 3, (Fireblade, Honda
CBR954RR) is 2 and (Fireblade, CBR1000RR) is also 1. As (Fireblade, Honda
Fireblade) has the highestCFvalue,HondaFireblade is themost relevant synonymfor
the keyword Fireblade and ranked in the first position and the other two synonyms
are ranked in the second and third positions, respectively.

Page Count based Measures: The Page Count of a query keyword A is an estimate
of the number of pages that contain the query keyword. The candidate synonyms are
ranked using similarity measures that in turn use page counts of A only, ci only and
both A and ci . Let NA be the page counts for keyword A only, Nci be the page counts
for a candidate synonym ci only and NAci be the page counts for both keyword A
and a candidate synonym ci .

A similaritymeasure is a functionwhich computes the degree of similarity and rep-
resents the similarity between two words. We use nine popular relevance measures:
WebJaccard,Cosine,WebDice,WebOverlap, Precision,Recall,WebPMI (Point-wise
Mutual Information) and NGD (Normalized Google Distance), to accurately mea-
sure the relevance between A and ci and to rank the candidate synonyms using page
counts. These similarity measures are described using NA, Nci and NAci as follows.

WebJaccard Coefficient: is the measure used for comparing the similarity and
diversity of sample sets and is defines as the size of the intersection divided by the
size of the union of the sample sets. WebJaccard Coefficient between keyword A and
a candidate synonym ci ∈ CS is defined as

WebJaccard(A, ci ) = NAci

NA + Nci − NAci

. (4.6)

Cosine Similarity: It is a measure of similarity between two vectors that measures
the cosine of the angle between them. Cosine Similarity between keyword A and a
candidate synonym ci ∈ CS is defined as

cos(A, ci ) = NAci√
NA

√
Nci

. (4.7)
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WebDice (A, ci ): between keyword A and a candidate synonym ci ∈ CS is defined
as

WebDice(A, ci ) = 2NAci

NA + Nci

. (4.8)

WebOverlap (A, ci ): between keyword A and a candidate synonym ci ∈ CS is
defined as

Overlap(A, ci ) = NAci

min(NA + Nci )
. (4.9)

F-score: It can also be used to rank the candidate synonyms. F-score of a synonym ci
is computed as the harmonic mean between the precision and recall of the synonym.
First, for a synonym ci and a keyword A, we compute its precision and recall as
follows: Precision is the ratio between the number of relevant documents that are
returned and the total number of returned documents. Precision (A, ci ) between A
and ci is defined as

Precision(A, ci ) = NAci

NA
. (4.10)

Recall is the ratio between the number of relevant documents that are returned and
the total number of relevant documents. Recall (A, ci ) between A and ci is defined
as

Recall(A, ci ) = NAci

Nci

. (4.11)

Then, its F-score is computed as

F − score = 2 ∗ Precision(A, ci ) ∗ Recall(A, ci )

Precision(A, ci ) ∗ Recall(A, ci )
. (4.12)

WebPMI between keyword A and a candidate synonym ci ∈ CS is defined as

WesPM I (A, ci ) = log2

(
LNAci

NANci

)
. (4.13)

NormalizedGoogleDistance (NGD): is a semantic similaritymeasure derivedusing
page counts retrieved from Google search engine. The lesser the NGD between two
words, higher the similarity and vice versa. If L is the number of documents indexed
by the search engine, thenNGD (A, ci ) between keyword A and a candidate synonym
ci ∈ CS is defined as

NGD(A, ci ) = max(logNA, logNci ) − logNAci

logL − max(logNA, logNci )
. (4.14)
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Algorithm 4.1: ASWAT Algorithm.
Input : Keyword A.
Output : List of Synonyms for A, ranked in the order of relevance.

1 //Generation of Candidate Synonyms
2 SERPs = SearchEngine(A)
3 PU = ExtractAllURLs(SERPs)
4 SPU=ø
5 CS=ø
6 for each URL u j ∈ PU do
7 SPUi = get all pages that contains URL u j
8 SPU =∪i SPUi
9 CUi=ø

10 for each URL suk ∈ SPU do
11 P = Visit the Web page corresponding to URL suk
12 CUik = collect all anchortext and URL pair (ku j , ka j ) from P;
13 CUik =∪ik CUik

14 for each ku j ∈ CU do
15 If (ui == ku j ) CSi =∪i ka j

16 CS =∪i CSi

17 //Ranking Candidate Synonyms
18 for each URL ci ∈ CS do do
19 Calculate co-occurrence frequency A and ci
20 Compute the page counts for A (NA)
21 Compute the page counts for A and ci (NAci )
22 Compute the page counts for ci (Nci )
23 Rank candidate synonym ci ∈ CS
24 WebJaccard(A,ci ) = NAci / ( NA+ Nci - NAci )
25 Cos(A,ci ) = NAci / Sqrt(N A) Sqrt(Nci )
26 WebDice(A,ci ) = (2 NAci ) / ( Nci + NA )
27 WebOverlap(A,ci ) = NAci / min(NA , Nci )
28 Precision(A,ci ) = NAci / NA
29 Recall(A,ci ) = NAci / Nci
30 F-Score =(2Precision(A,ci )Recall(A,ci )) /(Precision(A,ci ) + Recall(A,ci ) )
31 WebPMI(A,ci ) = log 2 ( L NAci / NA Nci )
32 NGD(A,ci ) = ( maxlog NA, log Nci log NAci ) / (log L minlog NA, log Nci )

4.4.3 ASWAT Algorithm

The Automatic Discovery of Synonyms from the Web based on Inbound Anchor
Text (ASWAT) algorithm is shown in Algorithm4.1, which extracts synonyms from
the Web and is based on the described model. In this algorithm, the search engine
first uses the keyword to generate the SERPs and the URLs contained in them are
collected as a set of parent URLs. A hash map that stores the URLs of the pages that
contain links to these parent URLs is maintained as SPU . Next, each page of SPU
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is visited and all the (anchor text, link) pairs that are contained in it are collected as a
set of child URLs for this parent. Finally, each of these child URLs is compared with
the parent URL and when a match occurs, the inbound anchor text of the child URL
is extracted and stored in the hash map with the parent URL. This process is repeated
for the entire set of parent URLs and ultimately the hash map contains candidates for
synonyms for the keyword. The next stage of the algorithm is to rank the candidate
synonyms based on the co-occurrence frequency and page count based measures.

4.5 Experiments

The ASWAT algorithm has been implemented using Java language using the Net-
Beans 7.1 IDE and Google search engine in a PentiumDual-Core processor environ-
ment, with 2GB of RAM and 100 GB HDD. Experiments were conducted to derive
the candidate synonyms for some popular search keywords such as titles of movies,
cameramodels,motorcyclemodels and place names. For parentURLextraction, only
the first five SERPs have been considered and for the subparent and child URLs, all
the SERPs have been taken into consideration.

Table4.1 lists the query keywords used and their synonyms along with theirCFs.
The synonyms with the highest CFs are listed first and are hence the most relevant

Table 4.1 Common keywords and their synonyms

Keywords Candidate synonyms (Co-occurrence frequency)

Danny the Dog Unleashed (4), Unleashed (aka Danny the Dog) (2),
Unleashed/Danny the Dog (1),
Danny the Dog (2005) (1)

Bengalooru Bangalore (2), Bengaluru (1), Garden City (1)
IT Capital of India (1)

Fireblade Honda Fireblade (3), CBR1000RR (1)
Honda CBR1000RR (1)

Live Free or Die Hard Die Hard 4 (3), Die Hard 4.0 (2)
Live Free or Die Hard (2007) (2), Die Hard IV (1)

Armour of God Operation Cordor 2: The armour of God (1)
Long Xiong Hu Di (1), Armour of God (film) (1)

Welcome to the Jungle The Rundown (1),
The Rundown (Welcome to the Jungle) (1)
Guns N’ Roses -Welcome to the Jungle (1)

Canon EOS 400D Canon EOS Kiss Digital X (1),
EOS Rebel XTi (1)
400D Digital Rebel XTi Kiss Digital X (1)

Republic of India India (2), Bharat (1)

US USA (2), United States of America (1)

Mac OS X Leopard (2)
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Table 4.2 Ranked synonyms for Begalooru

Synonym WebJaccard Cosine WebDice WebOverlap F-score NGD

Bangalore 0.1275 0.396 0.2261 1.263 0.2262 0.7098

Bengaluru 0.0141 0.1188 0.0279 1 0.0279 0.6598

Garden City 0.0029 0.0535 0.0057 1.0094 0.0058 0.4541

IT Capital
of India

0.0073 0.0145 0.0144 0.0154 0.0145 0.1387

Table 4.3 Ranked synonyms for Armour of God

Synonym Web
Jaccard

Cosine WebDice WebOverlap F-score NGD

Armour of
God (film)

0.0088 0.1188 4.0262 6.8824 1.1327 0.6462

Operation
Condor 2:
The Armour
of the Gods

0.0098 0.0535 0.0115 0.8806 0.0154 0.6289

Long Xiong
Hu Di

0.0123 0.0145 0.0476 0.1903 0.0244 0.5919

synonyms associated with those keywords. Some synonyms have the sameCF value
which implies that their relevance is the same and can be listed in any order.

Tables4.2 and 4.3 specifically show the synonyms for the keywords, Bengalooru
and Armour of God, respectively. Here, the page count based measures have been
used to evaluate the similarity between the keywords and their synonyms to compare
the ranking of these synonyms under these measures. From Table4.2, it can be
observed that the synonym Bangalore has the highest similarity score compared to
the other synonyms with respect to all the measures mentioned and hence it is the
most relevant synonym for the keyword Bengalooru. Bengaluru has the second
highest similarity score and IT Capital of India the least. Similarly, from Table4.3,
the synonym Armour of God (film) has the highest similarity score for the keyword
Armour of God.

To compare the similarity measures, we have usedMean Reciprocal Rank (MRR)
[9]. If ri is the rank of the correct synonym ci and n is the total number of candidate
synonyms, then MRR is defined as

MRR = 1

n

n∑

i=1

1

ri
. (4.15)

Table4.4 lists the MRR in descending order for the keywords Bengalooru and
Armour of God for different measures. It can be observed that correct synonyms
are obtained by using the proposed algorithm with WebJaccard.
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Table 4.4 MRR scores for page count based measures

Measure MRR (Begalooru) MRR (Armour of God)

WebJaccard 70.07238 37.12225

WebDice 35.64352 13.52666

F-score 35.20531 13.35019

Cosine 12.32498 12.00933

WebOverlap 8.46469 0.816969

NGD 1.542053 0.603383

4.6 Summary

The ASWAT algorithm, after effective scanning and processing, provided a ranked
list of candidate synonyms for each search keyword. This new technique is scalable
and can be implemented in the unstructured and dynamicWeb i.e. it can be applied on
online and domain-independent content. This mechanism not only provides accurate
synonyms, but also mitigates the polysemy problem to a large extent thus providing
the user with valuable and correct links for the desired information. The candidate
synonyms are ranked using CFs and various page count measures. The experimental
results have shown that correct synonymswere obtainedusing the proposed algorithm
with WebJaccard. As a future enhancement to ASWAT, snippets in the SERPs can
also be taken into consideration for generating synonyms.

References

1. T. Cheng, H.W. Lauw, S. Paparizos, Entity synonyms for structured web search. IEEE Trans.
Knowl. Data Eng. 24(10), 1862–1873 (2012)

2. M. Harada, S. Sato, K. Kazama, Finding authoritative people from the web, in Proceedings of
the Joint ACM/IEEE Conference on Digital Libraries (JCDL04) (2004), pp. 306–313

3. D.V. Dmitri, Kalashnikov, Z. Chen (Stella), S. Mehrotra, R. Nuray-Turan, Web people search
via connection analysis. IEEE Trans. Knowl. Data Eng. 20(11), 1–16 (2008)

4. E. Lefever, T. Fayruzov, V. Hoste, M. De Cock, Fuzzy ants clustering for web people search,
in 2nd Web People Search Evaluation Workshop (WePS 2009), Madrid, Spain (2009)

5. K. Balog , L. Azzopardi, L. Azzopardi, Personal name resolution of web people search, in
NLPIX2008, Beijing, China, 22 April 2008

6. D. Shen, T. Walker, Z. Zheng, Q. Yang, Y. Li, Personal name classification in web queries, in
WSDM 08, Palo Alto, California, USA (2008), pp. 149–158

7. L. Jiang, J. Wang, N. An, S. Wang, J. Zhan, L. Li, GRAPH: a graph-based framework for
disambiguating people appearances in web search, in 9th IEEE International Conference on
Data Mining (2009), pp. 199–208

8. E. Smirnova, K. Avrachenkov, B. Trousse, Using web graph structure for person name disam-
biguation, in 3rd Web People Search Evaluation Forum (WePS-3), CLEF Conference (2010)

9. D. Bollegala, Y. Matsuo, M. Ishizuka, A co-occurrence graph-based approach for personal
name alias extraction fromanchor texts, in International Joint Conference onNatural Language
Processing (2008), pp. 865–870



4 Automatic Discovery and Ranking of Synonyms for Search Keywords in the Web 65

10. D. Bollegala, Y. Matsuo, M. Ishizuka, Automatic discovery of personal name aliases from the
web. IEEE Trans. Knowl. Data Eng. 23(6), 831–844 (2011)

11. Q. Shen, T. Boongoen, Fuzzy orders-of-magnitude-based link analysis for qualitative alias
detection. IEEE Trans. Knowl. Data Eng. 24(4), 649–662 (2012)

12. Y. Kawai, T. Yoshikawa, T. Furuhashi, E. Hiraoy, A. Kunoy, T. Gotohy, A study on extraction
method of synonyms in specification documents, in 13th ACIS International Conference on
Software Engineering, Artificial Intelligence, Networking and Parallel/Distributed Computing
(2012), pp. 321–324

13. A. Simanovsky, A. Ulanov,Mining text patterns for synonyms extraction, in 22nd International
Workshop on Database and Expert Systems Applications (2011), pp. 473–477

14. J. Niemi, K. Linden, M. Hyvarinen, Using a bilingual resource to add synonyms to a wordnet:
FinnWordNet and wikipedia as an example, in 6th International Global Wordnet Conference,
Matsue Japan (2012), pp. 227–231

15. L. van der Plas, J. Tiedemann, Finding synonyms using automaticword alignment andmeasures
of distributional similarity, in Annual Meeting of the Association of Computational Linguistics
(2006), pp. 866–873

16. K. Takeuchi, Extraction of verb synonyms using co-clustering approach, in 2nd International
Symposium on Universal Communication (2008), pp. 173–178

17. R. Ageishi, T. Miura, Automatic extraction of synonyms based on statical machine translation,
in 22nd International Conference on Tools with Artificial Intelligence (2010), pp. 313–317

18. Y. Li, Z.A. Bandar, D. McLean, An approach for measuring semantic similarity between words
using multiple information sources. IEEE Trans. Knowl. Data Eng. 15(4), 871–882 (2003)

19. E. Iosif, A. Potamianos, Unsupervised semantic similarity computation between terms using
web documents. IEEE Trans. Knowl. Data Eng. 22(11), 1637–1647 (2010)

20. Y. Li, D.McLean, Z.A. Bandar, J.D. OShea, K. Crockett, Sentence similarity based on semantic
nets and corpus statistics. IEEE Trans. Knowl. Data Eng. 18(8), 1138–1150 (2006)

21. L. Han, T. Finin, P. McNamee, A. Joshi, Y. Yesha, Improving word similarity by augmenting
PMIwith estimates ofword polysemy. IEEETrans. Knowl. Data Eng. 25(6), 1307–1322 (2013)

22. D.Bollegala,Y.Matsuo,M. Ishizuka,Aweb search engine-based approach tomeasure semantic
similarity between words. IEEE Trans. Knowl. Data Eng. 23(7), 977–990 (2011)

23. D. Bollegala, Y. Matsuo, M. Ishizuka, Minimally supervised novel relation extraction using a
latent relational mapping. IEEE Trans. Knowl. Data Eng. 25(2), 419–432 (2013)

24. R.L. Cilibrasi, P.M.B. Vitanyi, The google similarity distance. IEEE Trans. Knowl. Data Eng.
19(3), 370–383 (2007)

25. Z. Liu, J. Liu, W. Yao, C. Wang, Keyword extraction using PageRank on synonym networks,
in ICEEE, Henan (2010), pp. 1–4

26. S.J. Green, Building hypertext links by computing semantic similarity. IEEE Trans. Knowl.
Data Eng. 11(5), 713–730 (1999)



Chapter 5
Construction of Topic Directories Using
Levenshtein Similarity Weight

K. R. Venugopal and K. C. Srikantaiah

Abstract Topic directories are search engines consisting of categories in hierar-
chical manner. Mapping of a new Web page to an appropriate category of a topic
directory is one of the major challenges faced by human-based topic directories due
to the rapid pace of growth of the WWW and also the presence of a large number
of categories. So, the mapping of new pages onto categories by human experts is an
expensive process. Hence, the automation of this process is needed and can be per-
formed using standard similarity measures. In this chapter, we propose an algorithm
called Mapping of Web Pages to Categories using Levenshtein Similarity Weight
(MPC-LSW algorithm) that performs this mapping of Web pages to categories by
comparing the similarity of the pages, i.e. a page-based comparison instead of the
traditional term-based comparison. The time complexity of MPC-LSW is observed
to be O(mk) as the terms are eliminated and processing is faster because pages are
compressed into strings. Hence, it is an efficient method of mapping.

5.1 Introduction

TheWorldWideWeb (WWW) is a collection of interconnectedWeb pages accessed
via the Internet offering information and data from all over the world. A topic direc-
tory, also knownas type-orientedWebdirectory is a highly organized structure ofWeb
pages that supports semantics-based information searches. Consider the example of
a university website, where searches to the website can be made more efficient by
using a topic directory like India, Universities, Bangalore University, Department of
CSE, etc., which make such directories highly desirable. But, these directories must
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be constructed manually by the human experts and hence they provide only limited
coverage with no regard to scalability and adaptability. Also, when searching for a
topic in the WWW using topic directories, it returns many links or Web sites related
to a given topic and each topic falls under distinguished categories like Sports, Poli-
tics, Health,.. etc. Each searched topic should necessarily be mapped to an existing
category based on its similarity.

Currently, Web directories like Yahoo! make use of human readers to classify
Web documents which may have major ramifications with respect to the cost and
speed of the operations. Hence there is a demand for making the mapping process
automatic so as to enhance these factors to have high speed and accuracy at a reduced
cost. Although several automatic classification techniques are currently being imple-
mented, none of them seem to improve the factor of speed even though there is a
significant improvement in accuracy and cost reduction. In this chapter, we address
all these factors, especially speed, by eliminating the term-based comparison for
mapping the given Web pages onto their respective topic directories.

There are two types ofWeb directories: arti f icial and real. RealWeb directories
are those that are constructed by human experts to map newly created authentic Web
pages corresponding to a certain topic. Artificial Web directories are those that are
constructed using the pages present in theWeb log. Since the records available in the
Web logs is vast, new pages viewed by the user should be added to the artificial Web
directory and this can be utilized for constructing community Web directories, thus
personalizing these directories. This is achieved by employing one of the mapping
techniques based on similarity observed between the new page and categories in the
artificial Web directory.

Pierrakos et al. [1] have used cosine similarity function for mapping of browsed
Web pages onto categories of Web directory. Here, Term Frequency and Inverse
Document Frequency (TF-IDF) is calculated for all the terms in the Web pages and
also for terms in the categories. Then cosine similarity is applied between the Web
page and the category. The time complexity of this approach, i.e. mapping the Web
pages to categories is O(mkn), where m is the number of categories, k is the number
of Web pages in each category and n represents the number of terms.

In this chapter, we have proposed an efficient algorithm called Mapping of Web
Pages to Categories using Levenshtein SimilarityWeight (MPC-LSW) that performs
mapping of Web pages to categories by first compressing the page to be mapped
and also the pages in the category into strings using Hashing technique. Next, the
Levenshtein Distance (LD) between all possible pairs of the string of the given page
and each string corresponding to every existing page in the category is computed.
Finally, Levenshtein Similarity Weight (LSW) is found to map this given page to the
appropriate category automatically.
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5.2 Related Works

Hyyro [2] designed an efficient algorithm to find LD based on bit vector. Burkhardt
et al. [3] proposed a filtering algorithm based on one gapped q-Gram for prepro-
cessing the input strings. LD is being used for a variety of applications such as
the establishment of secure communication between light client and single server
[4], information integration from different heterogeneous systems [5], for correct-
ing output words of Optical Character Recognition using thematic Web pages from
Dynamic Web Directories [6], analysing simultaneous speech recognition systems
automatically [7], to find coherent chunks of text in the document for text ranking
[8], a similarity measure to cluster Web logs and finally as a technique to find the
dissimilarity between Web pages at the content level, which is used to cluster the
Web pages [9, 10].

Web page classification is different from normal text categorization because the
Web page contains different types of data such as text, hyperlinks, media and noise.
The following techniques discuss the classification of the existing Web pages into
many categories. Fathy [11] deigned the Automatic Information Retrieval Database
system (AIRDB) to classify Web pages based on Artificial Neural Networks and
stemming. Classification is done using keyword indexes and weight of each stem
which results in a classification performance of about 84%. However, AIRDB is
not capable of classifying newly added pages. Soonthornphisaj et al. [12] proposed
the Iterative Cross Training (ICT) which is a semi-supervised algorithm that utilizes
Inductive Logic Programming and two learners, strong and weak. ICT induces the
ability of the weak learner by finding a strong learner and consequently performs the
classification in the real world by making use of the information provided by this
strong learner. ICT is shown to outperform supervised Naive Bayes, Co-training and
Expectation–Maximization Algorithm. However, there is scope for improving the
performance of the weak learner.

Shen et al. [13] proposed a new automatic Web page summarization algorithm
that utilizes a page-layout analysis to obtain the important topic of the Web page.
This technique is shown to enhance the accuracy of the classification. It combines the
results of four summarization mechanisms for Web page classification, viz. Adapted
Luhn’s Summarization, Latent Semantic Analysis, Content Body Identification by
Page Layout Analysis and Naive Bayes Summarization. This algorithm is shown to
achieve an improvement of about 12.9% compared to pure-text based methods. It
outperforms summary generated by human editors by 14.8%. However, hyperlinked
Web pages are not being considered for summarization of multiple documents. Lin
et al. [14] surveyed and compared the different Web page classification techniques
and listed their issues.

Riboni [15] designed an efficient way for the representation of the Web pages,
which combines usualVector SpaceRepresentationMethod andCo-matrix for classi-
fication which is shown to improve the classification performance. Lakshminarayana
[16] proposed a categorization algorithm that utilizes twodifferentWebpageweights,
viz. PageRetainingWeight (PRW)andPageForwardingWeight (PFW) that improves
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the retrieval performance of the search engine. Javid et al. [17] used the swarm intel-
ligence algorithm for Web page classification. Bo et al. [18] used the traditional
techniques, viz. Hidden Naive Bayes (HNB), Naive Bayes, SVM, k Nearest Neigh-
bour, C 4.5, Complement Class Naive Bayes for classification and concluded that
HNB is better than the rest.

Kim et al. [19] proposed a semi-supervised learningmethod forWeb page classifi-
cation that leverages a certain hypothesis and augments the training set by modelling
the similarity between documents in a click graph. The hypothesis is that unlabelled
documents similar to positive and negative labelled documents tend to be clicked
through by the same user queries. This expands training data automatically by find-
ing similar pages from user click information. Further two models are proposed for
seed set augmentation: Click Data Model (CDM) and Query Constraint model (QC
model). In CDM, a page with high similarity with the seed set should have the same
class label as the seed set. In the QC model, an active learning method leveraging
click data attempts to reduce the number of labelled data required to build a model of
similar performance by actively collecting training data. This technique is shown to
outperform current models with less amount of human annotation effort. However,
the quality of automatically labelled data from unlabelled data needs improvement.

Prakash et al. [20] proposed the technique for the automatic classification of
the Web pages into broad categories based on the structure and images pertaining
to each Web page. This structure-based classification approach exploits the fact that
Web pages belonging to a particular category all have a similar structure and also that
there aremany other features such as hyperlinks andmedia other than the text content.
The technique consists of feature extraction, which gathers textual information and
image information for classification. The technique is shown to achieve an accuracy
of 87.83% for correctly classified Web pages. However, only text and images are
being considered for classification and other information in the form of video, audio,
etc. are not being considered for exploitation.

Pierre [21] proposed two techniques called Targeted Spidering and Opportunistic
Crawling for automated text classification ofWeb sites by analysing the use ofHTML
meta-tags as a good source of text features. It is shown that HTMLmeta-tags are not
in wide use despite their role in search engine rankings for automatically classifying
websites into industry categories. The text classifier consists of three modules: the
targeted spider for extracting text features associated with a website, an information
retrieval engine for comparing queries to training examples and a decision algorithm
for assigning categories. This method is shown to be reliable and accurately generate
metadata from existing content. However, creation of quality metadata is a tedious
process.

Yu et al. [22] proposed a heterogeneous learning framework for classifying Web
pages, by introducing two heterogeneous learners: a decision list and a linear sepa-
rator which complement each other. This technique increases classification accuracy
and eliminates the need for negative training data. It is shown that this classifier
classifies more accurately while requiring less human efforts.

Yu et al. [23] presented a framework called Positive Example Based Learning
(PEBL) for Web page classification which eliminates the need for manually collect-
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ing negative training examples in preprocessing. PEBL applies an algorithm called
Mapping-Convergence (M-C) to achieve high classification accuracy (with positive
and unlabeled data) as high as that of a traditional SVM (with positive and neg-
ative data). M-C runs in two stages: the mapping stage (where a weak classifier
draws an initial approximation of strong negative data) and the convergence stage
that iteratively runs an internal classifier (e.g. SVM) which maximizes margins to
progressively improve the approximation of negative data. It is shown that the M-C
algorithm outperforms one-class SVMs and is almost as accurate as the traditional
SVMs. However, the M-C algorithm takes multiple times longer to train one class
than traditional SVM since the iteration of training SVM has to be serialized due to
data dependency between adjacent iterations.

Prabowo et al. [24] designed an automatic classifier which utilizes ontologies with
respect to the Dewey Decimal Classification (DDC) and Library of Congress Clas-
sification (LCC) schemes. This technique first builds these ontologies in a modular
fashion. This is achieved by a strategy used to enhance the accuracy of the auto-
matic classifier, called the Automatic Classification Engine (ACE). The advantages
of an ontology-based classification over hierarchical and probabilistic approaches
are: enabling of machine reasoning, inherent semantics and a new way to measure
the similarity between a Web page and a class representative. This technique is also
shown to result in improved classification in terms of accuracy. However, due to the
incompleteness of the ontologies used, it results in a low coverage ratio.

Several techniques have been proposed for mapping a Web page onto a category
discussed as follows. Tsukada et al. [25] proposed techniques to generate attributes
by using co-occurrence analysis and to classify Web pages automatically based on
machine learning. By applying these techniques toWeb pages, decision trees are con-
structed which determine appropriate category for each Web page. The performance
of this proposed method is evaluated in terms of error rate, recall and precision and
is shown to yield high accuracy with the classification values of Precision are higher
than those of Recall for each category. The values of Error rate is between 8 and
16%. However, for the evaluation only the top-level category classification has been
considered.

Patil et al. [26] proposed a technique which makes use of the Naive Bayesian
(NB) approach for the classification ofWeb sites based on content of the home pages
based on the fact that the expression power of the home page of a website can be
exploited to identify the nature of the organization. Using this technique yields an
average precision of 89.09%, average recall of 89.04%, and F-Measure of 89.05%
and it is shown that classification of Web sites is possible by examining the contents
of their home pages. However, in this technique, only distinct and non-hierarchical
categories are considered.

Peng et al. [27] proposed a dynamic and hierarchical classification system that is
capable of adding new categories as required for the organization of the Web pages
into a tree structure. Classification of Web pages is achieved by searching through
only one path of the tree structure. As the number of Web pages in the WWW is
increasing continuously at great speed, it is impossible for a fixed category set to
provide accurate classification and hence this dynamic expanding technique is most
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advantageous. It is shown that the single-path search technique reduces the search
complexity and increases the accuracy by 6% comparing to related algorithms.

The problemof grouping similarWebpages can be done byusingClustering.Chau
et al. [28] proposed the use of Web structure and hyperlink analysis techniques in
traditional vector space model for clustering of Web documents returned by search
engines. It introduces a new metric HFIDF (Hyperlink Frequency multiplied by
Inverse Document Frequency) instead of traditional TF-IDF. This technique exploits
the fact that a document is represented as a vector based on the vector space model
in document clustering. HFIDF can be used to evaluate several clustering algorithms
such as K -means clustering, self-organizing maps (SOM), Suffix-Tree clustering
and agglomerative hierarchical clustering. Based on the standard clusters created
manually, the performance of HFIDF and TFIDF is compared in terms of cluster
Precision and cluster Recall.

Lin et al. [29] proposed a clustering algorithm HSClus which groups densely
linkedWeb pages into semantic clusters and identifies their hierarchical relationships
by studying the DOM structure of the pages to extract parallel links that depict
similarity amongst the pages. Here, both the cross-page link structure and in-page
link references are used to identify their hierarchical relationships. It is shown that
HSClus is an efficient and effective technique for discovering Web page structures
of websites for hierarchical clustering by utilizing the inherent semantic structure
of the website. Shi [30] proposed a rough k-means clustering algorithm that utilizes
fuzzy logic and Web usage mining to cluster Web pages based on their browsing
patterns.

5.3 System Architecture

5.3.1 Problem Definition

Given aWeb log that containsURLsof the visitedWebpages and a set of categoriesC ,
our objective is to download each page, compress using hashing, compute similarity
using LD andmap them onto categories using Levenshtein SimilarityWeight(LSW).

Assumptions: In this chapter, we have assumed that the text portion of the Web
pages is most significant for mapping and hence only text has been taken into consid-
eration. We have also assumed that Web pages are always present in the categories,
i.e. a category must consist of at least one page for mapping and a browsed page
must be mapped to at least one category.

The entire functionality is depicted in Fig. 5.1, which consists of the following
activities:

1. Interested Web pages being browsed by the user.
2. Address of the Web page which is stored in the Web log and corresponding pages

are retrieved using crawler.
3. Extracting categories from the Web directory.
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Fig. 5.1 System architecture

4. Extracting pages present in category.
5. Pages obtained from Web log are preprocessed and forwarded to Hash Engine.
6. Pages obtained from categories are preprocessed and forwarded to Hash Engine.
7. Hashed values for corresponding to the browsed pages and pages in categories.
8. Mapping of pages to categories based on similarity is performed.

Web Portal: A Web portal is a website that brings information together uniformly
from a variety of sources. The main idea is to provide theWeb user with a singleWeb
page that brings together or aggregates content from a number of other systems or
servers. Each information source gets its dedicated area on the page for displaying
information and the Web user can configure which ones to display. Apart from the
standard search engines features,Webportals offer other services such as email, news,
stock prices, information, databases and entertainment. Portals provide a way for
enterprises to provide a consistent look and feel with access control and procedures
for multiple applications and databases, which otherwise would have been different
entities altogether. Examples of publicWeb portals areYahoo! and iGoogle.Different
types of Web portals are personal portals, government Web portals, news portals and
corporate Web portals.

WebLog:Web logs are a large database stored in theWeb servers that contain details
of the transactions ofWeb users. There aremanyfields in theWeb log database,which
conform to either Common Log Format (CLF) or the Extended Common Log Format
(ECLF). The fields specified by this format are IP address of the destination page,
Destination URL, Code which denotes the packet number, Protocol which specifies
the type of Network protocol used (e.g. TCP), Method which specifies the type of
method HTTP method used (e.g. GET, POST), Type which specifies the file type,
Date which gives the date and time when the page was accessed, Referrer which
gives the IP address of the client which requested the page, and finally the Size of the
page in bytes.Web logs are very useful for a variety of applications such as predicting
Web users’ behaviours and in this chapter we have focussed on using Web logs to
derive the visited URLs to map them efficiently onto their appropriate categories
using LSW.

Data Preprocessing: This process removes irrelevant and redundant information
or noisy and unreliable data such as images, media and scripts. Data preparation
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and filtering steps can take a considerable amount of processing time. Here, we
first extract the Destination URLs from Web log and crawl the entire page from the
Web server. We extract only text and eliminate Images, Scripts, from the crawled
Web pages. From the text obtained we remove stop words, BVerbs and also apply
stemming for words.

Web Directory: A Web directory or link directory is a directory on the WWW that
specializes in linking to otherWeb sites and categorizing those links. AWeb directory
is a human-edited search engine and does not display lists of Web pages based on
keywords; instead it lists websites by category and subcategory. Most Web directory
entries are also not found by Web crawlers but by humans. The categorization is
usually based on thewholewebsite rather than one page or a set of keywords, and sites
are often limited to inclusion in only a few categories. Web directories often allow
site owners to submit their site for inclusion, and have editors review submissions
for fitness. A human-edited directory is created and maintained by editors, who add
links based on the policies particular to that directory. Submission of websites to
Web directories is considered a common search engine optimization technique to get
backlinks for the submitted Web site.

Categories: It is a cluster of related pages. These clusters are extracted from theWeb
directory for mapping of browsed pages of users to them.

HashEngine:This calculates the hash values for the givenWeb pages of user interest
and pages in categories. The pages are compressed and stored in the form of strings,
where one string represents one page.

MPC-LSW: From the obtained strings of used Web pages and pages in categories,
Levenshtein Similarity is applied between them and mapping of pages to categories
is performed.

5.4 Mathematical Model and Algorithm

Consider a set of Web pages w = {p1, p2, . . . , pn} that are downloaded using the
visited URLs of a Web log, where pi is the browsed Web pages, ∀i , 1 ≤ i ≤ n and
set of m categories C={c1, c2, . . . , cm} where each category ci is the categories in
the Web directory ∀i , 1 ≤ i ≤ m, that may contain K pages {pi1, pi2, pi3, . . . , pik}
where 1 ≤ k ≤ l , where l is maximum number of pages in ci . for example, if C =
{c1, c2, c3, c4} and if c3 has the highest number of pages, then l = |c3|. Similarity
between page p ∈ W and category c j ∈ C is calculated using Hashing, Levenshtein
Distance (LD) and Levenshtein Similarity weight (LSW ). Each of these processes
is discussed in the following sections.
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5.4.1 Hashing

An Hash function H(t) for compressing term t is given by [9] and represented as

H(t) = (a1x
k−1 + a2x

k−2 + · · · + akx
0)modp (5.1)

Where A={a1, a2, a3, . . . , ak} are the co-efficient of polynomial which are ASCII
equivalents of alphabets, x is an integer value, which permits exponentiation and
term-wise explanation and p is the number of letters in an alphabet, for English
p = 26.

Compressing a line Li consisting of m terms, H(t) is computed for each term
t ∈ Li , that generates a set of hash values represented as

H(Li ) = {H(ti ) : 1 ≤ i ≤ m}. (5.2)

For each H(ti ) ∈ H(Li ), we calculate the ASCII equivalents to obtain the repre-
sented as

H(L
′
i ) = {H(a

′
i ) : 1 ≤ i ≤ m}. (5.3)

Finally, we concatenate the elements in H(Li ) to get a compressed representation
of line Li to obtain string Si .

5.4.2 Levenshtein Distance (LD)

The Levenshtein Distance [31] is the number of operations (insertions, deletions
and substitutions) required to transform a string S into another string P . LD can
be computed across a hierarchy of letters, words, phrases, sentences, paragraphs, or
even pages. LD between two strings S and P corresponding to two Web pages is
given by the recurrence equation

d[i, j] =

⎧
⎪⎪⎨

⎪⎪⎩

i, if j = 0
j, if i = 0.
d[i − 1, j − 1], if s[i] == t[j]
min{d[i − 1, j], d[i, j − 1], d[i − 1, j − 1]} + 1 otherwise

(5.4)
Where d[i, j] is the number of operations required to convert a string S with first i
characters and string P with j characters, where i is an index for the string S and j
is that of P .
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5.4.3 Levenshtein Similarity Weight (LSW)

LSW between line Li and L j is given by

LSW (Li , L j ) = 1 − LD(Li , L j )

maxlength(Li , L j )
. (5.5)

LSW(Li , L j ) is 0 when there is absolutely no match at all between Li and L j , 1
when Li and L j are exactly the same. LSW(Li , L j ) always lies between 0 and 1, in
all other cases. For example, LSW (PQR, LMN) = 0, LSW (PQR, PQR) = 1 and
LSW (PQRS, QRS) = 1 − (1/4) = 0.75.

5.4.4 Similarity Between Web Page and Category in Web
Directory

Consider a page P and for each line l ∈ P find the hash value H(ti ) for each term
ti ∈ l using Eq. (5.1). By combining all hash values of terms present in line l, we get
compressed representation of l, i.e. H(l) using Eq. (5.2) and its ASCII equivalent
H(l) is calculated using Eq. (5.3) to get a single term corresponding to line l. Simi-
larly, this procedure is repeated for all lines in the Web page leading to a set of terms
which are concatenated to one string S, which in turn helps in further processing.
This procedure is repeated for all the browsed Web pages and for all the pages in
categories.

Example 5.1 Consider aWeb page with links, images, text in tables and text with lot
of unwanted information. From this, only text portion of the page is extracted using
data extraction process, represented in first columnofTable5.1. For the extracted text,
BVerb removal and stemming process are applied thus resulting in second column.
Compressed representation of second column data is as shown in third column after
applying Eqs. (5.1), (5.2) and (5.3).

Example 5.2 Consider a category C with pages 1.html and 2.html, text is extracted
and cleaned for which hashing function is applied as shown in columns 2, 3 and 4,
respectively, of Table5.2.

Using this procedure, a page P is translated into one term t and for all pages
p1, p2,…, pk in category ci translated into set of terms ct1, ct2,…, ctk . Similarity
between P and ci is calculated using Eq. (5.6).

sim(P, ci ) =
k∑

i=1

LSW (t, cti ). (5.6)
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Table 5.1 Browsed page and its hash value

Uncleaned Web Page Cleaned page Hashed value of page

In just 4 years of captaincy,
Mahendra Singh Dhoni has
emerged as one has as one of
India’s most successful captain
this cricket crazy country has
seen. The Captain Cool has led
the team to many first under
his captaincy. Dhoni led Team
India to No. 1 in the ICC Test
Rankings for the first time in
December 2009 and also
closed the gap with Australia
in one-dayers after winning the
coveted 2011 Cricket World
Cup.

just 4 year captaincy,
mahendra singh dhoni emerge
india’s success captain cricket
crazy country seen. captain
cool led team captaincy. Dhoni
led team india 1 icc test rank
time December 2009 close gap
australia -dayer win covet
2011 cricket world cup.

ayaqkhydzbhyujvqyggx
mdgxruxpopdkrzqjoqmlucw

5.4.5 Mapping of Pages onto Categories

Mapping of browsed pages to the category in the Web directory is achieved by
finding similarity between page P ∈ W and all categories in C using Eq. (5.6). Next
the page P is mapped to the correct categoryCp, that has maximum similarity which
is computed using Eq. (5.7).

cp = argmax{sim(P, ci ) : ∀ci ∈ C}. (5.7)

Example 5.3 Consider a browsed Web page P and three categories c1 with 3 pages
p1, p2, p3, category c2 with 2 Web pages p4, p5 and category c3 with p6, p7, p8,
p9. LSW between browsed page P and pages in category c1 are 0.18667, 0.16667,
0.14667 and average similarity c1 and page P is 0.16667. LSWbetween browed page
p and pages in category c2 are 0.16667, 0.17333 and average similarity of c2 and page
p is 0.16995. LSW between browed page p and pages in c3 are 0.17333, 0.18667,
0.19334, 0.17333 and average similarity of c3 and page p is 0.18675. Considering the
average similarities of all categories, it is found that maximum similarity is between
page P and category c3. Hence, page P is mapped to category c3.

5.4.6 Algorithm MPC-LSW

Algorithm for mapping of Page onto Category using Levenshtein Similarity Weight
(MPC-LSW) is shown in an Algorithm 5.1. It accepts Web page P and set of cate-
gories C as inputs and returns a pair of page and category as output which represents
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Table 5.2 Category pages and their hash values

Page No. Uncleaned page Cleaned page Hashed value of page

1.html Known as ‘the Wall’ due to
his ability to bat for long,
bat long, Rahul Dravid has
been the batting mainstay
of the Indian Test team
since he first arrived at the
international scene in
1996. Dravid is regarded as
one of the most technically
sound batsmen of his time.
Dravid holds the record of
being the only batsman to
score a century in all ten
Test playing nations

Known ‘wall’ due abil ahul
dravid bat mainstai indian
test team arriv intern scene
1996. dravid regard technic
sound batsmen time. dravid
hold record batsman score
centuri test plai nation

Mgauqonei Gchyzrxchsiu
Eyphcsuqo jhwasyu

2.html MUMBAI:Master blaster
Sachin Tendulkar has
finally responded to the
BMC’s invite. After he
notched his 100th century,
the BMC on April 3 had
passed a congratulatory
motion in the civic House,
esting the cricketer to
make himself available for
a felicitation programme.
Nearly three months on,
Tendulkar finally
responded but much to the
dismay of civic officials,
he has not made any
commitment with regard to
the felicitation plans

Mumbai: master blaster
sachin tendulkar final
respond bmc’s invit. notch
100th centuri bmc April 3
pass congratulatory motion
civic house, request cricket
avail felicit programm.
nearly month, tendulkar
final respond dismai civic
official, commit regard
felicit plan

Ennheaeeea booxyediesp
gedegqwzfops

highest similarity between the page and category in the pair. Firstly, page P is com-
pressed into string HP using function hash(p). Next, all the pages p1, p2, p3,…, pk
in the category ci , are also compressed into string HP1, HP2, HP3,…, HPk respec-
tively. Finally, average of similarities between HP and (HP1, HP2, HP3, . . . , HPk)
is found. In the same way, similarity between page p and all categories in c is
calculated and stored in array sim[1..m], where sim[i] stores the similarity value
between p and ci . Finally, we examine the maximum similarity using function
Max(sim[1..m]) and based on the maximum value obtained, we assign the page
P to the appropriate category.
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Algorithm 5.1: MPC-LSW Algorithm.
Input : Browsed page P ∈ W , Set of categories C = {c1, c2, . . . , cm}. where ci has K

pages.
Output : Page category pair (P, ci ), where P is more affine to category ci

1 begin
2 //***********Computes similarity between P and ci*************
3 String HP=hash(P);
4 for each category ci ∈ C do
5 Sim[i]=0;
6 for each Pj ∈ ci do
7 HPj=hash(Pj )
8 Sim[i]+=Similarity(HP ,HPj );

9 Sim[i]/=2;
10 maxVal=Max(Sim);
11 return (P ,maxVal);

12 //**********Computes maximum of Similarities***************
13 Function Max(Sim[1..m])
14 begin
15 Max=1;
16 for (i=1 to m-1) do
17 if (sim[i]<sim[i+1]) then
18 Max=i+1;

19 return Max;

20 //***********Computes hash value************************
21 Function hash (P)
22 begin
23 String S = ;
24 for each line l ∈ P do
25 si=;
26 for each term t ∈ l do
27 H [t j ]=Compute Hash value H(t);
28 H [t j ]=Invert H [t j ] to ASCII equivalent.
29 si = Concatenate(si , H(t j ));

30 S = Concatenate(S, si );

31 Return S;

5.5 Experiments

The MPC-LSW algorithm is implemented using Perl and Shell scripting language.
Ubuntu Operating System with built-in Perl in a system running on Intel core i3
with 3GB RAM and 320GB HDD. The dataset consists of categories like Sports,
Entertainment, Politics, etc., containing sets of related pages and browsed pages
extracted from theWeb log. The browsed pages are assumed to get mapped onto any
one of these existing categories. The synthetic dataset consists of 54 categories with
an average of 22 pages in each category onto which 280 browsed Web pages are to
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Fig. 5.2 Execution time

be mapped. The importance of the algorithm is to find the similarity between each
browsed Web page and all the categories. Based on the maximum similarity, map-
ping of the particular page to the appropriate category is performed. The algorithm
MPC-LSW has been executed for different numbers of pages and has been compared
with TF-IDF-based Cosine Similarity algorithm. The following sections discuss the
parameters used for evaluating the performance of MPC-LSW.

5.5.1 Execution Time

The graph is plotted for the number of pages in categories versus time in ns which
gives execution time between Cosine similarity and MPC-LSW for mapping of
browsed pages to topic directory categories as shown in Fig. 5.2. From the graph, it
can be observed that Cosine Similarity takes more time than MPC-LSW since the
former’s time complexity is O(mkn) and that of the latter is O(mk). Hence, the gap
between the line graphs of MPC-LSW and Cosine Similarity is increasing with the
increase of categories indicating that Levenshtein similarity based algorithm runs
faster than the TF-IDF based ones.
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Fig. 5.3 Accuracy comparison

5.5.2 Accuracy

Accuracy is the measure that gives us the percentage of pages that are correctly
classified by the algorithm. The Web pages are classified by mapping them onto
existing categories or by creating new categories. Accuracy is computed using

Accuracy =
(

1 − Pages classi f ied wrongly

T otal no. of pages

)

∗ 100. (5.8)

Figure5.3 clearly shows that the accuracy ofMPC-LSW is 5–0% greater than that
of Cosine Similarity. This is due to the fact that the faster execution time along with
the string-representation of the Web pages results in a more accurate and reliable
method for mapping the Web pages to their appropriate categories.

5.5.3 Precision

Precision is the measure that gives us the percentage of correctly mapped pages to
the total number of mapped pages. Precision is computed using
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Fig. 5.4 Precision comparison

Precision = Pages mapped correctly

T otal no. of mapped pages
∗ 100. (5.9)

Figure5.4 shows that the Precision of MPC-LSW is 2–10% greater than that of
Cosine Similarity. Precision fluctuates significantly as it is possible for the newly
created categories for those pages which do not come under the existing categories
to accommodate newer pages that satisfy the criteria to be placed under them. The
higher Precision rate of MPC-LSW illustrates the reliability of our algorithm even
as it takes lesser time to execute than Cosine Similarity.

5.5.4 Recall

Recall is the measure that gives us the percentage of the correctly mapped pages to
the total number of Web pages. Recall is computed using

Recall = Pages mapped correctly

T otal no. of pages
∗ 100. (5.10)

Figure5.5 illustrates that the Recall of MPC-LSW is 3–10% higher than that
of Cosine Similarity. Of all the given Web pages, knowing how many pages can
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Fig. 5.5 Recall comparison

be mapped correctly is beneficial for the effective and accurate construction and
mapping of topic directories. By choosing methods with high Recall such as MPC-
LSW, it results in restricting the number of wrongly mapped pages as small as
possible.

5.5.5 F-Score

The F-score is an optimized measure that combines both Precision and Recall into
a single parameter without losing either of their importance. It is a standard mea-
sure used universally to determine the efficiency of a mapping function. F-score is
computed as

F-score = 2 ∗ Precision ∗ Recall

Precision + Recall
. (5.11)

Figure5.6 illustrates the difference of 2–10% in the F-scores of MPC-LSW and
Cosine Similarity because the former performs page-level comparison whereas the
latter performs term-level comparison. Since the F-scores efficiently summarize the
effects of Precision and Recall, this concludes that MPC-LSW is more efficient.
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Fig. 5.6 F-score comparison

5.6 Summary

In this chapter, we propose a new algorithm called MPC-LSW for mapping of the
browsed pages onto topic directories based on Levenshtein similarity. LSW is cal-
culated after compressing contents of browsed pages and category pages using hash
function and LD. Then, the browsed page is mapped onto the category based on the
maximumLSW. The experimental results obtained support the fact that the proposed
algorithm runs faster than the algorithms based on TF-IDF. Accuracy and F-score of
MPC-LSW are also moderately higher than that of Cosine Similarity. This algorithm
can be used as time-efficient similarity measure for construction of community Web
directories, classification and clustering ofWeb pages and further for personalization
of Web directories.
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Chapter 6
Related Search Recommendation
with User Feedback Session

K. R. Venugopal and Sejal Santosh Nimbhorkar

Abstract Keyword-based search is an extensively used method to discover knowl-
edge on theWeb. Generally, Web users are unable to arrange and define input queries
relevant to their search because of adequate knowledge about the domain. Therefore,
the input queries are normally ambiguous and short. Query suggestion is a method
to recommend queries related to the user input query that helps them to locate their
required information more precisely. It helps the search engine to provide relevant
answers and meet users needs. Usually, users query keywords are ambiguous, there-
fore it is not good to use users query keyword in suggestion. In this chapter, Related
Search Recommendation (RSR) framework is presented that determines keywords
presented in un-clicked and clicked documents in the feedback session. Feedback
sessions are used to retrieve users need in terms of Pseudo documents. Semantic sim-
ilarity is computed between the terms in the Pseudo document. The semantic terms
are used for suggestions. The presented method provides semantically related search
queries for the user input query. Results show that the RSR method outperforms
Rochios model and Snippet Click Model.

6.1 Introduction

Web data keeps expanding and is available in various data forms because of the rapid
growth of online advertising, publishing, e-commerce and entertainment. Although
Web search technology provides efficient and effective information access to users,
it is still a difficult task to search useful knowledge about user needs from their
search queries. Therefore, query suggestion is an important and an essential feature
of commercial Web search engines. The users can directly use query suggestions
results for the future new search.
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Query suggestion is an efficient way to enhance keyword-based search, which is
extensively useful for Web search systems. Users need to modify queries so often
because queries are often informational. Users may seek discrete information on
a distinct subject, hence may check out various query terms. Users may not have
sufficient knowledge on a topic, therefore adequate terms are not known to retrieve
the required information.

In Kato et al. [1], query recommendations are frequently used when (1) a initial
query is an exceptional query, (2) single-term query is used as input query, (3) explicit
queries are suggested, (4) suggestions are provided based on modification of input
query and (5) various URLs has been clicked by users on the resulting search page.

Query suggestions provided to the user efficiently can reduce the complexity of
the search and help them to locate the required information more precisely. This
method is extensively accepted by product, music, video search, retrieval of medical
information and patent search information. Query suggestions techniques are imple-
mented by commercial search such as Searches related in Google, Search Assist in
Yahoo! and Related Searches in Bing Search.

Through query suggestion, search engines have succeeded in obtainingWeb infor-
mation for users, but the keyword-based search is not able to organize and formulate
input queries. Silverstein et al. [2] derived that users’ input query’s average length
is 2.35 terms (AltaVista search engines query log). This shows that most of the user
queries are short. A short query cannot describe the information needed of user search
and sometimes ambiguous inmeaning expression. Because of insufficient knowledge
about domain, users find it difficult to organize and define appropriate input queries.
Then the user has to rephrase the query words or query frequently, which affects the
search performance.

In ([3–8]), the authors have focused on query suggestions by considering users’
previous query and click behaviour. There are two major issues with query-URLs
recommendations: (i) the common clicks on URLs are limited for various queries
(ii) though users may click the same URLs for two different queries, they may be
irrelevant as that Web documents may have different contents [9]. It is necessary
to generate useful suggestions by solving these problems. It is required to discover
users’ information needs to organize queries with a precise meaning. Users’ search
log provides information needs from users’ click behaviour. If a certain retrieved
result is clicked by the user, we cannot conclude that the clicked result is completely
relevant to the user query since he has not seen the full document. But the brief
description of the document, i.e. snippet is shown to the user and is read by the user
if he decides to click that document. It can be considered that snippet reflects the
user’s information need.

Lu et al. [10] have designed a method to determine the goal of user search for a
query. These search goals are obtained by clustering the proposed feedback sessions.
The clicked and un-clicked documents with the last clicked document represents
feedback session in a user search log. Pseudo documents are obtained by mapping
feedback sessions to reflect the information needs of the users effectively. Pseudo
documents are clustered using k-mean algorithm to derive search goals of users.
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In this chapter, Related Search Recommendation (RSR) framework is proposed to
recommend related queries for user input query. This framework uses user feedback
from click through log of search engine. User click through log is converted into
feedback session with clicked and un-clicked URLs and it ends with last clicked
URL in a session. Each clicked and un-clickedURLs of feedback session is converted
into enriched documents by calculating term frequency–inverse document frequency
for each term present in the title and snippet of that URL. Pseudo documents are
generated by merging all the enriched documents of a feedback session. Finally, the
optimized pseudo document is generated by combining all the pseudo documents for
a given input query, which reflects the user’s information need. Recommendations
are generated and ranked by combining query and terms for all the methods.

6.2 Related Works

Mostly, users access Web pages by querying through search engines by which the
performance of search engines is affected. In this chapter, we are recommending
related search queries with the user feedback session. In this session, clicked and
un-clicked document’s snippets are used to formulate related search queries. We
need to calculate the similarity between different words that exist in snippets to
obtain the desired results. We have reviewed several papers related to measuring the
similarity between words and different techniques used for query recommendations
using snippets in this section.

6.2.1 Measuring Similarity Between Two Words

Miao et al. [11] have developed a query expansionmethod based onRocchio’smodel.
In this model, proximity information is modelled by proposed Proximity-based Term
Frequency ptf in the pseudo relevant documents. Expansion terms and their prox-
imity relation with query terms is modelled by ptf. Window-based, kernel-based
and Hyperspace Analogue to Language (HAL) methods are proposed as proximity
measures for evaluating the relationship between query terms and expansion terms.
This model achieves better performance over position relevance model and classic
Rocchio’s model.

Hamai et al. [12] have discussed a transformation function to measure semantic
similarity between two given words. This approach uses page counts of documents
title to measure similarity. This approach outperforms similarity measures defined
over snippets.

Bollegala et al. [13] have presented an approach to calculate semantic similarity
between words. Text snippets are used to obtain Lexico-syntactic patterns from a
Web search engine. Support vector machine is used to integrate page count based
similarity score and lexico-syntactic patterns to generate semantic similaritymeasure.
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This method performs better than Information content measures and Edge counting
WordNet-based methods.

Li et al. [14] have presented an approach to calculate the semantic similarity
between terms and multiword statement. A large Web corpus is used to form an isA
semantic network to provide contexts for the terms. The meaning of input terms is
formulated by K -medoids clustering algorithm and similarity is computedwithmax–
max similarity function. This algorithm outperforms multiword expression pairs and
Pearson correlation coefficient on word pairs.

Bollegala et al. [15, 16] have developed a relational model to calculate the seman-
tic similarity between two words. Snippets of Web pages are used to obtain lexi-
cal patterns. Semantically related patterns are identified by extracted clusters from
sequential pattern clustering algorithm. Mahalanobis distance is used to calculate
semantic similarity between twowords. Thismethod outperforms allWordNet-based
approaches ([17–22]).

6.2.2 Query Recommendation Techniques

Song et al. [23] have designed query suggestion method by using users’ feedbacks in
the query logs. Query-URL bipartite graph is constructed for click and un-click infor-
mation. Random Walk with Restart (RWR) technique is applied to both the graphs.
The category of URLs is used to construct correlation matrix for URLs. Optimal
query correlation matrix is constructed by combining two query correlation matri-
ces, which is used for query suggestion. This framework gives better performance
than pseudo-relevance feedback models ([24–26]) and random walk models.

Kharitonov et al. [27] have focused on contextualization framework for diversify-
ing query suggestion. This framework utilizes the user’s history query, the previously
clicked and skipped documents and examines query suggestions. Mean Reciprocal
Rank (MRR) is used as a performance evaluation metric. This framework is com-
paredwith non-diversified rankingwith the previous query, rankingwith the previous
query as a context and clicks and skips as context.

Ozetem et al. [28] have developed an approach to learn the probability with
machine learning that a user may find a relevant follow-up query after executing
the input query. To measure the relevance of follow-up query, probabilistic utility
function is used which relies on the query co-occurrence. To capture the semantic
similarity of the suggestions, lexical and result set based characteristics are devel-
oped. Gradient Boosted Decision Tree (GBDT) regression is performed to rank the
suggestions for input query and remove the irrelevant. This approach shows signifi-
cant improvement over Mutual Information (MI) method.

Broccolo et al. [29] have investigated a query suggestion algorithm that can cover
long tail queries. This algorithm uses search shortcuts model to process a full text
query, which is indexed in user sessions recorded in a query log. This algorithm
outperforms Query Flow Graph (QFG) and Cover Graph (CG) by providing the
most relevant query suggestions.



6 Related Search Recommendation with User Feedback Session 91

Zhang et al. [30] have developed an approach for query suggestion based on query
search. This approach constructs an ordered set of search terms drawn from docu-
ments to create candidate query suggestions. It builds query suggestions separately
for each potentially relevant document. This approach provides more relevant query
suggestions for short queries as well as long queries.

Gomex et al. [31] have designed a novel technique to visualize the collection
of textual snippets returned from a Web query. This technique constructs intuitive
and meaningful layouts that optimize the placement of snippets by employing an
energy function. This function considers both overlapping removal and preserva-
tion of neighbourhood structures. This technique is compared with VPSC, PRISM,
Voronoi based and RWordle-C by using Euclidean distance, layout similarity and
neighbourhood preservation metrics.

Phan et al. [32] have introduced a method to process sparse and short documents
by hidden-topic-based framework on the Web. This framework solves data sparse-
ness and synonyms/homonyms problems of documents. Common hidden topics are
determined from datasets to make documents short, less sparse and more topic ori-
ented. This framework is evaluated for online advertising applications onWeb search
domain matching/ranking and classification. Precision and recall are used to eval-
uate hidden topics which are used in the improvement of ranking and matching
performance.

He et al. [33] have presented a novel sequential query prediction approach for
understanding users’ search intent and recommending queries. A sequential prob-
abilistic model called Mixture Variable Memory Markov Model is developed for
online query recommendation. Experiments results show that ordered queries within
the same session are highly correlated and should be utilized to understand the
user information needs. Coverage and accuracy are used as performance evaluation
metrics.

Jiang et al. [34] have presented a query recommendation method based on Query
Hashing (QH). QHgeneratesmany similar and dissimilar query-pairs as prior knowl-
edge fromquery sessions. ThenQH learns a transformation from the prior knowledge
such that after transformation of similar queries tend to have similar hash values. In
the recommendation stage, queries that have similar hash values to the given query
are ranked and top K queries are displayed as the recommendation result. QH model
is compared with hashing-based methods, SimHash, Kernelized Locality Sensitive
Hashing and Inverted list. This method achieves the best results in terms of efficiency
and recommendation performance.

Li et al. [35] have proposed a query suggestion approach. In the learning step,
a generative probabilistic model is obtained by learning external knowledge gained
from the Web dataset for Web queries. Latent semantic topic model is used to orga-
nize the co-occurrence of the Web queries. Posterior distribution of hidden topics is
obtained for each candidate query with this model. The topic distribution is acquired
in online query suggestion step for an given input query. The candidate queries and
input query similarity is computed by using their corresponding topic distribution.
Finally, suggestions are provided by listing candidate queries based on similarity
score. Precision and Mean Average Precision (MAP) is used as evaluation metrics.
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Table 6.1 Related work comparison

Author Concept Advantages Disadvantages

Li et al. [35] Suggest topically
related Web queries
using hidden topic
model

Provides better query
suggestions than URL
model and comparable
results with term
feature model

Training dataset need
to be generated to find
topic of Web queries
from external data
source

Zhang et al. [30] Provide improved
query suggestion by
query search

Provides more relevant
query suggestion for
short queries as well as
long queries compared
to suggestion by query
search

User feedback is not
considered

Miao et al. [11] Query expansion
based on proximity
based Rocchio’s
model

This model achieves
better performance
over position
relevance model

The exact relationship
between the window
size factor and
information of
collection is not fixed

Lu et al. [10] Inferring user search
goals with feedback
sessions

User search goals can
be utilized in query
recommendations

Finds personalized
search goals

Liu et al. [36] Provide query
recommendation
based on snippet click
model

Provides more
effective
recommendations than
Biadu and Sogou
search engines

Only click information
is used to create model

Rocchio [37] Query expansion with
user feedback

Considers user
feedback and
generates relevant
terms for query
expansion

Fails to classify
multimodal classes
and relationship

RSR Recommending
related search with
user feedback session
and semantic
similarity between
words

Provides semantically
related search to
inputs and this
approach can be
extended to generate
multiple related words

This approachgives better query suggestions thanURLmodel and comparable results
with the term feature model.

Liu et al. [36] have proposed a snippet click model for query recommendation.
This model determines the information need of users from search logs. The clicked
snippets are used to represent the information need of the users and with this judge-
ment snippet click models are constructed. Click through rate and click amount are
used asmetrics to evaluate the performance of the algorithm. The proposed algorithm
is providing more efficient recommendation than Biadu and Sogou search engines.

Table6.1 shows comparison of related works.
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6.3 Related Search Recommendation Framework and RSR
Algorithm

6.3.1 Problem Definition

Given a user input query q and user click through log lg from the Web search engine
S, our objective is to recommend expanded queries qe. It is assumed that the user is
online while entering input query and considers only top-50 retrieved search results.

6.3.2 Co-occurrence Measures to Compute Semantic
Similarity

Co-occurrence measures Dice, Jaccard, Pointwise Mutual Information (PMI) and
Overlap are explained to calculate semantic similarity. The notation P(Q) is used
to represent the page counts for the query Q in the search engine. The WebJaccard
between terms T1 and T2, (i) WebJaccard(T1, T2) is defined as

W ebJaccard(T1, T2) = P(T1 ∩ T2)

P(T1) + P(T2) − P(T1 ∩ T2)
(6.1)

Here, P(T1 ∩ T2) denotes the co-occurrence of terms T1 and T2.
(ii) WebDice(T1, T2)WebDice is defined as

W ebDice(T1, T2) = 2P(T1 ∩ T2)

P(T1) + P(T2)
(6.2)

WebOverlap(T1, T2) is a natural modification to the Simpson coefficient. (iii)
WebOverlap(T1, T2) is defined as

W ebOverlap(T1, T2) = P(T1 ∩ T2)

min(P(T1), P(T2))
(6.3)

Pointwise Mutual Information (PMI) is a measure of association used in statistics
and information theory. It reflects the dependencies of two probabilistic events. (iv)
WebPMI is defined as a modification of pointwise mutual information using page
counts as

W ebP M I (T1, T2) = log2

( P(T1∩T2)

N
P(T1)

N
P(T2)

N

)
(6.4)
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6.3.3 WordNet-Based Semantic Similarity

WordNet based measures are discussed to calculate semantic similarity. WordNet
[38] developed by Princeton University is a lexical database in English. It is well
suited for similarity measures, since it organizes verbs, nouns, adjectives and adverbs
with variation in semantic relations into synonym sets (synsets) by representing one
concept. It uses is-a relation to organize noun and verbs into hierarchies. Semantic
relations used by WordNet are autonomy, synonymy, member, hyponymy, domain,
relation, cause and similar and so on. wup (Wu and Palmer 1994), lch (Leacock and
Chodorow 1998) and path calculates similarity with path length. lin (Lin 1998), res
(Resnik 1995) and jcn (Jiang and Conrath 1997) measures similarity with informa-
tion content, which is a corpus-based measure of the specificity of concept. WordNet
also provides is-made-of, has-part, is-an-attribute-of, etc., non-hierarchical rela-
tions. With this additional relations, measures of relatedness are also supported by
WordNetwhich are lesk (Banerjee and Pedersen 2003), hso (Hirst and St-onge 1998)
and vector (Patwardhan 2003).

6.3.4 Rocchio’s Model

Rocchio’s model [37] and Snippet Click model [36] are compared with RSR algo-
rithm. Rocchio’s Model [37] uses relevant and irrelevant URLs identified by users
in search log to extend the input query. The extended query is used to carry out
retrieval again. These URLs are converted into documents with title and snippet. Let
the input query be q, the set of related documents accepted by users be Dr and the
set of non-related documents be Dir . The expanded query qe is computed by using
Eq.6.5. Here, a, b and c are parameters and their traditional values are 1, 0.8 and 0.1,
respectively. Related documents are given more importance than non-related docu-
ments. The importance of terms which are present in both related and non-related
documents and only in non-related documents is reduced by subtraction.

qe = aq + b

| Dr |
∑

dr ∈Dr

dr − c

| Dir |
∑

dir ∈Dir

dir (6.5)

6.3.5 Snippet Click Model

Global-scale snippet click model [36] uses clicked URLs C L Kurl from the user
search log for a given input query q. Snippets are extracted forC L Kurl and converted
into documents D. Each keyword Term Frequency (TF) is calculated in documents
D. Top N keywords with largest TFs is used as recommendation candidates. These N
keywords are combined with the input query q and displayed as recommendations.
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Related search recommendation framework is presented as shown in Fig. 6.1.
Feedback sessions are generated for a given query from the user search logs and
pseudo documents are mapped to it.

Feedback Sessions: Generally, a session can be defined as a list of consecutive
queries to correlate a particular user search knowledge and clicked URLs for Web
search [39]. Lu et al. [10] have focused on deriving a feedback session with a single
query. In this chapter, query suggestions are generated for a query and hence a single
session with a single query is suitable and is different from the traditional session.

The feedback session is defined with both clicked and un-clicked documents
and it ends with last clicked documents in a session. This feedback session gives
information that all the URLs have been examined and assessed by users before the
last click. Figure6.2 shows an example of feedback session for query bank exam.
The left part is the 19 search results of the query bank exam and the right part is
a user’s click series, with 1 as clicked URLs by user and 0 as un-clicked. Here, a
single session includes 19 URLs, while the feedback session includes only 15 URLs.
The feedback session consists of four clicked and six un-clicked URLs. Inside this
session, the clicked URLs display that is relevant to the users and the un-clicked
URLs display that is irrelevant to the users. The un-clicked URLs followed by the
last clicked URL are ignored in the feedback session since it is not assured that users
have scanned or not.

Generate Enriched Documents from Feedback Sessions: It is not suitable to use
feedback sessions directly to obtain meaningful information for suggestions as it
may differ for different search history and queries. Usually, users have ambiguous
keywords in their minds to represent their information need. Hence, it is not a good
idea to generate relation between the user query keywords for recommendations.
Enriched documents [10] are generated from feedback sessions and this enriched
document is used to locate keywords that appear in snippets clicked and un-clicked
documents in feedback session. The method of generating enriched document is
given in Function 6.1.

Function 6.1: Enriched Document
Function: EnrichedDocument(FeedBack Session F S)

1 for each URL u in Feedback Session F S do

2 Extract Title T and Snippet S

3 Generate Tp from T after removal of stopwords, transforming all letters to lowercase and
applying Stemming

4 Generate Sp from S after removal of stopwords, transforming all letters to lowercase and
applying Stemming

5 Generate Tv and Sv vector by calculating Term Frequency-Inverse Document Frequency
(TF-IDF) for Tp and Sp as shown in Eqs. 6.6 and 6.7 respectively

6 Generate Enriched Document E D by the weighted sum of Tv and Sv as shown in Eq. 6.8
7 end
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Fig. 6.1 Related search recommendation framework
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Sequence

Fig. 6.2 An example of feedback session for query bank exam in rectangular box

Tv and Sv vectors are given in Eqs. 6.6 and 6.7.

Tv = [tw1, tw2, ...twm] (6.6)

Sv = [tw1, tw2, ...twn], (6.7)

where twm = Term Frequency–Inverse Document Frequency (TF-IDF) value of the
mth term in URL’s title and twn = TF-IDF value of the nth term in the URL’s snippet.
The enriched document is defined as given in Eq.6.8.

E D = wt Tv + ws Ts = [edw1, edw2....edwk] (6.8)

where wt is the weight of the title, ws is the weight of the snippet and edwi indicates
the importance of ith term in the URL. As the title directly represents the URL
information, it is necessary to give more importance to title terms than the snippet
terms, and therefore wt is set to 2 and ws is set to 1. Five enriched documents are
generated for five URLs of feedback session (see Fig. 6.1).

Generate Pseudo Documents from Enriched Documents: For a feedback session,
each URL is converted into enriched document. This document contains frequent
terms that appears in clicked and un-clicked documents. For each feedback session,
a Pseudo Document is generated from its enriched documents. The method of gen-
erating Pseudo Document (PD) is shown in Function 6.2.
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Function 6.2: Pseudo Document
Function: PseudoDocument(FeedBack Session F S, Enriched Document E D)

1 for each Feedback Session F S do

2 Group Enriched Documents of F S, as E Dclk = [edw1clk , edw2clk ,....edwmclk ] and
E Dunclk=[edw1unclk , edw2unclk , ....edwnunclk ] of the clicked and un-clicked URLs
respectively.

3 for each term in (E Dclk U E Dunclk ) do

4 Generate Pseudo Document P D by optimizing the value of term such that term t
belongs to E Dclk gets more importance than t that belongs to E Dunclk as given in
Eq.6.9.

5 end
6 end

The generated P D = [edw1, edw2...edw p]

edw = argmin
edw

{
∑

M

[edw − edwclk]2 − λ
∑

N

[edw − edwunclk]2} (6.9)

Here, edw is the optimized term in Pseudo Documents, edwclk is the term from
clicked enriched documents, edwunclk is the term fromun-clicked enriched documents
and λ is a parameter balancing the importance of clicked and un-clicked URLs. λ is
set to 0.5 because if λ is set to a small value, then un-clicked URLs importance is
reduced and if λ value is too large then un-clicked URLs dominates the value of edw.
A pseudo document generated from five enriched documents is shown in Fig. 6.1.

Generate Optimized Pseudo Document from Pseudo Documents: The pseudo
document reflects both the relevant and irrelevant documents to the users. Optimized
Pseudo document is generated by combining all the pseudo documents for an input
query. The method for generating optimized pseudo document is shown in Function
6.3. N is set to 10 as we observe that the top 10 terms are representing the users’
information need.

Semantic similarity is calculated between optimized pseudo document terms by
WebJaccard, WebDice, WebPMI, WebOverlap methods and WordNet-based sim-
ilarity measures as discussed. Recommendation results are generated and ranked
by combining query and terms for all the methods. These results are evaluated in
performance evaluation.

6.3.6 RSR Algorithm

In this section, we present Related Search Recommendation (RSR) Algorithm as
shown in Algorithm 6.1
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Function 6.3: Optimized Pseudo Document
Function: OptPseudoDocument(Pseudo Document P D)

1 for each P D do

2 select top N terms

3 compute occurrence of each term in all the P Ds

4 Arrange the terms in descending order of occurrence and select top N terms for
optimized P D

5 end

Algorithm 6.1: RSR: Related Search Recommendation
Input : input query q, user click through log l
Output: related queries rq = < 1..k >

1 begin
2 for input query q do

3 Select Feedback Sessions F S = ( f s1, f s2... f sn) from user click through log l

4 for each feedback session f s in F S do

5 Generate enriched documents E D = (ed1, ed2...edm ) by
EnrichedDocument(FeedBack Session fs)

6 Generate Pseudo document pd with PseudoDocument(Feedback session fs,
enriched document ED)

7 Add pd to P D < 1...l >

8 Generate optimized pseudo document O P D = (opdw1, opdw2,....opdwn) with
OptPseudoDocument(Pseudocumets PD)

9 for each opdwi in O P D of size n do

10 Calculate semantic similarity of opdwi (1<i<n) AND opdw j (i<j<n) with
WebOverlap as discussed in section

11 rqOverlapi = q + opdwi + opdw j

12 rq = rqOverlapi

6.4 Experiments

6.4.1 Data Collection

To evaluate our proposed method, 95 students participated and each student is
assigned 5 queries to collect the feedback session (Permission is taken from the
Chairperson, Department of Computer Science and Engineering, UVCE, Banga-
lore). A Google middleware is implemented to monitor the user clicks. The top 50
search results from Google are retrieved for the submitted query. The title and web-
snippets of resulting search are presented to the user as the snippets provide more
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Table 6.2 Statistics of
clicked information of users

Total users 95

Total queries allocated to each user 5

Total test queries 100

Total unique queries 100

Total URLs retrieved for a query 50

Total URLs retrieved 5000

Average feedback sessions for a query 5

Average clicked URLs for a query 9.732

Average un-clicked URLs for a query 40.268

Total words extracted from title for a query 23048

Average words extracted from title for a query 230

Total words extracted from snippet for a query 38098

Average words extracted from snippet for a query 380

Total words extracted 61146

Average words extracted for a query 611

information about the documents and help them to guide to the click URLs. Feed-
back sessions are generated through the clicked information of a user for a given
input query. Table6.2 shows the statistics of the clicked information of users for this
experiment.

6.4.2 Experimental Setup

The setup of Related Search Recommendation (RSR) framework is as follows: Feed-
back sessions are generated for a given input query from the user click through log
as discussed. Each URL in the feedback session is enriched with title and snippet
terms after removing stopwords and applying stemming. Terms are weighed using
Term Frequency–Inverse Document Frequency (TF-IDF) as explained in Function
6.1. Enriched documents of a feedback session are classified into clicked and un-
clicked documents. Pseudo documents are generated by Eq.6.9. Similarly, Pseudo
documents are generated for all the feedback sessions for an input query. Optimized
Pseudo document is generated by combining all the pseudo documents as shown
in Function 6.3. Optimized Pseudo document has top-10 terms which reflect the
user’s information need. Semantic similarity between these terms ts are calculated
byWebJaccard, WebDice, WebPMI,WebOverlap methods andWordNet-based sim-
ilarity measures. Recommendations are generated and ranked by combining query
and terms ts for all the methods.
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The setup of Rocchio’s model is as follows: User-identified relevant and irrelevant
URLs are partitioned from the user click through log for a given input query. These
URLs are converted into documents with title and snippet. Stopwords removal and
stemming are applied for these documents to reduce noise. Expanded queries are
generated by Eq.6.5.

The setup of Snippet ClickModel (SCM) is as follows: All the clicked URLs from
user click through log are obtained for a given input query. Snippets are extracted
from these URLs. Top-10 keywords are extracted by calculating the term frequency
of the terms present in snippets. Query recommendations are generated by combining
the input query with extracted keywords.

To examine the effectiveness of considering only clicked URLs in our proposed
method (click-RSR), enriched documents are generated with only clicked URLs.
Pseudo documents are generated by setting λ value to zero in Eq.6.9 to remove the
effect of un-clicked URLs. Optimized Pseudo document is generated by combining
all the pseudo documents as shown in Function 6.3. Optimized Pseudo document has
top-10 terms. Semantic similarity between these terms ts are calculated by WebJac-
card,WebDice,WebPMIandWebOverlapmethods.Recommendations are generated
and ranked by combining query and terms ts for all the methods.

6.4.3 Query Recommendation Results

Top-5 recommendation results of Rocchio’s model, Snippet Click model, Click-
RSR and our RSR algorithm is shown in Table6.3. Only terms are displayed in
recommendation results due to space restriction. The actual recommendations for
all models are query + terms. For query bank exam, recommendations for Rocchio’s
model are bank exam finance, bank exam institute, bank exam tutor, bank exam
ibpsadda and bank exam gr8ambitionz. Recommendations for Snippet Click Model
arebank exam bank,bank exam competitive,bank exam exam,bank exam notification,
bank exam awareness. Recommendations for Click-RSR are bank exam question
bank, bank exam question tutor, bank exam papers bank, bank exam shortcuts bank,
bank exam bank facebook. Recommendations for the RSR algorithm are bank exam
tutor ibpsadda, bank exam institute finance, bank exam courses prepare, bank exam
papers content, bank exam sector tutor.

6.4.4 Performance Analysis

From the result shown in Table 6.3, it is observed that RSR algorithm recommends
related queries to the given input query. Hundred test queries from various topics
like Science, Shopping, Health care have been included.

Lu et al. [10] have discovered different users search goals for a query byusing feed-
back session. This search goals can be utilized in query recommendations. Feedback
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Table 6.3 Related search recommendation results comparison
Sr. no Query Rocchio’s model

[37]
Snippet click model
[36]

Click-RSR Proposed RSR
algorithm

1 Bank exam Finance Bank Question bank Tutor ibpsadda

Institute Competitive Question tutor Institute finance

Tutor Exam Papers bank Courses prepare

Ibpsadda Notifications Shortcuts bank Papers content

Gr8ambitionz Awareness Bank facebook Sector tutor

2 Apartment Budapest Budapest Budapest adina Realestate
properties

Zillow Apartment Zillow rental Realestate
commonfloor

Decor Zillow Zillow genuine Realestate luxury

Adina 123844 Rental genuine Properties
commonfloor

Genuine Luxury Realestate
properties

Properties luxury

3 Weather Wiz Forecast History weather BBC forecasts

Kids Weather Wiz kids BBC animated

Welcome Web Wiz weather Oceanic
atmospheric

Internet Local Web welcome Forecasts australia

Temperatures Dallas Web weather Forecasts
temperatures

4 Camera Nokia Sony Nokia grip Analog lense

Android Lines Nokia 1020 Analog flash

Pocket Cameras Nokia lumia CCTV lense

Grip Nokia Grip 1020 CCTV flash

1020 Github Grip lumia Canon lense

5 Online recharge Tariffs MTNL Payments cellone Landline cellone

Cellone Prepaid Recharge tariffs State personal

Personal BSNL Portal cellone Landline postpaid

State Reliance Prepaid tariffs Landline huch

Landline Services Banking personal Landline packs

6 Free music Jamendo Music Songza worthy Downloads jango

Songza Appears Composition
notation

Downloads
limewire

Composition Automated Composition
musescore

Beats freeplay

Archive Purple Notation musescore Beats
uncopyrighted

Jango Listen Streaming archive Beats song

7 Scholar ships Reimbursement Pradesh Reimbursement fee Ph.D 2015

Federal IEEE Federal applying Ph.D postdoctoral

Scholarshipporta Scholarships Federal finding Ph.D masters

Scholarshipexperts Fellowships Scholarshipportal
solution

2015 postdoctoral

Solution Scholarship Applying finding 2015 masters

(continued)
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Table 6.3 (continued)
Sr. no Query Rocchio’s model

[37]
Snippet click model
[36]

Click-RSR Proposed RSR
algorithm

8 Solar system Youtube Tour Tour solar Asteroids image

Wikipedia Ice Youtube solar Kidsastronomy
image

Meteorites BBC Youtube witness Meteorites image

Characteristics Phet Youtube peaceful Views image

Astronomy Velocity Youtube tues Visualizer image

9 Maths Mathworld Alpha Mathworld Webs Skills watch

Ask Wolfram Mathworld wolfram American
homepage

Webs Puzzles Webs wolfram Youtube trick

Level Guardian Ask forum Youtube fast

Extensive Drexel Warwick mathworld Trick fast

10 Wedding Facebook ANN Fairy tale Blog cards

Fairy Pretty Fairy disneys Fairy tale

Tale Wedding Tale disneys Registries
mywedding

Disneys Registry Gifts fairytale Blog etiquette

Registries Nordstrom Nordstrom wedfolio Blog popular

sessions are utilized in this work and the performance of RSR algorithm is compared
with different recommendation methods like classical Rochhio’s model [37], Snip-
pet Click Model [36] and modified approach of RSR algorithm considering only
clicked URLs. We have adopted Click Through Rate (CTR) method used in [36]
to evaluate related search recommendations. CTR is the percentage of ever clicked
recommendations in all recommendations for a given query. The set of students
who participated in collecting click through log also participated in computing CTR
as they can judge the recommendation results effectively. CTR is used to evaluate
whether the recommendation is clicked by the user and a higher CTR value proves
the effectiveness of the algorithm.

CTR is calculated for top-5 recommendations results generated with WebJac-
card, WebDice, WebPMI andWebOverlap methods for RSR algorithm. The average
value of CTR and ranked recommendations results are depicted in Fig. 6.3 for all
the methods. The average CTR value of Top-5 recommendations are displayed in
Table6.4. CTR is also calculated for WordNet different semantic similarity mea-
sures. The average CTR value of Top-5 recommendations are displayed in Table6.5.
It is observed from WordNet similarity measures that few terms are not available in
WordNet database, hence are not able to find out similarity between two terms. It
is observed from Tables6.4 and 6.5 that recommendations ranked with WebOverlap
method have higher CTR value. Hence, WebOverlap method is adopted to rank RSR
recommendations.

Similarly, CTR is calculated for top-5 recommendations results generated with
WebJaccard,WebDice,WebPMI andWebOverlapmethods for click-RSR algorithm.
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Table 6.4 Average CTR value for Top-5 recommendations for RSR and Click-RSR algorithm

WebPMI WebJaccard WebDice WebOverlap

RSR 75.43 76.00 77.33 79.15

Click-RSR 73.72 72.72 71.20 74.02

Table 6.5 Average CTR value for Top-5 recommendations for WordNet similarity measures

lch wup path res lin jcn hso lesk vector

73.36 74.87 67.89 73.76 62.18 45.4 70.70 76.36 67.10

The average CTR value of Top-5 recommendations are displayed in Table6.4. It is
observed that recommendations ranked with WebOverlap method have higher CTR
value. Hence, WebOverlap method is adopted to rank click-RSR recommendations.

To compare the RSR algorithm with other models, the average CTR value and
ranked recommendations are displayed in Fig. 6.4. The average CTR value of Top-5
recommendations for all the models are depicted in Table6.6. It is observed that the
RSR algorithm has highest CTR value in comparison with other models.

It is observed that the CTR value of the RSR algorithm increases by 25% in
comparison with SCM. The major difference between our algorithm and SCM is the
consideration of un-clicked URLs along with clicked URLs, while SCM considers
only clicked URLs. Even the weighing of terms in SCM is limited to term frequency
which is further optimized in RSR algorithm.

The CTR value of the RSR algorithm increases by 24% in comparison with
Rocchio’s model. The difference between two approaches are as follows: (1) In our
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Table 6.6 Average CTR value for Top-5 recommendations for all models

SCM [36] Rocchio [37] Click-RSR RSR

54.06 55.03 73.82 79.15

approach, feedback sessions are limited to the last clicked URL as the left-out URLs
may not be of user’s interest. (2) Click through data is considered as sessions in
RSR algorithm while in Rocchio’s model it is treated as group of clicked/un-clicked
URLs.

The CTR value of RSR algorithm increases by 5% in comparison with click-RSR.
The major difference between RSR algorithm and click-RSR is the consideration of
only clicked URLs in the feedback session. It is observed from the recommendations
result from RSR algorithm that the terms from un-clicked URLs are also present.
It is observed that top-5 recommendations from RSR algorithm for 100 test queries
consists of about 23.5% of overall terms from the un-clicked URLs in the feedback
sessions, which shows the importance of the un-clicked URLs scanned by users.
Thus, the RSR algorithm outperforms the click-RSR.

6.5 Summary

In this chapter, we have presented Related Search Recommendation (RSR) algo-
rithm to suggest related queries to given input query by using feedback session
from user click through log. Each feedback session is converted into enriched
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documents. Pseudo Documents are generated by combining all the enriched docu-
ments of a feedback session.Optimized PseudoDocument is generated by combining
all the Pseudo Documents for a given input query, which reflects the user’s informa-
tion need. Semantic similarity is calculated by WebJaccard, WebDice, WebPMI and
WebOverlap methods for terms present in the optimized Pseudo Document. Rec-
ommendations are generated and ranked by combining query and terms for all the
methods. Simulations are performed on click through log generated by displaying
title and snippet to the students of our college and compared with Rocchio’s model,
Snippet Click Model and Click-RSR. Click Through Rate (CTR) is used as a perfor-
mance evaluation metric. Simulation results show that RSR algorithm outperforms
Rocchio’s model, Snippet Click Model and Click-RSR by providing higher CTR
value. Further, this work can be extended to classify the search results into different
topics.

References

1. M.P. Kato, S. Tetsuya, T. Katsumi, When do people use query suggestion? A query suggestion
log analysis. Journal of Information Retrieval, 16(6), 725–746 December (2013)

2. S. Craig, M. Hannes, H.Monika, M.Michael, Analysis of a very large web search engine query
log, in SIGIR Forum (1999), pp. 6–12

3. C. Huanhuan, J. Daxin, P. Jian, H. Qi, L. Zhen, C. Enhong, L. Hang, Context-aware query
suggestion by mining click-through and session data. KDD ’08, in The Proceedings of 14th
International ACM SIGKDD Conference on Knowledge Discovery and Data Mining (2008),
pp 875–883

4. M.Qiaozhu, Z.Dengyong,C.Kenneth,Query suggestion using hitting time, inThe Proceedings
of 17th ACM Conference on Information and Knowledge Management, CIKM ’08 (2008), pp.
469–477

5. M. Hao, M.R. Lyu, I. King, Diversifying query suggestion results, in The Proceedings of 24th
AAAI International Conference on Artificial Intelligence, AAAI ’10 (2010), pp. 1399–1404

6. J. Guo, X. Cheng, G. Xu, H. Shen, A structured approach to query recommendation with social
annotation data, in The Proceedings of 19th ACM International Conference on Information
and Knowledge Management, CKIM ’10 (2010), pp. 619–628

7. Y. Song, D. Zhou, L.-W. He, Post ranking query suggestion by diversifying search results, in
The Proceedings of 34th International ACM SIGIR Conference on Research and Development
in Information Retrieval, SIGIR ’11 (2011), pp. 815–824

8. Z. Kunpeng, W. Xiaolong, L. Yuanchao, A new query expansion method based on query logs
mining. Int. J. Asian Lang. Process. 19(1), 1–12 (2009)

9. Y. Chen, Y.-Q. Zhang, A personalized query suggestion agent based on query-concept bipartite
graphs and concept relation trees. Int. J. Adv. Intell. Parad. 1(4), 398–417 (2009)

10. Z. Lu, H. Zha, X. Yang, W. Lin, Z. Zheng, A new algorithm for inferring user search goals
with feedback sessions. IEEE Trans. Knowl. Data Eng. 25(3), 502–513 (2013)

11. J. Miao, J.X. Huang, Z. Ye, Proximity based Rocchios model for pseudo relevance feedback,
in The Proceedings of 35th ACM International Conference on Research and Development in
Information Retrieval, SIGIR’ 12 (2012), pp. 535–544

12. M.S. Hamani, R. Maamri, Word semantic similarity based on document’s title, in The Pro-
ceedings of 24th IEEE International Workshop on Database and Expert Systems Applications
(2013), pp. 43–47



6 Related Search Recommendation with User Feedback Session 107

13. D. Bollegala, Y. Matsuo, M. Ishizuka, Measuring semantic similarity between words using
web search engines, in The Proceedings of 16th International Conference on World Wide Web,
WWW ’07 (2007), pp. 757–766

14. P. Li, H. Wang, K.Q. Zhu, Z. Wang, X. Wu, Computing term similarity by large probabilistic
is A knowledge, in The Proceedings of 22nd International Conference on Information and
Knowledge Management, CIKM ’13 (2013), pp. 1401–1413

15. B. Danushka, M. Yutaka, I. Mitsuru, A relational model of semantic similarity between words
using automatically extracted lexical pattern clusters from the web, in The Proceedings of
International Conference on Empirical Methods in Natural Language Processing, EMNLP
’09 (2009), pp. 803–812

16. B. Danushka, M. Yutaka, I. Mitsuru, Aweb search engine-based approach to measure semantic
similarity between words. IEEE Trans. Knowl. Data Eng. 23(7), 977–990 (2011)

17. P. Resnik, Using information content to evaluate semantic similarity in a taxonomy, in The
Proceedings of the 14th International Joint Conference on Artificial Intelligence (1995), pp.
448–453

18. D. Lin, An information theoretic definition of similarity, in The Proceedings of the Fifteenth
International Conference on Machine Learning (1998), pp. 296–304

19. C. Leacock, M. Chodorow, Combining local context and wordnet similarity for word sense
disambiguation, in WordNet: An Electronics Lexical Database (1998), pp. 265–283

20. J.J. Jiang, D.W. Conrath, Semantic similarity based on corpus statistics and lexical taxonomy,
in The Proceedings of International Conference on Research in Computational Linguistics
(1997), pp. 19–33

21. E. Agirre, E. Alfonseca, K. Hall, J. Kravalova, M. Paşca, A. Soroa, A study on similarity and
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Chapter 7
Web Page Recommendations Based Web
Navigation Prediction

K. R. Venugopal and Sejal Santosh Nimbhorkar

Abstract A huge amount of user request data is generated in Web log. Predicting
users’ future requests based on previously visited pages is important for Web page
recommendation, reduction of latency and on-line advertising. These applications
compromise with prediction accuracy and modelling complexity. In this chapter, a
Web Navigation Prediction Framework for Web page Recommendation (WNPWR)
which creates and generates a classifier based on sessions as training examples is
proposed. As sessions are used as training examples, they are created by calculating
the average time on visitingWeb pages rather than the traditional method which uses
30min as default time-out. The proposedmethoduses standard benchmark datasets to
analyse and compare our framework with two-tier prediction framework. Simulation
results show that our generated classifier framework WNPWR outperforms two-tier
prediction framework in prediction accuracy and time.

7.1 Introduction

A huge amount of data is generated when millions of users access Websites. One
of the influential data source is log file of Web server, which traces the users’ web-
browsing actions. This data consists of repeatedly accessedWebpages byuserswithin
a period of time.Users’ navigation historywithin a period of time is known as session.
This session information is very important and helpful to find the user behaviour.
Through this behaviour, user’s next request can be predicted and recommendations
can be made to reduce the browsing time of the Web pages. Recommending related
pages to users reduces network traffic as it avoids visiting unnecessary pages.

The possibility of visiting a Web page by a user based on the history of earlier
accessedWeb pages is known asWeb prediction. Prediction ofWeb user’s behaviour
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is critical in Web mining to enhance the performance of the search engine. The
organization of the Web is modelled as a graph, where each node represents a Web
portal, and the edge represents the user’s navigation. Distribution of all Web pages
visited can be calculated and utilized in re-weighting and re-ranking results. The
information provided by the navigation path is of prime importance than the query
given by the user. Web cache performance of search engine can be improved by
storing predicted pages in the cache.

The Web users’ usually spend more time on browsing and authoring than on
search. Hence, the search engine cannot effectively predict users’ search intention.
Prediction is performed only after the users submit their queries to search engines,
as the prediction is conducted in a passive manner and this navigation history is used
forWeb prediction.Web prediction can be used in recommendation system, in which
the top k users are involved in similar activity.

Behavioural targeting is a key issue of predicting future behaviour of Web
users. Behavioural targeting is a technique to improve efficiency of advertising by
online website publishers and advertisers by extracting knowledge of web-browsing
behaviour of users. Behaviour targeting selects advertisement to display with the
help of web-browsing behaviour of users. The user analysis approach is the centre
of interest in on-line advertising and properly targeted advertisements generate more
consumer interest.

PredictingWeb user’s shopping behaviour has an important role in product recom-
mendation. Product recommendations are the dynamic shopping recommendations
across mobile, email and Web channels. It depends on each customer’s past and
current purchase behaviours. It also helps in website optimization, improves con-
versions and increases revenue by making related product recommendations to the
customers.

TheWorldWideWeb (WWW)has created tremendous opportunities to spread and
accumulate huge online information. This motivates researchers to understand the
navigation behaviour ofWeb site visitors fromWeb usage data to improve the quality
of service of that site, to reduce access latency andWeb page recommendations using
efficient Web prediction technique. The Web log records the navigational behaviour
of the user. Preprocessing of the raw data is required before giving the data as input to
prediction model. Preprocessing challenges include session identification, handling
huge amount of data and obtaining domain intelligence. Low accuracy and expensive
training are fundamental issues in prediction.

Many researchers have developed several prediction models by fusing Support
Vector Machine (SVM), Markov model, Association Rule Mining (ARM) and Arti-
ficial Neural Network (ANN). First, SVM and Markov improve prediction time, but
this model uses the traditional method of session identification with 30 min time-out
period for one session which decreases the prediction accuracy. Second, SVM and
ARM are not scalable with large datasets. Third, ANN and SVM cannot handle the
multi-class issue effectively on account of a large number of classes that are used in
Web prediction.

Web navigation prediction framework for Web page recommendation is designed
by using user request on the Web. This framework creates a classifier based on
sessions as training data and classifiers generated by the N th-order Markov models.
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Each session is mapped to the generated classifiers. If any session is mapped to more
than one classifier, then each session is mapped to only one classifier according to
PageRank algorithm during the filtering process. Filtered data is then used to train
the SVM classifiers. Once SVM classifiers are trained, prediction accuracy and time
are calculated on the test dataset. Finally, SVM classifiers can be used for page
recommendation. In this work, Sessions are created by computing the average time
on visitingWeb pages rather than the traditional methodwhich uses 30min as default
time-out. The PageRank algorithm is used in the filtering process, which results in
an improvement in prediction accuracy and time.

7.2 Related Works

In this section, we have reviewed several papers related to Web page prediction and
various prediction application.

7.2.1 Web Page Prediction

7.2.1.1 Markov Models for Web Page Prediction

Chimphlee et al. [1] developed a prediction method to access websites with First-
order and Second-orderMarkovmodel by considering userWeb access behaviour log
file. This algorithm is used to cluster similar transition behaviours to further improve
the efficiency of prediction. The First-order Markov model persistently gives the
best performance to predict Web access behaviour. When the recall is less than
50%, the Second-order Markov model gives the worst performance. When precision
is less than 50%, the association rule gives the worst performance. Next, Borges
et al. [2] developed a method to measure variable-length Markov model’s ability for
summarizing Web sessions of users for the given length. Spearman footrule metric
is used to determine the accuracy to characterize information content of the users’
sessions. A prediction algorithmwhich eliminates few states of all kthMarkovmodel
selectively is developed to predict user’s Web page access behaviour [3]. Support,
Confidence and Error pruning technique are used to eliminate states. This technique
has achieved better prediction accuracy than First, Second, Third and All kthMarkov
model.

7.2.1.2 Online Prediction

Guerbas et al. [4] proposed an approach for online navigational pattern predic-
tion. Navigational patterns are discovered by density-based algorithm. A model is
developed bymodelling user’sWeb access information and by constructingweighted
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suffix tree from content of Web page [5]. This method requires less memory space
and consistent computational training for user’s activity. A two-step predictionmodel
is developed that decreases the size of Web pages’ candidate set and increases pre-
diction accuracy’s speed by using a hierarchical property of website [6].

7.2.1.3 Statistical Theory for Web Page Prediction

Manymethods are developed to understandweb-browsing behaviour using statistical
theory. Dembczynski et al. [7] described the user-level models to predict Web users’
behaviour by Statistical Decision Theory and Learning Theory. A model is proposed
to understand web-browsing behaviour through Weibull distribution on dwell time
[8]. Dwell time is the length of time a user spends on document. The log data is
organized into sessions, each of which is determined as a sequence of Web pages
browsed for 30 min or user closes browser before 30min.Dwell time is computed for
each page by leaving the last page in the session and Weibull distribution is applied
to it. The prediction model is used to predict Web page dwell time distribution.
Negative binomial distribution and inverse Gaussian models are used for qualitative
comparison of session length to model the behaviour of visitors to an academic
website [9].

White et al. [10] presented a log-based study to model user interests while inter-
acting with the Web. The current page usage with other information like recent cor-
respondence behaviour, hyperlinks, pages’ relation to the present page which shares
similar search engine queries, long-term interests of the present user with other users
who also visit the present page are evaluated. Thwe [11] proposed a popularity- and
similarity-based PageRank algorithm to predict Web page access behaviour. Dif-
ferent navigational attributes like size of the page, transition, frequency of page,
similarity of the page, duration of the page and access time of the page are used. This
model for next page prediction is a promising approach than Markov models.

7.2.1.4 Hybrid Techniques for Web Page Prediction

Different hybrid techniques are developed for Web page prediction. Khali et al.
[12] presented a novel approach by incorporating association rules, Markov models
and clustering for Web page prediction. The integration provides better prediction
accuracy than using each technique individually. Awad et al. [13] studied composite
models by combining various classification methods especially Artificial Neural
Networks (ANN), All kth Markov Model by Dempster’s rule and Markov Model to
predict user’s future request. Markov model lacks in predicting user’s future request
when training data is not available. In ANN, the prediction accuracy decreases when
the number of classes increases. Markov model and ANNs combination handles
above-mentioneddrawbacks of individualmodel. This hybridmodel ismore effective
in prediction accuracy than All kth Markov model, association rule mining and
Markov model.
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Dutta et al. [14] proposed aWebpage predictionmodel by clustering user’s interest
andMarkovmodel. Similar pages are aggregated with K -medoids clusteringmethod
and K is computedwith theHITS algorithm. The predictedWeb pages are savedwith
cellular automata scheme and arememory efficient. Awad et al. [15] developed a two-
level prediction framework to identify user’s web-browsing behaviour. Sessions are
trained with nth-order Markov model and mapped to one or more orders of Markov
models. Support Vector Machine (SVM) is used as a prediction technique to create
Example Classifier (EC). A testing example is given as an input to EC to predict
an appropriate classifier. This model predicts better web-browsing behaviour than
Markov model and association rule mining.

7.2.2 Prediction Applications

Web Prediction is used in many applications like mobile users’ movement, place
prediction, service recommendations, online user behaviour, search prediction and
image click prediction. Tseng et al. [16] designed a method to discover mobile
users’ sequential patterns to understand their movement in correlation with a desired
service. Sequential Mobile Access Pattern (SMAP) tree is constructed to aggregate
the access pattern. SMAP-Mine algorithm based on depth-first search is applied to
find sequential patterns. A graph is created from session to understand behaviour
strategy in mobile Internet, in which each Web page is vertex and edge indicates
the number of transitions from one Web page from another Web page [17]. Random
walk restart algorithm is applied on graph for prediction.

Semantic Place Prediction is a process to predict the semantic meaning of place.
Huang et al. [18] have proposed a novel prediction framework which takes into
account the spatial property, users’ behaviour and environment for semantic place
prediction. Several models like SVM, J48, etc., are used to build multilevel classifi-
cation models. Decision Tree is used to discover the association between the results
of different models and the real answer of place. Service recommendation system
predicts the availability to atomicWeb services by service Load, User Location, Ser-
vice Class, Service Location Model [19]. This model predicts atomic services with
collaborative filtering algorithm by using prior work availability. It predicts service
availability by the geographic location of the service, the users’ geographic location,
the computational requirements of the service and the current load of the service
provider.

Huang et al. [20] studied the usage of parallel browsing with the help of Web log.
The degree of parallel browsing is identified by discovering browser pageview for
outgoing clicks and tab switches. It is observed that 57.4% sessions with tab include
parallel browsing and users are separating their browsingmovement into various tabs
rather than examining more pages. Goel et al. [21] developed a method to measure
online behaviour of a Web user. This method demonstrates behavioural changes of
theWeb user with respect to time spent online. The heaviest users allot twice as much
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of their time to social media relative to a typical Web user. Linear Support Vector
Machines(SVMs) is used to infer demographic attributes from the browsing history.

Cheng et al. [22] presented a technique to predict search intent from the user
browsing behaviours. Queries are extracted from the Web pages that users read
after issuing query from user browsing behaviour. Page-query bipartite graph is
constructed and query visibility, query popularity and pattern frequency features are
extracted from the graph to describe the users’ interests. Query dissimilarity measure
is also obtained from the bipartite graph to minimize the diversification of queries.
Ranked list of the queries is obtained by Support VectorMachine (SVM) and suggest
to users. Zhang et al. [23] designed task-centric click model to predict the user search
behaviour. The sequence of queries and their clicks in search session is considered as
a task. This model describes the user behaviour associated with a task as a collective

Table 7.1 A comparison of related works

Author Concept Advantages Disadvantages

Awad et al. [13] Predicting User’s
future request by
combining Markov
model and Artificial
Neural Networks
(ANNs)

This hybrid model is
more effective in
prediction accuracy
than All kth Markov
model, association rule
mining Markov model

Requires more
computation for
prediction and training

Chimphlee et al. [1] Predicting Web site
access with user
browsing history by
hybrid Markov model

The 1st order Markov
model constantly
provides excellent
prediction
performance and
model building is very
easy

A particular order of
Markov model is not
able to predict for a
session which was not
examined during
training because such
session will have zero
probability

Goel et al. [21] Measures online
browsing behaviour of
a Web user by linear
support vector
machines (SVMs)
from browsing history

Accurately measures
individual activity
with large scale data

SVM do not handle
the multi-class
problem efficiently

Awad et al. [15] Identify user’s
web-browsing
behaviour using nth
order Markov model
and support vector
machine

Increases prediction
accuracy and reduces
prediction time
compared to Markov
and association rule
mining models

Statistical features are
not used to create
sessions

WNPWR Web navigation
prediction framework
for Web page
recommendation

Enhances prediction
accuracy and reduces
prediction time
compared to Awad et
al. [15] method
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whole and shows improvement in prediction over the User Browsing Model and
Dynamic Bayesian Networks.

Tian et al. [24] proposed a method which automatically predicts the feature of
image search results for a query. First, features to measure image search quality
is derived by examining the visual distribution attributes of bad and good search
results of the training queries. The latent relationship between obtained features and
the inherent query difficulty is mined during learning process to build query difficulty
prediction model. This model is used to measure query difficulty for a new query.
A method is designed to predict an image click based on hypergraph learning-based
sparse coding method [25]. The acquired click data is used to re-rank images. Based
on a group of the Web images with associated clicks and a new image without any
clicks known as codebook, sparse coding is utilized to choose a few basic images as
possible from the codebook in order to linearly reconstruct a new input image while
minimizing reconstruction errors. A voting strategy is utilized to predict the click as
a binary event from the sparse codes of the corresponding images.

Table 7.1 shows the comparison of closely related works with our proposed
method.

7.3 Web Navigation Prediction Framework and WNPWR
Algorithm

7.3.1 Problem Definition

Given a user navigation history, we convert user navigation history into sessions
by calculating the average time of visiting Web pages. The objective is to generate
Web navigational prediction framework with high prediction accuracy and reduced
prediction time. The prediction accuracy and time is calculated only for the first four
pages visited by the users. If the user visits more than four pages, then a sliding
window of size four is applied.

7.3.2 Session Identification Method with Average
Time of Visiting Web Pages

Session identificationmethodwith the average time of visitingWeb pages that is used
to create sessions toWeb navigation prediction frameworks. Often the visitors access
the samewebsite frequently that is recorded in the log file. The process of segregating
the page access of each user into a singular session is called session identification. It
is presumed that the user starts a new session if the consecutive page request exceeds
a certain time limit. Commercial websites usually have a default time-out of 30 min
[26]. However, this time-out period may not be enough for some websites in which
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user reads articles and collects opinions about products. The time required to cover a
certain amount of information is dependent on the profile of the users, for example,
an elderly person follows information slowly. When a client wishes to purchase a
product then he may spend more time to analyse the product and may exceed the 30
min time-out.

Dinuca et al. [27] proposed a new session identification method by computing
the average time of visiting Web page. For each visited page, the duration of visit is
computed as a difference between two successive timestamps for the same user and
is identified either by username or IP. The highest timestamp among those visited
pages by an user is assumed to be 20,000s. A page average visit time is computed
by calculating the mean of all the visit time spent on page. Time less than 2s and
larger than 20,000s are not considered for computing the average visiting time. The
method for session identification to compute the average time of visiting Web pages
is given in Function 7.1.

Function 7.1: Session Identification
Function: session
Data: Consider the set of users by U = U1, U2, ..., Un . The pages visited by the users Uk is

identified by PUk = PUk1, PUk2, ... and T SPUki is the timestamp of PUki page.
I DPUki is the session identification number allocate to pages PUki with I D.

1 for each Uk in U Repeat do
2 I DPUk1 = max(I D)+1;

3 I = 1;

4 while (I < |PUk |) do
5 I=I+1;

6 I DPUki = I DPUk,i−1;

7 T MAki = max(2 * T Mki , 300);

8 if T SPUki - T SPUk,i−1 > T MAki then
9 I DPUki = I DPUk,i−1 + 1;

T Mki is the average spent time on the page PUki by the users. T MAki is the time
utilized to create sessions instead of 30 min time-out. The value of 300 is required to
calculate T MAki , as the average time of some pages is very low that can negatively
affect to identify the sessions.

For example, if the user X has visited different Web pages in a Web log as shown
in Table 7.2. The visited Web pages are arranged in ascending order based on times-
tamp and duration of visited Web page is calculated as a difference between the
timestamp of two successive Web pages as shown in Table 7.3. As discussed earlier,
the timestamp difference of Web page with highest timestamp is assigned to 20,000.
If the user Y has visited Web page B in his session and the visit duration is 40, then
the average visit time of page B is (53+ 40)/2 = 46.5. Sessions are generated as
described in Function 7.1.
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Table 7.2 Web pages visited
by a user

Web pages Timestamp

A [01/Jul/1995:01:40:52 -0400]

B [01/Jul/1995:01:41:43 -0400]

C [01/Jul/1995:01:42:36 -0400]

D [01/Jul/1995:01:49:23 -0400]

Table 7.3 Timestamp
difference between successive
Web pages

Web pages Timestamp difference

A 51

B 53

C 407

D 20000

7.3.3 Prediction Models

The Markov model, PageRank algorithm and Support Vector Machine (SVM) are
used to generate classifiers in prediction framework.

MarkovModel: Markovmodel is a stochastic process in which the next state relies
on the former states. InWeb prediction, the next state correlates to predicting the next
visiting page and the former states correlate to the previously visited pages. Markov
models are defined by three parameters, namely < P, S, T > in Web prediction,
where P is the previously visited Web pages by the users, S is the all possible states
to build theMarkov model; and T is a |S| × |P| Transition ProbabilityMatrix (TPM)
in which each entry ti j represents the probability that a user visits page j when he
has already visited i pages [3].

The simplest Markov model also known as first-order Markov model predicts
the next page by only observing the previously visited page by the user. In the first-
order model, the states represent a single page; in the second-order models, the states
represent two successive pages and so on. In general, the K th-order Markov model
computes the probability of user visits kth page after he has visited k − 1 pages.

After determining the states of the Markov model, the TPM is estimated. The
general approach is to use sessions as training set and measure each ti j entry with
the visited pages’ frequency. For example, consider the session SE6 (A, C, F, G,
H) shown in Table 7.4. For the first-order Markov model, each state corresponds
to a single page, so the first page A correlates to the state s1 and second page C
correlates to the state s3. Since page A pursues the state s3, the value of t13 in the
TPM is amended. Equivalently, the next state is s6 and the entry t36 is updated in
TPM. Table 7.5 shows first-order Markov model TPM entries. In the higher order
Markov model, each state is formed with more than one page. In the second-order
Markov model, for session SE6 the first state is (A, C) and the page F pursues the
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Table 7.4 Session data

Session Visited pages

SE1 (A, B, C, D, E)

SE2 (A, B, C, D, F)

SE3 (A, B, C, D, E)

SE4 (A, B, C, D, F)

SE5 (A, B, F, G, H)

SE6 (A, C, F, G, H)

SE7 (A, B, C, D, E)

Table 7.5 First-order Markov model

1st order A B C D E F G H

S1 = A – 6 1 – – – – –

S2 = B – – 5 – – 1 – –

S3 = C – – – 5 – 1 – –

S4 = D – – – – 3 2 – –

S5 = E – – – – – – – –

S6 = F – – – – – – 2 –

S7 = G – – – – – – – 2

S8 = H – – – – – – – –

state (A, C), the TPM value equivalent to the state (A, C) and page F is amended.
Markov model has two advantages: (i) model construction efficiency and (ii) better
prediction time performance. In our framework, we have used first-, second-, third-
and fourth-order of Markov models.

PageRank Algorithm: Brin [28], designed a PageRank algorithm that ranks pages
returned by a search engine. It allocates a numerical value to Web pages to compute
their corresponding position in the Web pages’ set. The significance of a page is
equivalent to the total significant scores of Web pages linked to it. PageRank of a
given page is the number of times the user has accessed the given page divided by
the total number of pages the user has visited. The method for Page Rank is given in
Function 7.2.

For example, if user X has visited different Web pages in a session as shown in
Table 7.4, then pagerank of the page A is 7/8, page B is 6/8, page E is 3/8 and page
F is 5/8.

Support Vector Machine (SVM): SVMs are used for classification which identi-
fies patterns based on statistical learning theory. A classification method commonly
separates data in testing and training sets. Each example in the training set includes
one target value (i.e. the class labels) and various attributes (i.e. the observed or
features variables). Given a set of training instances, each is assigned to one of the
two categories. An SVM training algorithm generates non-probabilistic binary linear



7 Web Page Recommendations Based Web Navigation Prediction 119

Function 7.2: Page Rank
Function: PageRank
Data: Consider the set of users U = U1, U2,...,Un . The pages visited by the user is identified

by PUk = PUk1, PUk2,...,PUkm . Page rank of page PUki is PRPUki .

1 for each Uk in U repeat do

2 for each page in PUk repeat do

3 Let visi tpages = number of times the U has visited given page (PUki )

PRPUki = visi tpages
| PUk |

classifier which designates new instance to one of the categories. An SVM model
represents instances as points in space and mapped in such a way that the instances
with different categories are divided by a clear wide gap. New instances are then
outlined into that same space and used for prediction. It avoids the curse of dimen-
sionality problem and works well with high-dimensional data. The method to find
SVM model is as shown in Function 7.3.

Function 7.3: Support Vector Machine
Function: SVM
Data: Consider Data instances with Class Label Clabel and Attributes Cattributes

1 begin
2 Segregate data instances into Training and Testing Dataset

3 Convert each data instance as a vector of real numbers

4 Apply scaling on Training and Testing Datasets

5 Select SVM Kernel

6 SVM produces a model SV Mmodel which predicts the target values

7 Give test data attribute as input to SV Mmodel to predict the target value

8 Use target value for recommendation

In our framework, the first-, second-, third- and fourth-order ofMarkov prediction
models are used as data instances with predicted page as Clabel and sessions as
Cattributes . Here, LIBSVMpackage is used for SVM implementation and is discussed
in experiments.
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7.3.4 Two-Tier Prediction Framework

A two-tier prediction framework is discussed that is compared with our framework,
as this framework has also usedMarkov model and SVM. Awad et al. [15] developed
two-tier prediction framework to identify user’s web-browsing behaviour. Sessions
are trained with nth-order Markov model and mapped to one or more orders of
Markov models and later used in prediction. Pruning is applied to those examples
that aremapped tomore than one classifier and by choosing the classifier that predicts
accurately with maximum probability. Support Vector Machine (SVM) is used as a
prediction technique to create Example Classifier (EC). A testing example is given
to EC as an input for appropriate classifier prediction.

Web navigation prediction framework forWeb page recommendation is explained
in this section. Figure 7.1 represents different stages of this framework. All classi-
fiers are trained on the sessions as training set S and N trained classifiers are derived.
In mapping phase, each training session s in S is mapped to one or more classi-
fiers which can be used to predict its target. If any training session s is mapped to
more than one classifier, then each trained session is mapped to only one classifier
according to the page rank algorithm during filtering process. This PageRank algo-
rithm selects the classifier that predicts correctly with higher incoming page request.
If the classifiers have equivalent incoming page request, one classifier is randomly
selected. Next, SVM classifier is trained with filtered data. Once SVM classifiers are
trained, prediction accuracy and time is calculated on the test dataset. Finally, SVM
classifiers are used for page recommendation.

Train Sessions with 

Models

Recommend next
page using SVM

Sessions N Classifiers Map Sessions to

N Classifiers

Filter trained sessions 
with PageRank 
algorithm on multiple
classifier sessions

Trained 
Sessions

Train Flitered 
classifiers data
using SVM

SVM
Classifiers

Test Data
set

Page Recommendation

Nth Order Markov

Fig. 7.1 Web navigation prediction framework
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7.3.5 WNPWR Algorithm

The algorithm of Web Navigation Prediction for Web page Recommendation
(WNPWR) is given in Algorithm 7.1.

Algorithm 7.1:WNPWR:WebNavigation Prediction Framework forWeb Page
Recommendation
Input : M is the set of classifier models of size N . S is the set of sessions generated from

session. T is a test set data.
Output: Recommended Pages

1 begin
2 For each classifier model m in M , train m on S with N -order Markov model.

3 For each session s in S and a classifier model m in M

4 If m predicts the target s correctly then map s to m.

5 For each s in S, if s mapped to more than one classifier then filter it with PageRank().

6 Train filtered classifier using SVM.

7 For each t in T using SVM classifier

8 If classifier predicts t correctly then recommend next page and calculate prediction
accuracy.

7.4 Experiments

7.4.1 Data Collection

The University of Saskatchewan’s (UOFS) and the NASA datasets [29] are used to
construct Web navigation prediction framework. The NASA dataset is divided into
two groups in order to study the effect of size of the dataset in prediction accuracy
and time: N ASALow and N ASAMedium . In the present work, UOFS data is called
UOFSHigh . Log files contain information of the user requests on a particular Web
site. The main idea is to analyse HTTP user request and predict Web page access
user behaviour. So, all entries with the extension type .gif, .GIF, .jpeg, .JPEG, .jpg
are removed. Even status code other than 200, i.e. redirect (300 series), failure (400
series) and state error (500 series) are removed. The statistics of both the dataset is
given in Table 7.6.

Each line of HTTP user request contains information about host making the
request, timestamp, user request, HTTP reply code and bytes in the reply. If the
hostname is not available, the Internet address is considered as host. The timestamp
is in the form of DAY/MON/YYYY: HH:MM:SS -0600, where DAY is the day of the
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Table 7.6 Summary of the datasets

N ASALow N ASAMedium UOFSHigh

Total log records 132838 343234 1021891

Number of pages 608 713 3595

Data reduction in %
after cleaning

79.09 78.79 58.65

Table 7.7 Sample of HTTP user request
130.54.25.198 01/Jun/1995:00:28:36

-0600
GET/macphed/finite/feresources/node1.html 200 9651

128.171.197.73 01/Jun/1995:00:34:50
-0600

GET/scottp/hawaii 200 29106

130.54.25.198 01/Jun/1995:00:35:01
-0600

GET/macphed/finite/feresources/node59.html 200 2042

sabre45.sasknet.sk.ca 26/Sep/1995:23:48:55
-0600

GET/davs/scn/next.gif HTTP/1.0 200 3003

sabre45.sasknet.sk.ca 26/Sep/1995:23:49:04
-0600

GET/davs/scn/scn3.htm HTTP/1.0 200 1136

month,MON is the name of the month, YYYY is the year, HH:MM:SS is the time of
day using a 24-h clock, the timezone is −0600. Table 7.7 shows the sample of the
HTTP user request.

7.4.2 User and Session Identification

In HTTP user request, the user is identified by either direct hostname or IP address.
As discussed in background, pages accessed by users are divided into distinct session
through a time-out in session identification. Sessions are identified by two methods
described in background: Method 1, where the time between pages requests exceeds
30 min [26] and Method 2, where the average time of visiting Web pages [27] is
computed. The statistics of session identification with Method 1 is given in Table 7.8
and with Method 2 is given in Table 7.9. Sessions are identified by calculating the
average time of visiting Web pages for our Web navigation framework as Method 1
has a few disadvantages as discussed earlier.

Table 7.8 Statistics of session identification with traditional method (30 min time-out)

N ASALow N ASAMedium UOFSHigh

Total sessions 5117 13298 66886

Average session length 4.55 4.60 5.30
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Table 7.9 Statistics of session identification with average time of visiting Web pages

N ASALow N ASAMedium UOFSHigh

Total sessions 5392 13890 70016

Average session length 3.97 4.02 4.37

7.4.3 Experimental Setup

The setup ofWebNavigation Prediction Framework (WNPFramework) is as follows.
Sessions are created by calculating the average time on visiting Web pages. Fourth-
orderMarkovmodels are generated by employing slidingwindows on the session set.
Four classifiers are represented with these prediction models, namely first-, second-,
third- and fourth-order Markov models. Each session is then mapped to one or more
orders of Markov models. If any session is mapped to more than one Markov model,
then pruning/filtering process is initiated to map to only one classifier. Filtering
process is conducted based on the PageRank algorithm, i.e. by selecting the classifier
which accurately predicts with the maximum incoming page request. If classifiers
have equivalent incoming page request, one classifier is selected randomly. SVM
Classifiers are generated by applying training on the filtered data. LIBSVM package
[30] is used for SVM implementation. C-SVC and RBF kernel are used as values
of the parameters svm_t ype and kernel_t ype, respectively. For other parameters,
default values are used.

Prediction accuracy and time is computed to suggest page recommendation. For
prediction, given a session s of length L , prediction is conducted using (L-1) gram
Markovmodel. The last page of s is concluded to measure the accuracy of the model.
If session s is longer than fourth-orderMarkovmodel (as fourth-orderMarkovmodel
is used in our experiments) then sliding window of size four is applied. For example,
suppose s = A, B,C, D, E, F then break s into A, B,C, D, E and B,C, D, E, F .
Once SVM classifiers are trained and prediction setup is set, prediction accuracy
and time are calculated on test dataset. Finally, SVM classifiers can be used for
page recommendation. From this instance, setup is called as WNPFramework +
AvgtimeSession.

The setup of Two-tier Prediction Framework (TPFramework) is as follows. Ses-
sions are created by setting 30 min as a default time-out and by calculating the
average time on visiting Web pages. Fourth-order Markov models are generated
on both session data. Each session is mapped to one or more orders of Markov
models and pruning process is applied by selecting the classifier which accurately
predicts with the maximum probability. SVM classifiers are generated on the pruned
dataset. Once SVM classifiers are trained, prediction time and accuracy is measured
(TPFramework + TraditionalSession).

In order to study the effect of sessions created by computing the average time on
visitingWeb pages, prediction accuracy and time is calculated by two-tier prediction
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framework again but sessions are created by calculating average time on visiting
Web pages and are used as training dataset (TPFramework + AvgtimeSession).

7.4.4 Results Comparison

In this section, the results of our experiments are presented and discussed. Web Nav-
igation Prediction Framework (WNPFramework) and Two-tier Prediction Frame-
work (TPFramework) are studied and compared. Experiments have been conducted
on 4GBmemory and Intel(R) Core(TM)2 Duo P7450@2.13GHz processor. Dataset
used for both WNPFramework and TPFramework are same as discussed in data
collection.

Figures 7.2, 7.3 and 7.4 present a comparison between TPFramework and
WNPFramework in terms of prediction accuracy by using different training dataset
percentages on all the three datasets. The average accuracy for WNPFramework is
increased to 44.07, 11.10 and 4.51% for N ASALow, N ASAMedium and UOFSHigh

datasets, respectively, in comparison to TPFramework. It is observed from Fig. 7.3
that accuracy increases for both the frameworks with the increase in the size of the
training dataset. But for N ASAMedium dataset, at 50 and 60% training dataset, accu-
racy decreases for TPFramework. In TPFramework, sessions are created with the
traditional method with 30 min time-out. It is observed in N ASAMedium dataset that
the actual user sessions are more than 30 min, hence these sessions have misclassi-
fied classifiers and accuracy is decreased. In WNPFramework, sessions are created
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Fig. 7.2 Prediction accuracy comparison between TPFramework and WNPFramework for
N ASALow
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Fig. 7.3 Prediction accuracy comparison between TPFramework and WNPFramework for
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Fig. 7.4 Prediction accuracy comparison between TPFramework and WNPFramework for
UOFSHigh

by calculating the average time of visitingWeb pages, hence accuracy increases with
an increase in training datasets.

Figures 7.5, 7.6 and 7.7 present a comparison between TPFramework and
WNPFramework in terms of prediction time by using different training dataset per-
centages on all the three datasets. It is observed from Figs. 7.5, 7.6 and 7.7 that
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Table 7.10 Prediction accuracy comparison of TPFramework for N ASALow , N ASAMedium and
UOFSHigh datasets with traditional and average time sessions

Training data in %

20 30 40 50 60

N ASALow TPFramework [15] +
Traditional session

1.511 1.490 1.485 1.478 1.460

TPFramework [15] +
Average time session

0.982 0.971 0.965 0.955 0.950

N ASAMedium TPFramework [15] +
Traditional session

4.731 4.712 4.690 4.675 4.660

TPFramework [15] +
Average time session

3.982 3.970 3.962 3.951 3.941

UOFSHigh TPFramework [15] +
Traditional session

72.591 72.474 72.391 72.265 72.198

TPFramework [15] +
Average time session

60.888 60.781 60.677 60.591 60.481

prediction time decreases with increase in training datasets and decrease in testing
datasets. The average prediction time for WNPFramework is decreased to 35.35,
15.94 and 17.11% for N ASALow, N ASAMedium and UOFSHigh datasets, respec-
tively, in comparison to TPFramework.

Table 7.10 presents prediction accuracy comparison between TPFramework and
WNPFramework for N ASALow, N ASAMedium and UOFSHigh datasets with tra-
ditional and average time sessions. It is observed from Table 7.10 that the average
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Table 7.11 Prediction time in seconds comparison of TPFramework for N ASALow , N ASAMedium
and UOFSHigh datasets with traditional and average time sessions

Training data in %

20 30 40 50 60

N ASALow TPFramework [15] +
Traditional session

34.431 34.838 35.520 35.774 35.838

TPFramework [15] +
Average time session

78.366 78.899 79.658 79.919 80.217

N ASAMedium TPFramework [15] +
Traditional session

75.483 75.943 76.520 72.025 46.367

TPFramework [15] +
Average time session

79.145 79.950 80.587 80.478 81.578

UOFSHigh TPFramework [15] +
Traditional session

75.613 75.557 75.883 75.863 76.338

TPFramework [15] +
Average time session

80.061 80.094 80.457 80.552 80.681

accuracy is increased to 44.12, 11.08 and 4.51% for N ASALow, N ASAMedium and
UOFSHigh datasets, respectively, for TPFramework + AvgtimeSession in compari-
son to TPFramework + TraditionalSession.

Table 7.11 presents prediction time (in seconds) comparison between TPFrame-
work and WNPFramework for N ASALow, N ASAMedium and UOFSHigh datasets
with traditional and average time sessions. It is observed from Table 7.11 that the
average prediction time is decreased to 35.03, 15.60 and 16.16% for N ASALow,
N ASAMedium and UOFSHigh datasets, respectively, for TPFramework + Avgtime-
Session in comparison to TPFramework + TraditionalSession.

The major difference between our proposed framework and two-tier framework is
the methodology of session identification (in our framework Method 2 which is dis-
cussed in user and session identification section). From Table 7.9, it can be observed
that Method 2 has generated more number of sessions compared to Method 1 which
is used as training dataset. In Method 2, the average visiting time depends on the
visiting Web pages, so sessions are mapped to a realistic value than when a single
constant value is used. TPFramework and WNPFramework with AvgtimeSession
results in high prediction accuracy on account of these reasons. Even the average
session length is small in Method 2 compared to Method 1, that results is lower
prediction time. It is also observed that session generation time with Method 2 is
more compared to Method 1.

In WNPFramework, if any session is mapped to more than one Markov models,
then filtering is used by selecting the classifier which accurately predicts with the
maximum incoming page request. In the two-tier framework, filtering is used by
selecting the classifier which accurately predicts with the maximum probability. For
example, user X has visited different Web pages in different sessions as shown in
Table 7.4. For the test session (A, B, C, D), two classifiers E and F are suggested.
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During filtering E is selected according to the highest probability of classifier, while
F is selected as there ismore traffic towards F according to the highest incoming page
request. TPFramework andWNPFramework have been compared with AvgtimeSes-
sion and it is observed that there is not much difference in prediction accuracy, but the
overall prediction time is lower inWNPFramework in comparison to TPFramework.

7.5 Summary

In this chapter, we have proposed Web Navigation Prediction Framework for Web
page Recommendation which creates and generates a classifier based on sessions as
training examples. Sessions are created by calculating the average time on visiting
Web pages, which maps to the realistic better value than when a single constant
value is used. Each session is mapped to one or more generated classifiers and
filtering process is applied by the PageRank algorithm. Simulations are performed on
UOFS and NASA dataset and are compared with two-tier prediction framework. The
WNPWR algorithm outperforms two-tier prediction framework by providing high
prediction accuracy with reduced prediction time. Further, it is planned to extend
this chapter for online Web page recommendations for mobile applications.
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Chapter 8
Web Page Recommendations Based on
User Session Graph

K. R. Venugopal and Sejal Santosh Nimbhorkar

Abstract Web page recommender system provides users with recommendations to
assist their navigation and increases the website usability and user satisfaction. In
this chapter, Web page recommendation method is presented by constructing User
Session Graph using user sessions from the navigation log. The node represents Web
pages and weight on the edge is calculated by the number of times the Web pages
present in the sessions. new page problem is solved by computing co-occurrence
value between two terms present in titles. Web pages are recommended based on
connected nodes in the graph and co-occurred terms. Experiments are conducted on
user navigation data collected fromMicrosoftWebsitewww.microsoft.com. The pro-
posed method is compared with TermNetWP method and outperforms TermNetWP
with higher precision and satisfaction values.

8.1 Introduction

Internet usage has increased excessively as a result of evolution in e-commerce,
research, e-banking, education, news, music, movies and electronics devices. Hence,
a huge amount of information is archived and it keeps growing rapidly without any
control. The decreasing costs in secondary storage have made it easy to store a
huge volume of information. The valuable information is beneficial to determine
interesting and useful patterns that are used by many researchers for guiding the
users to visit the Web pages during their activity on the Web. This type of system is
called Recommender System and helps to predict the user request.

The Web page recommender system provides users with recommendations to
assist their navigation. The objective is to discover which Web page user will
access next. Web page recommendation increases the website usability and user
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satisfaction. It is also useful in many applications like Web caching, prefetching and
online advertising.

There are many problems in generating efficient Web page recommendation
framework such as extracting useful information of the domain, efficiently deter-
mine knowledge and navigational patterns from available user navigational data,
employing extracted knowledge to build a model and develop powerful Web page
recommendation system.

Researchers have developed various methods to solve the above problems using
available Web usage data. Probabilistic models and tree construction from Web log
can effectively produce useful patterns [1–4] and are trained from navigational data
to build links between Web pages. For a given Web page sequence as input to these
trained models on previously visited pages, the Web pages user will access next can
be predicted. These approaches requiresmore training dataset to get higher prediction
accuracy and solely dependent on the Web usage data. Hence, if the input Web page
is not present in usage data then it fails to predict the Web pages and is called new
page problem.

The new page problem can be solved by incorporating semantic relation [5] and
domain knowledge [6–8]. A semantic of Web pages of a website is represented by
the domain ontology and combined with usage data to improve the Web page rec-
ommendation performance. Combining semantic knowledge to Web usage data has
gained greater performance than traditionalWeb usage mining algorithms. However,
the construction of efficient domain ontology and representation of semantic domain
knowledge is a big challenge in these models.

In this chapter, Web page framework is presented where user session graph is
constructed from sessions collected from user navigation log. In this graph, the nodes
represent Web pages and an edge exists between two nodes if two Web pages are
present in the session. The weight on the edge is calculated by the number of times
the Web pages are present in sessions. This graph shows the relation between the
two visited Web pages by the users. For a given Web Access Sequence (WAS) the
connected Web pages with its weight are extracted for each page present in WAS. If
any new page exists in WAS, then the Web pages are extracted based on co-occurred
term calculation with its weight. ExtractedWeb pages are arranged in the descending
order based on its weight and Top-n Web pages are recommended.

8.2 Related Works

In this section, various webpage recommendation techniques are discussed. Murat
et al. [9] presented hybrid recommendation systems that combine existing recom-
mendation methods based on Web usage. The comparative evaluation is presented
by combining k-means models, Markov models, Association rule mining model and
Click Stream Tree model. It shows the combination of various methods that affect
the prediction accuracy.
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Usually, in a website hierarchical link is created to organize webpages without any
semantic relation. Hence, the traditional link-based algorithm for Web page retrieval
gives poor performance. Li et al. [10] have proposed a Hierarchical Navigation Path
based method for Web page retrieval. In this method, Web textual information such
as page titles, anchor text and URLs are incorporated with website link structure for
Web page retrieval. This method improves Web page retrieval accuracy compared to
traditional link-based algorithm. However, the performance decreases with increase
in path length. Markov models with semantic information is used for Web perfecting
[11]. Semantic information is incorporated into Markov transition matrix. Hence, it
can provide better prediction and solve the problem of contradicting prediction. This
semantic information is used to prune states in Selective Markov models.

A technique that combines domain knowledge andWebnavigation log is proposed
[12] for prediction. It integrates the conceptual hierarchy of website and usage infor-
mation based on biological sequence alignment. Similarity score between pages is
computed based on conceptual hierarchy. Time spent on page and browsing order is
incorporated in similarity calculation. A method that combines navigational patterns
and page connectivity is proposed for Web page recommendation [2]. User concepts
fromWeb log is used to extract navigational patterns and used to produce Web page
recommendations by accomplishing navigational behaviour of a user. Recommended
Web pages are ranked by computing hub score from page connectivity knowledge.

A hybrid method is presented that minimizes repetitive Web surfing for person-
alized new recommendation [13]. Web pages of Web navigational log are classified
by computing weight of terms and used to construct user’s interest model. User’s
preference model is constructed from hyperlink of user navigational log. The rec-
ommendation probability for a user is computed by matching user’s models and
news content. Forsati and Meybodi [14] have proposed a hybrid algorithm based
on weighted association rule and distributed learning automata for Web page rec-
ommendation. Users’ navigational pattern is extracted by association rule mining
and used for recommendation based on user’s current status. In distributed learning
automata, link analysis and behaviour of users are integrated to assign probability to
the webpages. Recommendations are made based on structure of website and user
behaviour patterns. HITS algorithm is used to extend the recommendation set.

Amethod that integrates prefetching and caching is presented to derive prefetching
rules [15]. The cyclic behaviour and periodicity of Web access sequence is used
to fetch profit-driven caching policy. The experiment results show that hit ratio is
increased for the cached objects. The Probability of Correctness of Facts is proposed
to compute Trustworthiness of websites to rank the Web pages [16]. Probability-
based similarity function is used to extract correctness by matching facts provided
by Web pages and Web pages’ facts.

Collaborative social annotations method is applied for Web page recommenda-
tions [17]. Semantic clusters are generated from users’ information and Web pages.
Social annotation clusters are also generated from annotation andWeb pages. Seman-
tic and social annotation clusters are used to recommend Web pages. Collaborative
filtering and Topic-aware Markov Model is used for personalized Web page recom-
mendation [18]. User’s navigational patterns is learned from topic aware Markov
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model. It acquires topical relevance of pages. Collaborative filtering is used to find
user similarities and integrated to rank the recommended webpages.

8.3 Web Page Recommendations Framework and WRUSG
Algorithm

8.3.1 Problem Definition

Given a Web Access Sequence (WAS) from user navigation log, the objective is to
recommend webpages. It is assumed that the user is online and the user navigation
log is available.

8.3.2 Web Page Recommendations Framework

In this section, Web Page Recommendation Framework is presented that solves new
page problem. User session graph is constructed from the user navigation history in
which nodes represent Web pages and edge represent navigation between the Web
pages. For a given Web page sequence as an input, Web pages are recommended by
travelling user session graph. For the new page problem, co-occurrence of domain
terms is computed and later used to recommendWeb pages. Here, first few terms are
explained.

WebPages: The domain consists of numerous pageswithmeaningful information.
Each page has small description about it as a title of that page. A domain can be
represented as D = {P1, P2,…,Pm} with m number of pages.

Domain Terms: A title consist of set of definite words which gives the knowledge
of that page. Domain terms are the words present in the Web pages’ titles for a
particular domain and represents as T = {t1, t2,…,tn}.

Web Access Sequence (WAS): The user navigation log consists of user id and the
sequence ofWeb pages a user has visited during browsing and it is calledWeb access
sequence. This framework has the following steps:

Step 1: User Session Graph Construction

User session graph is constructed based on Web navigation history that gives us
the knowledge about the users’ Web access sequence. This sequence contains user
clicked patterns, transactions or user interactions with Web resources. A session is
the continuous Web access sequence visited by a user in a particular time period. It
gives information about the visited pages and its association between Web pages.
The visited Web page in a particular session can also be present in other sessions.
The individual session cannot infer any kind of relationship between different Web
pages. Hence, user session graph is constructed by combing all the user sessions.
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Consider a Web navigation log with m number of sessions Sm = {S1, S2,…,Sm}.
Each session consists of Web pages visited by users S = {P1, P2,…,Pn}. A User
Session directed Graph USGpp = (Vpp, Epp) is constructed, where Vpp is the set of
visited Web pages in the sessions Sm and Epp is the set of edges between two Web
pages. The edge (Pi, Pj) exist if and only if Web page Pi follows Web page Pj in
a session S. The weight Wpp on the edge is calculated by number of times (Pi, Pj)
present in sessions Sm. The weight should be normalized. The Directed user session
graph is constructed using Function 8.1.

Consider a Web navigation log with five sessions L = {S1, S2, S3, S3, S4}. The
WebAccess Sequence (WAS) in each session is shown in Table8.1. Figure8.1 shows
the User Session directed Graph (USG) constructed from data present in Table8.1.
It is observed from the sessions that users have visited seven unique webpage during
their navigation, hence the USG has seven nodes. In WAS, user has visited webpage
P1 to P2 two times, hence the weight on that edge is two. Similarly, the weight on
P2 to P4 is 2, P4 to P5 is 4 and so on.

Step 2 : Compute Co-occurrence of Domain Terms

The user session graph is constructed based on user navigation history. If a Web
page of a domain is not visited by a user then that page does not appear in the graph.
Hence, Web pages cannot be recommended for unvisited pages. Relation between
the domain terms plays an important role to overcome this problem. It acts as a bridge
between the current page and the page to be recommended. Co-occurrence of do-
main terms revels relations between the terms explicitly. Higher the Co-occurrence
value, more relation between the domain terms. This co-occurrence value is helpful
to find relation between twoWeb pages based on the terms present in the title of that
page. The co-occurrence between two terms ti and tj is represented as C(ti, tj) and
its value is set to 1 if ti and tj occurs together in the session. Further, it increments
when they appear together in another session. The value of C(ti, tj) is normalized by
using Eq.8.1.

NormalizedC(ti, tj) = CN (ti, tj) = C(ti, tj)

C(ti)
(8.1)

Here, C(ti) is the number of times the term ti that occurs in all the sessions.

Step 3: Extract Web Pages for new page problem using Co-occurrence Value

If any new page is present in the input sequence, then the domain terms Di of that
page are considered. The co-occurrence values of each term in Di are computed as
explained in step 2. Arrange the co-occurred terms according to their co-occurrence
value in the descending order. All the Web pages that contain co-occurred term
with the co-occurrence value as the weight Wco−occur are extracted. Web pages are
extracted for the new page using Function 8.2.
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Function 8.1: Directed User Session Graph Generation
Function: GraphConstuction
Data: Consider User Navigation Log l, Generate Directed User Session Graph

1 Extract Web Access Sequence from Log l

2 For each user extract session from WAS

3 Let Sessioncount = Total sessions in WAS

4 Let Directed User Session Graph USGpp = (Vpp, Epp) = NULL

5 // USG construction from WAS

6 for i = 1 to Sessioncount do
7 for each sessioni do

8 Let Pagecount = Number of visited pages in Sessioni

9 for j = 1 to Pagecount do

10 if Pagej and Pagej+1 is in Vpp then

11 Increment Wpp of (Pagej , Pagej+1)

12 else if Pagej is present in Vpp and Pagej+1 is not present then

13 Add Pagej+1 to Vpp

14 Add edge between Pagej and Pagej+1 to Epp

15 Set Wpp of (Pagej , Pagej+1) = 1

16 else if Pagej+1 is present in Vpp and Pagej is not present then

17 Add Pagej to Vpp

18 Add edge between Pagej and Pagej+1 to Epp

19 Set Wpp of (Pagej , Pagej+1) = 1

20 else

21 Add Pagej and Pagej+1 to Vpp

22 Add edge between Pagej and Pagej+1 to Epp

23 Set Wpp of (Pagej , Pagej+1) = 1

24

25 // Normalize weight of USG

26 Let Nodecount = Number of nodes in Vpp

27 for m = 1 to nodecount do

28 Let Wnodem = Number of times nodem is present in WAS

29 for each connected node Cnode from nodem do

30

NormalizeW (nodem,Cnode) = Wpp(nodem,Cnode)

Wnodem
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Table 8.1 Web access sequence in session

Session Web access sequence

S1 P1, P2, P4, P5, P9

S2 P1, P2, P5

S3 P3, P4, P5, P7

S4 P2, P4, P5

S5 P4, P5, P9

Fig. 8.1 User Session Graph
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Function 8.2: Web Pages Extraction for new page
Function: NewPage
Data: Consider new page as Input and Web pages with its weight are extracted

1 Consider Domain terms D = {t1, t2,…,tn} of pagenewpage

2 for each term ti in D do

3 Co-occurred Terms Cterms[ ][ ] = Co-occurred terms, co-occurrence value

4 Arrange Cterms[ ][ ] in descending order of co-occurrence value

5 Extract web-pages which are containing Co-occurred terms

6 Return extracted web-pages and their corresponding Co-occurred terms’ Weight asWco−occur

Step 4: Web Page Recommendation

In this step, the strategy is defined for recommending the Web pages. User session
graph is constructed with training sessions as explained in step 1. From the testing
sessions, Web access sequence is given as an input to the graph and for each page in
the sequence, Web pages connected to that page with the weightWpp are considered.
If any new page is present in the input sequence then the Web pages are extracted as
explained in step 3 with their weightWco−occur . The resultantWeb pages are arranged
in the descending order based on the weight and top-nWeb pages are recommended.
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8.3.3 WRUSG Algorithm

The method to recommend the Web pages is shown in Algorithm 8.1.

Algorithm 8.1: WRUSG : Web Page Recommendation using User Session
Graph
Input : User Navigation Log l
Output: Recommended Web pages

1 begin
2 USGpp = Construct Directed User Session Graph by using Function

GraphConstuction(l)

3 Let GraphInput[ ] = WAS

4 for each page Pagecurr in GraphInput[ ] do
5 if Pagecurr is present in USGpp then

6 Connectednode[ ][ ][ ] =pagecurr , connected node of pagecurr Cpagecurr ,
W(pagecurr , Cpagecurr)

7 else

8 Newpage[ ][ ] = NewPage(pagecurr)

9 Connectednode[ ][ ][ ] = pagecurr , Newpage[ ][ ]

10 Arrange Connectednode[ ][ ][ ] in descending order of W (pagecurr , Cpagecurr)

11 Recommend top-n pages from Cpagecurr

8.4 Experiments

8.4.1 Data Collection

In this experiment, user navigation data is collected from Microsoft Website
www.microsoft.com [19]. This dataset contains 294 unique Web pages and 37711
user sessions. Each Web page has a description of it as a title and each title is a
collection of words. The dataset contains 641 total words and 330 unique words in
Web pages titles.

8.4.2 Experimental Setup

The proposed model is compared with the combination of TermNetWP and Concep-
tual Prediction Model (CPM) presented in [20] and also solves new page problem.

www.microsoft.com
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The setup of TermNetWP + CPM is as follows: Titles of the Web pages are
collected and term sequence from titles are extracted. Term frequency of each term
is computed and terms are mapped to respective Web pages as per their order of
occurrence in title. Co-occurrence value of co-occurred words is computed. CPM
is computed using co-occurrence value and term frequency of terms. For a given
Web Access Sequence (WAS), domain terms are extracted for each page in WAS
and co-occurred words are considered for each domain term. Co-occurred terms are
arranged in the descending order and Web pages are recommended that contain co-
occurred terms. If there are two co-occurred terms are present, then the set-up is
called TermNetWP1. If there are three co-occurred terms present, then the setup is
called TermNetWP2.

The setup of the proposed method Web Page Recommendations based on User
SessionGraph (WRUSG) is as follows: The directed user session graph is constructed
from user sessions. Co-occurrence value of co-occurred words is computed. For the
given Web access sequence, connected Web pages are extracted for each page from
the graph with its weight. If any new page occurs in a Web access sequence, then the
domain terms are extracted for each page and co-occurred terms are considered for
each domain terms. Web pages are extracted that contains co-occurred terms with
co-occurrence value as weight. Top-n Web pages are recommended based on their
weight.

8.4.3 Performance Metrics

The performance metrics used for evaluation are Precision and Satisfaction [21].
The Precision measures the probability that user visits one of the recommendedWeb
pages. The satisfaction measures the probability that user visits next recommended
Web pages after visiting one of the recommended pages. Web page recommendation
rule needs to be set to compute Precision and Satisfaction.

Web Page Recommendation Rule: Let WAS = {p1, p2,…,pm}, m ≥ 2. Web pages
are recommended by giving input asWAS = {p1, p2,…,pm−1} and stored inRecom =
{rec1, rec2,…,recn}. For any pk (1 ≤ k ≤ m − 1) (1) If Recom contains pk+1 then
Recom is correct. (2) If Recom contains pk+1 to pm then Recom is satisfied . (3) If
n = 0 the Recom is empty.

Precision and Satisfaction are computed using Eqs. 8.2 and 8.3, respectively.

Precision = | Recomcorrect |
| Recom | (8.2)

Satisfaction = | Recomsatisfie |
| Recom | (8.3)
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Here,Recomcorrect is the total number of correct recommendations for givenWASs.
Recom is the total number of recommendations for given WASs. Recomsatisfie is the
total number of satisfied recommendations for given WASs.

8.4.4 Performance Evaluation

In this section, results are presented and discussed. Performance metrics are used to
compare the results of the proposed model and TermNetWP + CPM [2]. Experiments
have been conducted on 4GB memory and Intel(R) Core(TM) i5-5200U CPU @
1.80GHz processor. The dataset used for evaluation for both the methods are the
same as explained in Data collection. Dataset is divided into training and testing
dataset. Training and testing dataset contains 32711 and 5000 sessions, respectively.
The user session graph is constructed with 32711 sessions in the proposed method.
The graph contains 233 nodes and 2448 edges. The minimum support threshold
Thresholdmin is set in order to evaluate the performance of Web access patterns.

Let Web Access Sequences in the testing dataset are WASs = {W1, W2,…,Wm}.
EachWASWi = {p1, p2,…,pn}. Threshold of eachWASi is computed using Eq.8.4.

ThresholdWASi = TotalWAS

| WASs | (8.4)

Here, TotalWAS = Number of times WASi occurs in WASs. The WASs whose
ThresholdWASi is greater than or equal to Thresholdmin are considered as frequent
Web access sequence. If the value of Thresholdmin is set to smaller value then more
number of frequent WAS are found.

Tables8.2 and 8.3 shows comparison of the precision and satisfaction values for
TermNetWP1, TermNetWP2 and theWRUSG. It is observed that the values of preci-
sion and satisfaction is higher in WRUSG in comparison with TermNetWP models.
The precision of the WRUSG is increased by 23.688% and 27.3% in comparison
with TermNetWP1 and TermNetWP2 method, respectively. The satisfaction of the
WRUSG is increased by 25.736% and 30.816% in comparison with TermNetWP1

and TermNetWP2 method respectively. The WRUSG considered user history first
and if any new page occurs only semantic knowledge is used to recommend Web
pages, while TermNetWP combines user history and domain knowledge to recom-
mend Web pages. Hence the WRUSG outperforms the TermNetWP method.

8.5 Summary

Web page recommendation method is presented by considering user sessions and co-
occurred terms in titles of theWeb pages. User session graph is constructed using user
sessions from the navigation log in where nodes areWeb pages and edges are present
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Table 8.2 Comparison of precision values

Minimum support 0.4 0.5 0.6 0.7 1.0

Number of WASs 165 139 120 110 74

TermNetWP1 0.3505 0.3602 0.3839 3725 0.5448

TermNetWP2 0.2720 0.2965 0.3601 0.3856 0.4871

WRUSG 0.6149 0.6397 0.6339 0.6176 0.6602

Table 8.3 Comparison of satisfaction values

Minimum support 0.4 0.5 0.6 0.7 1.0

Number of WASs 165 139 120 110 74

TermNetWP1 0.3084 0.3137 0.3273 0.3104 0.4935

TermNetWP2 0.2203 0.2377 0.2886 0.3169 0.4358

WRUSG 0.5938 0.6127 0.6011 0.5915 0.6410

if those two Web pages exist in sessions. The weight on the edge is computed by the
number of times the Web pages are present in sessions. To solve new page problem,
co-occurrence value between two terms present in titles is computed that is helpful
to find relation between the two Web pages. Web pages are recommended based on
the connected nodes in the graph and co-occurred terms. Experiments are conducted
on the user navigation data collected from Microsoft Website www.microsoft.com.
The WRUSG method is compared with TermNetWP method [20] and outperforms
TermNetWP by increased precision value of 23.688% and 27.3% and satisfaction
value of 25.736% and 30.816% in comparison with TermNetWP1 and TermNetWP2

method, respectively.
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Chapter 9
Advertisement Recommendations Using
Expectation Maximization

K. R. Venugopal and Sejal Santosh Nimbhorkar

Abstract The advertiser has to understand the purchase requirement of the users
who are looking for a particular service to recommend advertisement. Once the user-
s’ demand is identified, advertisers can target those users with an appropriate query.
In this chapter, predicting conversion in advertising using expectation–maximization
[PCAEM] model is proposed to provide an influence of their advertising campaigns
to the advertisers by understanding hidden topics in search terms with respect to
the time period. Query terms present in search log are used to construct vocabu-
lary. Expectation–Maximization technique is used to learn hidden topics from the
vocabulary. Least Absolute Shrinkage and Selection Operator (LASSO) is used to
predict total number of conversions. Experiment results show that PCAEM model
outperforms TopicMachine model by reducing Root Mean Squared Error (RMSE)
and Mean Absolute Error (MAE) for prediction.

9.1 Introduction

Internet provides information to users; it takes input as a query and gives related
results. Many service providers use these characteristics of the Internet to their ad-
vantage. Consider a query create an android app for generating recipe is entered by
a user to the search engine. The user may be looking for online tutorials or classes
for learning Android programming. It is assumed that such a user is willing to pay
for a service that can help him to learn Android program. The service provider that
provides such services wants their advertisement to appear as the most relevant result
for this query.

The query given to a search engine is called as the search term and resulting
advertisements are called as keyword-based advertising. The search engine market
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(SEM) agencies connect the two sides of this same coin, i.e. the customers and the
service providers. The SEM agencies maintain a large collection of keywords for
their clients, the service providers. As the services provided by these clients grow,
the number of keywords also increases and needs to be managed. SEM agencies
conduct experiments on the keywords to test their weight, relevance and usage.
These tests help the clients to select the best variant for the keywords related to the
services they provide. However, with the increase in the number of keywords and
many variants to consider, the advertisement management becomes a burden on even
the most experienced advertisers.

The advertiser needs to understand the underlying requirements of the users from
the queries. These requirements are usually the descriptions of service. From the
query, create an android app for generating recipe, the user might actually require
I want to create an android application where I can give picture of the ingredients
that are available to me as an input and the generated application gives the relevant
recipes out of these ingredients. The result of the query must be relevant based on
the information need present in it and not because it contains the keywords of the
description.

Advertisers have to analyse the purchase requirement of the targeted users that
helps them to aim those users with appropriate search terms. Advertises analyse
query logs, search keywords reports and trend reports to determine relevant search
keywords. It is very difficult to understand the latent need of the user from a few
words in the query and how an advertiser characterizes an information need [1, 2].
Hence, it is necessary to develop a model on top of the search campaigns that the
advertisers can examine the consequence of the topical changes in trends over the
time and target new market.

In this chapter, predicting conversion in advertising using expectation–
maximization [PCAEM] model is proposed to provide the effectiveness of their
advertising campaigns to the advertisers with respect to time period. Vocabulary is
constructed from the query keywords present in search query log. Gaussians are
assumed for topic assignment and likelihood function is computed to find topic dis-
tribution of a query. Topic distribution of the Gaussians with respect to time period
is defined with Topic Proportion Vector. Least Absolute Shrinkage and Selection
Operator (LASSO) are used to predict total number of conversion.

9.2 Related Works

In this section, various probabilistic models for topic modelling are reviewed. Doc-
uments topics can be discovered by clustering similar documents. A non-parametric
clustering algorithm is proposed based on local shrinking in that the number of con-
vergent points are used as the number of clusters [3]. The idea is to transform data
points towards denser regions. The Shrinking process is based on K-nearest neigh-
bour method. Value of K is selected automatically based on the optimized value
of Silhouette and CH index. The non-parametric clustering algorithm outperforms
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traditional algorithms for all given datasets even when they are provided with true
number of clusters as parameters. A clustering algorithm that can identify categories
from the query keywords and assign advertisement to them is proposed [4]. This al-
gorithm is based on Bernoulli distribution. Beta priors are used to maintain discrete
probability distribution to assign clusters.

Document Influence Model (DIM) model is proposed based on Dynamic Topic
Model (DTM) to find topics [5] over the time. Experiments are conducted on cited
documents. This model computes the sequences of topics, posterior distribution of
the latent variables and the per-document influence values. It shows how past articles
decide the varying influence on future articles. Article’s influence value is the hidden
variable and the influential articles are identified by posterior inference.

Latent Dirichlet Allocation (LDA) model is widely used to assign topics to the
documents and it is an unsupervised model in which words in the documents are
modelled. A supervised Latent Dirichlet Allocation (sLDA) model [6] is introduced
that accepts various response types. The response variable can bemovie rating, count
of number of users who selected an article important, document category. Hidden
topics are discovered by combining document and response and later used to predict
the response variables. The sLDA model is limited to one variable association with
document. A generative labelled LDA (L-LDA) model [7] is presented with multi-
label supervision. Each label is associated with one topic directly. This model is a
combination of supervised LDA and mixture model of Multinomial Naive Bayes.
This L-LDA model is used to assign topics to Twitter profiles correctly and find
similarity of profile pairs [8]. It also re-ranks Twitter blogs and suggests new users to
follow. This L-LDA performs similar to Support Vector Machine and it outperforms
when training data is limited.

LDA models do not find the correlations between topics. Li et al. [9] introduced
Pachinko Allocation Model (PAM) which captures the relation between topics by
using Directed Acyclic Graph (DAG). Each leaf in the DAG represents a word in a
vocabulary and each internal node represents a relation between either words or top-
ics. PAM with DAG does not represent the word’s topical distribution that is present
in multiple topics. Hierarchical PAM (hPAM) [10] arranges topics in hierarchies.
This model combines the hierarchical nature of hLDAwith the topic mixing abilities
of PAM. In hPAM, each node is associated with distribution over the vocabulary.
The resulting model is effective at discovering mixtures of topic hierarchies.

A hierarchical algorithm which represents documents as a hierarchy of latent top-
ics computedwithDirichlet process [11]. It is based onBayesian priors and hierarchy
of topics is derived without estimating depth of the hierarchy and branching at each
level. The internal nodes represent words and topics probability distribution and vo-
cabulary clustering is performed. Leaf nodes represent word distribution in a corpus
hierarchical topic clustering. This model does not restrict on topic usage, allows
multiple inheritance between topics and internal nodes are modelled as subtopics
and words distribution. Method proposed in [12–14] can be used for prediction.

Ravi et al. [15] proposed a probabilistic method that generates bid phrases for
online advertising. This model was first trained on search query log and generates
well-formed bid phrases. Next, it generates novel bid phrases from Web pages and
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corpus of bid phrases. Fujita et al. [16] proposed a method that generates shop-
specific ad listing by incorporating promotional text data for restaurant domain.
Experimental result shows that the click through rate is higher for automatically
generated ad than template-based ad.

9.3 PCAEMModel and Algorithm

9.3.1 Problem Definition

Given a search log l and number of epoch e, the objective is to predict the total
conversion in advertising.

9.3.2 Prediction Conversion in Advertising Using
Expectation–Maximization Model

Predicting Conversion in Advertising using Expectation–Maximization (PCAEM)
model provides the advertisers with information on the effectiveness of their ad-
vertising campaigns. This effectiveness can be measured by estimating the number
of conversions with respect to time period. This framework helps the advertisers
in making business decisions. Expectation–Maximization (EM) that is used to con-
struct the proposed model and Latent Dirichlet Allocation (LDA) which is used for
comparison with the proposed model are explained.

Expectation–Maximization (EM)
Expectation–maximization is an iterative process used to compute the maximum
likelihood of parameters in a statistical model, especially in models where some data
is unobserved [17–19]. It is used as a clustering technique. Each cluster can be math-
ematically represented as a probability distribution, characterized by its mean and
variance. EM assumes that the data is generated by a mixture of underlying probabil-
ity distribution. It assigns each object to a cluster depending on the likelihood of its
membership. There are no restrictive boundaries between the clusters, i.e. an object
can belong to multiple clusters with same or different probability of membership.

EM algorithm comprises two distinct steps; the Expectation step (E − Step) and
the Maximization step (M − Step). In the E − step, the estimated parameters are
used to compute the likelihood of the model. In the M − step, the likelihood com-
puted in the previous step is used to determine new values for the model parameters.
The algorithm converges when there is no significant change in the model.

Consider two coins A and B are tossed f ive times, the probability p of head
coming up on these tosses is known as P = p1, p2 . . . p5. The goal is to estimate the
identity of the coin for these tosses as Q = q1, q2 . . . q5 where qi is the identity of
the coin for the ith toss. Here Q is the latent or hidden variable.
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For this problem, computing the proportion of heads for each coin is not a viable
option. However, the parameter estimation with incomplete data can be transformed
into maximum likelihood estimation with complete data using EM. The following
steps are involved:

1. Initial values for PA and PB are selected randomly.
2. For each of the five flips, estimate the likelihood of the flip being made using coin

A or B.
3. Assuming these completions to be correct, calculate the newvalues for parameters

PA and PB .
4. Repeat Steps 2 and 3 until the difference between the previous and the current

estimates is negligible. This defines the convergence point of the problem.

Latent Dirichlet Allocation (LDA)
Latent Dirichlet Allocation (LDA) [20] is a common method for topic modelling. It
is a generativemodel which separates words into different topics from a corpus. LDA
assumes that each document is a mixture of different topics, where each topic has
some particular probability of generating a particular word. A document is assumed
to be a bag of words pulled from a distribution selected by a Dirichlet process.

Consider a corpusC which is a collection of documents D. The goal is to discover
K topics from C , topic distribution of D and words associated with each topic. LDA
performs the following step to achieve this goal:

1. Each word W in a document D is randomly assigned to a topic T .
2. This random assignment gives a basic structure of the goal, i.e. initial topic dis-

tribution of the document and the word distribution for the topics.
3. For each word W in D, the conditional probabilities P(T/D) and P(W/T) are

estimated. P(T/D) represents the probability of the words in D which are assigned
to topic T . P(W/T) is the probability of W assigned to topic T over all documents
in the corpus.

4. Each word is re-sampled and it is assumed that the topic assignment for the
current word is incorrect. Word W is then assigned a new topic by computing
P(T/D)*p(W/T) that gives the probability of topic T containing word W .

5. The previous step is iterated until a steady state is reached. The assignments at
this state are used to estimate the topic distribution of the documents and the word
distribution of the topics.

The PCAEM model has the following steps:

Step 1: Building a Vocabulary
In this step, the queries from the query log are considered to build a vocabulary.
Stopwords a, an, the, for, etc. are used as grammar constructs and don’t convey
any meaning to the query. Hence, they are removed from the queries to obtain the
words that convey the requirements of the users. The vocabulary V is built from
the remaining words in the queries after removal of stopwords and the frequency of
occurrence of those words is computed. Consider a query create an android app for
generating recipe, in which the words an and f or are removed. After preprocessing,
the query now becomes create android app generating recipe.
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Step 2: Gaussian Assumption for Defining Topics
A query is a mixture of various topics. Hence it is necessary to determine the latent
topics in a query. Consider the query create an android app for generating recipe,
it comprises words related to both technology as well as f ood. In EM, topics are
represented as Gaussians Gauss[K], where K is the number of topics. A Gaussian
is characterized by its mean and variance. Gaussians contain all the words in the
vocabulary, in which each word is randomly assigned a topic between 1 to K . The
initial probabilities of the words belonging to topic i in Gaussians are equal, where
i ∈ 1, . . . k. The initial mean of a Gaussian and covariance between the Gaussians is
computed as shown in Function9.1.

Function 9.1: Initial Mean and Covariance Generation
Function: InitialTopic
Data: Consider Vocabulary V and Number of Topics K . Initial Mean and Covariance Matrix

are generated.

1 Let n = number of Gaussians = number of topics

2 mean[n][K ] = mean of each topic in K for n Gaussian

3 covariance[n][n] = covariance between Gaussians

4 Gauss[n] = n Gaussians

5 Vsize = vocabulary size

6 for i = 1 to n do

7 Gauss[i] = All vocabulary words

8 for j = 1 to Vsize do
9 Gauss[i].word[ j] = random topic assignment between 1 to K

10 for L = 1 to K do
11 Let Numword = Number of words in Gaussian i with topic K

12 Let T otword = Total number of words in Gaussian i

13 Calculate mean for topic L in Gauss[i] = Mean[i][L] = Numword
T otword

14 for i = 1 to n do
15 for j = 1 to n do
16 Calculate covariance(Gauss[i],Gauss[j]) using Eq.9.1

covariancec(i, j) = [(ProbGaussi ) − (mean[i][topic(wordc, i))]∗
[(ProbGauss j ) − (mean[ j][topic(wordc, j))] (9.1)

Here, ProbGaussi is the probability of wordc in Gauss[i], ProbGauss j is the prob-
ability of wordc in Gauss[j], topic(wordc,i) is the topic wordc in Gaussian i and
mean[i][topic(wordc,i] is the mean of topic(wordc,i) in Gaussian i .
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Step 3: Compute Likelihood to find Topic Distribution of a Query
In the previous step, the topics defined in the Gaussians are estimated. Using these
Gaussians, the topic distribution of the queries is computed. All the queries are
assumed to be stationary points in a space. This space also contains theGaussianswith
equal probability P(c). As theGaussiansmove around and take shape, the conditional
probability of occurrence P(qi/c) of a query qi in the Gaussian c changes. A query
qi can belong to more than one topic. Consider the query create an android app
for generating recipe, the words android and app come from the technology topic
and the word recipe comes from the f ood topic, hence this query occurs in the
technology topicwith probability (2/5) and in the f ood topicwith probability (1/5).
The likelihood of a query occurring in a topic is computed as shown in Function9.2.

Function 9.2: Query Topic Likelihood
Function: QueryTopicLikelihood
Data: Consider Mean matrix mean[n][k], Covariance matrix cov[n][n], Number of queries

Qnum and n is the number of Gaussians. Conditional Probability of Topic C for given
Query q PC Q, Conditional Probability of Query q for given Topic C P QC and
Probability of Gaussian P(C) are generated.

1 for i = 1 to Qnum do
2 for c = 1 to K do
3 Compute P QC(i ,c) using Eq.9.2

4 for c = 1 to K do
5 for i = 1 to Qnum do
6 Compute PC Q(c,i) using Eq.9.3

7 for c = 1 to n do
8 Compute P(c) using Eq.9.4

P QC(i, c) = 1√
2π | covc |

{−1

2

[ n∑
K=1

n∑
j=1

((qi, j − mean(c, j)) ∗ (qi,k − mean(c, k))) ∗
(

covc

)−1

j,k

]}

(9.2)
Here, | covc | is the determinant of covariancec.

PC Q(c, i) = P QC(i, c) ∗ P(c)∑n
c′ =1 P QC(i, c′

) ∗ P(c′
)

(9.3)

P(c) = 1

n

Qnum∑
j=1

PC Q(c, j) (9.4)

Step 4: Compute New Definition of Topics
The initial mean and covariance of the Gaussians give a basic structure to the topic.
The conditional probabilities estimated in the previous step influence the mean and
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covariance of the Gaussian such that the mean of the topics in the Gaussian changes.
Hence, the Gaussians need to be recomputed with respect to the conditional proba-
bilities. Themean and covariance of theGaussians is computed usingEqs. 9.5 and9.6.

mean(c, j) =
Qnum∑
i=1

[
PC Q(c, i)

cP(c)

]
qi, j (9.5)

covariancec( j, k) =
Qnum∑
j=1

(
PC Q(c, i)

n P(c)

)
∗

(
qi, j − mean(c, j)

)
∗

(
q j,k − mean(c, k)

)
(9.6)

Step 5: Test for Convergence of the Model
Convergence signifies a stable state of themodel. After a certain number of iterations,
the Gaussians gain a definite shape and position in space where the change in the
conditional probabilities is negligible. Hence, Steps 3 and 4 need to be iterated until
the model converges.

Step 6: Compute Topic Proportion Vector
Topic proportion vector T PV represents the topic distribution of the Gaussians in
the model. It is obtained from the mean computed at the convergence. As this model
predicts the total number of conversions for advertisement campaign in a particular
time period which is called an epoch. T PV for each epoch is defined as T PV [e][i],
where e and i represent epoch and topic, respectively. T PV for an epoch represents
the weight of the topics in that epoch.

Step 7: Conversion Prediction
A conversion occurs when a user clicks on the advertisement and performs some
action that gives benefit to the advertiser. This type of user click is defined as Cost
Per Click (CPC). In order to predict the total number of conversions, the model is
trained using the L1 prior also known as L ASSO (Least Absolute Shrinkage and
Selection Operator) [21]. The conversion for each epoch is estimated using Eq.9.7.

conversion = 1

2 ∗ T
∗ || C PC − T PV ∗ R ||22 +α+ || R ||1 (9.7)

Here, α is the hyper parameter, R is the Regression and C PC is the cost per click.

9.3.3 PCAEM Algorithm

Predicting Conversion in Advertising using Expectation–Maximization (PCAEM)
algorithm as shown in Algorithm9.1 has two phases: Preprocessing and Prediction.
Preprocessing involves building vocabulary, Gaussian assumption, computing likeli-
hood for topic distribution of queries, re-estimation of theGaussians and constructing
topic proposition matrix. Prediction involves LASSO-based conversion prediction.
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Algorithm 9.1: Predicting Conversion in Advertising using Expectation Maxi-
mization
Input : Query log l, Number of epoch Ne
Output: Conversion prediction cp

1 begin
2 Pre-processing :

3 Build vocabulary V by considering queries from log l

4 for m = 1 to Ne do
5 Assume K Gaussians to represent topics as explained in step 2.

6 while model not converged do
7 Estimate the likelihood to find topic distribution of each query as per step 3.

8 Re-estimate Gaussians to find new definition of the topics as per step 4.

9 for n = 1 to K do
10 Construct Topic Proportion Vector T PV [m][n] using the final Gaussian

estimation after convergence.

11 Prediction :

12 Predict conversions using L ASSO method as per step 7

9.4 Experiments

9.4.1 Data Collection

In this experiment, query data is used in [22] which is collected from the U.K and
the U.S market over 34 weeks is considered. It consists of various queries ranging
over multiple topics. This dataset consists of the following information: Campaign
Name, Country, Geo Targeting, ID, Budget, Ad Group, Max. CPC, Keyword, Lan-
guage, Keyword Type, Average position, Average CPC, Clicks, CTR, Cost and Im-
pressions. Here, Click Through Rate (CTR) is the ratio of how often user clicks an
advertisement that appears as a relevant result for the query. It evaluates the compe-
tence of the keywords and the advertisement. An impression signifies the relevance
of an advertisement and is incremented every time it appears as a result of a searched
query. In the proposed model, keywords are used to generate the Topic Proportion
Matrix and CPC influence the conversion. Hence, Keyword andAverage CPC is used
in this experiment.
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9.4.2 Experimental Setup

The proposed model PCAEM uses probabilistic estimations for topic modelling.
LDA also works with the same principle, hence PCAEM is compared with Topic-
Machine [22].

The setup of PCAEM is as follows: Vocabulary is constructed from the keywords.
The words in the vocabulary are ranked based on their frequency of occurrence.
Words with low frequency do not influence the topic proportion. Hence, the size of
the vocabulary is restricted to 500. Experiments are conducted with varying topic
number K = 5, 6, 7, 8, 9, 10, 11. The initial probability of each topic is considered
equal. Using these assumptions the topic distribution of each query is estimated.
The model is iterated 10 times for convergence. It is observed that PCAEM model
converges at the fifth iteration. Hence, the number of conversions is estimated after
the fifth iteration. The data is collected for 34 weeks, hence the number of epochs
are 34 as 1 epoch is for 1 week. The experiment is conducted by varying epoch size
to 15, 20, 25, 30 and 34. Topic proportion vector is constructed for each epoch and
used for conversion prediction.

The setup for TopicMachine is as follows: Vocabulary is constructed in a simi-
lar way as PCAEM. Initially, words in the queries are randomly assigned to topics.
These assignments are used to approximate hidden variables using variational ap-
proximation iteratively. Variation threshold is set to define a convergence point for
the model. Experiments are conducted by varying the threshold parameter to 0.1,
0.01 and 0.001. It is observed that definite topics are obtained when threshold is
set to 0.001. Topic proportion vector is constructed for each epoch and used for
conversion prediction.

9.4.3 Performance Metrics

Theperformancemetrics used for comparison areRootMeanSquaredError (RMSE),
Mean Absolute Error (MAE) and Predictive R2, i.e. the coefficient of determination.
The actual value for each epoch corresponds to the average CPC collected from the
dataset. Consider E is the total number of epochs, dataset is partitioned into training
set T and testing set T e, then of f set = E XT e/100. The predicted and actual values
are denoted by p and a, respectively.

RMSE is the root of the square of the difference between the values predicted
by the model and the actual values as shown in Eq.9.8. MAE is the average of the
absolute value of the difference between the values predicted by the model and the
actual values as shown in Eq.9.9. Coefficient of determination is computed as shown
in Eq.9.10. It measures the correctness of the model based on the proportion of
deviation of predicted value from actual value.
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RM SE =
√√√√ E∑

i=E−of f set+1

(ai − pi )2 (9.8)

M AE = 1

N

E∑
i=E−of f set+1

| pi − ai | (9.9)

R2 = 1 −
∑E

i=E−of f set+1(ai − pi )
2

∑E
i=E−of f set+1(ai − mean(pi ))2

(9.10)

9.4.4 Performance Evaluation

In this section, experimental results are presented anddiscussed. Performancemetrics
are used to compare the results of the proposed model PCAEM and TopicMachine
[22]. Experiments are conducted by varying training dataset to 70, 75, 80, 85, 90%
and testing dataset to 30, 25, 20, 15, 10%. Experiments have been conducted on 4GB
memory and Intel(R) Core(TM) i5-5200U CPU@2.20GHz processor. Dataset used
in the experiments for PCAEM and TopicMachine is the same as discussed in data
collection. The performance is evaluated by computing the average of 20 independent
runs.

RMSE, MAE and R2 by Varying Number of Topic K

In order to measure the effect of the number of topics K, all the performance metrics
are computed to measure the performance of PCAEM and TopicMachine. The value
of K varies from 5 to 11. Table9.1 shows the comparison of RMSE, MAE and R2

values for both the methods by setting vocabulary size to 500, α to 0.01, epoch to 34
and training dataset to 85%. It is observed from the table that the number of topics
does not affect much on the performance of PCAEM and TopicMachine. It is also
observed from the table that the RMSE and MAE values are lesser in PCAEM than
TopicMachine, hence the performance of PCAEM is better than TopicMachine.

RMSE, MAE and R2 by Varying Training Dataset

In order to analyse the performance ofmodels with available training dataset, RMSE,
MAE and R2 is computed by increasing training dataset. Table9.2 shows the com-
parison of RMSE, MAE and R2 values for both the methods by setting vocabulary
size to 500, α to 0.01, Topic number K to 10 and epoch to 34. It is observed from
Table9.2 that as the training dataset increases the RMSE decreases and MAE
increases marginally.

RMSE, MAE and R2 by Varying Epoch Size

In order to study the consequence of the size of the dataset on the performance of
PCAEM and TopicMachine, RMSE,MAE and R2 is computed by varying the epoch
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Table 9.1 RMSE,MAE and R2 by varying the number of topics K for PCAEM and TopicMachine.
The vocabulary size, α, epoch and training dataset are set to 500, 0.01, 34 and 85%, respectively

PCAEM method TopicMachine

Topic RMSE MAE R2 RMSE MAE R2

5 8.6142 4.3039 −18.6755 8.6898 4.3416 −19.0221

6 8.6071 4.3004 −18.6431 8.6820 4.3377 −18.9863

7 8.6054 4.2995 −18.6354 8.6839 4.3387 −18.9949

8 8.6040 4.2988 −18.6286 8.6838 4.3386 −18.9948

9 8.6034 4.2985 −18.626 8.6794 4.3364 −18.9743

10 8.6019 4.2978 −18.6193 8.6795 4.3365 −18.9751

11 8.6015 4.2975 −18.6172 8.6706 4.3321 −18.934

Table 9.2 RMSE, MAE and R2 by varying training dataset for PCAEM and TopicMachine. The
vocabulary size, α, Topic Number K and epoch are set to 500, 0.01, 10 and 34, respectively

PCAEM method TopicMachine

Training
dataset

RMSE MAE R2 RMSE MAE R2

70 12.2351 4.0718 −6.1212 12.3420 4.1073 −6.2462

75 10.9441 4.1300 −7.7055 11.0403 4.1662 −7.8592

80 9.4557 4.2235 −11.8799 9.5403 4.2612 −12.1114

85 8.6019 4.2978 −18.6193 8.6795 4.3365 −18.9751

90 6.2202 4.3970 −40.7745 6.2770 4.4370 −41.5397

Table 9.3 RMSE, MAE and R2 by varying epoch size for PCAEM and TopicMachine. The
vocabulary size, α, Topic Number K and training dataset are set to 500, 0.01, 10 and 85% re-
spectively

PCAEM method TopicMachine

Epoch RMSE MAE R2 RMSE MAE R2

15 3.4425 3.4425 0.8266 3.5394 3.5394 0.8168

20 6.7551 4.7729 −19.9357 6.8263 4.8230 −20.379

25 5.0849 3.5898 −0.4554 5.1259 3.6187 −0.4790

30 6.7661 3.9063 −3.0550 6.6234 3.9394 −3.1240

34 8.6019 4.2978 −18.6193 8.6795 4.3365 −18.9751

size. Table9.3 shows the comparison of RMSE, MAE and R2 values for both the
methods by setting vocabulary size to 500, α to 0.01, Topic number K to 10 and
training dataset to 85%. There is not much difference observed by varying size of
the dataset.
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Table 9.4 RMSE, MAE and R2 by varying hyper parameter α for PCAEM and TopicMachine.
The vocabulary size, Topic Number K, epoch and training dataset are set to 500, 10, 34 and 90%
respectively

PCAEM method TopicMachine

α RMSE MAE R2 RMSE MAE R2

100 80.9580 57.2459 −7075.36 6.2769 4.4370 −41.5388

50 37.3657 26.4213 −1506.43 6.2778 4.4377 −41.5518

30 19.9290 14.0915 −427.807 6.2771 4.4371 −41.541

20 11.2110 7.9266 −134.7 6.2771 4.4372 −41.542

10 2.4962 1.7617 −5.7279 6.2773 4.4373 −41.5442

1 5.3574 3.7867 −29.9892 6.2772 4.4372 −41.5429

0.1 6.1418 4.3415 −39.7275 6.2778 4.4376 −41.5508

0.01 6.2202 4.3970 −40.7745 6.2778 4.4376 −41.551

0.001 6.2281 4.4025 −40.8799 6.2774 4.4374 −41.5461

PCAEM and TopicMachine Sensitivity to Hyper Parameter α

The hyper parameter α is used for prediction conversion, it is necessary to study
the effect of changes in α affect the quality of model. RMSE, MAE and R2 are
computed by varying the α value for both the models. It is observed from Table9.2
that RMSE values decreases when training dataset increases, hence, experiments are
conducted by setting training dataset 90 and 85%. Table9.4 shows the comparison
of RMSE, MAE and R2 values for both the methods by setting vocabulary size
to 500, Topic number K to 10, epoch to 34 and training dataset to 90%. Table9.5
shows the comparison of RMSE,MAE and R2 values for both the methods by setting
vocabulary size to 500, Topic number K to 10, epoch to 34 and training dataset to
85%. It is observed from Tables9.4 and 9.5 that PCAEMmodel is sensitive to hyper
parameter α, but TopicMachine is not. PCAEM model is giving best result when α

is set to 10.
It is observed from Tables9.4 and 9.5 that PCAEM model is giving best results

when α is set to 10. Hence, RMSE and MAE is computed again by varying train-
ing dataset, by varying the number of the topic K and by varying the epoch size
by setting α value to 10. Figures9.1 and 9.2 show the comparison of RMSE and
MAE by Varying Training Dataset when α is set to 10, respectively. It is observed
that the average value of RMSE is 4.4572 and 9.5752 of PCAEM and TopicMa-
chine, respectively. The average value of MAE is 1.9346 and 4.2614 of PCAEM and
TopicMachine, respectively.

Figures9.3 and 9.4 show the comparison of RMSE and MAE by the varying
number of topics K when α is set to 10, respectively. It is observed that the average
value of RMSE is 3.2013 and 8.6815 of PCAEM and TopicMachine, respectively.
The average value of MAE is 1.5861 and 4.3375 of PCAEM and TopicMachine,
respectively.
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Table 9.5 RMSE, MAE and R2 by varying hyper parameter α for PCAEM and TopicMachine.
The vocabulary size, Topic Number K, epoch and training dataset are set to 500, 10, 34 and 85%,
respectively

PCAEM method TopicMachine

α RMSE MAE R2 RMSE MAE R2

100 114.6907 57.3451 −3486.75 8.6793 4.3364 −18.974

50 53.0421 26.5205 −744.988 8.6791 4.3362 −18.9728

30 28.3834 14.1907 −212.609 8.6790 4.3362 −18.9723

20 16.0551 8.0258 −67.3464 8.6797 4.3366 −18.976

10 3.7365 0.8609 −2.7018 8.6794 4.3364 −18.9746

1 7.3823 3.6874 −13.4503 8.6794 4.3365 −18.9746

0.1 8.4910 4.2423 −18.1167 8.6797 4.3366 −18.9758

0.01 8.6019 4.2978 −18.6193 8.6793 4.3364 −18.9738

0.001 8.6130 4.3033 −18.6699 8.6796 4.3365 −18.9755
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Fig. 9.1 RMSE by varying training dataset when α = 10

Figures9.5 and 9.6 show the comparison ofRMSEandMAEbyvarying the epoch
size when α is set to 10 respectively. It is observed from that the average value of
RMSE 3.1952 and 6.1987 of PCAEM and TopicMachine respectively. The average
value of MAE is 2.1568 and 4.0513 of PCAEM and TopicMachine respectively.
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Fig. 9.2 MAE by varying training dataset when α = 10
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Fig. 9.3 RMSE by varying number of topics when α = 10
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Fig. 9.4 MAE by varying number of topics when α = 10
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Fig. 9.5 RMSE by varying epoch when α = 10
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Fig. 9.6 MAE by varying epoch when α = 10

9.5 Summary

In this chapter, we present predicting conversion in advertising using expectation–
maximization [PCAEM] model to understand advertising campaigns’ effectiveness
to the advertisers over the time. Search query log is used to build vocabulary.
Expectation–Maximization method is used to find the hidden topics and topic distri-
bution on search terms. Least Absolute Shrinkage and Selection Operator (LASSO)
is used to predict total number of conversion. Experiments are performed on query
data used in [22] which is collected from the U.K and the U.S market over 34 weeks.
Root Mean Squared Error (RMSE), Mean Absolute Error (MAE) and Predictive R2

are used as performance metrics. Experiment results are compared with TopicMa-
chine [22]. The proposedmethodoutperformsTopicMachine [22] by reducingRMSE
and MAE. The PCAEM model is sensitive to hyper parameter used for prediction
conversion while TopicMachine is not.
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