
Chapter 2
State-of-the-Art

Several languages and frameworks have been proposed in the domain of goal oriented
requirements engineering that try to capture andmodel the requirement specifications
of the system being developed. Some well documented articles have been published
that compare and contrast these approaches and stress on the analytical capabilities
of each approach [1–4]. For the purpose of this book, we provide a brief summary
of the current state-of-the-art in the requirements engineering domain in Sect. 2.1.

The rest of this chapter is organized based on the structure of our book. Section2.2
presents a reviewof someof the existingworks on ontology integration and highlights
how semantic integration of different levels of a requirement refinement hierarchy
has not yet been addressed by the research community. This section also presents
a study of different data mining techniques that have been applied in the domain
of requirements engineering. Based on these reviews we present our work on i∗
refinement hierarchies andmining goal decomposition patterns in Chapter 3. Chapter
4 of this book presents an efficient solution for model checking goal models like i∗.
An extensive background study related to model transformation techniques has been
documented in Sect. 2.3. Based on this study, we propose a model transformation
scheme that allows analysts to performmodel checking on i∗ models.We also present
a survey of goal model annotation nomenclatures that have been proposed as part
of the current state-of-the-art in Sect. 2.4. This survey forms the basis for the AFSR
framework proposed in Chapter 5 which proposes a new goal model nomenclature
for capturing the semantics of goal models. Each of these sections conclude with a
gap analysis that helps in identifying the research question that we address in the
subsequent chapters of this book.
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2.1 Formal Requirements Engineering Techniques

One of the earliest requirementsmodelling language, StructuredAnalysis andDesign
Technique (SADT) [5], was proposed by Ross and Schoman in 1977. The language
was founded on the principle of data/operation duality where data were defined by
their source and destination operations while operations were defined on the basis
of their input and output data. The main drawbacks of this early modelling language
was the lack of precision and the absence of well-defined semantics. The syntax was
also semi-formal and often interleaved with natural language assertions.

The first requirements modelling language that incorporated formal semantics
was RML [6]. It introduced the semantic concept of entities, operations and con-
straints. Operations and constraints were expressed in formal assertion languages
that supported temporal ordering of events. RML also introduced the concepts of
generalization, aggregation, and classification. These formal semantics weremapped
to first order predicate calculus.

Albert II [7] is a requirements language that was proposed with richer ontologies
and modelled the requirements of agent-oriented systems. Entities were replaced by
agents and modelled using graphical notations. Constraints on agent behavior were
still modelled using textual notations that supported temporal logistics. Verification
of constraints using formal analysis techniques, like animation, were possible. The
drawback of this language was that it did not support enough abstraction for being
used in the early phases of requirements engineering.

The state-of-the-art in requirements modelling focuses more on goal-oriented
ontologies that capture the “why” requirements of an enterprise. The NFR frame-
work [8, 9] specializes in the modelling and analysis of non-functional requirements
or softgoals. The NFR framework deals with capturing non-functional requirements
(NFRs) for the domain of interest, decomposing NFRs, identifying possible NFR
operationalizations, NFR ambiguities, trade-offs, priorities, and NFR interdepen-
dencies [1].

Lamsweerde proposed the Knowledge Acquisition in autOmated Specification
(KAOS) [4] framework that supports semi-formal modelling of goals, qualitative
analysis of alternatives, and formal analysis for correct reasoning. The KAOS frame-
work combines semantic nets [6], for modelling of concepts, and linear-time tem-
poral logic for state-based specification of operations. Operations are declared by
signatures over objects and have pre-, post-, and trigger conditions [1]. Goals can be
decomposed using AND/OR refinement abstraction hierarchies. The KAOS frame-
work does not provide any support for non-functional requirements or softgoals.
However, the qualitative analysis techniques of the NFR framework can be inte-
grated into KAOS. It has a solid formal framework that uses well-established formal
techniques for goal refinement and operationalization [10, 11].

The Goal-Based Requirements Analysis Method (GBRAM) [12, 13] emphasizes
on the identification and elicitation of goals from various documents as provided
by the stakeholders of an enterprise. GBRAM distinguishes between achievement
and maintenance goals. GBRAM tries to establish an ordering of goals in order to
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establish inter-actor dependencies. This process ismuchmore complex in comparison
to the i∗ framework which can capture such dependencies quite efficiently. GBRAM
does not provide a graphical interface; rather, it uses a textual notations in goal
schemas for representing goals, goal refinements, goal precedence, agents, etc.

i* [2, 14] is an agent-oriented modelling framework that can be used for require-
ments engineering, business process re-engineering, organizational impact analysis,
and software process modelling [1]. This i∗ framework can model activities prior to
the freezing of requirement specifications. This allows the use of i∗ for both the early
and late phases of requirements engineering. In the early phases, the i∗ model can
capture the stakeholders of the enterprise, their objectives and how they depend on
each other for achieving their objectives. The late phases of requirements engineer-
ing can use the i∗ modelling framework to incorporate changes and new processes
that are aligned with the functional and non-functional requirements of the user.

2.2 Requirement Refinement Hierarchies

Different stakeholders within an enterprise may use partial or even completely non-
intersecting vocabulary sets. Thiswould lead to developingmultiple i∗ models having
independent ontologies. Collectively, these i∗ models define a requirements refine-
ment hierarchy where different tiers of the hierarchy capture different levels of detail.
In order to integrate such a distributed ontology, we require an appropriate mapping
or correlate definitions between different ontologies at multiple levels. This section
explores the ontology integration mechanisms that exist in the current state-of-the-
art. We also try to document the research initiatives that have been taken in the last
decade for applying data mining techniques in requirements engineering.

Ontology Integration Mechanisms

Graph matching of any structure is a well researched problem and several good
works (like [15]) have been published in this domain. However, the real challenge
being addressed here is conceptual matching of ontologies. Wang et al. [16] propose
a tree similarity algorithm for ontology integration of multiple information sources
available in the Semantic Web. Dynamic programming is used to effectively match
concept trees while satisfying the maximum mapping theorem and keeping tree
isomorphisms intact. PRIOR+ is an adaptive ontology mapping approach proposed
in [17]. It consists of an information retrieval system that extracts similarities between
ontologies, an adaptive similarity filter that aggregates these similarities, and, finally,
a neural network based ontology constraint satisfier.

In [18], the authors bridge the gap between Description Logic based ontolo-
gies and Object Oriented systems by mapping OWL ontologies to Java interfaces
and classes. STROMA [19] is a semantic ontology mapping scheme that goes
beyond equality correlations and maps part-whole as well as IS_A relationships.
Khattak et al. have highlighted how ontologies evolve over time [20]. A map-
ping reconciliation mechanism for evolving ontologies is proposed that reduces the
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reconciliation time by tracking the change histories of such ontologies. [21] proposes
relation mappings between ontologies by finding the least upper bound and great-
est lower bounds of complex relations and then deriving the best upper and lower
approximations of the relation. Kumar andHarding [22] use Description Logic based
bridging rules for mapping complex concepts and roles between manufacturing and
marketing enterprises. The Semantic Bridge Ontology [23] detects structural and
semantic conflicts between Learning Resource Systems and resolves them by defin-
ing ontology mapping rules.

Data Mining in RE

Zawawyet al. have proposed a root-cause analysis framework [24] thatmines natively
generated log data to establish the relationship between a requirement and the pre- and
post-conditions associated with that requirement. In [25], the authors have proposed
techniques for mining dependencies from message logs and task-dependency corre-
lations fromprocess logs. There have been very interesting industrial and commercial
applications of mining requirements from event logs. Formal verification of control
systems have been performed by mining temporal requirements from simulation
traces [26]. Qi et al. have provided big data commerce solutions by mining customer
requirements from online reviews and suggest product improvement strategies [27].
REQAnalytics [28], proposed by Garcia and Paiva, mines the usage statistics of a
website and provides a roadmap for the evolution of thewebsite’s requirements speci-
fication. [29] is another datamining technique that tries to address the inconsistencies
that affect the contextual requirements of a system at runtime.

Sequential pattern mining has been frequently used for extracting statistically rel-
evant patterns or sequences of values in data sets. StrProM [30], for instance, uses the
Heuristics Miner algorithm to generate prefix-trees from the data stream and contin-
uously prunes these trees to extract sequences of events. Sohrabi and Ghods use bit-
wise compression techniques to represent the data sequence as a 3-dimensional array
and extract frequently occurring patterns from this compressed array [31]. Hassani et
al. have proposed the PIVOTMiner [32] which considers activities as interval-based
events rather than the conventional single-point events. Some researchers have also
tried to improve the legacy sequential mining algorithm PrefixSpan (like [33–35]).
Sequential pattern mining has also been used in interesting applications that range
from detecting user behavior from online surveys [36] to mining electronic medical
records and inferring the efficacy of medicines [37]. A detailed survey of sequential
pattern mining algorithms is available in [38].

Previously workflow logs used to be mined for extracting the control flow within
an organization and, hence, extensively used for developing process models. How-
ever, the mining process had no focus on extracting the hierarchical structure within
an organization. Ni et al. have introduced the concept of executor similarity met-
rics and grid clustering for mining the organization structure of an enterprise from
workflow logs [39]. Schönig and his group have proposed a framework to extract the
organisational structure of business processes by mining human resource allocation
information from event logs [40]. Also in prior work, non-functional requirements
have been extracted from text [41].
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Research Gap

A vast literature exists for ontology mappings within the domain of Semantic Web.
However, there has been limited research on mapping model constructs between
conceptual models derived from an enterprise hierarchy that use different ontologies.
This research gap is identified and some ideas in the direction of bridging ontologies
within hierarchic i∗ models developed by any enterprise is presented in Chapter 3.

2.3 Model Checking with i∗

The importance of converting an i∗ model to a finite state model lies in the effort to
perform model checking on i∗ models using industry standard model checkers like
NuSMVandSPIN.Model checkinghelps requirement analysts to verifywhether goal
models comply with system regulations. Standard model checkers accept extended
finite state models as input and verify temporal properties specified using Linear
Temporal Logic (LTL) or Computational Tree Logic (CTL). i∗ models can be con-
verted to other sequential models like activity diagrams or BPMNs for some specific
business requirement, if the need arises. Transforming finite state models to other
sequential models should be easier than transforming a sequence agnostic model,
like i∗, to activity diagrams or BPMNs.Model transformation represents the daunting
challenge of converting higher-level abstraction models to platform-specific imple-
mentation models that may be used for automated code generation.

Model Transformation

Sendall and Kozaczynski had already identified model transformation as one of the
major driving forces behindmodel-driven software development [42].Most strategies
work with lower levels of abstraction and encounter several limitations. In [43],
the authors propose a Domain Specific Language over Coloured Petri-Nets—called
TransformationNets—that provides a high level ofmodel transformation abstraction.
An integrated view of places, transitions, and tokens, provide a clear insight into the
previously hidden operational semantics.

Model transformation plays a vital role in bridging the gap between non-
successive phases of the software development life cycle. [44] presents one such
attempt to bridge the gap between system designers and system analysts. A model
generated by the designer is transformed to a model suitable for conducting analysis.
The outcome of the analysis is mapped back into the design domain. The authors
work with UML2Alloy—a tool that takes a UML Class diagram augmented with
OCL constraints and converts it into the Alloy formal representation. Design incon-
sistency analysis is done on the Alloy representation. Alloy creates counter examples
for any such inconsistency and converts it back into a UML Object diagram. This
paper tries to domodel transformation for bridging the gap between the requirements
phase and the design phase of the development life cycle.
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Creating a wide array of formal models for enhancing the system engineering
process, proves to have time and cost overheads. Kerzhner and Paredis use model
transformations to achieve this objective, overcoming the overheads, in [45]. Formal
models are used to specify the structures of varying design alternatives and design
requirements, along with experiments that conform the two. These models are repre-
sented using the Object Management Group’s Systems Modelling Language (OMG
SysMLTM). Model transformation is then used to transform design structures into
analysis models by combining the knowledge of reusable model libraries. Analy-
sis models are transformed into executable simulations which help in identifying
possible system alternatives. Model transformation plays a vital role in this work.

Mussbacher et al., have performed a detailed comparison of six different mod-
elling approaches in [46]. The modelling approaches that were assessed include
Aspect-oriented User Requirements Notation (AoURN) [47], Activity Theory (AT )
[48], The Cloud Component Approach (CCA), Model Driven Service Engineering
(MDSE) [49], Object-oriented Software Product LineModelling (OO-SPL) [50], and
Reusable Aspect Models (RAM) [51, 52]. The comparison criteria were grouped
into two broad categories—Modelling Dimensions and Key Concepts. Modelling
dimensions include properties like Phase, Notation, and Units of Encapsulation. Key
concepts, on the other hand, provide an insight into parameters like Paradigm, Mod-
ularity, Composability, Traceability and Trade-off Analysis. Of these six approaches,
AoURN [47, 53] and OO-SPL [50] are of interest to this work, as both these
approaches are applicable in the Early and Late Requirements phases of software
development. The i∗ modelling notation belongs to this approach. In fact, AoURN
is based on the ITU-T Z.151 [54] standard that uses Goal-oriented Requirements
Language (GRL), that is based on i∗ modelling. AoURN is machine analysable and
can perform scenario regression tests, goal-model evaluation, and trade-off analysis.
Unlike the other modelling approaches, AoURN provides structural, behavioural,
and intentional views, along with generic support for qualities and non-functional
properties. It is purely graphical in nature.

Most model checking techniques are best suited for the design and subse-
quent phases of the development life cycle. Architectural [55] and detailed design
[56] model checking have been proposed. Automated verification of requirement
models requires a completely different set of ontologies and, hence, existing tech-
niques cannot be extended to requirement models. However, work has been done
on the application of model checking to requirement models. Heitmeyer et.al. have
proposed a tool support for the SCR tabular notation for requirements specification
[57, 58] that supports formal techniques for consistency and completeness checking,
model checking, theorem proving and animation. The RSML language [59] has bet-
ter structuringmechanisms than the SCR notation and also provides a tool support for
completeness and consistency checking. Both these approaches are restricted to the
domain of embedded systems and process control. Neither of these tools support the
goal ontologies that have been proposed for early requirements engineering. Wang
has explored the application of ConGolog [60] formalisms to the i∗ framework for
analysing early requirement specification. The work tries to map i∗ SR diagram con-
cepts to ConGolog primitives and control structures. ConGolog is based on situation
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calculus [61] and provides a formal machinery for proving assertions on requirement
specifications.

Telos [62] captures the i∗ meta-framework which describes all the semantics and
constraints of the i∗ framework. Telos is equippedwith the ability to perform different
types of analysis and also check the consistency between i∗ models. Tropos [63]
is an agent-oriented system development framework that utilizes the i∗ modelling
framework to model agent requirements and system configurations. Formal Tropos
[3, 64] associates the Troposmethodology to a formal specification language. Formal
Tropos allows the specification of constraints, invariants, pre- and post- conditions,
thereby capturing the semantics of the i∗ graphical models. These models can be
validated using model checking.

Research Gap

Performing a model transformation requires a clear understanding of the abstract
syntax and semantics of both the source and target. Most model-driven engineering
practises offer a black box view of the transformation logic making it difficult to
observe the operational semantics of a transformation. In order to perform model
checking on any sequence-agnostic goal model (like i∗), we must first transform
the model into some form of finite state model that provides a possible sequenc-
ing of activities within the enterprise. This research direction has been explored in
Chapter 4.

2.4 Semantic Annotations of Goal Models

The domain of goal model maintenance requires analysts to explore the space of
goal model configurations that can be derived from a given erroneous goal model.
However, the research question becomes even more complex if we try to go beyond
the structural features and consider the semantics of goal models. The nomenclature
of goal models do not capture the semantics of the goals. There has been very limited
work in the existing literature that annotates goalmodels withmore information. This
section highlights some of the research that has been done in the domain of annotating
requirement models with different types of attributes.

Annotation of Goal Models

Liaskos andMylopoulos [65] have identified the sequence agnostic nature of standard
goal modelling notations like i∗ [2, 14] and annotated them with temporal logistics
for deriving AI-based goal satisfaction planning. The authors introduce the notion
of precedence links and effect links that annotate the i∗ model with preconditions
and postconditions of fulfilling a goal. This kind of ordering allows formalization
of goal models using temporal logics (like LTL, CTL, etc.). Although this method
establishes some sort of a sequence between the tasks of a goal model, the notion
of precedence does not remain intuitive for softgoals. Softgoal satisfaction can be
facilitated with hurt and help contributions from tasks, hard goals, etc.
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In [66], Liaskos et al. have highlighted the importance of augmenting goal models
(like i∗) with the optional requirements or preferences of the users. This paper uses
the precedence and effect links proposed in [65]. Additionally, this work introduces
the notion of weighted contribution links for evaluating the degree of satisfaction
or denial for softgoals. Accumulation and propagation of these weighted contribu-
tions follow the rules prescribed in [67]. Optional user requirements are defined
as Optional Condition Formulae (OCFs) using first order satisfaction and domain
predicates. Preferences are captured as linear combinations of OCFs and these pref-
erence formulae may be weighted or non-weighted in nature. Alternate goal plans
are evaluated based on the degree of satisfaction of the preferences.

Koliadis and Ghose have been working with semantic effect annotations of busi-
ness processmodels [68–70]. In [68], the authors propose theGoalBPMmethodology
that maps business process models (using BPMN) to high-level stakeholder goals
described using the KAOS framework [4]. This is done by defining two types of
links—traceability and satisfaction. The former links goals to activities while the
latter links goals to entire business processes. Satisfaction links require effect anno-
tation of the business process model, followed by identification of a set of critical
trajectories and, finally, identifying the subset of traceability links that represent the
satisfaction links. In [69, 70], the authors have worked with semantic effect annota-
tion and accumulation over business process models (Process SEER) and how it can
be extended to check for business process compliance using the PCTk toolkit.

Kaiya et al. [71] have proposed the popular Attributed Goal-Oriented Require-
ments Analysis (AGORA) method that derives a goal graph from goal models and
annotates the nodes and edges of the graph with attribute values and quality matrices.
Attribute values consist of contribution values and preference matrices. Contribution
values are used to annotate the edges of the goal graph and represent the contri-
bution of the sub-goal towards the fulfillment of the higher-level goal. Preference
matrices are the vertex annotations and represent the preference of respective goals
to the concerned stakeholders. Both these attribute annotations can be used by ana-
lysts to choose among multiple alternate strategies, to perform conflict management
and change management. Quality metrics are used to analyze the quality of the
requirement specifications that are derived from the goal graphs. The metrics for
measuring such quality may be correctness, unambiguity, completeness, inconsis-
tency, etc. Yamamoto and Saeki [72] have extended the idea of using annotated goal
graphs for requirements analysis to software component selection.

Research Gap

Researchers have attempted to annotate goal models with temporal information for
simulation and model checking purposes. They have also tried to identify effects of
goal fulfillment for evaluating user preferences. Semantic annotation of goal models
may seem intuitive and analogous to effect annotation of business process models
but it is not so. Goal models and process models have completely different objectives
and characteristics. The most crucial differential characteristic being the sequence-
agnostic nature of goal models. In this perspective, it becomes necessary to spell out
a mechanism for semantic annotation of goal model artefacts, and how these goal
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semantics can be reconciled over the entire enterprise for performing goal model
maintenance. Chapter 5 proposes a framework for doing this and also provides a
roadmap to implement it.
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