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About one in every 33 babies in the United States is born with structural birth 
defects, according to the Center for Disease Control and Prevention. One or 
more organs do not form properly in these babies, leading to disfiguring and/
or inconvenience in mild cases, and debilitating disability in severe cases. In 
addition to structural birth defects, about one in every 1000 babies is born 
with defects in metabolism. In severe cases, these metabolic defects lead to 
neurological problems and cause damages to other tissues as well. Although 
surgery and medication can fully or partially correct the defects in some 
cases, most birth defects cannot be fully corrected, leaving the patients and 
their families in great pain and burden. Therefore, understanding the cause of 
human birth defects, prevention, early detection, and intervention are the keys 
to reducing the occurrence and ameliorating the impact of birth defects.

As many experimental studies cannot be performed on human fetuses, we 
have been relying on animal models to understand the developmental mecha-
nisms and pathogenesis of birth defects. In the early days, embryologists per-
formed surgical manipulations using amphibians (frogs, newts, etc.) and 
fowls (chicken and quail) to reveal cell lineages and inductive events. Various 
model animals exposed to environmental insults such as alcohol and other 
toxic chemicals were used to study their effects on embryonic development 
and the potential in inducing birth defects. The advent of recombinant DNA 
and systematic genetic screening methods allowed an explosion of knowl-
edge in the functions of individual genes in animal development in the late 
1980s and the decades that followed. Gene-targeting and genome engineering 
techniques allowed production of precise models of human diseases in a vari-
ety of model systems ranging from nematodes, fruit flies to mice and even 
primates.

In recent years, organoids, three-dimensional miniature cellular structures 
mimicking internal organs have been derived from human stem cells. Useful 
information has been gleaned from the study of these organoids. However, 
these will be great supplement, but not replacement for animal model 
research. First, the protocols for deriving the organoids are based on our lim-
ited understanding of the organogenesis in model animals, and they are still 
far from becoming the true replica of the organs themselves. Second, the 
isolated organoids in culture lack the complexity of bodily environment 
which contribute greatly to phenotypical expression. Finally, potential ethical 
concerns may prevent us from producing and analyzing more sophisticated 
brain organoids or producing early embryos from man-made germ cells. 
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Therefore, animal models will continue to play a central role in our under-
standing of birth defects in the foreseeable future.

The goal of this book is to give the readers an opportunity to learn about 
the current status of research related to human birth defects in various tissue 
systems. The intended readers include senior undergraduate students of biol-
ogy major who are considering a clinical or research career, or would like to 
extend their knowledge from the basic developmental biology or genetics 
courses. Starting graduate students and postdocs may also find their passion 
in birth defects research using animal models by reading this book. In addi-
tion, this book can also be a good start point for researchers who plan to start 
a project in an unfamiliar organ system, before plunging into a sea of special-
ized reviews and original literature.

In this book, experts actively working on the developmental mechanisms 
of the neural tube, heart, craniofacial structures, skeleton, digestive tract, kid-
ney, and endocrine pancreas review the use of animal models in understand-
ing human birth defects affecting the various organ systems. Each chapter 
starts with a brief introduction of the anatomy and development of the rele-
vant organ system to familiarize readers with the biology before delving into 
specific examples of human birth defects and the current progress in animal 
model development and analyses. Therefore, readers do not need to have 
prior knowledge of the organ system in order to appreciate the use of animal 
models in the study of human birth defects affecting that system.

The last chapter focuses on the application of animal models in the study 
and treatment of various congenital metabolic disorders. Three examples are 
carefully chosen for in-depth discussion to show how conventional genetic 
models and sometimes serendipitously obtained models advance our under-
standing of these metabolic disorders.

As genetic methods employed in animal model research have become 
increasingly sophisticated, it may be challenging for readers of non-genetics 
major to fully appreciate the genetic approaches utilized in animal research. 
To help readers to overcome this challenge, Dr. Maria Garcia-Garcia describes 
in chapter one the various genetics tools and corresponding terminology fre-
quently mentioned in the rest of the book. The chapter is also a fascinating 
review of the history of the house mouse as the most popular model species, 
thus even readers familiar with the technology may find the historical aspect 
of the chapter appealing.

We would like to thank Dr. Juhee Jeong of New York University College 
of Dentistry, Dr. Sangeeta Dhawan of Diabetes and Metabolism Research 
Institute, City of Hope, Dr. Paul Gadue of Children’s Hospital of Philadelphia, 
Dr. Robert Maxson of Keck School of Medicine of USC, Dr. Megan Davey 
of the Roslin Institute, Dr. Nathalia Holtzman of Queens College, and Dr. 
Andrey Guillaume of University of Geneva Medical School, for volunteering 
their precious time to read the manuscripts and provide helpful feedback.

University Park, PA, USA Aimin Liu 
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A History of Mouse Genetics: 
From Fancy Mice to Mutations 
in Every Gene

María J García-García

1.1  Overview

The laboratory mouse has become the model 
organism of choice in numerous areas of biologi-
cal and biomedical research, including the study 
of congenital birth defects. The appeal of mice 
for these experimental studies stems from the 
similarities between the physiology, anatomy, 
and reproduction of these small mammals with 
our own, but it is also based on a number of prac-
tical reasons: mice are easy to maintain in a labo-
ratory environment, are incredibly prolific, and 
have a relatively short reproductive cycle. 
Another compelling reason for choosing mice as 
research subjects is the number of tools and 
resources that have been developed after more 
than a century of working with these small 
rodents in laboratory environments. As will 
become obvious from the reading of the different 
chapters in this book, research in mice has already 
helped uncover many of the genes and processes 
responsible for congenital birth malformations 
and human diseases. In this chapter, we will pro-
vide an overview of the methods, scientific 
advances, and serendipitous circumstances that 

have made these discoveries possible, with a spe-
cial emphasis on how the use of genetics has pro-
pelled scientific progress in mouse research and 
paved the way for future discoveries.

1.2  Establishing the Mouse 
as a Mammalian Model 
for Research

Mice have accompanied humans since the early 
days of agriculture. Therefore, it is no surprise 
that people developed curiosity about these small 
mammals and even fancied them as pets [1]. 
Ancient Chinese and Japanese records report the 
domestication and breeding of many varieties of 
mice with different coat colors, like albino or yel-
low, and peculiar behaviors, such as those of 
“waltzing mice,” which tend to run around in 
circles due to mutations that affect the inner ear 
[2]. During the 1800s and well into the early 
twentieth century, these “fancy” mice gained 
popularity among Europeans and Americans, 
who imported them and set up breeding pro-
grams, showing their most fancy specimens at 
mouse shows and clubs. As fortune would have 
it, one of these “mouse fanciers,” Miss Abbie 
E. C. Lathrop, a retired school teacher who set up 
a mouse pet farm around 1900, played an impor-
tant role in the establishment of mice as a model 
organism for research experimentation [1].
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1.2.1  Mendelian Genetics in Mice

The first reports of mice being used for research 
purposes date back to the sixteenth century, when 
Robert Hooke analyzed the effects of increased 
air pressure on mice [3]. However, it would not 
be until the beginning of the twentieth century 
that scientists unleashed the power of mouse 
genetics by demonstrating that Mendel’s laws of 
inheritance are also applicable to these small 
mammals. In 1902, French biologist Lucien 
Cuénot was the first to report the use of albino 
coat-color mice to confirm Mendel’s laws of 
inheritance. This report was quickly followed by 
work from additional scientists, who confirmed 
and extended these findings to other genetic 
mouse traits [2]. It would be one of these scien-
tists, American William E.  Castle, who would 
become recognized as the father of mammalian 
genetics, a merit based on his multiple research 
contributions, as well as his influential role as the 
director of the Bussey Institute of Experimental 
Biology at Harvard from 1909 until 1937, where 
many prominent scientists trained and worked 
under his supervision, including Clarence 
C. Little, Sewal Wright, Leonel Strong, George 
D. Snell, and Leslie C. Dunn, to name a few [4].

Miss Abbie Lathrop’s mice farm, located in 
Granby, Massachusetts, played a critical role dur-
ing these first years of research on mouse genet-
ics. At her farm, Miss Lathrop bred several 
colonies of mice, either collected from the wild 
or imported from European “mouse fanciers,” 
with the intention of selling them as pets. 
However, she unexpectedly became the supplier 
of mice for the Bussey Institute, as well as a few 
other research institutions. Many of the mice cur-
rently used in laboratories worldwide can be 
traced to the colonies initially established by 
Abbie Lathrop. However, Lathrop’s contribu-
tions were not limited to being a mouse provider. 
She was a meticulous breeder and a perceptive 
observer of her mice, as attested by her careful 
breeding records and the multiple research papers 
she contributed to.

1.2.2  Inbred Mouse Strains

While the birth of mouse genetics was linked to 
the rediscovery of Mendel’s laws, it was research 
on cancer that dominated during the following 
five decades. Through her careful breeding, 
Abbie Lathrop had noticed that some of her mice 
colonies had a propensity to develop skin lesions. 
In an effort to diagnose these, she sent mice to Dr. 
Leo Loeb, an experimental pathologist at the 
University of Pennsylvania, who concluded that 
Lathrop’s mice were developing cancers [5]. This 
interaction marked the beginning of their collab-
oration, which rendered several important publi-
cations on cancer susceptibility of different 
mouse strains. Meanwhile, other investigators 
were experimenting with transplanting tumors in 
mice and grappling with the idea of whether can-
cer susceptibility was a heritable Mendelian trait. 
Support for this hypothesis came from early 
observations that tumors could be transplanted 
among waltzing mice, but failed to grow if trans-
planted onto mice of a different colony. Starting 
in 1909 and all the way into the 1920s, critical 
papers from Ernest E. Tyzzer, Leo Loeb, Maude 
Slye, and Halsey Bagg supported the heritability 
of cancer susceptibility. However, these investi-
gators found so much variability in their data that 
they had problems verifying their own observa-
tions or concluding whether cancer susceptibility 
was a dominant or a recessive trait. Around 1909, 
Clarence C. Little and Leonell C. Strong postu-
lated that the culprit of such variability was the 
inherent genetic heterogeneity of the mouse 
strains that were being used for experimentation. 
To solve this problem, they launched intensive 
breeding programs to achieve isogenic mouse 
strains [5]. Their thought was that by systemati-
cally performing brother-to-sister matings for 
more than 20 generations, the genetic constitu-
tion of the resulting mice will become homoge-
neous and stable (isogenic), making them ideal 
for research subjects (Fig.  1.1). This idea was 
received with great skepticism in the scientific 
community since inbreeding was known to be 

M. J. García-García



3

evolutionarily discouraged, and it was feared 
that, as recessive factors present in wild mice 
populations reached homozygosity, a “sterility 
barrier” would be encountered. However, Little 
and Strong thought that it would be possible to 
bypass this “sterility barrier” by keeping multiple 
independent crosses for each generation and 
selecting those that did not carry factors detri-
mental to vigor, reproduction, or susceptibility to 
diseases. Years of breeding would be needed for 
these and a few other investigators to reach their 
goals and establish several viable lines of iso-
genic mice. Their journeys were not exempt from 
unexpected challenges, such as disease outbreaks 
and accidents, including one that decimated 80% 
of the ongoing crosses due to the escape of stove 
gases into one of the “mouse coops” [5]. The 
resulting colonies became known as inbred 
mouse strains and constitute the first innovation 
in the field of mouse genetic research. The first 
inbred strain, called DBA (which carries three 

color-coat alleles for dilute, brown, and non- 
agouti), was established by Clarence C.  Little, 
but many others followed. Today, there are more 
than 450 available inbred strains, whose genealo-
gies can be found in the following review [6].

1.3  Getting to Know the Mouse 
Genome: From Inbred Lines 
to Genetic Maps

The establishment of inbred strains provided 
standardized, genetically uniform strains of mice 
to be used in the study of cancer. Additionally, 
the large breeding programs required for their 
generation had important ripples in the field of 
mouse genetics. As different inbred strains 
became available during the 1920s and 1930s, it 
was obvious that they differed in a variety of 
characteristics, not only cancer susceptibility, but 
also coat color, behavior, longevity, and many 

Fig. 1.1 Inbred mouse strains. Inbred mice are generated 
by crossing two wild mice, then systematically performing 
sister-to-brother matings for more than 20 generations. As 
breeding proceeds and alleles segregate, individual traits 
eventually reach homozygosity. Homozygosity for some 
traits can affect the fertility or viability of mice, compro-
mising further breeding. In other cases, homozygosity pro-

duces distinct visible phenotypes, such as different coat 
colors. Selection of healthy breeders with specific charac-
teristics is performed in each generation in order to render 
different isogenic mouse strains that can be easily main-
tained in research facilities. The genome of inbred mice is 
98% identical to that of their siblings by 20 generations 
and 99.5% identical at 40 generations

1 A History of Mouse Genetics: From Fancy Mice to Mutations in Every Gene
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others. At that time, it was clear that these differ-
ences were likely due to either the separation of 
different allele variants present in the original 
populations of wild mice used to generate inbred 
strains or to spontaneous mutations arising dur-
ing breeding. The chromosome theory of inher-
itance, proposed by Walter Sutton in 1902, and 
the term gene, coined by Wilhelm Johannsen in 
1909, provided a framework for understanding 
that the different alleles of inbred strains corre-
lated with physical entities in chromosomes. 
However, it would not be until the mid-1940s that 
the nature of nucleic acids as carriers of genetic 
information would be recognized. As a conse-
quence, during most of the first half of the twen-
tieth century, genes were just viewed as alleles 
that segregated in specific ways during breeding, 
causing dominant or recessive phenotypes.

1.3.1  Inbred and Congenic Strains

At a time when tools to analyze the mouse 
genome were scarce, early mouse geneticists 
focused on using inbred strains to identify differ-
ent alleles responsible for particular traits and 
follow their segregation through breeding. With 
the objective of applying this genetics methodol-
ogy to the study of cancer in mice, Clarence 
C. Little founded in 1929 the Roscoe B. Jackson 
Memorial Laboratories in Bar Harbor, Maine. 
This institution would become an important cen-
ter for mouse genetics, both as a research organi-
zation and, later, as a supply center for mice 
strains to other institutions [7]. During the first 
few years, research at the Jackson Labs focused 
on the identification of alleles that could explain 
the ability of inbred strains to accept or reject 
transplanted tumors. For this, animals from two 
inbred strains with different ability for accepting 
transplanted tumors were crossed with each 
other, then the resulting progeny (from F1, F2, 
F3, and subsequent generations) were analyzed 
for the inheritance of resistance to tumor trans-
plant. By applying this, so-called outcross- 
intercross method at Jackson Labs, Clarence 
Little and Leonel Strong were able to deduce that 
transplant rejection was controlled by multiple 
loci, which were called histocompatibility (H) 

loci. However, it was not until 1948 that George 
Snell could isolate independent alleles responsi-
ble for tumor rejection. To isolate different histo-
compatibility loci, Snell applied a new breeding 
scheme known as the “outcross-backcross- 
intercross method,” which entailed breeding 
mice from two inbred strains, one of which 
(recipient strain) rejected tumors from the other 
one (donor strain), followed by mating  the F1 
hybrid progeny to animals from the parental 
inbred donor strain, then continue backcrossing 
to the donor strain individuals selected from the 
G2, G3, G4, and subsequent generations for their 
ability to carry the allele causing tumor rejection 
(Fig. 1.2). This selection of carriers often required 
brother–sister intercrosses since many of the 
alleles for cancer rejection behaved in a recessive 
fashion. Snell calculated that, by backcrossing 
selected carriers for more than ten generations, 
the genome of the resulting mice will mostly orig-
inate from the donor strain, except for a small 
chromosomal segment containing the loci respon-
sible for the tumor rejection phenotype [8]. Strains 
produced through this method, later called con-
genic strains, represent an important method for 
the identification of specific genetic loci [1]. 
Snell’s congenic strains carrying alleles for tumor 
rejection turned out to be critical for the analysis 
of the H2 histocompatibility complex, a work that 
granted him the Nobel Prize in 1980.

1.3.2  The Origins of Developmental 
Genetics

In 1927, Nelly Dobrovolskaia-Zavadskaia, a can-
cer research scientist working at the Pasteur 
Institute in Paris, discovered a dominant mutation 
in the course of an X-ray mutagenesis screen that 
caused animals to develop a short tail [9]. This 
mutation, called Brachyury or T, became one of 
the first developmental mutations studied in mam-
mals. Initially, however, the interest in this muta-
tion focused not on understanding embryology, 
but rather on unraveling the  puzzling genetic 
behavior of the T locus, which presented several 
violations of Mendel’s laws. The first of these vio-
lations was an abnormal proportion of mice with 
short tails in the progeny of heterozygote T 
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 animals, a phenomenon due to the fact that homo-
zygote T/T animals died in utero shortly after 
gastrulation. However, many other mysteries sur-
rounded the T locus, including the findings that 
some T chromosomes showed puzzling genetic 
interactions with alleles from wild mice, could 
suppress recombination, and caused transmission 
ratio distortion in males (reviewed in [10]). The 
study of these anomalies revealed that the genetic 
behaviors of the T locus were in fact due to sev-
eral linked loci that became known as the t-com-
plex, an area later discovered to span the third 
distal part of chromosome 17, containing more 
than 500 genes. Additionally, it was found that 
certain allelic combinations (haplotypes) of the 
t-complex contained embryonic lethal mutations, 
small inversions (which were responsible for the 
suppressed recombination), and alleles causing 
male sterility (which explained the transmission 
ratio distortion). Sorting out these mysteries took 

more than 70 years of research and the work of 
numerous investigators, including Leslie 
C.  Dunn, Salome Glueckshon-Schoenheimer, 
Mary Lyon, Dorothea Bennett, Lee Silver and 
Karen Artz, to name a few. Because of the numer-
ous embryonic lethal mutations at the t-complex, 
understanding the intricacies of this locus 
inspired the study of embryonic development, 
contributing to the identification and character-
ization of many mutations that disrupted devel-
opment at different embryonic stages [11].

1.3.3  Linkage Analysis, 
Complementation Tests, 
and Recombination Maps

Through experiments with flies, Thomas Morgan 
had shown that the segregation of certain alleles 
violated Mendel’s laws of independent assortment 

Fig. 1.2 Congenic mouse strains. The outcross- 
intercross- backcross method allows the genetic isolation 
and propagation of an individual genetic element respon-
sible for a selectable trait. This method was first used by 
George Snell to isolate loci responsible for the rejection to 
tumor transplant. By backcrossing selected mice carrying 
the allele for tumor rejection for ten or more generations 
to inbred mice that lack this allele (strain A), the genome 

of the resulting congenic strain originates mostly from 
strain A, except for a small chromosomal segment that 
contains the locus responsible for tumor rejection (which 
originated from strain B). Note that the breeding scheme 
in the illustration applies to the generation of congenic 
strains for recessive traits. For dominant traits, inter-
crosses are not required since selection for tumor rejection 
can be done directly in the progeny of each backcross

1 A History of Mouse Genetics: From Fancy Mice to Mutations in Every Gene
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and that the basis for this phenomenon was the 
location of cosegregating alleles in the same chro-
mosome [12]. This principle, called genetic link-
age, was first demonstrated in mice by John B. S. 
Haldane using albino and pink-eyed dilution fancy 
mice to show that alleles for these two loci segre-
gated together [13]. Early mouse geneticists soon 
adopted linkage as a convenient tool for tracking 
loci of interest in inbred and congenic strains. 
Linkage was useful because, if dominant alleles 
with visible phenotypes were found linked to 
alleles that would otherwise only be detectable 
with the help of time-consuming tests, linked 
alleles could be used as visible markers in breed-
ing schemes, enormously facilitating the mainte-
nance and analysis of “invisible” interesting alleles 
(Fig. 1.3). The convenience of using linkage as a 
tool prompted the generation of inbred strains that 
contained different “marker” traits, such as differ-
ent coat colors (albino, brown, pink-eyed dilution) 
or other morphological characters (i.e., the short 
tail of T mice and the kinked tail of Fused mice). 
Inbred strains simultaneously  containing several 
of these markers, called “linkage testing stocks,” 
were especially useful, since they allowed to 
establish whether or not a new phenotype was 
linked to one of different markers in the course of 
a single cross strategy [14].

As more allele variants were discovered in dif-
ferent inbred strains, it became important to dis-
cern whether some of the observed phenotypes 
were controlled by the same or through different 
loci. For recessive alleles, this was done by cross-
ing two mice, each heterozygote for one of the 
alleles to be tested, then inquiring whether the 
progeny showed the recessive phenotype, a 
breeding strategy known as complementation 
test (Fig. 1.4).

Although early mouse geneticists could not 
pinpoint where their alleles were exactly located 
within chromosomes in physical or molecular 
terms, linkage analysis allowed them to map their 
position in relationship with other known alleles. 
This strategy was previously exploited by fly 
geneticists in the early twentieth century for the 
generation of what became known as recombi-
nation maps or linkage maps. Linkage maps 

relied on the facts that any two loci in close prox-
imity within a chromosome will have a tendency 
to segregate together and that recombination 
between these loci, due to crossovers during the 
generation of gametes, can be used as an index of 
the distance between them (Fig.  1.3; [15]). In 
mice, recombination mapping efforts were ini-
tially limited to alleles that were interesting as 
based on their relevance to human disease. As a 
consequence, linkage maps grew very slowly. By 
1941, the first edition of the Biology of the 
Laboratory Mouse, a text of reference for mouse 
investigators at the time [16], listed 24 indepen-
dent loci, 15 of which were mapped to 7 different 
linkage groups. The progress of linkage maps has 
been captured in the regular publication of the 
Mouse News Letter (MNL), a free biannual bul-
letin that ran between 1949 and 1991 and was 
used by geneticists to report new mutants, inbred 
strains, as well as updates of the “Mouse Linkage 
Map.” Leslie C.  Dunn, Salome Gluecksohn- 
Waelsch, Margaret Green, and Mary Lyon were 
among the first editors of the newsletter, which 
constituted the first “journal” on mammalian 
genetics until Mouse Genome was created [5, 10, 
17]. A historical event marking the progress of 
linkage analysis took place in 1958 at the Tenth 
Congress of Genetics in Montreal, where the 
staff of the Jackson Laboratory put together a 
Live Linkage Map of the Mouse, with live mice 
from about 60 different strains, each in a small 
cage, showcased onto 18 lines that represented dif-
ferent linkage groups. While the exhibit proudly 
displayed the achievements of the scientific com-
munity at the time, it is worth mentioning that link-
age groups were listed in the order in which they 
were discovered, since it was not yet possible to 
assign these groups to any chromosomal location.

1.3.4  Cytogenetics: Chromosomal 
Maps and Rearrangements

Around the 1920s, the use of dyes such as orcein, 
Giemsa, or Feulgen was used to karyotype ani-
mals of different species and determine differ-
ences in their genome organization. Using these 
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Fig. 1.3 Independent assortment and genetic linkage. 
According to Mendel’s law of independent assortment 
(upper panel), the alleles for different genes segregate 

independently during gamete formation. In the illustrated 
example, the alleles for albinism (Tyr a) and the ability to 
grow/reject tumors (alleles H-2 a & H-2 b) segregate  

1 A History of Mouse Genetics: From Fancy Mice to Mutations in Every Gene
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dyes, Theophilus S. Painter was the first one to 
determine that house mice contain 20 chromo-
some pairs (19 autosomes, plus the X and Y sex 
chromosomes) [18]. Proper identification of 
mouse chromosomes was initially challenging 
due to the facts that early staining protocols 
revealed uniformly stained chromosomes, and 
that all mouse chromosomes were found to be 
telocentric. However, advances in cytogenetics 
during the 1960s and 1970s led to the develop-
ment of alternative staining protocols called Q, 
G, R, or C banding methods. In these new pro-
tocols, samples were subject to chromatin dena-
turation and/or a mild enzymatic digestion prior 
to staining with a DNA-binding dye. These treat-
ments affected chromatin differently, depending 
on its composition and/or structure and, as a 
result, the dyes revealed reproducible patterns of 
high- and low-intensity bands that were unique 
to each chromosome. In this way, banding meth-
ods allowed the identification of individual chro-
mosomes and the generation of detailed 
cytogenetic or chromosomal maps of the 
mouse genome [1, 5].

As different laboratory and wild mouse strains 
were analyzed with banding methods, differences 
among strains were detected in the form of chro-
mosomal translocations, deletions, duplications, 
and inversions. By analyzing the banding pat-
terns of these chromosomal rearrangements, and 
especially those that disrupted known loci and/or 
linkage relationships, investigators could deter-
mine the chromosomal location of genes. For 
instance, by using Q and G banding on a deletion 
involving the albino locus, it was possible to 

determine its location to chromosome 7 [19]. 
Using this strategy, linkage groups previously 
identified through recombination mapping could 
finally be assigned to specific chromosomes, an 
achievement that was reflected for the first time 
in the 1975 issue of the Mouse News Letter [20]. 
By 1980, all linkage groups had been assigned to 
physical chromosomes (reviewed in [21]).

1.3.5  Improving Linkage Maps: New 
Markers, Recombinant Inbred 
Lines, and Interspecific 
Backcrosses

Because linkage maps depend on the recombina-
tion between alleles that can serve as markers, the 
resolution of these maps depends on two factors: 
the number of markers available and the number 
of crossover events that can be analyzed. Efforts to 
address these limiting factors and produce a com-
prehensive map of the mouse genome spanned 
most of the second half of the twentieth century.

Initially, linkage analysis could only be per-
formed using a limited number of morphologi-
cal markers, allele variants with phenotypes that 
could be directly observed in animals, such as 
coat-color variants (Fig.  1.5, top-left panel). 
However, advances in molecular biology allowed 
the development of two additional types of mark-
ers: biochemical polymorphisms and DNA poly-
morphisms. Biochemical markers became 
available during the 1940s and 1950s, when it 
was discovered that protein extracts from differ-
ent inbred strains sometimes showed differences 

 Fig. 1.3 (continued) independent of each other, generat-
ing four types of gametes that, when randomly combined 
during fertilization, give rise to four different phenotypes 
in the F2 progeny at the indicated 9:3:3:1 ratios. Genes 
located on the same chromosome do not obey Mendel’s 
law of independent assortment and, instead, segregate 
together in gametes (lower panel, left). In the example, the 
genes H-2 and Fused (Fu) are genetically linked, and as a 
consequence, heterozygote animals at these loci only pro-
duce two types of gametes that, when randomly com-
bined, give rise to two phenotypes in the F2 progeny at 3:1 
ratios. Linkage between alleles can be used for tracking 
the inheritance of “invisible” traits. In this example, the 
morphology of the tail can be used to track the inheritance 

of the ability of grow/reject tumors. During gametogene-
sis, the “linkage” between alleles located on the same 
chromosome can be disrupted in the event of chromosome 
recombination (lower panel, right). In this case, recombi-
nant allelic combinations can be found in gametes, and 
four phenotypes can be observed in F2 progeny. While 
these four different phenotypes are similar to the ones 
expected if the genes had undergone independent assort-
ment, their observed ratios are not 9:3:3:1. The ratio of 
progeny from recombinant gametes is proportional to the 
physical distance between the genes on the chromosomes. 
This principle can be used to infer the relative location of 
genetic elements in the genome and is the basis for the 
generation of genetic linkage maps
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in their biochemical properties (Fig. 1.5, bottom- 
left panel). Differences included changes in the 
electrophoretic mobility of proteins, in their 
enzymatic activity, their solubility in certain buf-
fers, their thermal inactivation profile, their dis-
tribution in organelles, or their immunoreactivity 
[1, 5]. While the basis for these protein polymor-
phisms was thought to reside in allele variants for 
the genes encoding them, the actual genes and/or 
nucleotide changes were in many cases unknown.

Biochemical markers contributed to improv-
ing recombination maps by providing additional 
anchor points in the genome for linkage analysis. 
However, finding novel morphological or bio-
chemical markers for linkage studies depended 
on serendipitous discoveries. As a consequence, 
the number of available markers remained an 
important limiting factor toward obtaining 
detailed linkage maps for many years. This situa-
tion changed dramatically in the 1980s and 1990s 

with the development of recombinant DNA tech-
nologies and improvements in DNA sequencing 
(reviewed in [1, Chapters 7 and 8]). By enabling 
the cloning, sequencing, and analysis of genomic 
sequences, these techniques led to the discovery 
of sequence differences between the DNA from 
different inbred strains (Fig.  1.5, right panel). 
These sequence differences, known as DNA 
polymorphisms, had two advantages over 
 morphological and biochemical markers: they 
could be actively identified by comparing 
sequencing data between inbred strains, and they 
seemed to be distributed randomly throughout 
the genome, therefore providing a wide source of 
additional anchor points for linkage analysis. 
While DNA polymorphisms could be detected by 
sequencing, this approach was not practical for 
linkage analysis at the time, since sequencing 
methods were laborious and linkage analysis 
required testing hundreds of recombinant samples. 

Fig. 1.4 Complementation test. By analyzing the F1 
progeny from two animals carrying recessive alleles that 
cause the same phenotype, it can be determined whether 
the two alleles disrupt the same or different genes. In the 
illustrated example, if the a and b alleles causing albinism 
correspond to the same gene (left), albinism will be 

observed in the progeny and the alleles are said to not 
complement. If, on the contrary, the alleles correspond to 
different genes (right), mice with normal coat-color pig-
mentation will be observed in the progeny and the alleles 
are said to “complement” each other

1 A History of Mouse Genetics: From Fancy Mice to Mutations in Every Gene
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One of the first practical methods developed for 
the detection of DNA polymorphisms made use 
of the ability of restriction enzymes to cut DNA 
at specific sequences. The principle behind this 
method relies on the fact that sequence  differences 
among strains might disrupt recognition sites for 
certain restriction enzymes. As a consequence, 
DNA polymorphisms can be visualized as 

restriction fragment length polymorphisms 
(RFLP), differences in the size of the fragments 
that resulted from digesting genomic DNA from 
different strains with restriction enzymes. This 
approach was laborious, since the detection of 
restriction fragments required the use of Southern 
blotting with a probe located near the position of 
each known DNA polymorphism, but allowed 

Fig. 1.5 Markers for linkage analysis. Linkage analysis 
necessitates detectable markers to establish the relative 
chromosomal location of genetic elements. Morphological 
markers (top-left panel) rely on phenotypes that can be 
directly observed in animals, such as coat color or the 
shape of the tail. Biochemical markers (bottom-left panel) 
are based on differences in the biochemical properties of 
tissue samples obtained from animals. The detection of 
these biochemical differences generally requires labora-

tory tests such as Western blotting or agglutination assays. 
DNA polymorphisms (right panel) are based on differ-
ences in the DNA sequence, such as deletions, insertions, 
translocations, inversions, nucleotide changes (also 
referred to as single-nucleotide polymorphisms (SNPs)), 
and variations in the number of microsatellite repeats. 
Detection of DNA polymorphisms can be done by direct 
sequencing, RFLP analysis, or PCR-based methods 
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testing multiple samples in a single experiment. 
Another advantage of this method is that it 
allowed the detection of many types of DNA 
polymorphisms, not only single nucleotide 
changes, but also a variety of chromosomal rear-
rangements such as deletions, insertions, or 
translocations. As a consequence, the use of 
RFLP contributed significantly to improve the 
resolution of linkage maps.

With the popularization of polymerase chain 
reaction (PCR) methods in the 1990s, the detec-
tion of RFLP was greatly facilitated by eliminat-
ing the need to use Southern blotting to identify a 
particular genomic region. However, around this 
time, the use of RFLP as markers was relegated 
by the discovery of a new type of DNA polymor-
phisms involving repetitive genome sequences, 
which demonstrated unmatched benefits as mark-
ers for linkage analysis [22]. The most useful of 
these repetitive elements were microsatellites, 
genomic elements that contain mono-, di-, tri-, or 
tetrameric sequences repeated in tandem multiple 
times at specific locations in the genome. 
Microsatellite repeats do not have any known 
function and are thought to generate from recom-
bination or replication errors  at genome areas 
that are not critical for gene function. As a conse-
quence, the number of tandem repeats at a given 
loci tends to vary among different laboratory 
mouse strains, making them ideal markers for 
linkage analysis. Also, microsatellites seemed 
widely distributed across the mouse genome and 
therefore could provide a widespread coverage of 
anchor points for linkage. On the practical side, it 
was easy to design PCR-based methods to detect 
microsatellite polymorphisms, also called simple 
sequence length polymorphisms (SSLP). 
Similar to RFLPs, microsatellites were also easy 
to identify in the data that started outpouring 
from the sequencing of cDNA, bacterial artificial 
chromosomes (BACs), yeast artificial chromo-
somes (YACs), and cosmid libraries. As a conse-
quence, the number of available SSLP increased 
rapidly in just a few years. The Center for 
Genome Research at the Whitehead Institute/
MIT led a systematic search for polymorphic 
microsatellite loci that could be used for linkage 
analysis [23]. The completion of this ambitious 

project identified more than 6000 SSLPs and 
mapped them with respect to each other and with 
existing RFLP linkage maps, providing the first 
comprehensive linkage map of the mouse genome 
[24].

In parallel to the development of polymorphic 
markers, mouse geneticists worked toward find-
ing efficient ways to test linkage and establish 
detailed maps. In its early days, linkage analysis 
entailed setting up breeding crosses between 
mouse strains carrying different morphological 
markers, then scoring the progeny for recombina-
tion events. However, a methodological break-
through came in the 1970s, when Donald Bailey 
and Benjamin Taylor established recombinant 
inbred (RI) strains and conceptualized its use 
for linkage analysis [5, 25]. Recombinant inbred 
strains are obtained by crossing two known 
inbred strains and then establishing inbred colo-
nies from the progeny. The resulting set of RI 
strains provide a collection of samples in which 
recombination events are preserved for future 
analysis through inbreeding (Fig. 1.6). Many RI 
strains, as well as genomic DNA samples of mice 
from these colonies, were maintained at Jackson 
Labs and were available to investigators for a 
small fee. Consequently, new markers could be 
mapped with respect to existing ones without the 
need to perform any breeding. Despite the conve-
nience of RI strains, the scarcity of polymorphic 
markers at the time remained an important limita-
tion to increase the resolution of existing linkage 
maps. In fact, almost two decades had to pass 
before a substantial number of DNA polymor-
phisms became available and RI strains could 
show its full potential for recombination 
mapping.

Meanwhile, investigators realized that the 
convenience of RI strains was tainted by the fact 
that most of the laboratory inbred strains used to 
generate them originated from just a few animals 
captured in the same geographical area and, as a 
consequence, their genomes were not very poly-
morphic. The discovery that fertile progeny could 
be obtained from interspecific crosses between 
laboratory strains (Mus musculus) and the dis-
tantly related species M. spretus [26] opened the 
possibility of using the genetic diversity between 
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species as a source of polymorphisms for linkage 
analysis [27]. Unfortunately, only the F1 hybrid 
females from interspecific crosses were fertile, 
but these could be backcrossed to males from 
laboratory strains, and DNA from the progeny 
could be preserved for analysis. Using this 
approach, several initiatives, including one at the 
Jackson Labs and another one in Europe 
(EUCIB—European Collaborative Backcross) 
performed interspecific backcrosses (with M. 
spretus, M. castaneous, and M. domesticus) and 
generated collections of DNA samples that, 
together with those obtained from RI strains, 
became known as mapping panels (reviewed in 
[28] and [1, Chapter 9]).

Mapping panels from interspecific crosses and 
RI strains played an important role in achieving a 
high-resolution linkage map of the mouse 
genome. By the 1980s, the amount of linkage 
information grew to a point where the “index 
card” system initially established by Margaret 
Green, and periodically published in the Mouse 
News Letter, became impractical [17]. To adjust 
to the demands of this research progress, Muriel 
Davisson and Thomas Roderick, at Jackson Labs, 
compiled all the existing information by 1990 and 
created one of the first computer-based mouse 
databases, the Genomic Database of the Mouse 
(Gbase). In 1992, the information from Gbase and 
other useful databases was compiled into a single 

Fig. 1.6 Recombinant inbred strains. Recombinant 
inbred strains are generated by crossing mice from two 
previously established inbred strains, then performing 
brother-to-sister matings for 20 or more generations. Each 
of the resulting RI strains is genetically homogeneous and 
contains a mix of chromosome segments from the two 
original inbred strains. However, different RI strains differ 
in their genetic composition depending on the recombina-

tion history of alleles in each of the breeding lines. The 
collection of DNA samples from the resulting RI strains 
constitutes a mapping panel. These samples can be tested 
with markers that are polymorphic between the original 
inbred strains, and the linkage relationships among the 
alleles from the A strain and the B strain can be used to 
construct linkage maps 
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online portal, the precursor of today’s Mouse 
Genome Informatics (MGI) (http://www.infor-
matics.jax.org/). Since its inception, MGI has 
remained the most comprehensive database serv-
ing the international research community on 
mouse genetics, incorporating links to many use-
ful Internet resources [29].

1.3.6  From Linkage Maps 
to Physical Maps

Genetic distances in linkage maps are measured 
in centimorgans (cM), an arbitrary unit that cor-
responds to the distance between two loci that 
segregate separately in the progeny at a frequency 
of 1 in every 100 individuals (which represents a 
crossover rate of 1%). While the frequency of 
recombination between two loci is roughly pro-
portional to the length of DNA that separates 
them, numerous factors affect the frequencies at 
which recombination is observed and the inter-
pretation of the results (reviewed in [1, Chapter 
7]). For instance, loci separated by 50  cM or 
more have recombination frequencies similar to 
those of loci located in different chromosomes, 
making them appear as unlinked. Additionally, 
loci located far away from each other can undergo 
multiple crossovers, which skew the observed 
ratios of recombination in the progeny (i.e., an 
even number of crossover events between two 
loci produces the same allele combination as in 
the parental line and is therefore undetected). 
Another consideration is that recombination 
events within a chromosome are not independent 
of each other since the formation of a crossover 
site inhibits the initiation of additional recombi-
nation events nearby, a phenomenon known as 
genetic interference. As investigators became 
aware of these limitations, mathematical map-
ping functions were developed to correct for the 
effects of multiple crossovers and genetic inter-
ference ([14] and references therein). 
Nonetheless, as more linkage, cytogenetic, and 
sequence data became available, additional fac-
tors influencing recombination mapping were 
recognized. Among these, it was found that 
recombination sites are not randomly distributed 

across the genome: telomeric regions are more 
recombinogenic than are centromeric regions 
[30], and certain regions within chromosomes, 
known as recombination hotspots, have a higher 
incidence of recombination [31]. Recombination 
frequencies were also found to differ depending 
on the sex of the hybrid analyzed (recombination 
is higher in females than in males) and among 
different mouse strains [32, 33]. In recognizing 
these factors, it became clear that linkage and 
cytogenetic maps provided a comprehensive look 
at the mouse genome, but  there were limits to 
their resolution, and therefore they could not sub-
stitute for a detailed physical map, where genes 
could be accurately placed in order onto chromo-
somes. As we will describe below, this accom-
plishment was made possible with the advent of 
molecular biology techniques, but would not be 
fully materialized until 2002, when the first draft 
of the mouse genome sequence was published 
[34].

1.4  The Molecular Biology 
Revolution and Mouse 
Genetics

The events that led to the birth of molecular biol-
ogy and the publication of its central dogma in 
1958 transformed the scope of genetic research 
[35, 36]. During the 1970s and 1980s, DNA clon-
ing, DNA sequencing, nucleic acid hybridization, 
and the polymerase chain reaction made it possi-
ble to analyze the genome of any species with an 
unprecedented level of detail. Genes were no lon-
ger just alleles that manifested in different 
 phenotypes; they could be identified as DNA 
sequences that were transcribed in specific tis-
sues to produce proteins with specific cellular 
functions. As a result, natural alleles and induced 
mutations could now be analyzed at the molecu-
lar level as variations in the nucleotide sequence 
of genes that caused alterations in protein 
functions.

During the early years of molecular biology, 
libraries containing DNA fragments and comple-
mentary DNA (cDNA, DNA complementary to 
gene transcripts) were created in a variety of 
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 vectors (bacterial plasmids, BACs, YACs, and 
cosmids), and sequences from these cloned 
DNAs were published in public repositories, 
including the European Molecular Biology 
Laboratory database (founded in 1980, currently 
part of EMBL-EBI), GenBank (founded in 1982, 
currently part of NCBI), and the DNA Data Bank 
of Japan (DDBJ) (founded in 1986), among oth-
ers (reviewed in [37]). An important aspect of 
how these methods contributed to revolutionizing 
scientific research was that these repositories 
were all public: everyone could contribute their 
results to the databases, and archived sequences 
were available to anyone in the scientific com-
munity (although perhaps not as easily as we are 
used to nowadays since e-mail, the Internet, and 
the World Wide Web were not yet publicly avail-
able then). Also critical during these early years 
was the publication of the practical handbook 
Molecular Cloning: A Laboratory Manual, 
which, by offering detailed protocols, democra-
tized the use of recombinant DNA techniques 
worldwide [38].

Sequencing information and molecular biol-
ogy techniques had such a transformative impact 
on the field of mouse genetics that it is impossi-
ble to provide here a detailed account of the many 
techniques and approaches that contributed to 
this revolution. Nonetheless, we will mention a 
few highlights in the areas of linkage analysis, 
gene expression, and gene function. As discussed 
above, sequencing data provided a source of 
novel RFLP and SSLP polymorphisms that could 
be used to increase the resolution of linkage 
maps. Additionally, in situ hybridization tech-
niques allowed the visualization of DNA in cyto-
logical preparations, enabling the mapping of 
genes and DNA sequences directly onto chromo-
somes [39]. As a result, these techniques made it 
possible to reconcile existing linkage, cytoge-
netic, and physical maps. Beyond linkage maps, 
molecular cloning and in situ hybridization tech-
niques allowed investigators to determine that 
genes were transcribed in specific tissues and 
organs (reviewed in [40]), providing clues about 
their possible functions. Meanwhile, sequence 
comparison among different organisms revealed 
that many sequences and genes were evolution-

arily conserved across species, suggesting that 
research findings in a given organism could pro-
vide valuable information to determine gene 
function in another, an approach that later solidi-
fied in the creation of gene ontology databases 
[41]. In turn, these and other molecular biology 
contributions enabled the implementation of 
additional approaches toward the study of gene 
function. For instance, linkage maps became crit-
ical for the positional cloning of spontaneous and 
induced mutations. Additionally, the develop-
ment of transgenesis and gene targeting 
approaches in the 1980s (see below) hinged on 
the ability of investigators to obtain and manipu-
late genomic sequences.

1.5  Manipulating the Mouse 
Genome: Making Mutants

Understanding the functional elements of mam-
malian genomes requires mechanisms to study 
how changes in DNA sequence and organization 
affect the physiology and/or reproduction of 
organisms. In the early years of mouse genetics, 
allele variants within natural populations and 
inbred strains were the only way to study the 
relationship between genes and phenotypes. 
Later on, the intense breeding programs carried 
out by mouse fanciers and research labs uncov-
ered spontaneous mutations, providing addi-
tional genetic variants that could be correlated 
with disease outcomes and/or morphological 
differences [5]. However, investigators soon 
found more efficient ways to manipulate the 
genome by either using mutagenic agents, intro-
ducing exogenous pieces of DNA, or engineer-
ing customized changes in the genome’s DNA 
sequence.

From a methodological perspective, two fun-
damental strategies have been historically used to 
study the effects of mutations (Fig. 1.7). Forward 
genetics is a phenotype-driven approach where 
naturally occurring or induced mutations are 
selected based on their phenotype, then further 
studied to determine the genetic and molecular 
causes for the morphological or physiological 
defects observed. Conversely, reverse genetics is 
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a DNA-driven approach that starts with the tar-
geted disruption of a specific genetic element, 
then follows up on the study of the effects of this 
mutation on the phenotype of an organism. 
Forward genetic approaches do not require any 
previous knowledge of what sequences in the 
genome might be functional. Therefore, they 
constitute an unbiased strategy toward the dis-
covery of novel elements in the genome. On the 
other side, reverse genetic approaches are ideal 

for studying previously identified elements of the 
genome whose functions are unknown. The 
development of techniques to support forward 
and reverse genetic approaches evolved in paral-
lel since the 1950s, supported by discoveries in 
research areas as disparate as developmental 
biology, teratogenesis, and bacterial genomics, 
providing another example of how serendipity in 
research often promotes scientific progress in 
unanticipated ways.

Fig. 1.7 Genetic approaches to study gene function. 
Genetic studies rely on the ability to link the genetic 
makeup of an organism (genotype) to its morphological or 
physiological constitution (phenotype). Forward genetic 
approaches (left panel) start with the analysis of naturally 
occurring or induced mutations that cause interesting phe-
notypes such as polydactyly, a condition that causes the 
appearance of extra digits in the extremities of mammals. 
Positional cloning or genome sequencing can be later used 

to identify the gene/mutation linked to the phenotype 
observed. Reverse genetic approaches (right panel) start 
with a known element of the genome, such as the gene 
Nkx2.5, and use genetic engineering methods to establish 
the effect of mutations disrupting that genetic element. 
Reverse genetic approaches are used by investigators to 
determine the function of genes that are interesting as 
based on previous research results or to establish mouse 
models of genetic human diseases 
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1.5.1  The Power of Mutagens

The ability of radiation and certain chemicals to 
induce mutations was well known before the end 
of World War II from work on Drosophila and 
maize. However, bombings in Hiroshima and 
Nagasaki raised an interest in understanding the 
impact that atomic warfare and nuclear power 
plants could have on exposed individuals and 
their descendants. In the US, a big project toward 
this goal was initiated at the Biology Division of 
the Oak Ridge National Laboratories (ORNL) 
(reviewed in [42]). Mice offered an ideal model 
system for investigating the effects of radiation 
on mammals. Consequently, Bill Russell, who 
had trained with Sewall Wright studying pheno-
typic variability in inbred strains, was recruited to 
lead the operations in 1947. To test the rates of 
mutagenesis elicited by different mutagenic 
agents in germ cells, Russell introduced a meth-
odological innovation known as the specific 
locus test (SLT). This test involved crosses 
between mutagenized animals and “tester stocks” 
carrying alleles for seven different recessive 
markers with morphological phenotypes easy to 
distinguish by visual inspection. By scoring for 
the appearance of the recessive phenotypes in the 
F1 progeny, these crosses provided a standard-
ized way to evaluate and compare the mutagenic 
rates of different types of mutagens and muta-
genic regimes. In the early years, studies at 
ORNL centered on the effects of both external 
radiation sources (including X-rays, gamma rays, 
neutrons) and internal emitters (animals treated 
with radioactive isotopes such as tritium and plu-
tonium). Later on, the successful platforms estab-
lished at ORNL were also used to test the 
mutagenesis rates of chemicals. Studies with 
chemicals were initiated in the early 1960s and 
were greatly expanded in the 1980s, covering a 
wide spectrum of substances.

While the main focus of the ORNL programs 
was to study the effects of mutagens in female 
and male germ cells by using the SLT, work at 
ORNL spawned research in a variety of areas. 
Efforts to understand the effects of mutagens on 
testes and ovaries resulted in basic research on 
gametogenesis. Also, studies with embryos 

revealed that the early stages of embryogenesis 
were especially sensitive to the effects of radia-
tion, a result that led to clinical recommendations 
for the practice of radiology on women of child-
bearing age. Perhaps the most influential contri-
bution of the mutagenesis program at ORNL was 
that, as expected from such an intense use of 
mutagenic agents, lots of mutations and chromo-
some aberrations were obtained. From the onset, 
ORNL was committed to keeping mutants for 
their use in basic research projects. As a conse-
quence, mouse genetics was no longer limited to 
the study of inbred strains and/or spontaneous 
mutations. Studies on some of the mutants 
obtained at ORNL contributed to important sci-
entific discoveries, including the mechanism of 
sex determination in mice and the phenomenon 
of X-chromosome inactivation. Mutations 
obtained at ORNL were distributed to investiga-
tors worldwide for analysis and, as techniques 
were developed for freezing embryos and sperm 
[43–45], the ORNL devoted resources toward 
cryopreserving the entire ORNL stock collection 
for future investigation on the molecular effects 
of mutagens.

While the big genetic programs at ORNL 
were the first ones to be established, they were 
not the only ones. The United Kingdom initiated 
a similar mutagenesis program in the early 1950s, 
first located at the University of Edinburgh, then 
at Harwell. Focused on the analysis of chromo-
somal rearrangements, research at Harwell pro-
vided critical materials for cytogenetic analysis 
and genetic mapping [17]. Additionally, the 
Federal Republic of Germany recruited Udo 
Ehling to carry a chemical mutagenesis program 
at Neuherberg, near Munich in the mid-1960s 
[42]. Taken together, the use of mutagens repre-
sented the first methodology for investigators to 
manipulate the genome and generate mutations. 
The study of the resulting mutants highlighted 
the power of this approach to uncover the roles of 
the genome in regulating biological processes. 
Unfortunately, tools were not yet in place for 
investigators to be able to identify the genes dis-
rupted by the mutations induced. However, once 
these tools became available during the 1980s 
and 1990s, the use of chemical mutagens for the 
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functional analysis of the mouse genome resur-
rected in the form of forward mutagenesis screens 
(see below).

1.5.2  Transgenesis: Introducing 
Exogenous DNA in the Mouse 
Genome

Starting in the early 1970s, a variety of methods 
for introducing foreign DNA into somatic and 
germ cell lineages of mice were developed. The 
first attempts used viral DNA or retroviral par-
ticles to infect early embryos [46], but shortly 
afterward techniques became available for intro-
ducing recombinant DNA into fertilized oocytes 
[47] and zygotic pronuclei [48]. Fundamental for 
the success of these techniques was the previous 
establishment of strategies to extract and manipu-
late embryos from pregnant mice, then reintro-
duce them into surrogate females. These 
strategies were developed during the 1950s and 
1960s under the auspices of experimental embry-
ologists who, motivated by their interest in under-
standing mammalian reproduction, required 
techniques to observe embryos outside of the 
uterus without disrupting their normal develop-
ment. Thus, several developmental biologists 
contributed to optimizing protocols for growing 
two to eight cell embryos to the blastocyst stage 
in culture, aggregating cultured embryonic cells 
into chimeric embryos, and transferring cultured 
embryos into the oviduct of females (reviewed in 
[49]). Another embryonic manipulation that 
would become widely used for the generation of 
transgenic animals was pronuclear injection, a 
procedure that involved the injection of foreign 
genetic material directly into the pronucleus of 
fertilized mouse oocytes (Fig. 1.8; [50]). The suc-
cess of pronuclear injection, and the exciting pos-
sibilities that transgenesis brought for genetic 
research, are exemplified in the fact that numer-
ous groups adopted this technique just a year 
after it was first published [51–54]. Mice were 
the first organisms in which transgenesis was 
accomplished. Therefore, the establishment of 
these techniques constituted an important land-
mark that opened the door for genetic manipula-

tions in other organisms, including the generation 
of transgenic farm animals that could be used to 
produce large quantities of pharmacological 
compounds or that could be modified for 
improved agricultural productivity [55].

In mice, transgenesis provided a new tool for 
the analysis of gene function by allowing investi-
gators to analyze the effects of ectopic expres-
sion of genes in a tissue and/or specific 
developmental stage. Spatial and/or temporal 
expression was usually accomplished by placing 
known enhancers or inducible promoters in trans-
genes [56]. Some applications of this strategy 
include studies on the oncogenic activity of cer-
tain genes (Myc, Ras), the analysis of immune 
responses to self-antigens, and the effects of 
developmental regulators (reviewed in [57]). In 
general terms, the ectopic expression of trans-
genic genes represents a gain-of-function muta-
tion. However, transgenesis has also been used to 
generate dominant negative conditions by 
introducing mutated versions of genes (such as 
truncations or point mutations) that can sequester 
wild-type products in an inactive conformation 
(e.g., as inactive dimers; [58]). The ectopic 
expression of transgenes can also be used in the 
context of complementation tests, to evaluate 
whether candidate genes can rescue loss of func-
tion mutations [59]. Transgenesis was also used 
by developmental biologists in the context of cell 
lineage analysis, either by expression of reporter 
genes under the control of cell-/tissue-specific 
regulatory sequences [60]—such as the bacterial 
lacZ gene [61] or the gene encoding green fluo-
rescent protein (GFP) [62]—or by ablation of 
certain cells through the controlled expression of 
toxic genes (e.g., diphtheria toxin; [63]).

While retroviral vectors for transgenesis have 
a limit to the length of the fragments that can be 
cloned into them, large fragments cloned in bac-
terial and yeast artificial chromosomes (BAC and 
YAC vectors) can successfully be integrated into 
the mouse genome through pronuclear injection 
(reviewed in [64, 65]). By allowing the integra-
tion of large genomic regions, transgenesis 
through pronuclear injection brought investiga-
tors a novel tool for the identification of regula-
tory sequences. The logic of this type of 
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experiments is that if a large transgene containing 
a given gene of interest is expressed correctly 
after integrating into a random location in the 
genome, it can be inferred that the regulatory ele-
ments required for its expression were also pres-
ent in the transgene. If so, these elements can be 
later localized by either deleting candidate 
sequences from the original BAC/YAC clone or 
testing the function of these candidate sequences 
in the context of reporter transgenes. This strat-
egy was used extensively to identify regulatory 
elements conferring spatial and/or temporal tran-
scriptional control in a variety of genes (reviewed 
in [65]). This type of information contributed to a 
better understanding of the mechanisms that reg-
ulate gene expression and identified regulatory 
sequences that could be used to drive  ectopic 
gene expression in particular tissues or develop-
mental stages.

Another important application of transgenesis 
related to the fact that the insertion of foreign 
genetic material can disrupt genes or functional 
elements of the genome located at the integration 
site. As a consequence of this effect, called inser-
tional mutagenesis, many transgenesis 
 experiments unexpectedly led to abnormal phe-
notypes in transgenic embryos/animals [66]. In 
these cases, since the mutagenic agent (the for-
eign DNA) remained integrated in the genome, it 
could be used as a tag from which to clone the 
genes disrupted. The overall frequency of inser-
tional mutagenesis was found to be relatively low 
(7%, [65]). Nonetheless, at a time when there 
were few mechanisms to identify the genes dis-
rupted by other mutagenic agents (such as radia-
tion or chemicals), insertional mutagenesis 
provided investigators with a useful strategy to 
characterize the functional elements of the 

Fig. 1.8 Transgenesis. Efficient introduction of exoge-
nous genetic material into the mouse genome can be 
accomplished by pronuclear injection of recombinant 
DNA into fertilized oocytes. Injected oocytes are then 
briefly cultured in vitro, then transferred to the oviduct of 
females that are hormonally receptive to these embryos 
(pseudopregnant females). The pups born from the pseu-
dopregnant female/s will be transgenic if the injected 

recombinant DNA integrated into the oocyte genome. If 
the integration takes place before the first mitotic division 
of the oocyte, then all the cells of transgenic animals 
would contain the transgene. If integration takes place 
later during embryogenesis, then the transgene might only 
integrate in some of the cells from the resulting transgenic 
animals
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genome. This approach was later employed as the 
basis for large-scale gene-trap mutagenesis 
screens (see below).

1.5.3  Targeted Mutagenesis 
Through Homologous 
Recombination

While mutagens, including transgenes, provided 
mechanisms to manipulate the genome, the loca-
tion where mutations were introduced was out of 
the control of the investigator. This situation 
changed in the mid-1980s with the development 
of techniques that allowed the modification of a 
target sequence of interest in a controlled fash-
ion. Several lines of experimentation had to 
merge for the development of these techniques. 
The first critical step was the discovery that plu-
ripotent embryonic stem cells (ES cells) could 
be isolated from early mouse embryos [67, 68] 
and that, when injected into blastocysts, these 
cells could contribute to any cell lineage in the 
resulting embryos, including the germline [69]. 
These findings inspired experiments to generate 
genetically modified animals by using ES cells 
that had been previously manipulated in culture, 
either by exposure to retroviruses or by transfec-
tion of DNA [70, 71]. Meanwhile, Mario 
Capecchi and Oliver Smithies were experiment-
ing with the idea of whether homologous recom-
bination, a process known to promote the 
exchange of DNA between DNA fragments with 
similar sequence, could be used to modify genes 
in mammalian cells. In 1987, both groups 
reported the successful use of homologous 
recombination to modify genes in ES cells [72, 
73]. Shortly afterward, the first gene-targeted 
mice were born [74–78]. At this point, advances 
in recombinant DNA and molecular biology 
techniques had provided investigators with a 
wealth of information about cloned mammalian 
genes and, in some cases, their association to 
human diseases. Therefore, the possibility of 
using targeted mutagenesis to introduce muta-
tions in any locus of interest opened the door to 
interrogating the function of any known sequence 
in the genome and/or to generate mouse mutants 

that could serve as models to study human dis-
ease (reviewed in [79, 80]). Gene targeting was 
soon adopted by many investigators, and the 
number of mouse mutants obtained through this 
technology, which became known as knockout 
(KO) mice, grew exponentially during the last 
decade of the twentieth century. In recognition of 
the transformative impact that gene targeting had 
on the field of mouse genetics, Mario R. Capecchi, 
Martin J. Evans, and Oliver Smithies received the 
Nobel Prize in Physiology or Medicine in 2007.

The generation of knockout mice starts with 
the design of an appropriate targeting vector con-
taining the desired gene modifications (Fig. 1.9). 
The vector is then electroporated into ES cells for 
homologous recombination to take place. 
Because the efficiency of homologous recombi-
nation is very low compared to the rate of trans-
genesis, careful selection of ES cell clones is 
required to identify those in which the desired 
locus has been modified. This step was initially 
very laborious. However, smart improvements in 
vector design made the selection process less 
cumbersome by introducing sequences that allow 
the positive selection of the cells that have incor-
porated the vector through homologous recombi-
nation  and the negative selection of cells in 
which the vector has randomly integrated in the 
genome. Over the years, vector design incorpo-
rated additional modifications to facilitate the 
selection process and eliminate undesired effects 
at the targeted locus (reviewed in [81]).

Targeting vectors can be designed to introduce 
a variety of modifications at the target locus of 
interest, including deletions, point mutations, 
insertions, and sequence substitutions. This ver-
satility enabled the use of targeted mutagenesis 
for a variety of applications, including the possi-
bility of rescuing a mutant allele by replacing the 
mutated gene for a wild-type copy, the generation 
of mouse models of human disease through the 
introduction of point mutations identified in 
humans, and the generation of knock-in mice 
containing reporter alleles, to name a few [56, 
81]. Despite this versatility, when inquiring about 
the roles of a previously uncharacterized gene, 
investigators usually chose to design targeting 
vectors toward the generation of null mutations, 
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Fig. 1.9 Targeted mutagenesis by homologous recombi-
nation. The generation of KO mice starts with the design 
and engineering of a plasmid targeting vector containing 
the DNA sequence with the desired modification/mutation 
to be introduced and a positive selection cassette (gener-
ally neor, which confers resistance to neomycin). These 
elements need to be flanked by two regions with complete 
homology to the locus to be genetically modified (homol-
ogy arms). Also, a negative selection cassette located after 
one of the homology arms (generally HSV-tk, which con-
fers resistance to ganciclovir) is needed to select against 
cases where the targeting vector does not undergo homol-
ogous recombination but, instead, integrates randomly in 
the genome. The targeting vector is electroporated into ES 
cells and, after positive and negative selection, recombi-

nant ES cell clones carrying the targeting vector into the 
locus of interest are injected into blastocyst-stage 
embryos. These embryos are then transferred to pseudo-
pregnant females. The pups born from these females are 
chimeric, bearing cells from the blastocyst that was 
injected and from the ES cells that were introduced. The 
genetic makeup of ES cells and blastocysts can be chosen 
to provide coat-color markers that can facilitate the assess-
ment of chimerism and selection of KO mice. In the illus-
tration, “black” coat color marks cells of ES cell origin, 
while agouti coat color marks blastocysts cells. To further 
study the effects of the mutation, chimeric mice must be 
able to transmit the modifications to their progeny (germ-
line transmission)
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generally by eliminating one or more exons of 
the targeted gene. The phenotypes of null muta-
tions were often quite unexpected, offering les-
sons of humility to investigators who, eager to 
find phenotypes in tissues where the targeted 
gene was known to be expressed, were con-
fronted with finding no phenotype at all or unpre-
dicted phenotypes, such as embryonic defects 
and/or lethality. These unforeseen effects  high-
lighted the fact that the function of mammalian 
genes is sometimes redundant with closely 
related genes, and therefore phenotypes are not 
obvious unless two or more genes are knocked 
out simultaneously. In other cases, mammalian 
genes have pleiotropic functions at different 
developmental stages, and therefore early pheno-
types preclude the analysis of later functions.

To address the analysis of pleiotropic gene 
functions, the design of targeting vectors was 
refined such that gene function would only be 
altered in specific tissues and/or at precise devel-
opmental timepoints. One of these refinements 
was the use of the Cre/loxP recombinase system 
to generate conditional knockout mice. This 
system is based on the ability of the Cre recombi-
nase from the P1 bacteriophage to excise any 
region of DNA placed between two recognition 
motifs called loxP sites. Consequently, the two 
elements of this system, Cre recombinase and 
loxP sites, need to be introduced into mice for the 
generation of conditional knockouts. On one 
side, homologous recombination is used to place 
two loxP sites flanking an essential exon of the 
gene to be knocked out. If done properly, the 
resulting mice would contain a “floxed” allele in 
which the loxP sites do not interfere with the nor-
mal transcription or splicing of the gene. Mice 
with a floxed allele are then mated to transgenic 
animals in which the Cre recombinase is expressed 
under the control of tissue-specific enhancers. As 
a result, excision of the floxed allele will only 
happen in specific tissues of the progeny. As more 
labs adopted this strategy to analyze the function 
of genes expressed in a particular tissue of inter-
est, a variety of Cre lines became available. Many 
of these lines can now be obtained through public 
repositories [82]. Variations of the Cre/loxP 
approach employing other recombinases (FLP-

FRT system) or incorporating inducible gene 
expression systems (tamoxifen or tetracycline-
dependent expression) provided alternative meth-
ods and additional versatility for the conditional 
inactivation of genes. Another interesting appli-
cation of the Cre/loxP system was the engineer-
ing of chromosomal rearrangements such as 
large deletions, duplications, inversions, and 
translocations, some of which could be used as 
mouse balancer chromosomes [83].

1.5.4  Genome Engineering 
with Endonucleases: CRISPR/
Cas9 Engineering

For more than 20 years, homologous recombina-
tion remained the only reverse genetic approach 
to purposely target a known element of the mouse 
genome. However, in the early years of the 
twenty-first century, endonucleases emerged as 
powerful tools for gene editing. Endonucleases 
work by generating double-strand breaks (DSBs) 
in the DNA, thereby triggering one of several 
DNA repair mechanisms that are endogenous to 
cells. Nonhomologous end joining is an error- 
prone repair mechanism that frequently leads to 
the production of small insertions or deletions 
(indels), which can potentially disrupt genes or 
other functional elements of the genome. DSBs 
can also be repaired through high-fidelity 
homology- directed repair mechanisms. In nor-
mal conditions, homology-directed repair uses a 
sister chromatid as template, but this repair 
 system can be deceived to use a single-stranded 
or double-stranded DNA cointroduced into the 
cell, as long as it bears homology to the locus 
being repaired. Therefore, by delivering simulta-
neously a nuclease with an alternative repair tem-
plate containing mutations, any desired sequence 
change, such as nucleotide substitutions, dele-
tions, or insertions, can be introduced at or near 
the induced DSB. Key to the use of endonucle-
ases for targeted mutagenesis was the develop-
ment of methods to direct these enzymes to 
introduce DSBs exclusively at a desired locus in 
the genome. This has been accomplished through 
different strategies.
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The first endonuclease systems used for gene 
editing were zinc-finger nucleases (ZFNs) and 
transcription activator-like effector nucleases 
(TALENs). Both ZFNs and TALENs are modu-
lar enzymes that contain the bacterial FokI endo-
nuclease domain fused with a DNA recognition 
motif that can be engineered to recognize any 
known sequence in the genome (reviewed in 
[84]). ZFNs and TALENs were successfully 
applied for gene editing in a variety of experi-
mental systems. However, their use for gene edit-
ing was eclipsed by the difficulties associated 
with the design of specific DNA recognition 
motifs and the advent of a novel and more versa-
tile gene editing system. This new gene editing 
method was adapted from a bacterial locus  that 
confers adaptive immunity against bacterio-
phages and comprises three different elements: 
(1) an array of clustered regularly interspaced 
short palindromic repeats (CRISPR), which 
contains sequences derived from bacteriophages 
or other invading genetic elements and is tran-
scribed to produce a CRISPR RNA (crRNA); (2) 
a nuclease, encoded by nearby CRISPR- 
associated genes (Cas); and (3) a trans-activating 
crRNA sequence (tracrRNA), which is tran-
scribed into an RNA complementary to parts of 
the crRNA and can recruit the Cas nuclease. 
These three elements form a functional Cas- 
crRNA- tracrRNA complex able to recognize and 
digest exogenous DNA with sequences comple-
mentary to those in the crRNA sequence, thereby 
protecting bacteria from the harmful effects of a 
phage infection. While three different types of 
CRISPR/Cas systems have been described [85], 
the type II CRISPR/Cas9 system has been 
adopted for gene editing due to its high efficiency 
and adaptability to a variety of organisms 
(reviewed in [86]). In 2013, the CRISPR/Cas9 
system was successfully used for the first time to 
edit the genome of mouse and human cells [87, 
88]. This was accomplished by transfecting cells 
with plasmids encoding the Cas9 and an engi-
neered guiding RNA (gRNA), which contained a 
reprogrammed crRNA with sequence comple-
mentary to a 30  bp unique target site in the 
genome and an 89 bp tracrRNA (Fig. 1.10). Since 
then, the technique has been further developed 

for its application to a wide spectrum of model 
organisms. Additionally, protocol improvements 
have been introduced to provide better efficiency, 
target specificity, and to favor homology-directed 
repair [89].

In mice, it was found that co-injecting the 
components of the CRISPR/Cas9 system directly 
into one-cell embryos can result in gene editing, 
either through nonhomologous end joining or 
through homology-dependent repair mechanisms 
(Fig. 1.10; [90, 91]). This finding revolutionized 
gene targeting in mice since it allowed the gen-
eration of CRISPR-edited animals, referred to as 
CRISPRed mice, as early as 6 weeks after 
embryo injections. Consequently, CRISPR/Cas9 
editing offers a faster and simpler one-step proto-
col as compared to the process of obtaining KO 
mice, which takes several months of cumber-
some vector design, ES cell selection and injec-
tion into blastocysts, followed by selection of 
animals with germ-line contribution. Also, the 
CRISPR system offers additional advantages 
over targeted mutagenesis by homologous 
recombination in ES cells. First, the high target-
ing efficiency of CRISPR/Cas9 makes it possible 
to edit the two homologous chromosomes in a 
single procedure, facilitating the analysis of 
recessive traits. Also, by injecting multiple gRNA 
constructs, CRISPR/Cas9 can be multiplexed to 
accomplish the simultaneous targeting of several 
loci, making it possible to generate double or tri-
ple mutant mice directly. While CRISPR-induced 
editing is not yet exempt from a few experimental 
pitfalls [89], its application in one-cell mouse 
embryos was found to be highly specific, alleviat-
ing the concerns about possible off-target effects 
that had been raised in other experimental set-
tings [91, 92]. Moreover, the last few years have 
seen the publication of protocol variations, such 
as CRISPR-EZ, that continue improving the 
fidelity, efficiency, and versatility of this system 
[93]. At present, CRISPR/Cas9 has been success-
fully used to generate indels that disrupt gene 
function, to introduce subtle genomic modifica-
tions such as point mutations, to insert exogenous 
sequences such as those that allow to generate 
conditional floxed alleles or epitope tags [92, 94], 
and to generate relatively large deletions (up to 
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Fig. 1.10 CRISPR/Cas9 engineering. Adapted from a 
bacterial immunity system against bacteriophages, 
CRISPR/Cas9 genetic engineering is based on the ability 
of the Cas9 endonuclease to introduce double-strand 
breaks (DSB) into the DNA (upper panel). Cas9 (light 
blue) can be targeted to particular genomic loci when 
cotransfected with RNA molecules that contain an area of 
homology to the target locus (guide RNA sequence) and a 
specific RNA sequence able to interact with Cas9 
(tracrRNA). DSB introduced by Cas9 can be repaired 
through one of two available repair mechanisms endoge-
nous to cells: the nonhomologous end-joining repair 
(NHEJ) pathway, which frequently causes small deletions 
or insertions (indels) at the repaired site, or the homology- 
directed repair (HDR) pathway, which uses sequences 
with homology to the affected locus to repair the damage. 
Normally, homologous chromosomes serve as templates 

for HDR, but alternative repair templates (plasmids con-
taining mutations or modifications) can be provided 
experimentally. In mice, electroporation of Cas9/sgRNA 
ribonucleoprotein complexes into fertilized oocytes (with 
or without repair templates) can efficiently promote 
genome editing. Electroporated oocytes can be cultured 
in vitro to the blastocyst stage, then transferred to pseudo-
pregnant females. Following this procedure, CRISPR- 
edited (CRISPRed) mice can be obtained in about 6 
weeks. CRISPRon (lower left panel) and CRISPRi (lower 
right panel) are alternative applications of the CRISPR/
Cas9 system. By using versions of Cas9 that lack endo-
nuclease activity and are fused to a transcriptional activa-
tor (CRISPRon) or a transcriptional repressor 
(CRISPRon), these systems can respectively produce 
transcriptional activation or repression at the locus tar-
geted by the cotransfected gRNA sequence 
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10 kb, [95]). Additionally, modified versions of 
the CRISPR system have been recently devel-
oped for applications beyond genome editing. 
Examples are the CRISPR-on and CRISPRi 
(Fig. 1.10, lower panels), which constitute tools 
for targeted regulation of gene expression by 
using Cas9 variants that lack nuclease activity 
and are tethered to transcriptional activator or 
repressor proteins [96–98].

1.6  The Mouse Genome 
Sequence

In 1985, a group of scientists, summoned by 
Robert Sinsheimer, met at the University of 
California Santa Cruz to discuss the feasibility of 
sequencing the whole human genome. This meet-
ing was the first effort toward what ended up 
crystalizing in 1990 as the International Human 
Genome Project. While the ultimate goal of the 
project was to produce a complete assembly of 
the human genome, it was decided from the out-
set that the project should also include the analy-
sis of other species, including mice [99]. The 
benefits of including other species were seen as 
double: on one side, sequencing smaller genomes, 
such as those of bacteria, yeast, Drosophila mela-
nogaster (a fruit fly) and Caenorhabditis elegans 
(a nematode worm), would serve as a proof of 
principle that the DNA sequencing technology, 
as well as the computational methods required 
for the alignment and assembly of the resulting 
sequence, were ready to handle more complex 
genomes. On the other side, understanding the 
functional roles of the human genome would 
benefit from comparative studies among different 
organisms. The Human Genome Sequencing 
Project, which published its first complete draft 
in 2001, has arguably been one of the most ambi-
tious scientific endeavors undertaken by human-
kind and one of exemplary international 
cooperation [100, 101]. Nonetheless, this ambi-
tious project was not exempt from many scien-
tific and political issues, which have been the 
topic of multiple divulgation books [102, 103].

The Mouse Genome Sequencing 
Consortium was created in 1999 and ran in par-

allel to the sequencing of other genomes. Initially, 
the strategy chosen for accomplishing a high- 
quality sequence of the mouse genome was simi-
lar to the one devised for the human genome and 
included two phases: in the first phase, efforts 
focused on improving the resolution of linkage 
maps with additional DNA polymorphisms and 
on using this information as a blueprint to map 
the chromosomal location of DNA fragments 
cloned into a variety of vectors (including expres-
sion libraries, BACs, YACs, and cosmids). A sec-
ond phase comprised the sequencing of the DNA 
fragments in these libraries, its assembly into 
contigs (sets of overlapping sequences corre-
sponding to a large genomic region), and the 
filling of the gaps between contigs to accom-
plish a contiguous sequence for each chromo-
some. While these were the initial plans, lessons 
learned from the “public” Human Genome 
Project and the “private” sequencing ventures 
initiated by the company Celera Genomics sug-
gested that an alternative sequencing strategy 
known as shotgun sequencing could signifi-
cantly accelerate genome sequencing. Shotgun 
sequencing relies on the use of computational 
approaches to align sequencing results from 
random clones and DNA fragments, whose 
location in the genome is initially unknown. By 
eliminating the need for mapping the location of 
each DNA clone within the genome, this strat-
egy proved to be a useful method to assemble a 
first draft of the genome quickly. Nonetheless, it 
was found that the presence of highly repetitive 
sequences in complex genomes complicates the 
computational  alignment of shotgun sequences. 
As a consequence, the mouse genome sequence 
was obtained through a diversified strategy that 
involved both shotgun sequencing and the 
sequencing of DNA fragments previously 
mapped to existing linkage maps. By combining 
the benefits of these two types of approaches, 
the first high-quality assembly of the mouse 
genome was accomplished in 2002 [34]. This 
achievement marked a new era in mouse 
research, facilitating the application of both for-
ward and reverse genetic approaches toward the 
functional characterization of all the genes in 
the genome.
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Following the completion of the mouse 
genome project, the increased availability of 
DNA sequence from different mouse strains led 
to the discovery of a new type of sequence varia-
tion among inbred strains, termed single- 
nucleotide polymorphisms (SNPs). At present, 
SNPs constitute the best type of DNA polymor-
phic markers for linkage analysis due to their 
dense distribution across the genome, their high 
variability among mouse strains, and the avail-
ability of multiplexed genotyping platforms that 
simplify their detection in mouse samples [104, 
105]. Because the discovery and detection of 
SNPs was only possible after technological 
advances allowed cheap and reliable genome 
sequencing, SNPs did not play a significant role 
in the initial development of accurate linkage 
maps. Nonetheless, the unsurpassed density of 
SNPs between different inbred strains made this 
type of polymorphisms stand out as powerful 
tools for the positional cloning of mouse muta-
tions, as we will discuss below. To fully charac-
terize molecular variations between the most 
common inbred strains, the Mouse Genomes 
Project was launched in 2009. Since then, 
sequence from more than 35 different inbred 
strains has provided a catalog of SNPs, as well as 
other genetic variants such as short indels and 
transposable elements [106].

1.7  A Mutant in Every Gene: 
Large-Scale Approaches 
to Study Gene Function

The use of mutagens and, later, the development 
of transgenesis and targeted mutagenesis acceler-
ated the pace of mouse genetic research by giving 
investigators the tools required to obtain muta-
tions that could inform about the roles of the dif-
ferent functional elements in mammalian 
genomes. However, as indicated above, each of 
these methods to manipulate the genome pre-
sented a different set of strengths and limitations, 
making it clear that understanding the functions 
of every gene in the genome would require com-
plementary strategies. Up to this day, investiga-
tors have grappled with choosing the mutagenesis 

method most appropriate to address their particu-
lar research goals. In the process, technical 
improvements in targeted mutagenesis and trans-
genesis, as well as progress from the mouse 
genome sequencing project, opened venues for 
large-scale mutagenesis efforts. As a conse-
quence, the ambitious goal of obtaining muta-
tions for each of the genes in the mouse genome 
became feasible. Below we review how large- 
scale chemical mutagenesis, transgenesis, and 
genetic engineering have contributed toward this 
goal, which is expected to be accomplished  in 
2020.

1.7.1  Forward Mutagenesis Screens 
and Positional Cloning

Results from research at ORNL identified 
N-ethyl-N-nitrosourea (ENU) as one of the most 
powerful mutagens in mice [107]. This finding 
raised the possibility of using ENU to perform 
genome-wide mutagenesis screens akin to those 
performed in other organisms, such as the 
Nüsslein-Volhard and Wieschaus screens in fruit 
flies, which would be later recognized with a 
Nobel Prize in 1995 [108]. The promise of using 
ENU for forward genetic approaches was ini-
tially diminished by the fact that linkage maps 
during the 1980s were still rudimentary, and 
many investigators feared that the identification 
of the point mutations responsible for the pheno-
types recovered would be extremely difficult. 
Despite this, a few early investigators pioneered 
the use of ENU toward the identification of alleles 
at the t complex [109, 110], a genomic region that 
had long been subject to intense investigation due 
to its importance in the control of histocompati-
bility and embryonic development [10]. The suc-
cess of these projects, together with improvements 
in linkage maps and the discovery of SSLP poly-
morphisms in the early 1990s, resurrected the 
enthusiasm in using large-scale ENU-based for-
ward genetic approaches to uncover the func-
tional elements of the mouse genome. This 
enthusiasm reinvigorated even further with the 
publication of a few additional successful ENU 
mutagenesis projects, which identified dominant- 
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effect point mutations causing tumorigenesis and 
circadian clock phenotypes [111–114]. As a con-
sequence, several large-scale mutagenesis 
screens were initiated worldwide (reviewed in 
[115–117]).

The first large-scale ENU-based screens 
focused on the identification of dominant phe-
notypes, given the simpler breeding scheme 
required for the detection and perpetuation of 
dominant mutations. However, recessive 
screens, which require three generations of 
crosses before animals can be screened, were 
launched shortly afterward. Because forward 
genetics is a phenotype- driven approach, the 
establishment of reliable phenotyping plat-
forms for the analysis of mutants is a must. The 
SHIRPA platform set the groundwork for the 
systematic assessment of a wide gamut of physi-
ological and behavioral parameters [118, 119], 
but each project introduced its own screening 
protocol as based on its particular interest. In 
fact, individual forward mutagenesis  projects 
focused on the identification of mutations caus-
ing particular phenotypes ranging from the iden-
tification of neurological defects to hematological 
conditions, behavioral anomalies, or develop-
mental malformations (reviewed in [115, 116]). 
Projects also differed in their scope. Some proj-
ects run genome-wide screens, while others 
performed focused screens on specific areas of 
the genome. Focused screens were accomplished 
by mating mutagenized animals to mice carrying 
chromosomal rearrangements (deficiencies or 
balancer chromosomes), a strategy that allows 
the fast identification of mutations affecting a 
particular chromosome or genomic regions 
[120–126]. A few labs carried out small-scale 
ENU screens that, while not achieving a full 
saturation of the genome, proved really success-
ful in identifying novel genes and pathways 
involved in specific biological processes, includ-
ing embryogenesis, immunity, and neuronal 
development [127–135]. Other labs embarked 
on sensitized screens, mating mutagenized ani-
mals to known mutants, then screening for muta-
tions that could either enhance or suppress their 
phenotypes [136, 137]. As a whole, ENU-based 
screens demonstrated that forward genetic 

approaches, regardless of their scale, are really 
valuable for the unbiased discovery of genes and 
pathways involved in any biological process for 
which a reliable phenotyping method can be 
established.

The identification of the point mutations 
responsible for the phenotypes obtained in ENU 
screens was initially accomplished through a pro-
cess known as positional cloning (Fig. 1.11). For 
this, screens used a breeding strategy that 
involved two different inbred strains: first, ENU 
was injected in mice of one strain (strain A), then 
these animals were mated to a different strain 
(strain B), and the progeny was screened for 
interesting phenotypes. Selected carriers for 
these phenotypes were then systematically out-
crossed to the second strain until establishing 
congenic mutant lines. As a consequence of the 
outbreeding process, the content of DNA from 
strain B increases throughout the genome, except 
for a small chromosomal interval from the muta-
genized strain (strain A) selected to carry the 
mutation of interest. In this way, linkage analysis 
to the mutagenized strain can be used to identify 
the chromosomal region containing the mutation. 
For the early pioneers of ENU mutagenesis, map-
ping mutations to small chromosomal intervals 
was extremely laborious, given the inaccuracies 
in linkage maps and the scarcity of polymorphic 
markers. Even more challenging was to identify 
the genes mapping to the particular chromosomal 
interval and to sequence candidate genes in 
search of ENU-induced mutations [138–140]. 
However, these challenges disappeared as 
improvements in linkage maps and in the avail-
ability of polymorphic markers, including SNPs, 
streamlined positional cloning. More recently, 
the development of next-generation sequencing 
methods has significantly reduced the cost of 
sequencing whole genomes, making it possible 
to sequence all transcribed sequences in samples 
from ENU-induced mutant animals and directly 
identify the causative mutations, even without the 
need for positional cloning [141–144].

An attractive part of ENU mutagenesis is that 
it introduces point mutations into DNA, and 
therefore, as opposed to homologous recombina-
tion or transgenesis, it can uncover hypomorphic 
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and dominant alleles, mutations more similar to 
those arising spontaneously in humans. ENU 
also has a wide spectrum of genomic targets, and 
although biases have been observed, including 
mutagenic hot spots and a preference for tran-
scribed genomic regions [145], it can lead to the 
identification of genes located anywhere in the 
genome without prior knowledge of their exis-

tence. Consequently, the greatest advantage of 
ENU mutagenesis is that it provides an unbiased 
strategy to identify essential genes whose func-
tions would be difficult to uncover using 
hypothesis- driven approaches. An example of 
this was the discovery of the cilium as a cellular 
structure required for signal transduction in 
mammalian cells (reviewed in [146]).

Fig. 1.11 Large-scale ENU mutagenesis and positional 
cloning. The different steps of a forward genetic chemical 
mutagenesis approach are illustrated for a screen aimed at 
identifying recessive mutations. First, a chemical muta-
gen, such as N-ethyl-N-nitrosourea (ENU), is injected into 
male mice of a particular inbred strain (strain A). Injected 
males are then mated to females of a different inbred 
strain (strain B) to propagate the germline mutations 
caused by ENU (red asterisk). Polymorphisms between 
the DNA of these inbred strains (illustrated as black and 
white chromosomes) will later facilitate the identification 
of the mutations. Males from the progeny (F1 founder 
males) are used to establish independent colonies and 
screen for interesting mutations. For this, F1 founder 
males are crossed to inbred females of strain B, then 
females from their G2 progeny are mated back to their 
father. The progeny from these G2 females is then 
screened for interesting phenotypes in embryos or adults. 
The logic of this breeding scheme is that if the F1 founder 
male is a carrier of an interesting mutation, 50% of his 
progeny (G2 animals) will also carry that mutation, and 

when they are mated back to their father, they will pro-
duce progeny-carrying recessive traits in homozygosis. 
Therefore, by establishing random crosses between G2 
females with their father and selecting those G2 females 
that produce interesting and reproducible phenotypes, a 
collection of G2 animals that are heterozygote carriers for 
the mutation can be identified. The use of different inbred 
strains in the breeding scheme implies that recombination 
in the germ line of F1 founder males (and subsequent gen-
erations) produces recombinant chromosomes that con-
tain DNA from strains A and B.  Positional cloning is 
based on the fact that ENU mutations will be linked to 
DNA originating from strain A.  Therefore, DNA from 
selected carriers can be genotyped with a collection of 
genome-wide DNA polymorphic markers, and the geno-
type of these animals can help identify linkage of the 
mutation to a particular chromosomal region. Genes 
within this interval are candidates to contain ENU- 
induced mutations and can be sequenced to identify the 
point mutation responsible for the phenotype identified 
through screening 
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1.7.2  Gene-Trap Mutagenesis 
Screens

The finding that the random insertion of trans-
genes in the genome could disrupt gene function 
[66] and that the transgene insertion could facili-
tate the identification of the integration site [147, 
148] motivated the use of transgenesis for what 
became known as insertional mutagenesis. 
However, as explained above, the most efficient 
transgenesis method initially involved pronuclear 
injection of exogenous DNA into fertilized 
oocytes, a demanding and time-consuming pro-
cess that was not optimal for scaling up the gen-
eration and screening of transgene insertions. As 
a consequence, large-scale insertional mutagene-
sis was not possible until a few technical improve-
ments came into place.

The first breakthrough that made large-scale 
insertional mutagenesis screens possible was the 
establishment of ES cells as useful platforms for 
transgenesis [149]. ES cells offered several 
advantages: first, exogenous DNA could be intro-
duced efficiently through electroporation or ret-
roviral infection. Second, ES cells could be 
grown in multiplexed platforms, facilitating the 
generation, screening, and characterization of 
new insertions. Third, transgenic ES cell lines 
could be kept frozen until the insertion sites could 
be characterized. Fourth, the identification of the 
insertion site for each ES cell line could be easily 
accomplished through procedures such as plas-
mid rescue [147] or rapid amplification of 
cDNA ends  (RACE) [148], both of which used 
vector sequences as entry points to identify the 
adjacent genomic sequences. Last but not least, 
ES cells selected to contain interesting insertions 
could be injected into early blastocyst-stage 
embryos, allowing the analysis of the resulting 
chimeric embryos and/or the selection of chime-
ras with germ-line transmission of the transgene, 
ultimately making it possible to test whether the 
transgene insertion caused any abnormal pheno-
type in animals. Because of these numerous 
advantages, ES cells were soon adopted as plat-
forms for large-scale insertional mutagenesis 
screens [150], establishing this technique as a 
powerful method to systematically obtain and 

catalog mutations in each of the genes in the 
mouse genome (Fig. 1.12, upper panel).

Also critical for the success of large-scale 
insertional mutagenesis screens were improve-
ments in the design of DNA vectors that could 
disrupt gene function with high efficiency 
(Fig. 1.12, lower panel; reviewed in [151]). The 
first vectors used for mouse insertional mutagen-
esis derived from plasmids originally employed 
for enhancer-trap screens in flies [152]. These 
enhancer-trap plasmids contained the bacterial 
lacZ reporter gene under the control of a weak 
promoter, plus a marker that allowed the selec-
tion of animals in which the transgene had suc-
cessfully integrated into the genome. The weak 
promoter was insufficient for the detection of 
reporter gene expression, unless the plasmid 
integrated in the vicinity of a transcriptional 
regulatory element, in which case lacZ would be 
expressed with the temporal and/or spatial 
expression pattern dictated by the “trapped” 
enhancer. The use of these vectors in mice led to 
the identification of transgenic animals that 
expressed lacZ in a variety of tissue-specific 
patterns [150, 153, 154]. Similar transgenic 
experiments were later performed with pro-
moter-less reporter vectors that, when inserted 
in frame within the exon of a gene, could simul-
taneously report the expression pattern of the 
gene and disrupt its function, either totally or 
partially [155]. These later promoter-trap vec-
tors demonstrated a higher mutagenicity rate 
than enhancer-trap vectors. However, it would 
be a third type of vectors, called gene-trap vec-
tors, that became more widely used for large-
scale insertional mutagenesis screens due to 
their high mutagenic rate. The increased muta-
genicity of gene-trap vectors relied on the pres-
ence of a splicing acceptor site in front of a 
promoterless lacZ reporter gene, followed by a 
strong polyadenylation signal such that, upon 
integration in any of the intronic sequences of a 
gene, the reporter would divert its normal splic-
ing, causing protein truncations or missense 
transcripts, while also reporting the areas where 
the gene was expressed. Gene-trap vectors were 
not exempt from certain pitfalls, including their 
preference for inserting in certain genome 
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regions [156]. However, several generations of 
gene-trap vectors, with increasing degrees of 
sophistication, were developed to bypass some 
of these drawbacks and to facilitate the selection 
of different types of insertions (reviewed in 
[151]).

Compared to other contemporary methods, 
gene-trap mutagenesis stood out as one of the 
most practical approaches to generating muta-
tions in mouse genes: large-scale mutagenesis 
screens using chemicals were still impractical 
due to the hardship of identifying the genes  

Fig. 1.12 Large-scale insertional mutagenesis. The pos-
sibility of electroporating vectors into ES cells opened the 
door to large-scale insertional mutagenesis (upper panel). 
After selecting for transgene insertion, ES cells can be 
frozen and stored until the molecular or phenotyping anal-
ysis of the insertions can be performed. The molecular 
characterization of the insertion site can be accomplished 
through plasmid rescue or RACE techniques, both of 
which make use of the known vector sequences to isolate 
the genomic areas flanking the insertion site. ES cell lines 
with interesting insertions can be injected into blastocysts 
to generate transgenic mice. All vectors contain a selec-
tion cassette that confers neomycin resistance (neor, green 

box) to the ES cells that have incorporated the transgene. 
Other features vary among trapping vectors (lower panel). 
In enhancer-trap vectors, the lacZ reporter gene is placed 
downstream of a basic promoter (pink box) and upstream 
of a polyadenylation site (yellow box), enabling these 
vectors to report the expression pattern dictated by 
enhancers nearby the insertion site. In promoter-trap vec-
tors, the lacZ reporter gene lacks a promoter and therefore 
can only report expression when inserted in frame within 
a coding sequence. In gene-trap vectors, the lacZ reporter 
is preceded by a splicing acceptor site (SA, purple box), 
which functions to divert the normal splicing of genes in 
the vicinity of the insertion site
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disrupted by the mutations, and targeted muta-
genesis through homologous recombination was 
not yet amenable to large-scale pipelines. In con-
trast, gene-trap mutagenesis could be performed 
on ES cells in a multiplexed format, and the 
resulting lines could be kept frozen until the 
insertion sites could be further characterized. As 
a consequence, the use of large-scale gene-trap 
mutagenesis spread quickly during the mid-
1980s, with multiple academic groups through-
out the globe, as well as the private company 
Lexicon Genetics, performing screen with differ-
ent vectors and diverse overall goals [147, 150, 
155–166]. Together, by the early years of the 
twenty-first century, these initiatives contributed 
to trapping nearly two thirds of all genes in mice. 
Importantly, the public gene-trap mutagenesis 
efforts, united under the operational umbrella of 
the International Gene Trap Consortium 
(IGTC) (https://igtc.org), provided annotated 
information about each transgenic line through 
online databases and made frozen ES cell stocks 
available without restriction to investigators 
worldwide [167, 168].

1.7.3  The International Knockout 
and Phenotyping Consortia

The first drafts of the human and mouse genome 
sequence revealed that the total number of genes 
in mammalian organisms would not be as high as 
the 150,000 that had been initially predicted but 
rather be between 25,000 and 30,000 genes. This 
lower number raised optimism that, given the 
genetic tools available in mice, it would be fea-
sible to undertake a systematic functional charac-
terization of all the genes in the mouse genome. 
At the time, it was estimated that the combined 
efforts of the scientific community, including 
large-scale ENU mutagenesis screens, gene-trap 
insertional mutagenesis, and mouse knockouts 
generated by individual investigators, already 
accounted for functional annotations in about 
5000 genes [167]. Therefore, generating muta-
tions in an additional 20,000–25,000 genes 
seemed attainable. Contributing to this optimism 
was the fact that the scientific community was 

still under the spell of the recent successes of the 
international genome sequencing projects and the 
International Gene Trap Consortium, both of 
which left clear that international public invest-
ments in “big science” projects can enormously 
facilitate scientific exploration and spark new 
research venues. Inspired by this positive cli-
mate, scientists worldwide initiated discussions 
to endorse the systematic mutagenesis of all 
mouse genes and to devise the best approaches to 
reach this goal. Pan-European discussions, spon-
sored by the European Commission (EC Frame 
Program 6), started as early as 2002 [169], and a 
historical international meeting, held at the 
Banbury Center of the Cold Spring Harbor 
Laboratory in September of 2003, solidified the 
proposal for an international resource that could 
generate mutations in all mouse genes and make 
them available to the scientific community [170]. 
This proposal became a reality in 2007 with the 
creation of the International Knockout Mouse 
Consortium (IKMC), a partnership of three dif-
ferent initiatives led and financed by the EU 
(European Conditional Mouse Mutagenesis 
(EUCOMM) Program, https://www.eucomm.
org), the US (Knock Out Mouse Project (KOMP), 
https://www.komp.org), and Canada (North 
American Conditional Mouse Mutagenesis 
(NorCOMM) project, http://www.norcomm2.
org/) [171].

From the outset, it was recognized that this 
ambitious enterprise will require complementary 
mutagenesis approaches and a coordination of all 
parties involved. Large-scale gene-trap muta-
genesis in ES cells was considered the fastest 
and most cost-effective method to obtain gene 
mutations. Hence, additional gene-trap screens 
were launched using newest and more powerful 
vectors that, by including target sites for FLP and 
Cre recombinases, made it possible to generate 
conditional alleles [172]. Progress reports dem-
onstrated the success of this strategy to obtain 
mutant ES cell lines [173, 174]. However, 
because some genes are recalcitrant to insertional 
mutagenesis and gene-trap strategies cannot 
guarantee null mutations, it was clear that tar-
geted mutagenesis would also be needed to 
deliver a comprehensive catalog of mutations in 
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all genes [175]. Fortunately, technological inno-
vations in bacterial recombineering [176–178], 
together with the introduction of robotics and 
computerized vector design [179], transformed 
the originally laborious homologous recombina-
tion protocols into streamlined high-throughput 
and automated processes. As a consequence, the 
IKMC phased out gene-trap mutagenesis and 
substituted this approach with automated homol-
ogous recombination ES cell pipelines [174]. 
These pipelines benefited from versatile new tar-
geting vectors that, by borrowing some “tricks” 
from gene-trap vectors, allowed the generation of 
“KO first, conditional ready” alleles that could 
also report the expression pattern of the targeted 
genes. As a result of these combined efforts, 
thousands of mutant ES cell clones have become 
available through repositories worldwide, mak-
ing it easier for individual investigators to obtain 
and analyze mouse mutants in their favorite 
genes. The number of ES cell clone requests pro-
cessed by IKMC repositories attests to the impact 
that these resources have had in the scientific 
community [173].

While the first goal of the IKMC was to gener-
ate mutant ES cell lines for every gene in the 
genome, original discussions also recognized 
that the functional annotation of all of the genes 
in the mouse genome would also benefit from the 
systematic generation of live mice carrying the 
resulting mutations and their phenotyping 
through standardized tests. These second phase 
goals solidified in the creation of the International 
Mouse Phenotyping Consortium (IMPC) in 
2010 [180]. This initiative benefited from the 
centers, infrastructure, and resources of the 
IKMC, which first used the available mutant ES 
cell lines to generate live mice colonies that 
would then be subject to standardized phenotyp-
ing. However, as of 2013, IMPC centers adopted 
CRISPR/Cas9 genetic engineering methods for 
gene targeting since this approach can be directly 
applied to embryos with high efficiency and 
specificity, bypassing the need to generate ES 
cell-line intermediates and, therefore, facilitating 
the workflow required to analyze gene function 
[181]. Regarding the phenotypic analysis of 

mouse mutants, the IMPC benefited from the 
accrued experience of the European Mouse 
Clinics, which had been developing standardized 
phenotyping tests for the systematic analysis of 
ENU-induced mouse mutants for about a decade. 
Thus, initial IMPC efforts used the standardized 
high-throughput phenotyping pipelines defined 
by the European Mouse Phenotyping Resource 
of Standardized Screens (EMPReSS) as part of 
the EUMORPHIA (European Union Mouse 
Research for Public Health and Industrial 
Applications) program [182]. These pipelines 
include about 20 different platforms for the sys-
tematic analysis and statistical analysis of more 
than 400 variables relating to lethality, morphol-
ogy, metabolism, skeletal and cardiovascular sys-
tems, neurobehavioral and sensory systems, 
hematology, biochemistry, and immunity [183, 
184]. Since IMPC’s inception, additional plat-
forms have been developed for the evaluation of 
additional phenotypes, such as auditory dysfunc-
tion, ophthalmic diseases, congenital disorders, 
and complex traits, as well as for the identifica-
tion of disease susceptibility under different envi-
ronmental conditions, such as diet variations or 
infection [185–187].

All mouse models generated by the IKMC and 
the IMPC are available from worldwide reposito-
ries, either as live mice or as frozen sperm or 
embryos. Additionally, data and conclusions 
from the phenotypic analysis of mouse mutants 
are publicly available and regularly updated at 
the IMPC online portal (https://www.mousephe-
notype.org/). As of the writing of this book, the 
last IMPC update reported that 5861 mouse genes 
have already been completely or partially pheno-
typed, resulting in 69,982 phenotype calls 
reported and millions of data points produced 
[187]. Even though the international community 
will still need a few more years to complete the 
ambitious goals established in 2007, the data so 
far indicate that 30% of the mutations analyzed 
cause embryonic lethality and, therefore, are 
essential for life [186, 187]. Moreover, the analy-
sis of these data through computerized algorithms 
has revealed that IMPC efforts have produced 
mouse models for about a third of all known 

1 A History of Mouse Genetics: From Fancy Mice to Mutations in Every Gene

https://www.mousephenotype.org/
https://www.mousephenotype.org/


32

human Mendelian conditions, making the IMPC 
catalog a critical resource for understanding the 
molecular and genetic basis of human diseases.

1.8  Future Perspectives

A century of research on mouse genetics has trans-
formed fancy mice into a powerful model system 
for understanding human biology. From the avail-
ability of inbred strains to the sequence and func-
tional annotation of the mouse genome, the tools 
and resources currently available constitute invalu-
able assets to the scientific community. While the 
research accomplishments to date are countless, 
we are still far from understanding how our 
genomes make us who we are and how mutations 
cause disease. Some of the mysteries still lurking 
in our genomes include the inheritance of complex 
traits, the identification of regulatory elements, as 
well as the mechanisms responsible for epigenetic 
inheritance and cellular reprogramming. Scientific 
advances in the areas of genomics and computa-
tional biology are already increasing the research 
toolbox to dissect these fascinating phenomena 
[188]. These and future innovations, combined 
with the power of mouse genetics for uncovering 
the functional elements of our genomes, make the 
future ahead nothing but exciting.
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Mouse Models of Neural Tube 
Defects

Irene E. Zohn

2.1  Overview

During embryonic development, the central ner-
vous system forms as the neural plate and then 
rolls into a tube in a complex morphogenetic pro-
cess known as neurulation. Neural tube defects 
(NTDs) occur when neurulation fails and are 
among the most common structural birth defects 
in humans. The frequency of NTDs varies greatly 
anywhere from 0.5 to 10  in 1000 live births, 
depending on the genetic background of the pop-
ulation, as well as a variety of environmental fac-
tors [1–3]. The prognosis varies depending on the 
size and placement of the lesion and ranges from 
death to severe or moderate disability, and some 
NTDs are asymptomatic. This chapter reviews 
how mouse models have contributed to the eluci-
dation of the genetic, molecular, and cellular 
basis of neural tube closure, as well as to our 
understanding of the causes and prevention of 
this devastating birth defect.

2.2  Types of NTDs

The neural tube initially forms as a flat epithelial 
plate that must roll into a tube to form the brain 
and spinal cord. Defects in this process result in 
NTDs, a constellation of malformations of the 
central nervous system (Fig. 2.1). The most com-
mon NTD in humans is spina bifida, which 
results from failure of closure in the spinal 
region. The consequence of spina bifida varies 
greatly, depending on the size and placement of 
the lesion, the involvement of the spinal nerves 
and meninges, as well as the presence of associ-
ated conditions such as hydrocephalus, Chiari 
malformation, genitourinary, and gastrointesti-
nal disorders. Spina bifida can manifest as 
myelomeningocele, meningocele, or spina bifida 
occulta. Myelomeningocele is the most common 
and severe form of spina bifida and involves pro-
trusion of the meninges and spinal cord through 
an opening in the vertebrae. Meningocele occurs 
when the meninges but not the spinal cord pro-
trude. Spina bifida occulta can be asymptomatic 
and occurs when the dorsal part of vertebrae does 
not properly form. More severe open NTDs 
include craniorachischisis and anencephaly. 
Craniorachischisis is the most serious NTD, 
resulting from failure of neural tube closure 
along the entire neural plate. Exencephaly (the 
embryonic precursor to anencephaly) occurs 
when closure fails in the anterior neural plate or 
future brain. Anencephaly and craniorachischisis 
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are fatal, resulting in the prenatal death or demise 
of the newborn shortly after birth. Spina bifida 
occulta and multiple abnormalities are classified 
clinically as NTDs; however, the developmental 
origins of these malformations are not due to 
failure of neural tube closure. Closed NTDs 
include encephalocele, iniencephaly, hydroceph-
alus, microcephaly, and holoprosencephaly. 
Encephalocele occurs when the cranial vault 
fails to form properly around a closed neural 
tube, leading to protrusion of the brain and 
meninges through an opening in the skull, 
whereas other NTDs such as iniencephaly, 
hydrocephalus, microcephaly, and holoprosen-
cephaly result from improper growth of the 
closed neural tube.

2.3  Diagnosis and Treatment 
of NTDs

Most NTDs are diagnosed before birth by stan-
dard prenatal screening tests. High levels of alpha 
fetal protein (AFP) in maternal serum or in amni-
otic fluid are correlated with NTDs and signal the 
need for further testing. Most NTDs can be iden-
tified by ultrasound during the routine anatomy 
scan between 18 and 22 weeks. Babies with spina 
bifida are typically delivered by cesarean section, 
and the lesion is surgically corrected either in 
utero or shortly after birth [4, 5]. However, sec-
ondary defects frequently occur with spina bifida, 
including Arnold-Chiari malformations with 
hindbrain herniation, hydrocephalus requiring 

Fig. 2.1 Top panels. Types of neural tube defects that 
originate from failure of neural tube closure. 
Craniorachischisis occurs when the neural tube fails to 
close along the entire length of the neural plate. Anencephaly 
occurs when closure fails in the cranium and spina bifida at 
the posterior end of the neural tube. Bottom Panels. Regions 
of neural tube closure postulated by analysis of defects in 
human embryos superimposed on newborn body. During 

normal neural tube formation, multiple zones of neural tube 
closure extend in anterior and posterior directions from dis-
tinct closure points. Zone 1 is in the spinal cord; zones 2, 3, 
and 4 in the cranium; and zone 5 in the most posterior of the 
neural tube. Anencephaly is caused by the failure of neural 
plate fusion in regions 2–4 and spina bifida by the failure of 
regions 1 and 5. Illustrations are after reference [328] and 
courtesy of Claris Nde
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placement of a shunt, and tethering of the spinal 
cord leading to progressive pain, incontinence, 
and weakness of the lower extremities, as well as 
spinal deformities [6–11]. Nerve damage can 
result in neurogenic bladder and bowel or paraly-
sis of lower extremities requiring the need to use 
a wheelchair, braces, or crutches [5]. Because of 
reduced sensation to lower extremities, patients 
are susceptible to unrealized infections, which 
may necessitate amputation of damaged limbs. 
Other complications include learning disabilities, 
social issues, and latex allergies [5]. In spite of 
these complications, with improvements in care, 
the majority of patients survive well into adult-
hood [5, 8].

2.4  The Etiology of NTDs

While the cause of individual cases of NTDs are 
rarely known, the vast majority of NTDs are due 
to complex interactions of multiple genetic and 
environmental factors with an estimated 60–70% 
of NTDs having a genetic contribution [12–14]. 
Evidence for the genetic causes of NTDs comes 
from the finding that chromosomal abnormalities 
are often present in NTD-affected fetuses, and 
NTDs are noted in spontaneous abortions with 
abnormal karyotypes [15–18]. NTDs also occur 
at higher rates in certain genetic syndromes, 
including Meckel-Gruber, Waardenburg, and 
22q11.2 deletion syndromes [19–33]. Finally, 
twin studies indicate a 5% concordance rate, and 
NTD risk is significantly increased in NTD 
patients or individuals with a previously affected 
pregnancy [18, 34–37]. In spite of a clear genetic 
component, few causative genes have been iden-
tified. This is in part due to complex etiology of 
the malformation, the number of genes that could 
cause the defect, as well as the existence of few 
multiplex families for genetic studies. While thus 
far a handful of genes associated with NTDs were 
identified in small cohorts of patients, few defini-
tive causative genes are known [38]. Interestingly, 
the majority of variants identified to date are 
linked to the noncanonical Wnt pathway that con-
trols planar cell polarity or to folic acid metabo-
lism, implicating these as key pathways driving 

NTDs in humans [39, 40]. This chapter will focus 
on Wnt signaling and folic acid metabolism to 
illustrate how the study of mouse models has 
been essential in elucidating the central role of 
these pathways in neurulation.

In addition to the large number of genes that 
could cause NTDs, another complicating factor 
in finding the genetic causes of NTDs in humans 
is the complex etiology of these defects. The 
majority of genetic mutations involved in NTDs 
do not likely cause a defect unless combined with 
other genetic or environmental factors. The mul-
tifactorial threshold model (Fig. 2.2) is proposed 
to account for the pattern of NTD inheritance 
observed in humans where multiple factors of 
small effect interact to cause a disease [41, 42]. 
This model postulates that neural tube closure is a 
threshold event that occurs either successfully or 
not, resulting in either normal neural tube closure 
or defects. A single genetic insult or environmen-
tal exposure might not cross the threshold to 
cause NTDs, but one or more factors in combina-
tion result in failure of neural tube closure. The 
mouse model is a tractable experimental system 
in which to test the multifactorial threshold model 
and test gene–gene, gene–environment, and envi-
ronment–environment interactions [41, 43]. 
Digenic inheritance can be modeled in mouse in 
compound mutants, or modifier variants do not 
cause NTDs themselves but increase the pene-
trance and/or severity of defects in combination 
[42, 44–50]. Gene–environment interactions are 
also tractable in the mouse model. For example, 
the impact of alterations of either macro- or 
micronutrients on the incidence and severity of 
NTDs can be studied in models [51]. Varying 
macronutrients such as dietary protein, fat, and 
carbohydrate composition of the mouse chow can 
influence NTD risk [51–54]. Micronutrient sup-
plementation with folic acid, inositol, retinoic 
acid, iron, as well as nutrients that feed into the 
folate pathway, including vitamin B12, choline, 
methionine, formate, and glycine, can also impact 
NTDs in a variety of mutant mouse models [51, 
55–59]. Studies of mouse models of diabetes pro-
vide novel insight as to the genes and pathways 
that interact with  hyperglycemia to cause NTDs 
[51, 60, 61]. Exposure to teratogens, including 
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medications (e.g., valproic acid), arsenic, the 
mycotoxin fumonisin, or hyperthermia, as a result 
of hot tub usage or maternal fever can induce 
NTDs in mouse models [62–65].

2.5  NTDs Result from Failure 
of Neural Tube Closure

Primary neurulation is a complex morphogenetic 
process that results in the transformation of the 
flat neural plate into the neural tube (Fig.  2.3). 
Neural tube formation involves the coordinated 
growth and morphogenesis of multiple tissues. 
Forces that drive neural tube closure arise from 
the neural tissue itself (intrinsic forces), as well 
as from the adjacent surface ectoderm and under-
lying mesoderm (extrinsic forces; [66]). Primary 
neurulation begins after gastrulation as the neu-
roepithelium is induced from the embryonic 
ectoderm. Following induction, the neural plate 
forms as individual neuroepithelial cells elon-
gate, resulting in a thickening of the ectoderm on 
the dorsal side of the embryo. Two coordinated 
morphogenetic movements intrinsic to the neural 
plate drive elevation of the neural folds by facili-
tating the rolling of the plate into a tube. 
Convergent extension (CE) movements drive 

lengthening and narrowing of the neural plate 
and direct formation of hinge points around 
which the neural plate bends. A single hinge 
point forms in the midline of the neural plate 
(medial hinge point (MHP)), followed by the for-
mation of paired dorsal lateral hinge points 
(DLHPs) in lateral regions. Extrinsic forces from 
the surface epithelium and surrounding mesen-
chyme also promote elevation of the neural folds. 
As the paired neural folds meet in the dorsal mid-
line, they fuse and the neural and surface epithe-
lium remodels to form two separate epithelial 
sheets.

Broadly speaking, two mechanisms of neuru-
lation are employed to form a neural tube, pri-
mary and secondary neurulation. Primary 
neurulation is when a flat neural plate rolls into a 
tube, whereas secondary neurulation occurs 
when mesenchymal cells coalesce into a tube. In 
amniotes, the majority of the central nervous sys-
tem is formed by primary neurulation, whereas 
the most posterior portion of the spine caudal to 
the sacral vertebrae forms by secondary neurula-
tion [67–69]. In primary neurulation, the neural 
plate does not roll into a tube all at once; rather, 
closure is initiated at discrete points, followed by 
“zipping” to fuse the neural folds together 
(Fig. 2.1; [70]). Closure 1 initiates at the hind-

Fig. 2.2 Multifactorial threshold model illustrating the 
complex inheritance of NTDs. Multiple genetic and envi-
ronmental factors contribute to the susceptibility for 
NTDs. Defects result when neurulation is significantly dis-
rupted so that a threshold event, represented by the dotted 
line (NTD threshold), is surpassed. Susceptibility to NTDs 

follows a normal distribution, and in isolation, factors may 
not be sufficient to cause NTDs (no penetrance) or only a 
few individuals with a particular contributing factor show 
NTDs (low penetrance). However, factors in combination 
can  interact to surpass the NTD threshold, resulting in a 
high percentage of individuals showing NTDs
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brain/spinal cord boundary and extends in both 
anterior and posterior directions. This is fol-
lowed by the formation of closure points in the 
cranial region: Closure 2 at the midbrain/fore-
brain boundary and Closure 3 at the anterior 
aspect of the forebrain. The position of Closure 2 
is variable between mouse strains, and its posi-
tion is correlated with strain-specific susceptibil-
ity to exencephaly [71, 72]. Closure 2 may also 
be variable during human neurulation, as it has 
been identified in some but not other human 
embryo samples [73]. Another closure point then 
forms at the caudal end of the spine as closure of 
the posterior neuropore becomes imminent [74]. 
As primary neurulation ceases, there is a transi-
tion zone where the dorsal portion of the neural 
tube undergoes elevation and folding, whereas 
cells of the ventral neural tube delaminate and 
then integrate into the neural tube [75]. As neuru-
lation proceeds further, this transition zone gives 
way to purely secondary neurulation where neu-
romesodermal progenitors undergo mesenchy-
mal to epithelial transitions to incorporate into 
the forming neural tube [76]. Disruptions in any 

of these processes can result in NTDs. The 
remainder of this chapter will review the molecu-
lar and cellular basis of these processes, illustrat-
ing how studies in animal models reveal their 
integration to provide a basis for the interaction 
of genetic lesion impacting these processes in 
human NTDs.

2.6  Mouse Models Have Been 
Instrumental 
in Elucidating the Mechanics 
of Neural Tube Closure

While multiple animal models are used to study 
neurulation, the mouse has several advantages. 
First of all, as opposed to that in frogs (African 
clawed frog, Xenopus laevis) and fish (zebrafish, 
Danio rerio), neural tube closure in chickens and 
mice is most similar to that in humans, where pri-
mary neurulation occurs in the majority of the 
neural tube. In contrast, zebrafish employs a 
modified secondary neurulation process along 
the entire neural axis in which deep and superfi-

Fig. 2.3 Neural tube closure in the human embryo. The 
top-left panel shows an illustration of a neural plate stage 
embryo where the neural plate and neural grove has 
formed but the neural folds have not yet begun to elevate. 
The top-right panel shows a seven-somite stage embryo 
with a neural tube that has begun to form in the spinal 
region but the posterior neural pore is not yet closed and 
neural fold elevation is just beginning in the cranium. 
Bottom panels show cross-sectional views of the neural 

plate in different stages of closure from positions delin-
eated by the dotted lines in the top panels. (a) Cross- 
section of a neural plate stage embryo where the neural 
groove is formed but the neural folds have not elevated. 
(b) Cross-section of neural plate where neural folds are in 
the process of elevating. (c) The neural tube has closed, 
and the neural ectoderm and nonneural ectoderm are in 
the process of separating. Illustrations courtesy of Claris 
Nde
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cial mesenchymal cells converge toward the mid-
line and coalesce into a neural keel intermediate. 
Deep and superficial cells then undergo radial 
intercalation to form an epithelial tube [77]. The 
Xenopus neural plate is also stratified into deep 
and superficial layers [78], and apical constric-
tion occurs in the superficial layers to drive neu-
ral fold elevation [79]. Once the folds fuse in the 
dorsal midline, deep and superficial cells undergo 
radial intercalation to form a pseudostratified epi-
thelium. While the pathways that control cell 
shape changes, such as convergent extension and 
apical constriction are conserved between these 
animal models, overall difference in morphogen-
esis between these models makes the mouse and 
chicken most broadly relevant for understanding 
human neural tube closure.

The mouse also has the advantage of being 
amenable to genetic approaches to study the 
genes required for neural tube closure. The avail-
ability of numerous mouse mutants with NTDs 
provides a rich source of diverse models for 
study to elucidate the genes and pathways 
required for neural tube closure [42, 44, 45, 59]. 
However, because the mouse embryo develops in 
utero, examination of the cell behaviors that 
underlie neurulation presents significant chal-
lenges compared to models that develop exteri-
orly. Thus, historically most of what is known 
about the dynamic cell movements and behav-
iors that drive neurulation comes from studies in 
the frog, fish, and chicken. Yet recent advances in 
live-imaging approaches combined with 
improved ex utero culture conditions are begin-
ning to overcome these hurdles, providing new 
insight as to the cell and tissue movements that 
underlie neural tube formation in the mouse and 
how genetic mutations disrupt this process [74, 
80–90].

2.7  Convergent Extension 
Movements and the Planar 
Cell Polarity Pathway

Following a thickening of the neuroepithelium, the 
neural plate undergoes convergent extension move-
ments, resulting in lengthening and narrowing 

along the anterior-posterior and medial- lateral 
axes. Polarized cell behaviors that mediate conver-
gent extension movements are controlled by the 
planar cell polarity (PCP) pathway [91–93]. PCP 
was first described in Drosophila, where it controls 
the polarity of cells within an epithelium and the 
positioning of asymmetrically localized structures 
such as wing hairs [94]. The PCP pathway is con-
served in vertebrates and is controlled by the non-
canonical Wnt pathway leading to asymmetrical 
distribution of protein complexes within an epithe-
lium (Fig. 2.4). During neurulation, PCP regulates 
the polarization of mediolateral protrusions that 
drive convergent extension movements [95]. Best 
studied in the Looptail (Lp) mouse line with muta-
tion of Van Gogh like-2 (Vangl2), defective conver-
gent extension leads to craniorachischisis, where 
the neural tube fails to close along the entire 
anterior- posterior axis accompanied by shortening 
of the embryo and a wider midline and floorplate 
[96–104]. Interestingly, human embryos with cra-
niorachischisis are short with a broad floorplate 
[105], suggesting that similar mechanisms may 
underlie craniorachischisis in humans. Vangl2 is 
necessary for convergent extension movements in 
the notochord and neural plate [98], and mutations 
in other PCP pathway genes also result in NTDs in 
the mouse. For example, compound mutants for 
the vertebrate homologues of Disheveled or 
Frizzled receptors show craniorachischisis [106–
108], as do targeted knockouts of other PCP path-
way components such as Celsr1, Wnt5a, and Ptk7 
[109–112]. Mutations of PCP genes can also result 
in spina bifida and exencephaly [106, 113–117].

Consistent with the multifactorial threshold 
model for NTDs, a number of genes can interact 
with Vangl2Lp heterozygotes, resulting in NTDs 
in compound mutants. For example, Vangl2Lp can 
genetically interact with other PCP genes, 
 including Wnt5a, Vangl1, Dvl2, Dvl3, Celsr1, Fz1, 
Fz2, Daam1, and Protein tyrosine kinase-7 (Ptk7) 
in compound mutants to cause NTDs [76, 97, 
107–112, 118–121]. Additionally, Vangl2Lp can 
genetically interact with mutations in genes not 
previously identified as regulating PCP pathways 
to give NTDs. These include Grhl3, Bardet- 
Biedl syndrome-1 (BBS1), BBS4, BBS6, cor-
don bleu (cobl) and Scribble (Scrbl), Syndecan 4 
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(Sdc4), and Sec24b [121–127]. Interestingly, het-
erozygous Vangl2Lp/+ embryos show a slightly 
wider and shorter midline and delayed neural 
tube closure [98], providing the basis for the 
development of NTDs in heterozygous embryos 
and in genetic interaction experiments.

PCP genes are also associated with NTDs in 
humans. Thus far, multiple mutations in a variety 
of PCP-related genes are associated with NTDs 
in humans, including predicted and/or proven 
deleterious mutations in CELSR1, CELSR3, 
FZD6, PRICKLE1, VANGL1, VANGL2, FUZ, 
SCRIB, PTK7, and DACT1 [40, 128–148]. The 
deleterious nature of a handful of these sequence 
variants has been verified in a variety of assays to 
test the ability to rescue PCP phenotypes in 
zebrafish, binding to known interacting proteins 
or altered localization in polarized epithelium 
[129, 134, 136, 137, 139, 140]. Remarkably, 
digenic inheritance has also been found involving 
PCP genes in human patients [40, 141, 142, 145, 
148].

2.8  Hinge Point Formation

The medial point in the spinal cord is formed as 
cells of the neural epithelium become wedge 
shaped eliciting bending of the neural plate 
around these hinge points (Fig.  2.5). The pseu-
dostratified neuroepithelium is comprised of 
bipolar neural progenitors with a nucleus that 
moves between apical and basal positions depen-
dent upon the phase of the cell cycle. During 
mitosis, the nucleus is localized at the apical sur-
face, and during other phases of the cell cycle, it 
is positioned more basally. As hinge points form, 
the cell cycle is prolonged, resulting in greater 
numbers of cells in the hinge point in nonmitotic 
phases and nuclei localized in basal positions 
[149–152]. The majority of cells in the MHP 
have basally positioned nuclei, resulting in 
multiple wedge-shaped cells that contribute to 
the bending of the epithelium. This in combi-
nation with local destabilization of adherens 
and tight junctions at the hinge points allows 
bending of the rigid neural plate at the hinge 
points [149–151]. The rigidity of the neural 
plate is maintained by apical constriction 
involving nonmuscle myosin that contracts the 

Fig. 2.4 Key elements 
of the noncanonical 
Wnt/planar cell polarity 
pathway signaling 
pathway involved in 
neural tube closure in 
humans and mice. 
Wnt5a stimulates the 
PCP pathway by binding 
to Frizzled that interacts 
with Celsr1, Vangl, 
Prickle, and the 
coreceptor Ptk7 to 
recruit disheveled (Dvl). 
Dvl activates the small 
GTPases Rho and Rac, 
leading to planar 
polarized actomyosin 
contraction
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circumferential actomyosin cables anchored at 
the adherens junction [153, 154].

In the cranial region, coordinated apical con-
striction of the neural epithelium also contributes 
to hinge point formation and bending of the 

 neural plate [149, 153]. The contractile force 
needed for apical constriction is also generated 
by myosin contracting the actin filaments, a pro-
cess involving the small GTPase RhoA, ROCK, 
and myosin light chain kinase [155–158]. 

Fig. 2.5 Interaction of BMP and Shh signaling results in 
different modes of neurulation along the anterior- posterior 
axis. In the anterior spinal cord (Mode 1), only the medial 
hinge point (MHP) (blue) forms. In the mid-spinal cord 
(Mode 2), both MHP and paired dorsal lateral hinge 
points (DLHP) (red) form. In the posterior spinal region 
(Mode 3), only exaggerated DLHPs are found. The forma-
tion of the MHP is promoted by Shh from the notochord 
and that of DLHPs is inhibited by BMP from the nonneu-
ral ectoderm. BMP expression is consistent along the 
anterior/posterior axis, but Shh is not expressed in the 
lower spinal cord and the BMP antagonist Noggin is not 
expressed in the anterior spinal cord. In Mode 1 neurula-
tion, BMP and Shh are expressed and inhibit DLHP but 
promote MHP formation. In the mid-spinal cord region, 

Mode 2 neurulation  involves both MHP and DLHPs. 
Here  Noggin  blocks the DLHP inhibiting activity of 
BMP.  In the posterior spinal region, Shh expression is 
weak or nonexistent and no MHP forms. The absence of 
Shh and the presence of Noggin promote the formation of 
prominent DLHPs. BMP and Shh influence hinge point 
formation by regulating cellular behaviors. In the DLHP 
(red) and MHP (blue), inhibition of BMP prolongs the cell 
cycle, resulting in increased number of cells with basal 
positioned nuclei, as well as local destabilization of adher-
ence junctions, which leads to buckling of the neural plate 
around regions (white) where circumferential contraction 
of actomyosin cables promote a rigid neural plate. Planar 
polarized apical constriction also contributes to formation 
of the medial hinge point
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Inhibition of this kinase cascade or mutation of 
actin- binding proteins disrupts neural tube clo-
sure [159–164]. One of the best studied regula-
tors of apical constriction in the cranial region is 
Shroom3 [155, 156, 158, 165, 166]. Importantly, 
putative loss of function sequence variants in 
SHROOM3 are associated with NTDs in humans 
[167–169].

2.9  Apical Constriction Is 
Coordinated with PCP 
Activation in the Neural 
Plate

Dynamic integration of PCP and apical constric-
tion pathways drives simultaneous convergent 
extension and bending of the neural plate [158, 
170–173]. Asymmetrical enrichment of PCP 
components with apical constriction pathways at 
the mediolateral facing edge of neuroepithelial 
cells results in the tightening of actomyosin 
cables preferentially along the mediolateral axis 
to allow for the rolling of the neural plate [170]. 
Narrowing and lengthening of the neural plate 
also involves the coordination of PCP and apical 
constriction as epithelial rosettes resolve in a pre-
ferred direction [174, 175]. This complex and 
intimate link between the dynamic localization of 
core PCP proteins, actomyosin assembly, and 
polarized junction shrinking during cell interca-
lation is key for neural tube closure [176]. This 
interaction also provides a basis for genetic inter-
action of the basal-lateral Scribble and the core 
PCP protein Vangl2, which results in craniora-
chischisis in Vangl2Lp/+;ScrblCcr/+ compound 
mutants [122].

2.10  Formation of Hinge Points Is 
Regulated by Shh and BMPs

The relative contribution of the MHP and DLHPs 
to neurulation differs along the anterior-posterior 
axis of the spinal cord (Fig.  2.5; [177]). In the 
anterior spinal cord, MHPs are most prominent 
and DLHPs fail to form, resulting in the neural 
plate folding over the MHP and the neural folds 

meeting in the dorsal midline. This pattern of 
neurulation is referred to as “Mode 1.” In more 
caudal regions, both the MHP and paired DLHPs 
are prominent and the neural plate rolls around 
these hinge points. This is referred to as “Mode 
2” neurulation. In the posterior spinal cord, 
“Mode 3” neurulation predominates where a 
prominent MHP does not form and the neural 
folds roll around the DLHP. In the cranial region, 
both MHP and DLHPs form and DLHP forma-
tion is a dynamic process, as evident in live- 
imaging experiments where DLHPs form, 
disappear, and then reform as the neural folds 
elevate [81].

The dynamic activity of Shh and BMPs along 
the anterior-posterior axis of the spinal cord 
influences the mode of neurulation (Fig.  2.5; 
[178]). Shh is expressed at highest levels in the 
anterior regions of the spinal cord and is almost 
nonexistent in the most caudal regions [178]. 
Moreover, Shh and BMPs inhibit formation of 
the DLHPs [178, 179]. BMPs are secreted from 
the surface ectoderm, and their expression 
remains essentially constant along the spinal neu-
ral plate. However, the BMP antagonist Noggin 
is expressed in middle and posterior regions, 
where it promotes DLHP formation by inhibiting 
BMPs and destabilizing adherens and tight junc-
tions [149–151]. While disruption of BMP sig-
naling results in NTDs [180–186], loss of Shh 
signaling results in exaggerated hinge points, and 
the neural tube still closes. On the other hand, 
activation of Shh signaling by loss of negative 
regulators results in failure of DLHP formation 
and neural tube closure in regions of the neural 
tube where DLHPs are critical [187]. Importantly, 
sequence variants in negative regulators of Shh 
signaling, including SUFU, PTCH1, PKA, and 
GPR161, are associated with spina bifida in 
humans [188–191].

2.11  PCP, Ciliogenesis, and Shh 
Signaling

PCP signaling also influences the positioning of 
cilia on the cell [192]. Many of the genes that 
interact with Vangl2Lp to cause NTDs in mouse 
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models are involved in cilia, including BBS 
(Bardet–Biedl syndrome) proteins. While NTDs 
are not commonly described as features of BBS, 
mouse mutants in some of the genes that cause 
BBS show a low penetrance of NTDs or interact 
with other genes to cause NTDs [126, 193]. 
Similarly  other ciliopathies, such as Meckel- 
Gruber (MKS) and Joubert syndromes are also 
associated with NTDs in mouse models but not 
the human syndrome [194–196]. Mutations of 
the PCP effector proteins Fuzzy and Inturned 
result in defects in cilia and Shh signaling and 
neural tube closure [115–117]. Because cilia 
play an essential role in the transduction of Shh 
signaling [197, 198], the PCP pathway can 
potentially interact with Shh signaling to cause 
NTDs.

2.12  Role of the Nonneural 
Ectoderm in Neural Fold 
Elevation and Fusion

The nonneural ectoderm is required for neural 
tube closure by providing an inductive signal for 
DLHP formation, a driving force for the eleva-
tion of the neural folds and participating in the 
fusion of the neural folds [199–203]. In chicken 
embryos, removal of the surface epithelium 
results in failure of DLHP formation and neural 
fold elevation [202]. This could reflect either an 
inductive or a mechanical role in DLHP forma-
tion and elevation of the neural folds. In support 
of an inductive role, removal of all but a small 
strip of surface epithelium is sufficient to induce 
DLHPs [202]. BMP and Noggin are expressed in 
the surface ectoderm, and culture with a Noggin- 
coated bead will induce DLHPs [179]. On the 
other hand, oriented cell divisions in the epider-
mis of the chicken embryo drive  medial-lateral 
expansion of the tissue [204], and the surface epi-
thelium in Xenopus migrates medially during 
neural tube closure [203], potentially providing a 
mechanical force for neural fold elevation. The 
surface ectoderm differentially contacts the neu-
ral tube along the anterior posterior neural axis 
and it is likely that the role of the surface ecto-
derm changes as well [173].

Grhl2 and Grhl3 are expressed almost exclu-
sively in the surface ectoderm during neurulation 
and are required for the proper development of 
the epidermis and neural tube closure [205–212]. 
Grhl3 is also expressed in the hindgut epithe-
lium, and mutation of Grhl3ct in a hypomorphic 
mouse line creates an imbalance in proliferation 
between the posterior neural tube and the under-
lying hindgut epithelium resulting in spina bifida 
[213]. Grhl3 and Grhl2 null mouse mutants show 
defects in more anterior regions of the spinal cord 
and failure of DLHP formation in spite of normal 
expression of epidermally derived factors 
involved in DLHP formation, such as BMP2 and 
Noggin [205–212]. Importantly, GRHL genes are 
implicated in human NTDs [167, 168, 214].

During fusion of the neural folds, cells extend 
finger-like projections that contact protrusions on 
the opposing neural folds, intercalate, draw the 
folds closer, and fasten them together [81, 82]. 
The neural folds are comprised of neural and 
nonneural ectoderm, which extend different pro-
jections in regionally distinct areas of the neural 
tube [85, 90, 153]. Live-imaging experiments in 
the mouse suggest that closure in the hindbrain/
midbrain region does not occur by “zipping” 
but rather formation of multiple intermediate clo-
sure points that “button up” the folds  together 
[82, 89]. The tissue layer that makes initial con-
tact differs based on the anterior-posterior level. 
Between closure points 1 and 2, fusion is initi-
ated by cells of the nonneural ectoderm, followed 
by cells of the neural ectoderm [82, 215]. 
Between closure points 2 and 3, both layers con-
tact at the same time while initiation at closure 3 
is mediated by the neural ectoderm [215]. 
Scanning electron microscopy revealed that pro-
trusions are predominantly filopodia during 
early stages of spinal neurulation, then replaced 
by membrane ruffles and filopodia [90, 153]. 
The PCP pathway is also required for directional 
protrusive activity of the neural epithelium dur-
ing fusion [76]. Grhl2 is also required for neural 
fold fusion evident in live-imaging experiments 
where elevation and apposition of the neural 
folds can occur but fusion fails [208]. As the 
neural folds meet in the midline, extensive tissue 
remodeling separates the neural and nonneural 
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ectoderm joining the opposing folds. Molecularly, 
GRHL transcription factors influence expression 
of multiple proteins that can influence neural fold 
fusion, including adherens junctions, as well as 
proteins that suppress EMT to reinforce the epi-
thelial properties of the nonneural ectoderm dur-
ing tissue remodeling [86].

2.13  Prevention of NTDs by 
Micronutrient 
Supplementation

Maternal diet is a key environmental factor influ-
encing the incidence of NTDs, and by the 1960s, 
folic acid emerged as a key micronutrient with 
reports that women with NTD-affected pregnan-
cies had reduced intake of folate, as well as lower 
folate levels in blood, than in normal pregnancies 
[216, 217]. This led to a series of clinical trials to 
test if folic acid supplementation could prevent 
NTDs [218–223]. In 1991, results of a double- 
blind randomized trial demonstrated a 72% 
reduction of NTDs in a large trial involving 
women with previous NTD-affected pregnancies 
[224]. Further trials to determine if folic acid 
supplementation could prevent NTDs in women 
of average risk demonstrated that improvement is 
greater depending on the initial NTD rate of the 
population [225]. For example, in Northern 
China, where the NTD rate is very high (48  in 
10,000 live births), the incidence was reduced to 
7  in 10,000 with supplementation. But in 
Southern China, the NTD rate was rather low 
(10  in 10,000) and was only  reduced to 6  in 
10,000 [226]. Many countries now fortify grains 
and cereals with folic acid, and in the United 
States, studies show that fortification results in 
increased folate status of the population, and an 
estimated  30% reduction in the incidence of 
NTDs [227–229]. The MTHFR gene encodes 
methylenetetrahydrofolate reductase, which is 
essential for the conversion of homocysteine to 
methionine, a key reaction in the folate pathway. 
Common polymorphisms in the MTHFR gene 
that reduce enzyme function are associated with 
increased risk of NTDs [230]. For example, 40% 
of the general population is heterozygous and 

10% homozygous for the hypomorphic MTHFR 
667C>T allele. Another common mechanism 
impacting folate metabolism is the production of 
function-blocking autoantibodies against the 
folate receptor, which are found at higher levels 
in maternal serum from NTD-affected pregnan-
cies [231–234]. Folic acid supplementation can 
overcome the increased risk associated with 
MTHFR 667C>T polymorphism or the presence 
of folic acid receptor autoantibodies [235, 236]. 
However, folic acid supplementation does not 
prevent all NTDs in humans, and supplementa-
tion typically only reduces the incidence to 5–7 
per 10,000 live births [225].

Folic acid supplementation can also prevent 
NTDs in mouse models, including lines with 
deletion of Folbp1, Rfc1, Cart1, and Gcn5 or 
mutation in Lrp6Cd and Pax32H [237–246]. The 
maternal genotype also impacts the risk of NTDs 
and response to supplementation. For example, 
NTDs in the Lrp2 mouse model are prevented by 
the injection of folic acid but not dietary folic 
acid [247]. Since Lrp2 plays an important role in 
folate uptake with folate deficiency [248], this 
result highlights the impact of the maternal geno-
type on folate status. This is echoed in human 
data where mothers who are heterozygous for the 
MTHFR 667C>T allele have a slightly increased 
risk of having an NTD-affected pregnancy, 
whereas the risk increases to 60% for homozy-
gous mothers and to 90% for homozygous 
females from homozygous mothers [230].

Similar to NTDs in humans, many mutant 
mouse lines are not rescued by folic acid supple-
mentation [181, 210, 249–252]. Interestingly, 
this may be influenced by the impact of the par-
ticular mutant allele rather than the gene involved. 
For example, NTDs in the Lrp6cd mouse line are 
prevented by supplementation with folic acid, 
whereas supplementation in the Lrp6null mouse 
line results in more severe NTDs and embryo loss 
[253]. In fact, folic acid supplementation results 
in the early loss of mutant embryos in some 
mouse lines [253, 254]. Furthermore, high levels 
of dietary folic acid intake results in activation of 
negative feedback loops, leading to overrepres-
sion of folic acid metabolism [255, 256]. The 
adverse effects of folic acid supplementation are 
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cumulative, with long-term but not short-term 
supplementation being detrimental [254].

Importantly, folic acid deficiency is not suffi-
cient to induce NTDs in humans or mouse mod-
els [257–263]. Rather, gene–environment 
interactions (e.g., suboptimal folate status plus a 
genetic predisposition) likely combine to result 
in NTDs. For example, folate deficiency increased 
the frequency of NTDs in Pax3Sp mutants and 
other susceptible mouse background strains [259, 
260]. Similarly, mutation of a gene required for 
folate metabolism (Shmt1) does not result in 
NTDs, but with folate deficiency, NTDs occur 
[257, 264]. Altered folate metabolism has been 
documented in cell lines derived from NTD- 
affected human fetuses, as well the Pax3Sp and 
Lrp6Cd mouse models of NTDs [243, 265, 266]. 
Finally, Pax3Sp/+;Shmt1−/+ compound mutants 
show increased penetrance and severity of NTDs, 
indicating an interaction of Pax3 mutation with 
the folate pathway [264]. This may be relevant to 
human NTDs as spina bifida and anencephaly are 
associated with PAX3 mutations in the autosomal 
dominant Waardenburg syndrome, as well as in 
nonsyndromic NTDs [22, 32, 167, 267–277].

2.14  Mechanisms by Which Folic 
Acid Prevents NTDs

In spite of the clear benefit for folic acid supple-
mentation, it is not clear how folic acid prevents 
NTDs [230]. Folates are not synthesized by the 
body and need to be included in the diet. Folic acid 
feeds into the folate one carbon metabolism path-
way (Fig. 2.6), a network of interlinked reactions 
that generates key metabolites required for several 
cellular processes, including the synthesis of 
nucleic and amino acids; the production of methyl 
donor S-adenosyl methionine (SAM) used for 
methylation of histones, proteins, lipids, and DNA; 
as well as influencing homocysteine production 
[278–280]. These outputs can directly impact api-
cal constriction and the cytoskeletal dynamics 
necessary for neural fold elevation, as well as cilia 
formation [281–283]. The emerging picture is that 
a variety of functional outputs of folate metabo-

lism are required for normal development. 
Impaired flux of metabolites through these reac-
tions may be the key factor responsible for NTDs 
with deficiency and prevention with supplementa-
tion. The specific metabolites required are likely 
due to individual metabolic need based on how 
flux through the pathway is perturbed by genetic 
mutations and environmental factors.

2.15  Folate is a Cofactor 
Required for Synthesis 
of DNA, Amino Acid 
and Methyl Donors

The Pax3Sp2H mutant mouse strain, which has a 
metabolic deficiency in the supply of folate for 
the biosynthesis of pyrimidine, is susceptible to 
NTDs with folate deficiency, and NTDs in this 
strain are prevented by folate supplementation 
[243, 264]. Either  Folic acid supplementation 
or  deficiency have measurable effects on DNA 
methylation impacting gene expression [284, 
285]. Importantly, both global DNA hypomethyl-
ation and hypomethylation at specific genes are 
associated with an increased risk for NTDs [286]. 
One of these genes is Pax3, which exhibits 
reduced expression and altered methylation with 
exposure to polycyclic aromatic hydrocarbon, as 
well as oxidative stress in diabetic pregnancy that 
induces NTDs [287, 288]. Similar to the Pax3 
mutant models, supplementation of diabetic mice 
with folic acid can prevent NTDs [289]. The 
greater susceptibility of females to NTDs and 
prevention by folic acid supplementation sug-
gests an epigenetic requirement for folate metab-
olism to provide methyl donor groups. Data from 
both humans and mouse demonstrate that anen-
cephaly affects more females than males, and 
NTDs in females are reduced to a greater extent 
with folic acid supplementation [290]. Epigenetic 
inactivation of the X chromosome is proposed to 
act as a sink for methyl donors, resulting in less 
methyl donor groups available for other func-
tions. Folic acid supplementation potentially 
increases available methyl groups and preferen-
tially rescue NTDs in females [290–292].
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2.16  Folate and Homocysteine

Another possible mechanism by which folic acid 
supplementation might prevent NTDs is by 
reducing homocysteine levels [293]. Elevated 
maternal homocysteine during pregnancy is 
associated with an increased risk for NTDs 
[294]. Homocysteine accumulation leads to 
homocysteinylation of a slew of proteins increas-
ing their antigenicity. Folate deficiency in a 
mouse model increases homocysteine levels and 
expression of autoantibodies against homocyste-
inylated proteins that was reversible with folate 
supplementation [295]. In humans, genotypes 
associated with reduced folate uptake or metabo-
lism result in elevated antifolate receptor autoan-
tibodies further impacting folate status of the 
mother [296]. Furthermore, homocysteinylated 
H3K79 was increased in brain tissue from NTD 
cases along with alterations in gene expression 
[297].

2.17  Studies in Mice Suggest 
Supplementation 
with Inositol or Formate May 
Prevent Folate-Resistant 
NTDs

Aside from MTHFR, other enzymes in the folate 
one carbon metabolism pathway have not consis-
tently been associated with NTDs in human popu-
lations or in mouse models [39]. On the other 
hand, the glycine cleavage branch of the pathway 
that links folate one carbon metabolism in the 
mitochondria with reactions in the cytoplasm 
through the transfer of formate is emerging as key 
for NTD susceptibility in both mouse models and 
humans [148, 298–300]. In human populations, 
sequence variants in either the mitochondrial 
methylenetetrahydrofolate reductase (MTHFD1L) 
or the mitochondrial inner membrane folate trans-
porter (SLC25A32) are associated with increased 
risk for NTDs [298, 299, 301, 302]. Mutation of 

Fig. 2.6 The folate 
pathway and neural tube 
defects. Schematic of the 
folate metabolic pathway 
showing key enzymes 
involved in the cytoplasm 
and mitochondria (blue). 
Key outputs of the folate 
cycle hypothesized to 
modulate neural tube 
closure are shown in red 
boxes and include 
regulation of DNA 
synthesis by providing 
the building blocks for 
pyrimidines and purines, 
as well as production of 
methyl donors required 
for methylation of DNA, 
proteins, and lipids. 
Metabolites that can 
prevent NTDs when 
supplemented in mouse 
models are highlighted 
by yellow ovals and key 
enzymes implicated in 
NTDs in humans, such as 
MTHFR and MTHFD1L, 
and are also highlighted 
by yellow boxes
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mouse homologues of these genes also results in 
NTDs [299, 300, 302–306]. Importantly, NTDs 
in many of these models are prevented by supple-
mentation with formate but not folate. These 
findings provide important preclinical data sug-
gesting that formate supplementation in conjunc-
tion with folate should be considered in the 
prevention of folate-insensitive NTDs in humans.

Another supplement with a promise to prevent 
folate-resistant NTDs is inositol, a simple carbo-
hydrate naturally found in many foods [307]. 
Inositol acts as an insulin-sensitizing agent, and 
supplementation improves glucose and lipid pro-
files with positive effects on fertility in assisted 
reproduction and in women with polycystic ovary 
syndrome [308]. Hyperglycemia results in inosi-
tol depletion, and inositol supplementation sup-
presses diabetes-induced NTDs in mouse models 
[309, 310]. Mouse embryos grown in culture and 
Grhl3ct mutants, in particular, develop NTDs 
with reduced inositol in the growth media, and 
the incidence of NTDs in Grhl3ct mutants is 
reduced by inositol but not folic acid supplemen-
tation [311–315]. Additionally, mutation of genes 
involved in inositol metabolism results in NTDs 
[316, 317]. Studies in humans also provide sup-
port for inositol in the prevention of NTDs. Low 
serum concentrations of inositol are associated 
with increased NTD risk and are also found in 
children with spina bifida. Preliminary trials 
where dual supplementation of inositol and folate 
is given to women with previous NTD-affected 
pregnancies suggest that this treatment is highly 
effective as no NTDs have occurred in the dual 
supplementation group, whereas some NTDs did 
occur with folate supplementation alone. 
However, the sample size of these studies is still 
too low to draw definitive conclusions 
[318–323].

2.18  Future Directions

In recent years, next-generation sequencing 
approaches such as whole-genome and whole- 
exome sequencing, as well as targeted sequenc-
ing of extensive panels of candidate genes in 
large NTD patient cohorts, have been employed 

to identify the genes responsible for NTDs in 
humans [38, 141, 142, 145, 324–326]. These 
approaches have the potential to identify new 
candidate genes, as well as multiple sequence 
variants, in a single individual that might contrib-
ute to NTD in a multifactorial fashion. In fact, a 
recent whole-genome sequencing study con-
cluded that the genetic basis for NTD is omnige-
nic involving genes spread across almost the 
entire genome [326]. Furthermore, this study 
concluded that predicted loss of function variants 
in almost all genes had some minor impact on 
NTD risk, and NTD risk was associated with 
increased numbers of rare loss of function vari-
ants. Surprisingly, there was no significant 
enrichment of damaging variants in human ortho-
logs of the 249 mouse NTD-associated genes 
previously implicated in NTDs [42, 44–46, 59, 
327]. These findings indicate that previous efforts 
using targeted genomic screens that rely heavily 
on the candidate genes identified in animal mod-
els represent only the tip of the iceberg in terms 
of the genes that contribute to NTDs. As new can-
didate genes are identified in these human 
screens, the mouse model will be essential for 
modeling the complex interaction of variants 
leading to NTDs.
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3.1  Overview

The pancreas is a glandular organ responsible for 
diverse homeostatic functions, including hor-
mone production from the endocrine islet cells to 
regulate blood sugar levels and enzyme secretion 
from the exocrine acinar cells to facilitate food 
digestion. These pancreatic functions are essen-
tial for life; therefore, preserving pancreatic func-
tion is of utmost importance. Pancreas 
dysfunction can arise either from developmental 
disorders or adult onset disease, both of which 
are caused by defects in shared molecular path-
ways. In this chapter, we discuss what is known 
about the molecular mechanisms controlling pan-
creas development, how disruption of these 
mechanisms can lead to developmental defects 
and disease, and how essential pancreas func-
tions can be modeled using human pluripotent 
stem cells. At the core of understanding of these 
molecular processes are animal model studies 
that continue to be essential for elucidating the 
mechanisms underlying human pancreatic func-
tions and diseases.

3.2  Introduction

The pancreas is a multipurpose glandular organ 
consisting of exocrine acinar cells dedicated to 
secreting digestive enzymes and endocrine islet 
cells that produce critical hormones to regulate 
glucose homeostasis. Both of these functions can 
be disrupted by genetic mutations that lead to a 
wide range of developmental defects and postna-
tal complications that can drastically affect the 
life of afflicted individuals. The most severe 
developmental defects are often incompatible 
with life unless treated at birth, whereas subtler 
defects are often not manifested until adulthood. 
One of the more common diseases associated 
with pancreatic defects is diabetes mellitus, 
which is characterized by an inability to regulate 
blood glucose levels, leading to hyperglycemia. 
Over the years, significant effort and resources 
have been dedicated to elucidating the etiology of 
pancreatic diseases, including understanding the 
underlying congenital defects. To develop treat-
ments for diseases of the pancreas, including dia-
betes, it will be important to characterize the 
development of the organ and determine how the 
highly specialized pancreatic cell types are speci-
fied and function. A complete understanding of 
pancreas development and function will help 
identify genetic risk factors and facilitate the 
implementation of improved therapies that could 
eventually cure rare and common diseases of the 
pancreas. Furthermore, developmental studies in 
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animal models have greatly informed efforts to 
directly differentiate functional islet cell popula-
tions from human stem cells in vitro. In this chap-
ter, we will predominantly describe what is 
known from rodent studies but will also highlight 
contributions from other model organisms and 
indicate when human studies have confirmed the 
findings from these animal models.

Most of what is known about embryonic pan-
creas development has been gleaned from studies 
in several model organisms, including mice (Mus 
musculus), zebrafish (Danio rerio), and frogs 
(Xenopus laevis). Each of these model organisms 
has its own unique benefits and shortcomings, but 
the integrated discoveries have significantly 
advanced our knowledge of pancreas develop-
ment and its associated dysfunctions. Until 
recently, the most commonly used model of 
human pancreas development and disease has 
been the house mouse due to the high degree of 
genomic conservation between the two species, 
shared developmental processes, and amenability 
to genetic manipulations. Studies in rats (Rattus 
norvegicus) have also been used to characterize 
pancreas physiology since many physiological 
and metabolic responses to stress and external 
stimuli are more easily monitored in the rat model 
[1]. Although it has traditionally been more dif-
ficult to manipulate rat genomes, recent techno-
logical advances in gene editing have largely 
overcome these barriers, causing a recent resur-
gence in using rat as a model system for both 
physiological and developmental analyses. In 
addition to rodents, organisms such as chicken, 
zebrafish, and frogs have also provided valuable 
knowledge and insights into the mechanisms of 
pancreas development and beta cell dysfunction 
[2–4]. Although these models are less evolution-
arily related to humans, they each have unique 
assets that have provided critical insights into the 
more fundamental questions about developmen-
tal processes. These model systems have pro-
vided information about the mechanisms of gene 
regulation, cell communication, and the signaling 
pathways that influence cellular function and 
contribute to congenital diseases. These studies 
in model organisms have also paved the way for 

human stem cell-derived models of pancreas 
development and disease, which will be dis-
cussed at the end of the chapter.

3.2.1  Overview of Pancreas 
Development

The pancreas is specified at embryonic days 8–9 
(E8.0–9.0) in mice, which corresponds to approxi-
mately 29–31  days post conception (dpc) in 
humans [5]. This multifunctional organ is derived 
from the foregut endoderm in response to critical 
signals from surrounding tissues, as demonstrated 
in coculture experiments using ex vivo mouse tis-
sue [6]. These early experiments were not able to 
identify the exact molecular pathways in play [7]; 
however, subsequent experiments across several 
model systems have provided a wealth of informa-
tion regarding the molecular regulation of these 
early stages of pancreas development [8]. Briefly, 
in both mice and humans, the pancreas initially 
forms as two spatially distinct buds on the dorsal 
and ventral sides of the endodermal gut tube pos-
terior to the lungs and anterior to the intestine 
(Fig. 3.1). The dorsally derived bud receives sig-
nals from the notochord and dorsal aorta, whereas 
the ventral bud receives signals from the septum 
transversum mesenchyme and cardiac mesoderm. 
Much of what is known about dorsal pancreas 
induction derives from elegant studies in chicken 
embryos [9]. These experiments highlighted the 
importance of the notochord as a signaling hub for 
dorsal pancreas induction. The same group of 
investigators went on to identify activin and FGF 
as the secreted notochord factors that were respon-
sible for repressing Sonic hedgehog (Shh) signal-
ing within the underlying foregut endoderm. 
Furthermore, they demonstrated that repression of 
Shh signaling within the prepancreatic foregut 
endoderm was critical for promoting pancreas 
induction [10]. Alternatively, the ventral pancreas 
develops in a noncontiguous region of the foregut 
endoderm in close proximity to the liver. In experi-
ments performed predominantly in mice, it was 
demonstrated that BMP and FGF signaling from 
the adjacent septum transversum mesenchyme and 
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cardiac mesoderm specified the ventral pancreatic 
bud while simultaneously repressing the liver 
 primordium [11]. Although there are still many 
gaps in our understanding of these earliest events 
in pancreas specification and development, these 
studies provided a comprehensive analysis of the 
early tissue interactions and signaling pathways 
that are important for the primary steps of pan-
creas induction. Furthermore, many of the devel-
opmental events that have been characterized in 
these animal model systems have recently been 
shown to be conserved in human pancreas devel-
opment [12, 13].

Following initial pancreas specification, the dor-
sal and ventral buds independently grow, branch, 
and initiate parallel cellular differentiation path-
ways in what has been referred to as the primary 
transition stage in mice. Between E12.5 and E15.5 
(40–48 dpc in human), the two buds are brought 
into close proximity through morphological move-
ments inherent to the rotating gut tube and fuse to 
form a single organ (Fig. 3.1). Although each anlage 
gives rise to the same complement of adult pancre-
atic cell types, they delineate distinguishable regions 
of the adult organ as the pancreatic head (ventrally 
derived, attached to the duodenum and intestines) 
and tail (dorsally derived, attached to the spleen and 
stomach). Between approximately E14.5–E16.5, 
FGF10 induces Notch and a cascade of unknown 
signaling events [12, 14, 15] to initiate the forma-
tion of exocrine lineage progenitors at the tip of the 
elongating branches and the emergence of endo-
crine progenitors in the central core of the organ. At 
this stage, there is a major wave of islet cell differ-
entiation and expansion, which is referred to as the 
secondary transition. By birth, each of the exocrine 
and endocrine cell lineages have been fully speci-
fied and continues to mature and proliferate for 
approximately 2 weeks postnatally. Several exten-
sive reviews describe many additional intrinsic and 
extrinsic signaling pathways that have been impli-
cated at several stages of pancreatic differentiation, 
maturation, and expansion [14, 15].

In adults, the pancreas is comprised of three 
major tissues: exocrine, endocrine, and ductal 
epithelium. The majority (>90–95%) of the 
pancreas is made up of exocrine tissue, which is 
made up of acinar cells that secrete digestive 

enzymes through the pancreatic ducts into the 
intestine. Most of the remaining pancreatic tis-
sue (~5–10%) is composed of endocrine cells, 
which are organized into mini-organs known as 
islets of Langerhans. The islets are responsible 
for supplying the body with hormones to con-
trol blood sugar levels. There are four major 
endocrine cell types found in mouse and human 
adult islets: alpha, beta, delta, and PP cells, 
each of which produces a unique hormone: glu-
cagon, insulin, somatostatin, and pancreatic 
polypeptide, respectively (Fig.  3.2). Although 
the same four endocrine cell populations exist 
in mice and humans, they are present in differ-
ent relative ratios and with dissimilar spatial 
distribution within islets of the two species [16] 
(Fig.  3.2). Both mouse and human endocrine 
cells predominantly differentiate from an endo-
crine progenitor population as single hormone-
expressing cells, although a subset of endocrine 
cells within the human embryonic pancreas are 
polyhormonal [17]. By birth, the polyhormonal 
populations are no longer present; however, it is 
unclear whether they have resolved into mono-
hormonal cells or have undergone cell death. 
Both species also form small populations of 
ghrelin-producing epsilon cells and gastrin- 
producing cells in the embryonic pancreas, but 
these cell types disappear during postnatal 
stages of pancreatic maturation [18–20].

3.2.2  Molecular Regulation 
of Pancreas Development

Like all developmental processes, pancreas induc-
tion, morphogenesis, and cellular differentiation 
require a carefully orchestrated series of develop-
mental events that rely on the integration of many 
different signaling pathways and transcriptional 
regulators. Studies in animal models have identi-
fied several signaling pathways that are crucial for 
pancreagenesis and have laid the foundation for 
the successful in  vitro differentiation of pancre-
atic progenitors and immature islet populations 
from human stem cells [21] (see below). Although 
many of these critical cell signaling pathways are 
conserved in human pancreas development, they 
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have not been directly implicated in human pan-
creatic developmental defects and disease. This is 
likely because the majority of these pathways are 
globally required during development, and inacti-
vation of such regulatory mechanisms would be 
incompatible with life.

While there are still open questions about the 
precise signaling mechanisms regulating pan-
creas development, animal models have provided 
substantial information about how transcription 
factors regulate pancreas development, including 
evidence demonstrating their functional conser-
vation and importance in disease [22–26]. One of 
the first and most critical transcription factors 
identified in pancreas specification is pancreatic 
and duodenal homeobox 1 (PDX1, also known as 
IPF1 and STF1). PDX1 was first identified and 
characterized in Xenopus [27, 28] and has con-
served expression in all model organisms studied 
to date, and in human. PDX1 is expressed in the 
pancreas, duodenum, and stomach shortly after 
there is morphological evidence of each respec-
tive tissue within the foregut endoderm. Within 
the developing pancreas, PDX1 is initially 
expressed throughout the pancreatic progenitor 
population but ultimately becomes restricted to 

beta and delta cells of the islet [29]. Because of 
its initially broad expression, global deletion of 
Pdx1 in mice leads to pancreas agenesis, a dis-
ease also associated with PDX1 mutations in 
humans (Table 3.1). Shortly following pancreas 
specification, PDX1 becomes coexpressed with 
another early transcription factor—pancreas 
transcription factor 1a (PTF1A) within the earli-
est pancreatic progenitor population [56]. 
Deletion of Ptf1A also leads to partial pancreas 
agenesis, characterized by the absence of acinar 
tissue and a reduced number of endocrine cells 
[57]. Although PDX1 and PTF1a are the first 
tissue- restricted transcription factors known to be 
expressed at the onset of pancreas specification, a 
rudimentary pancreatic bud still forms when 
either factor is deleted, suggesting that there are 
as yet unidentified upstream factors that initiate 
pancreas specification [56].

Additional early players in pancreas develop-
ment are the GATA4 and GATA6 transcription 
factors. These factors are broadly expressed in 
the foregut endoderm, prior to pancreagenesis, 
but become more specifically restricted to the 
pancreatic anlagen [58]. While whole-body 
knockouts of these transcription factors lead to 

Fig. 3.2 Similarities and differences between mouse and 
human islets. The same endocrine cell types are present in 
both human and mouse islets but are spatially distinct and 
present in different ratios in each organism. All percent-
ages are averages and represent a range of endocrine cell 

composition, especially in human alpha and beta cells, 
which can vary greatly from islet to islet. Red represent 
insulin (beta cells), green represents glucagon (alpha 
cells), orange is somatostatin (delta cells), and blue is pan-
creatic polypeptide (PP cells)
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early embryonic lethality prior to pancreas for-
mation due to extraembryonic endoderm and 
heart defects, deletion of both factors simultane-
ously within the pancreas progenitor population 
causes pancreas agenesis [53, 54]. Molecular 
analysis of these mutants revealed that deletion 
of Gata4 and Gata6 in the foregut endoderm 
causes ectopic expression of the hedgehog sig-
naling pathway and respecification of the pan-
creas into intestine and stomach fates [59]. 
Studies are currently ongoing to determine the 
function of the GATA factors during pancreas 
development since interesting differences exist 
between human and mice (see human pancreas 
agenesis section below).

The pancreatic progenitor population gives 
rise to the three major cell lineages in the  pancreas, 
including the islet endocrine cells. At the onset 
of the secondary transition, the transient expres-
sion of the transcription factor Neurogenin3 
(NEUROG3) marks a critical molecular event that 
defines the endocrine progenitor population. 
NEUROG3 is expressed in both pancreas and 
intestinal endocrine progenitor populations. In the 
pancreas, NEUROG3 expression spikes just prior 
to the secondary transition to delineate the endo-
crine progenitor cell population [60]. In mice, 
global deletion of Neurog3 results in the complete 
absence of all pancreatic and intestinal endocrine 
populations [55, 61]. However, individuals with 

Table 3.1 Conserved transcription factors essential for pancreas development contributing to human and mouse 
pancreatic defects and disease

Transcription factor Human disease Mouse defect References
PDX1 Pancreatic agenesis Pancreatic agenesis De Franco et al. [30]

PNDM Stoffers et al. [31]
MODY4 (het) Jonsson et al. [32]

HNF1B Pancreatic hypoplasia Pancreatic agenesis (Hz) Haumaitre et al. [33]
MODY5 Haumaitre et al. [34]

GLIS3 PNDM Neonatal diabetes, loss of beta 
cells

Rubio-Cabezas et al. [35]
Senée et al. [36]
Kang et al. [37]

NEUROD1 PNDM (hz) Postnatal death diabetes Rubio-Cabezas et al. [38]
MODY6 (het) Malecki et al. [39]
T2DM Naya et al. [40]

NKX2.2 PNDM Postnatal death—no beta cells Flanagan et al. [41]
Sussel et al. [42]

MNX1 PNDM Dorsal pancreas agenesis Flanagan et al. [41]
Harrison et al. [43]
Li et al. [44]

PAX6 PNDM No alpha cells, reduced beta 
cells

Solomon et al. [45]
St-Onge et al. [46]

PTF1A Pancreatic agenesis Pancreatic agenesis Sellick et al. [47]
PNDM Weedon et al. [48]

Kawaguchi et al. [49]
Krapp et al. [50]

GATA6 Pancreatic agenesis (het) None, but pancreatic agenesis 
in G6/G4 double knockout

De Franco et al. [30]
PNDM Allen et al. [51]
Adult onset diabetes Shaw-Smith et al. [52]

Xuan et al. [53]
Carrasco et al. [54]

NEUROG3 Adult onset diabetes 
(hypomorphic mutation)

Perinatal death, no endocrine 
cells

Rubio-Cabezas et al. [35]

PNDM (biallelic mutations) Gradwohl et al. [55]
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loss of function alleles of NEUROG3 appear to 
have normal islet endocrine function but suffer 
from severe diarrhea due to the lack of intestinal 
endocrine cells, suggesting that NEUROG3 may 
have a lesser or redundant role in human endo-
crine cell development [35].

Within and downstream of the NEUROG3 
endocrine progenitor cell population, dozens of 
conserved transcription factors have been shown 
to regulate subsequent stages of endocrine cell 
type differentiation [26] (Fig. 3.3). This includes 
two members of the NKX family of transcrip-
tion factors, NKX2.2 and NKX6.1. Although 
NKX2.2 and NKX6.1 are initially expressed 
throughout the pancreas progenitor population, 
they eventually become restricted to the 
NEUROG3 endocrine progenitor cells and con-
tinue to be expressed in subsets of endocrine 
lineages, where they function. NKX2.2 becomes 
restricted to alpha, beta, and PP cells, whereas 
NKX6.1 is specifically expressed in the beta cell 
lineage [42, 62]. Despite their widespread 
expression early in pancreas development, both 
factors predominantly function to specify the 
islet cell lineages: NKX2.2 functions upstream 
of NKX6.1 and is essential for the differentia-
tion of several islet cell lineages, whereas 
NKX6.1 only affects the formation and function 
of the beta cell lineage. Both factors continue to 
be expressed in the adult islet; expression of 
NKX6.1 is essential for appropriate beta cell 
functional maturation, and NKX2.2 is necessary 
for the maintenance of beta cell identity  
[63, 64].

NEUROD1 is another essential transcrip-
tion factor that is broadly expressed in the pan-
creas at several developmental stages and in all 
islet lineages, but functions predominantly 
downstream of NKX2.2 and NEUROG3 to reg-
ulate islet cell development and survival [40, 
65, 66]. Neurod1 null mice die just after birth 
from severe diabetes or survive and develop 
hyperglycemia later in life, depending on the 
mouse strain background [40, 67]. Finally, 
GLIS3 is a functionally conserved transcrip-
tion factor that is coexpressed with NEUROG3 
and then becomes more specific to beta and PP 

cells. Global deletion of Glis3 in mice results 
in greatly reduced beta and PP cell numbers, 
and Glis3 mutant mice often develop neonatal 
diabetes [68]. Consistently, humans carrying 
mutations in GLIS3 can develop permanent 
neonatal diabetes and/or have an increased risk 
of developing both type 1 and type 2 diabetes 
[69, 70].

Genetic studies in mice have identified a 
large cohort of transcriptional regulators, of 
which only a subset have been discussed above, 
that are essential for pancreas development and 
function [22, 23]. Importantly, the identifica-
tion of these conserved factors has guided tar-
geted sequencing of patients with defective 
pancreas development to identify correspond-
ing functions in human. Furthermore, with the 
advent of whole genome sequencing in patients 
suffering from pancreas- related diseases, there 
is increasing evidence that many human 
 developmental disorders are caused by the mis-
expression or dysregulation of specific tran-
scription factors critical for healthy pancreas 
development in mice. Many of these diseases 
can now be traced to disrupted developmental 
processes or genetic mutations (see OMIM, 
https://www.omim.org/), while several others 
still remain uncharacterized [71].

3.2.3  Developmental Defects 
and Their Impact 
on Pancreatic Function 
and Disease

During the past ~20 years, there have been sig-
nificant advancements in our understanding of 
the molecular pathways underlying pancreas 
development. Importantly, studies in human fetal 
pancreatic tissue have confirmed that there are 
conserved expression patterns for many of the 
aforementioned transcription factors and signal-
ing molecules in humans [5, 12, 13, 26, 72, 73]. 
Furthermore, mutational analyses in mice have 
greatly contributed to our understanding of the 
developmental defects that can arise when these 
regulatory pathways are disrupted. As described 
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below, genetic studies in mice have also helped 
identify many of the human genetic mutations 
that are responsible for congenital defects that 
lead to neonatal and adult pancreas-related dis-
eases. It is important to note that unlike many 
other organs, the pancreas is not required for ges-
tational development. However, a functioning 
pancreas, and specifically insulin-producing beta 
cells, are critical for survival after birth. 
Therefore, mutations that impair aspects of pan-
creas development can result in a range of mild- 
to- severe phenotypes, depending on the nature of 
the genetic mutation and/or where the affected 
gene product functions.

Pancreas agenesis Pancreas agenesis is defined 
in patients who have either an incompletely 
formed or completely absent pancreas. The most 
severe cases are rare and nearly always fatal since 
the disrupted developmental processes often 
affect the formation of other tissues and are not 
compatible with survival. However, there are sev-
eral cases of human pancreas agenesis that arise 
from mutations in transcription factor genes that 
have been characterized in mouse genetic mod-
els. For example, several cases of pancreas agen-
esis have been associated with mutations in 
PDX1 and PTF1a, two of the most critical factors 
for early pancreas development in mice [31, 47, 
49, 57, 74]. Mice lacking either Pdx1 or Ptf1a 
form only the initial pancreatic rudiments and die 
shortly after birth due to severe hyperglycemia 
[32, 75, 76]. Despite PDX1 and PTF1a being two 
of the earliest and most critical transcription fac-
tors involved in pancreas organogenesis, muta-
tions in these genes only account for a low 
percentage of pancreas agenesis patients, sug-
gesting that mutations in other factors are respon-
sible for the majority cases of this disease. One 
compelling study that examined the genomes of 
27 agenesis patients showed that 56% of these 
cases could be attributed to haploinsufficient 
GATA6 mutations [77]. Studies in mice have 
shown that GATA6 is a critical regulator of early 
embryonic development—mice lacking Gata6 
die between embryonic day 5.5 and embryonic 
day 7.5 due to early endodermal defects [78]. 

Surprisingly, however, pancreas specific deletion 
of Gata6 in mice had minor effects on pancreas 
development. Only when Gata6 and another 
family member, Gata4, were deleted from the 
developing pancreas simultaneously did com-
plete agenesis occur [53, 54]. This discrepancy 
between the roles of GATA factors in mouse and 
human development is not completely under-
stood but does suggest that there might be back-
ground genetic modifiers or nonautonomous 
environmental defects contributing to the pan-
creas agenesis phenotypes seen in humans. 
Although additional genetic mutations or modi-
fiers that might contribute to the pancreas agene-
sis phenotype observed in patients with GATA6 
mutations have not been identified, when hetero-
zygous loss of GATA6 is modeled in a system of 
human pluripotent stem cell-derived pancreas 
differentiation (see Sect. 3.4), pancreas and beta- 
like cells are still able to form. However, when 
GATA6 mutations are combined with the inhibi-
tion of retinoic acid signaling, pancreas develop-
ment is impaired. These data highlight the 
importance of cross-talk between signaling path-
ways and transcription factors that are essential 
for understanding the mechanisms of pancreas 
agenesis and other diseases [79, 80].

In many agenesis cases, patients can survive 
with very small rudiments of a pancreas, making 
it possible to live with the disease. These cases 
have been primarily documented as dorsal pan-
creas agenesis and are classified as missing the 
neck, body, and tail of the pancreas, which are all 
derived from the dorsal anlage. In some instances, 
these disorders are referred to as pancreatic hypo-
plasia. The first instance of this disease was 
described in 1911, and approximately 100 addi-
tional cases have been reported since then [81]. 
Most of these patients were surprisingly asymp-
tomatic until they developed a secondary compli-
cation, such as diabetes mellitus or pancreatitis. 
The origins of pancreatic hypoplasia are also 
multifactorial, but there are several mouse mod-
els that develop this phenotype and could provide 
insight into the human defects. For example, 
when a key enzyme in the retinoic acid signaling 
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pathway, RALDH2, is deleted, mice die during 
gestation with apparent dorsal-specific pancreas 
agenesis [82]. Dorsal agenesis is also observed in 
mice deficient in  N-cadherin, MNX1, and the 
activin receptor [43, 44, 83, 84]. A comprehen-
sive list of mouse models that result in aspects of 
pancreatic agenesis has been previously docu-
mented [24]. There are many additional case 
studies in humans that describe pancreas hypo-
plasia, although most of them have not identified 
the causal genetic defect [85, 86]. With techno-
logical advances allowing cheaper, faster, and 
more efficient whole genome sequencing avail-
able, it is likely that we will soon have a more 
comprehensive list of mutations that contribute to 
pancreas agenesis, many of which are likely to 
have already been described in mice and other 
model organisms.

Annular pancreas Annular pancreas is another 
pancreatic defect with developmental origins. It 
was first described as early as the nineteenth cen-
tury, when a physician noticed an extension of 
the pancreas, which was described as a connec-
tive tissue wrapped around the duodenum of a 
deceased individual during an autopsy. Some of 
the earliest reports of this disease suggested that 
it was extremely rare; random examination of 
cadavers for the abnormality estimated its inci-
dence at about 3 in 20,000. However, with mod-
ern technological advances, such as endoscopies, 
magnetic resonance imaging (MRI), and com-
puted tomography (CT) scans that allow physi-
cians to identify the disorder in living patients, 
incidence is now estimated to be as high as 1 in 
1000 [87]. Although there is currently a lack of 
consensus on the actual number of cases, recent 
work from Lim et  al. 2017 estimates an occur-
rence of only 1 in 20,000 [88]. Some of this con-
troversy is due to a lack of consensus regarding 
diagnoses. While it is generally accepted that the 
cause of annular pancreas is due to the inappro-
priate development of the ventral pancreatic bud, 
the pathogenesis is still not completely clear. One 
theory is that a free end of the ventral bud fuses to 
the duodenum during development and grows 
around the duodenum as it rotates, although it has 

also been proposed that the ventral pancreas 
inappropriately develops as a bilobed organ, and 
one of the lobes grows around the duodenum [71, 
87]. With a handful of exceptions, the majority of 
human cases are sporadic and have not been 
linked to genetic mutations [89]. Annular pan-
creas has also been observed in mouse models of 
pancreas development when Indian Hedgehog 
(Ihh), a ligand in the Hedgehog (Hh) signaling 
family, is inhibited. This leads to ectopic branch-
ing of the ventral pancreas, causing an annular 
pancreatic phenotype [90]. Interestingly, similar 
mutations in Hh pathway components have not 
been identified in patients with annular pancreas, 
suggesting that other pathways regulating Hh 
signaling contribute to the development of the 
disease. Further work is required to better under-
stand the mechanisms underlying annular pan-
creas, and models in mice hold the most promise 
for elucidating those mechanisms.

Neonatal diabetes mellitus (NDM) Neonatal 
diabetes mellitus is a rare form of diabetes that is 
usually diagnosed in infants at 6 months of age or 
younger. NDM is often confused with type 1 dia-
betes, the more common autoimmune form of 
diabetes that can also occur in young children, 
but patients with NDM are distinguished by their 
lack of autoantibodies. Young patients are diag-
nosed with NDM because of their inability to 
regulate blood glucose levels. They present at 
birth with severe hyperglycemia, a life- 
threatening condition caused by the absence of 
insulin production from the endocrine pancreas. 
NDM is rare, with estimated cases of ~1:400,000 
[91]. Roughly half of the cases are transient neo-
natal diabetes mellitus (TNDM), and although 
they often resolve, many individuals become dia-
betic later in life, suggesting the existence of an 
unresolved developmental defect. The remaining 
cases are referred to as permanent neonatal dia-
betes mellitus (PNDM) and result in lifelong dia-
betic conditions that require continual treatment 
with exogenous insulin, similar to the adult onset 
diabetes. A subset of both PNDM and TNDM 
have also been shown to result from specific 
mutations in genes for ATP-sensitive potassium 
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channels, which are critical for regulating beta 
cell function [92].

Several studies have identified single-gene 
mutations in patients with NDM largely based on 
targeted sequencing of transcription factor genes 
known to be important for pancreas development 
in mice. One study in particular examined the 
sequenced genomes of 37 patients with NDM 
and identified mutations in seven of the 29 candi-
date genes tested. Five of the genes (GLIS3, 
NEUROD1, PDX1, PTF1a, RFX6) had been pre-
viously implicated in PDM, while mutations in 
two additional genes (MNX1 and NKX2.2) were 
also identified [41]. Notably, all of these tran-
scription factors have been studied extensively in 
mice, where they are known to cause severe pan-
creatic defects and perinatal lethality when 
mutated [22, 42, 93], once again highlighting the 
importance of animal models in providing criti-
cal information about genetic defects causing 
human developmental diseases.

Diffuse congenital hyperinsulinism in infancy 
(CHI-D) CHI-D is the most frequent cause of 
severe, persistent hypoglycemia in newborns and 
infants. The majority (60%) of babies are diag-
nosed during the first month of life and the 
remainder diagnosed within the first year. Genetic 
analyses have linked hyperinsulinemia to rare 
mutations in genes encoding the transcription 
factors HNF1A and HNF4A; however, the major-
ity of CHI-D cases are caused by mutations that 
specifically inactivate the critical KATP channel 
necessary for nutrient sensing and insulin secre-
tion [94]. Interestingly, this defect does not fully 
explain the phenotype since a recent histological 
study of postmortem CHI-D pancreatic islets 
suggested that individuals with CHI-D displayed 
additional defects in the somatostatin-producing 
delta cell population [95]. Of particular interest 
was the discovery of aberrant expression of 
NKX2.2  in delta cells; both mouse and human 
studies have demonstrated that NKX2.2 is nor-
mally excluded from this endocrine population. 
In the future, experimental studies in mice to 

induce ectopic expression of NKX2.2  in delta 
cells would clarify whether NKX2.2 misexpres-
sion is a causative factor of the disease.

Maturity-onset diabetes of the young 
(MODY) MODY is a monogenic form of diabe-
tes and comprises about 2% of cases of diabetes 
in people under 20 years old, making this disease 
much more common than NDM [96]. Because 
MODY is broadly characterized by beta cell dys-
function, it is often misdiagnosed as type 1 diabe-
tes. Currently, mutations in 11 different MODY 
genes have been described, the majority of which 
were identified by sequencing genes known to 
cause pancreatic islet defects when mutated in 
mouse models. Furthermore, most of the affected 
genes encode transcription factors that are 
expressed in the developing pancreas and in adult 
beta cells, including PDX1, NEUROD1, HNF4A, 
and HNF1B [31, 39, 97–99]; however, there are 
also a subset of nontranscription factor MODY 
genes (https://www.omim.org/entry/606391) that 
lead to diabetes as well. Since nearly all of these 
genes encode proteins that are critical for impor-
tant developmental process during embryogene-
sis, MODY mutations are predominantly point 
mutations that cause autosomal dominant alleles. 
Interestingly, similar to what was observed with 
the GATA6 mutations in pancreas agenesis, het-
erozygous dominant alleles of several MODY 
genes, including HNF1alpha and HNF3beta in 
mice, do not generally cause disease [100]. This 
could be due to the absence of additional genetic 
modifiers in the inbred animal models used for 
these studies or nonconserved mechanisms of 
disease progression. To clarify whether there are 
underlying genetic or environmental causes for 
these discrepancies between human and animal 
models, new genomic engineering technologies 
such as CRISPR/Cas9 have facilitated disease 
modeling in human stem cell-derived beta cells 
(see stem cell section below). The combination of 
these two disease modeling approaches will sig-
nificantly improve our ability to identify and 
characterize genes responsible for developmental 
diseases of the pancreas.
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3.3  Juvenile and Adult Diseases 
of the Pancreas

While the aforementioned pancreas disorders are 
rare and generally monogenic in origin, there are 
multiple disorders of the pancreas that are much 
more common and result from a combination of 
genetic mutations and environmental influences. 
The most prevalent of these more common disor-
ders is broadly classified as diabetes mellitus 
(DM). This polygenic disease is extremely wide-
spread, affecting nearly 10% of the United States 
population or 30.3 million people. Remarkably, 
an additional 84.1 million people are estimated to 
have prediabetes, a condition that indicates a high 
likelihood to develop full diabetes in a person’s 
lifetime [101]. There is currently no cure for dia-
betes, which is part of the reason that it was the 
seventh leading cause of death in the US in 2015 
(American Diabetes Association, http://www.
diabetes.org/diabetes-basics/stat ist ics/) . 
Although the designation of DM represents many 
different diseases, nearly all of these statistics are 
summations of the two main types of diabetes 
mellitus, type 1 and type 2. In the following sec-
tion, animal models of these  diseases will be 
explored, compared, and contrasted in relation to 
current treatments for each disorder. Although 
these adult diseases are generally not considered 
to be “birth defects,” there are strong genetic 
components underlying both diseases, and many 
of the genetic mutations are in genes previously 
characterized in developmental processes.

3.3.1  Type 1 Diabetes Mellitus 
(T1DM)

Type 1 diabetes mellitus is a multifactorial auto-
immune disease characterized by the destruction 
of insulin-producing beta cells in the pancreatic 
islet, leading to severe hyperglycemia in affected 
individuals. T1DM is prevalent in children; how-
ever, individuals of all ages can develop the dis-
ease. As of 2015, there have been an estimated 
account of 542,000 children with the disease, and 
the incidence appears to be increasing every 
decade (International Diabetes Federation, http://

www.diabetesatlas.org/). In humans, approxi-
mately 20–40 different genes have been linked to 
T1DM, including strong linkage to particular 
alleles of the major histocompatibility complex 
(MHC) II region, which accounts for approxi-
mately 40% of the hereditary cause of 
T1DM. Despite the important genetic component 
of the disease, not all individuals with genetic 
risk factors develop T1DM, suggesting a role for 
environmental factors. The disease generally pro-
gresses through several well-defined stages. The 
presence of autoantibodies is the main classifier 
of stage 1 of disease progression and will persist 
throughout the life of the patient. Loss of beta 
cell mass also begins during stage 1. Stage 2 
coincides with the advent of hyperglycemia due 
to further loss of beta cells, which are being 
destroyed by the autoimmune attack. Finally, 
stage 3 is defined by even further loss of beta 
cells past a critical threshold, as well as presenta-
tion of clinical symptoms such as polyuria, thirst, 
hunger, and weight loss associated with severe 
hyperglycemia. More serious complications of 
chronic hyperglycemia include retinopathies, 
neuropathies, nephropathies, and cardiovascular 
diseases. All of these serious complications 
 warrant further study and highlight a need for 
even better treatments and eventually a cure for 
the disease.

Models of T1DM There are several rodent mod-
els of TIDM that have greatly facilitated our 
understanding of disease onset and progression, 
despite some inherent limitations regarding how 
these models were generated and how their 
immune systems function as compared to 
humans. The most common murine model of 
T1DM is the nonobese diabetic (NOD) mouse. 
Created in Osaka, Japan, in the 1970s, these mice 
develop insulitis as early as 3–4 weeks of age 
leading to the destruction of beta cells, mimick-
ing T1DM progression in humans [102]. 
Importantly, many of the T1DM alleles and bio-
logical pathways are shared by humans and NOD 
mice. Furthermore, the MHCII locus is similar in 
structure in NOD mice and humans [103]. While 
NOD mice have proven to be an extremely useful 
model for understanding the progression of T1D, 
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recent access to human T1DM pancreatic tissue 
has revealed some important differences in 
immune infiltration and disease pathology 
between the species [104]. Furthermore, it has 
been relatively easy to treat NOD mice with 
immunotherapies and drug treatments that unfor-
tunately have not been recapitulated in human 
trials [105].

Another rodent model of spontaneous 
autoimmune- induced T1DM are BB rats, which 
were named for the founder colonies: BBdp/Wor 
(inbred from Worcester, MA, USA) and BBdp 
(outbred from Ottawa, Canada) [106]. Male and 
female mice from both strains initially develop 
pancreatic insulitis, and the beta cells are 
destroyed between 50 and 90  days of life. 
Interestingly, persistent immune cell infiltration 
does not occur in these animals’ islets, which is 
consistent with patients with T1DM [106]. While 
these rats are clearly useful for modeling T1DM 
and the associated effects of the disease like neu-
ropathies [107], a major drawback is that they 
almost always develop lymphopenia, a disorder 
in which individuals have very low levels of lym-
phocytes or white blood cells. While lymphope-
nia happens in nearly all BB rats, the condition is 
not normally associated with people who have 
T1DM.  This additional immunological compli-
cation has affected the interpretation of many 
studies using BB rats and is an important 
reminder that animal models of disease are not 
exact replicas of human disease and should be 
used in conjunction with one another to make 
informed conclusions about the disease.

3.3.2  Type 2 Diabetes Mellitus 
(T2DM)

Unlike the types of diabetes mellitus discussed 
above, T2DM is frequently linked to the meta-
bolic syndrome and the obesity epidemic rather 
than developmental mutations, although there is 
often a genetic component to this highly multi-
factorial disease. T2DM is the most common 
form of diabetes, accounting for more than 90% 
of cases. T2DM is characterized by metabolic 

dysfunction, impaired insulin secretion, and insu-
lin resistance, alone or in combination [101]. 
There are approximately five stages or phases of 
diabetes: prediabetes and phases 1–4, each 
marked by a particular set of symptoms. 
Prediabetes and phase 1 are mainly characterized 
by glucose intolerance in which an afflicted indi-
vidual is unable to properly clear glucose after 
eating, which leads to hyperglycemia. In addi-
tion, prediabetics begin to lose sensitivity to insu-
lin, even though their beta cells are still fully 
functional. Phase 2 is marked by basal hypergly-
cemia in addition to glucose intolerance. At this 
phase of the disease, patients may also experi-
ence insulin resistance. In phase 3, afflicted indi-
viduals generally have fasting hyperglycemia, 
along with some functional beta cell loss. In 
phase 4, patients often require exogenous insulin 
due to severe loss of functional beta cells, which 
fail to produce sufficient amounts of insulin to 
regulate blood glucose levels. Complications 
from this late phase can also, in rare cases, lead to 
what some describe as phase 5 and is  characterized 
by ketoacidosis as the body begins to look for 
other sources of fuel. As the disease progresses, a 
multitude of serious secondary health complica-
tions occur, including cardiovascular disease, 
neuropathies (numbness, particularly in extremi-
ties), nephropathy, retinopathy, stroke, and high 
blood pressure [108].

Models of T2DM In humans, T2DM represents 
a heterogenous set of complex polygenic dis-
eases; therefore, choosing the right rodent T2DM 
model is critical. Rodent models have been tradi-
tionally classified as spontaneous or induced, and 
vary greatly in the severity and phase of diabetes 
they represent. The most common models are 
monogenic or diet induced, and each has advan-
tages and disadvantages [109]. Here, we describe 
a subset of these models in more detail and 
explain how each model is used to further under-
stand and treat T2DM.

LepOB/OB and LeprDB/DB mice are two related 
monogenic models of obesity-induced T2DM 
that affect the function of the leptin hormone, 
which regulates appetite, and the receptor through 
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which it signals, respectively. The inability to 
regulate feeding occurs when either of these criti-
cal components does not function normally. The 
LepOB/OB model was discovered as a spontane-
ously occurring mutation in 1949 at the Jackson 
Laboratories, but the genetic mutation was not 
identified as leptin until the mid-1990s [110]. 
The LepOB/OB mice generally start gaining weight 
around 2 weeks of age and are hyperglycemic by 
about 4 weeks. While these mice are character-
ized as having diabetes due to this hyperglycemia 
and impaired insulin release, they generally do 
not progress to stage 3 of T2DM, unless they are 
bred to be on the C57BLKS/J background [111]. 
The LeprDB/DB mice were similarly discovered as 
a spontaneous mutation in the 1960s, again at 
Jackson labs, but the mutation was not linked to 
the leptin receptor until years later [112]. The 
development of diabetes occurs in a similar fash-
ion to the LepOB/OB model, but when placed on the 
C57BLKS/J, these mice will develop full-blown, 
late-stage T2DM, often leading to ketoacidosis 
and death after just a few months. Interestingly, 
depending on the strain background, each of 
these models can produce either hyper- or hypot-
rophic beta cells and can both be hyper- and 
hypoinsulinemic. Phenotypic variability that 
depends on strain background is analogous to the 
differences in disease progression and severity 
seen in patients with leptin-related deficiencies.

Named after the city in Japan where these 
mice were created, the AKITA mouse is another 
mouse model used to study T2DM. The origins 
of this model’s disease are rooted in a spontane-
ous mutation in the INS2 gene inhibiting normal 
processing of insulin in the beta cell. The inap-
propriate accumulation of misfolded insulin pro-
tein leads to ER stress, which results in severe 
insulin-dependent diabetes. This generally occurs 
in 3–4 weeks and is accompanied by some of the 
symptoms of T2DM, like polyuria and hypergly-
cemia resulting from loss of beta cell mass, 
although this mouse is not obese. Furthermore, 
Akita mice have also been used to study diabetes 
complications, like neuropathies or cardiovascu-
lar defects, and have served as a reliable model to 
test the utility of exogenous beta cell sources to 
supplement beta cell deficits [113, 114].

In addition to these common mouse models of 
T2DM, there are also several rat models avail-
able, each with its own unique benefits and cave-
ats [109]. The Otsuka Long Evans Tokushima 
Fatty (OLETF) rat has been used as a model for 
late-onset T2DM since the early 1990s [115]. 
These rats are unable to restrict their appetite and 
become obese with age. With obesity, they 
develop the inability to regulate their blood glu-
cose levels and become insulin resistant, leading 
to diabetes onset [116]. Similar to humans, the 
age of disease onset and severity of disease varies 
widely in OLEFT rats; however, this also makes 
it a difficult model to study. Another popular rat 
model of T2DM is the Zucker Diabetic Fatty 
(ZDF) rats. Developed in the mid-1980s, ZDF 
rats have dysfunctional leptin receptor, similar to 
the LepDB/DB mice. They are frequently used to 
study the transition from prediabetes to early- 
onset diabetes and become fully diabetic by 
about 12  weeks of age. While they serve as a 
good model to study this important transition, the 
Zucker rats are genetically predisposed to 
 acquiring defects in beta cell transcription factors 
that also contribute to their diabetic phenotype 
independent of leptin signaling defects, which 
can complicate analyses [117]. The Goto-
Kakizaki (GK) rat provides a nonobese model to 
study mild T2DM characterized by hyperglyce-
mia and insulin resistance largely linked to neo-
natal beta cell developmental defects [118, 119]. 
Similar to all disease models, the correct choice 
of the animal model depends on the type of dia-
betes and questions being explored.

3.4  Human Models of Pancreas 
Development

While mice, rats, and other animal models have 
been invaluable in furthering our knowledge of 
pancreas development, as well as pancreatic dis-
ease onset and pathogenesis, the fact remains that 
they differ substantially from humans. Apart 
from the obvious differences, mice also exhibit 
subtle but fundamental differences from humans 
in terms of their beta cell development, beta 
cell mass, islet organization, and blood glucose 
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tolerance. These differences mean that although 
mice and other model organisms provide a great 
preliminary model for human development and 
disease research, they are not sufficient for com-
plete insight into the complex pathologies that 
affect the human pancreas.

3.4.1  Modeling Human Pancreas 
and Islet Development In Vitro

Studying human pancreas development is fraught 
with challenges, both technical and ethical. Much 
of our current knowledge comes from pancreatic 
tissues taken from aborted human fetuses at vari-
ous stages of early development—up to 22 weeks 
[5, 120]. These tissues are generally sectioned 
and examined by antibody staining to reveal 
insights into pancreas and islet morphology, 
appearance and relative ratios of pancreatic cell 
types, and islet cell organization during fetal 
development. While these methods have pro-
vided some insights into human pancreas devel-
opment and highlighted similarities and 
differences between mice and humans, they only 
provide a static view of developmental processes 
in an unperturbed state. The analysis is further 
complicated by the extreme sample variability 
that exists between different patient donors. Due 
to the inherent limitations associated with study-
ing human development and the corresponding 
defects that lead to disease, the ability to recapit-
ulate human development in a dish by differenti-
ating human pluripotent stem cells (hPSC), 
including hESCs and hiPSCs (embryonic and 
induced pluripotent stem cells, respectively), rep-
resents an exciting new avenue of research. 
Furthermore, the advent of gene editing technol-
ogies, such as TALENs and CRISPR/Cas9, which 
allow researchers to induce putative human 
disease- causing mutations into the hPSC differ-
entiation system, has revolutionized our ability to 
characterize the intrinsic contribution of particu-
lar genetic mutations to developmental defects 
and disease. However, to truly harness the poten-
tial of hPSCs, we need efficient protocols that 
allow their directed differentiation to organs and 

cell types of interest, including stem cell-derived 
pancreas and beta-like cells (SBCs).

One key approach to differentiating hPSC 
toward a specific cell type is to faithfully reca-
pitulate the developmental cues in vitro that the 
cells would “experience” during in vivo develop-
ment. As our understanding of human develop-
ment is limited, directed differentiation of hPSC 
to SBCs is largely based on knowledge derived 
from animal models of development and disease 
that were outlined previously in this chapter. A 
number of protocols currently exist for the dif-
ferentiation of hPSCs to pancreas and beta-like 
cells [121–125]. Although all of the protocols 
are able to accurately mimic the earliest stages 
of pancreas development, through to the genera-
tion of endocrine progenitor cells, the directed 
differentiation of the mature exocrine and islet 
cell types has proven more challenging. This is 
in part due to the relative paucity of information 
related to the signaling pathways that are 
involved in these later stages of development and 
differentiation.

In general, pancreas differentiation protocols 
can be broken down into the developmental 
stages defined in mice (Figs. 3.3 and 3.4). Since 
we know that pancreas is derived from endoderm 
and, in particular, foregut endoderm, the first few 
differentiation steps are not specific to the pan-
creas but are shared by all endodermally derived 
tissues (Fig. 3.4). First, hPSCs must transition to 
a definitive endoderm cell fate, which is driven 
by activation of the WNT and TGF beta path-
ways. Following 2 days of differentiation, the 
cells express transcription factors specific to the 
definitive endoderm stage of development, 
including SOX17. The definitive endoderm cells 
are then differentiated toward primitive gut tube 
by activation of the FGF signaling pathway. After 
approximately 3 days, the cells have switched on 
primary gut tube markers, including HNF1A, 
FOXA2, and HNF6. At this point, the pancreatic 
cell fate, which is marked by PDX1 expression, 
is induced by retinoic acid and the inhibition of 
hedgehog signaling, similar to what occurs dur-
ing mouse dorsal pancreas induction. Inhibition 
of the BMP signaling pathway is also necessary 
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to block the differentiation of pancreatic foregut 
cells toward liver lineages, similar to ventral pan-
creas formation in the mouse (Figs. 3.3 and 3.4, 
matching colors).

Once pancreatic cell fates have been specified 
(corresponding to approximately E9.5 of mouse 
pancreas development,) the PDX1 positive pan-
creatic foregut cells are then differentiated into 
pancreatic endoderm cells that continue to express 
PDX1 and have also activated NKX6.1 via FGF 
signaling. These cells undergo endocrine differen-
tiation and are subsequently exposed to a cocktail 
of empirically defined signals that drive them 
toward pancreatic beta cells while blocking dif-
ferentiation to other pancreatic cell types. Similar 
to the differentiation of mouse pancreatic endo-
crine cells, the pancreatic endoderm cells will 
transiently express the transcription factor 
NEUROG3 and then NKX2.2 to delineate the 
endocrine progenitor population around day 13 of 
the differentiation protocol. After approximately 
10 more days of endocrine differentiation, the 
early endocrine cell population emerges, classi-
fied by the expression of key beta cell markers. 
While these cells do begin to produce the insulin 
hormone, they are not yet functional as they do 
not regulate insulin secretion in response to glu-
cose stimulation. A further 7 days of maturation in 
a minimal media is required to allow the cells to 
become functional beta-like cells. While 95% of 
cells reach the NKX2.2 stage, only 20–40% go on 
to become insulin positive SBCs, indicating that 
additional research is needed both in mice and in 
the hPSC system to optimize the pancreas differ-
entiation protocol.

3.4.2  Disease Modeling with Stem 
Cell-Derived Pancreatic Cells

Although the hPSC pancreatic differentiation 
protocol still needs to be refined, it has already 
proven to be extremely useful for validating 
conserved gene functions in human pancreas 
development. For example, in a tour de force 
study by the Huangfu group, TALEN and 
CRISPR/Cas- mediated gene editing was used 
to analyze the role of eight essential pancreatic 
transcription factors (PDX1, RFX6, PTF1A, 
GLIS3, MNX1, NEUROG3, HES1, and ARX) 
in the hPSC- directed differentiation of pancreas 
[80]. These studies not only verified conserved 
gene requirements between mice and humans 
but also revealed a number of previously unsus-
pected developmental mechanisms with impli-
cations for type 2 diabetes. Similar studies were 
also instrumental in addressing potential dis-
crepancies between mouse and human gene 
functions. Using gene-edited hESCs and 
patient-specific IPSCs, two groups were able to 
partially resolve the discrepancy between 
mouse and human phenotypes caused by muta-
tions in GATA6 by implicating the contribution 
of genetic modifiers and nonautonomous cell 
defects to the pancreas agenesis phenotype seen 
in human patients [79, 80]. Similarly, McGrath 
and colleagues used hESC- derived pancreatic 
cells to confirm that NEUROG3 had similar 
essential roles in mouse and human pancreas 
endocrine cell development but determined that 
patients with mutations in NEUROG3 retained 
sufficient functional protein to avoid disease 

Fig. 3.4 Directed differentiation of hPSCs to beta-like 
cells in a dish. Based largely on knowledge gleaned from 
animal models of pancreas development, the stepwise 
addition of chemicals and small molecules to human plu-
ripotent stem cells leads to the activation and inhibition of 
many of the cell signaling pathways required for differen-

tiation into insulin-producing beta-like cells. A selection 
of the critical transcription factors expressed at each stage 
is noted underneath each time point, noted by day of dif-
ferentiation and largely corresponds to the same transcrip-
tion factors found at similar stages of mouse development 
(Fig. 3.3)
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[126]. These are just a small number of studies 
that demonstrate the utility of stem cell-derived 
pancreas tissue to model development and dis-
ease. With increasing technological advances 
and a better understanding of pancreas develop-
ment from animal models, these in vitro differ-
entiation models hold great potential for making 
even greater strides in elucidating outstanding 
questions about human pancreas development 
and disease.

Acknowledgement Illustrations in this chapter were 
drawn by Jennifer Colquhoun.
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4.1  Overview

The gastrointestinal (GI) tract consists of a 
remarkable series of organs that spatially and 
temporally coordinate the vital process of diges-
tion to extract key nutrients required to sustain 
our day-to-day functions. During development, it 
undergoes complex and highly specialized mor-
phogenetic events to form functionally distinct 
organs. Its failure to develop properly leads to 
serious congenital diseases, which if left untreated 
are particularly devastating and often result in 
premature death. These GI diseases have been 
estimated to impact approximately 8–16 of every 
10,000 newborns [1, 2]. Importantly, the clinical 
manifestations of these diseases are severe, with 
untreated cases having high mortality rates. 
While some disorders, such as Hirschsprung’s 
disease, can be treated effectively with surgery, 
the efficacy of this management  strategy is far 
lower for other diseases, such as necrotizing 
enterocolitis. Moreover, children often face com-
plications from these surgical procedures, lead-
ing to secondary ailments. Consequently, a better 
understanding of gastrointestinal development is 
fundamental to the treatment and prevention of 

congenital GI maladies. This chapter will explore 
some of the most prevalent and biologically com-
plex congenital diseases of the GI system, with 
emphasis on animal models that both elucidate 
their underlying causes and lay the essential 
groundwork for the advancement of translational 
medicine.

4.2  Development 
of the Gastrointestinal 
System

To understand how GI maladies impact the health 
of an individual, a foundational knowledge in the 
structure, function, and development of the GI 
tract is crucial. In humans, the GI tract is divided 
into several morphologically distinct regions, each 
of which performs a unique role in digestion 
(Fig. 4.1). At the rostral end is the esophagus, the 
primary function of which is to pass partially 
digested food from the mouth to the stomach [3]. 
The stomach is a cavernous structure that performs 
several duties, the foremost being the chemical 
breakdown of food via the secretion of hydrochlo-
ric acid. Additionally, the stomach secretes hor-
mones that regulate appetite and stores digested 
food before passing it to the small intestine [4]. 
The small intestine comprises three major regions: 
the duodenum, jejunum, and ileum. A coordinated 
effort between these three regions enhances the 
breakdown of stomach contents, allowing for the 
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absorption of fats,  carbohydrates, and proteins 
through its large, finger-like epithelial projections 
known as villi [5, 6]. Finally, the large intestine 
exists at the most caudal end of the GI system. The 
large intestine, or colon, is devoid of villi, having 
instead a flat surface that absorbs water from lumi-
nal contents and contributes to the excretion of 
waste [7].

The GI system begins as a simple, featureless 
tube extending the length of the embryo. Known as 
the primitive gut tube, this cylindrical structure 
forms during gastrulation and is composed of cells 
from two primary germ layers. The outer layer of 
the tube is derived from mesodermal cells, which 
will eventually give rise to the muscle, vascular 
system, and stromal cells. The cells facing the inner 
lumen are of endodermal origin, eventually differ-
entiating into the various epithelial cells that pro-
vide the GI tract with its core functions [8–11]. In 
humans, the primitive gut tube closes at approxi-
mately the fourth week of pregnancy, with divi-
sions occurring over time into morphologically 
distinct regions, known as the foregut, midgut, and 
hindgut. The foregut structure is the precursor to 
several distinct organs, including the esophagus, 
stomach, proximal intestine, pancreas, liver, and 

gallbladder. The midgut will eventually grow to 
form the small intestine, and a portion of the colon, 
while the hindgut gives rise to the descending colon 
and rectum [12, 13]. The enteric nervous system 
also begins to form during the third week of gesta-
tion, with neural crest cells invading the mesoder-
mal lining. This process begins at the rostral 
(proximal) end of the gut, innervating the foregut at 
week 3 and the distal (caudal) hindgut at week 7 
[14, 15]. The featureless primitive gut tube eventu-
ally gains functionally distinct regions, beginning 
at approximately day 51, with epithelial protru-
sions (villi) forming in the proximal intestine, 
growing in a proximal-distal wave until the 54th 
day. Likewise, the gastric epithelium undergoes 
patterning and differentiation, establishing the 
sharp boundaries that wall this organ off from the 
esophagus and intestine [10]. Development of the 
gut continues in this fashion, with the growth and 
development of unique cell types and morpholo-
gies, even after birth.

Notably, organisms commonly used to model 
the GI system have evolved their own unique gas-
trointestinal architecture, making them distinct 
from humans. For example, the keratinized layer 
of the murine esophagus extends into the stomach, 

Fig. 4.1 Diagrammatic representation of gastrointestinal 
maturation. The primitive gut tube (a) is composed of two 
primary germ layers: endoderm (which will give rise to 
epithelial cells) and mesoderm (which will develop into 
supporting structures along the gut). As the gut develops 

and undergoes regionalization, this featureless tube grows 
into several functionally and morphologically distinct 
organs, including the esophagus, stomach, intestine, and 
colon (b). Epi epithelium, Mes mesenchyme, Eso esopha-
gus, St stomach, Int intestine, Col colon
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creating a region known as the “forestomach,” act-
ing as another region to mechanically break down 
food [11]. Likewise, the chicken does not have a 
stomach per se, but rather has an analogous struc-
ture termed “gizzard.” This structure is much more 
muscular than a stomach and contains small, 
ingested stones that serve to grind food rather than 
digest it chemically [16]. Further, the mouse intes-
tine fully matures after birth, finishing at about 
postnatal day 15 [17, 18]. However, humans estab-
lish fully defined villi embryonically [10]. 
Understandably, the structural and functional dif-
ferences from models to humans limits the utility 
of models. However, much of the developmental 
machinery remains intact despite these differ-
ences, establishing these animal models as highly 
useful approximations of their human counter-
parts. For this reason, animal models of GI disor-
ders play an indispensable role in defining the 
mechanisms that function in human disease.

4.3  Esophageal Morphogenesis 
and Disease

Located dorsally to the trachea, the esophagus is 
a muscular tube lined with stratified, squamous 
epithelium, connecting the oral cavity to the 
stomach. Mucus secreted by submucosal glands 
and peristaltic contractions by underlying smooth 
musculature drives the passage of consumed sub-
stances into the stomach. In humans, the adult 
esophagus is approximately 18–25 cm in length 
and is demarcated by the upper and lower sphinc-
ters, which ensure the unidirectional flow of food 
and liquid [19].

During embryonic development, a sheet of 
endodermal cells rearranges to form the primitive 
gut tube, marking the onset of gut organogenesis. 
This process begins 26–28 days post fertilization 
in humans and 8.5 days (E8.5) post fertilization 
in mice. Specifically, the esophagus derives from 
the anterior portion of the foregut. Cellular and 
molecular events coordinated by converging sig-
naling pathways lead to the polarized separation 
of the single lumen gut tube into the  ventrally 
located trachea and the dorsally located esopha-
gus. This process occurs from E9.5 to E11  in 

mice and between 28 and 42 days post fertiliza-
tion in humans [20]. Consequently, congenital 
esophageal defects are primarily caused by dys-
regulated signaling pathways, which activate a 
cascade of transcriptional programs, leading to 
disrupted gut tube polarization and morphogene-
sis. Ultimately, the loss of proper dorsal-ventral 
patterning in the gut tube culminates in the 
improper separation of the trachea and esopha-
gus, leading to life-threatening defects in new-
borns (Fig. 4.2).

4.3.1  Esophageal Atresia 
and Fistula

Affecting one in 3500–4000 births in the United 
States, congenital defects of the esophagus 
include esophageal atresia (EA) with and without 
trachea-esophageal fistula (TEF) [21, 22]. Pure 
EA is characterized by the abrupt sac-like termi-
nation of the true esophagus that disrupts the con-
nection to the stomach. However, in most fetal 
patients, EA occurs in conjunction with TEF, 
where an ectopic pseudo-esophagus, or “fistula,” 
will branch from the trachea and connect to the 
stomach. EA/TEF phenotypes can manifest in 
various forms, potentially due to gene dosage 
effects [23], environmental factors, and/or the 
presence of modifier loci [24]. Clinically, five 
types of EA/TEF categories have been observed: 
type A) pure EA with no TEF, type 2) EA with 
proximal TEF, type C) EA with distal TEF, type 
D) EA with proximal and distal TEF, and lastly, 
type E) H-shaped TEF with no EA. Notably, type 
C is the most common form of EA/TEF, with 
84% of affected newborns presenting with this 
variant. It must be noted that EA/TEF rarely 
occurs as the sole disorder in patients; it rather 
usually occurs in conjunction with abnormalities 
in other organs. The observed variation in EA 
type and disease pathology enforces the concept 
that EA/TEF is a complex disease, potentially 
influenced by multiple genetic and environmen-
tal interactions (Fig. 4.2).

Mouse knockout models demonstrate the criti-
cal roles of epithelial and mesenchymal tran-
scription factors (TFs) in permitting tracheal- 
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Fig. 4.2 Developmental cascades and diagrammatic rep-
resentations of EA/TF. (a) Cross sectional view of the 
primitive foregut demonstrating TFs and signaling path-
ways enriched in the dorsal and ventral regions. The puta-
tive esophageal region contains high levels of SOX2, 
NOGGIN, and BMP7, while the opposing future tracheal 
epithelium contains NKX2.1, SHH, and WNT7b. BARX1, 
a mesenchymal factor expressed in the boundary between 
the early esophagus and trachea, attenuates Wnt signaling 
in the dorsal esophageal region. Dysregulation of these 

expression patterns impairs esophageal-tracheal separa-
tion, leading to EA/TEF type defects. (b) Clinical repre-
sentations of EA/TEF categories. EA/TEF can occur 
along a spectrum of phenotypes, with different combina-
tions of EA with and without proximal or distal fistula 
formation. Type C is the most common form of EA/TEF 
(87% of affected patients): Sox2 hypomorphic mutants, 
Noggin−/−, Adriamycin-treated embryos, Foxf1−/− all dis-
play type C EA/TEF and are relevant models to study this 
type of EA
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esophageal separation. TFs are  DNA- binding 
proteins that are known to be critical in regulating 
tissue-specific programs in a spatial and temporal 
fashion. SOX2, a key member of the SRY family 
of TFs, is abnormally expressed in a host of 
esophageal disorders such  as EA/TEF, anoph-
thalmia-esophageal-genital (AEG) syndrome 
[25], and esophageal cancer [26]. During murine 
esophageal development, SOX2 is enriched in the 
dorsal epithelium of the gut tube (the putative 
esophagus), while a homeobox containing TF 
NKX2.1 is enriched in the ventral epithelium (the 
future trachea). In murine embryos, the loss or 
reduction of either TF ectopically activates the 
reciprocal factor, disrupting the dorsal-ventral 
polarization and subsequently resulting in EA/
TEF phenotypes. Specifically, hypomorphic Sox2 
mutants with varying levels of Sox2 depletion 
exhibit increasingly severe EA/TEF phenotypes 
and an expanded Nkx2.1 expression domain [23]. 
In contrast, Nkx2.1 knockout mutants exhibit an 
overexpression of Sox2, but these mice still reca-
pitulate TEF defects [27]. These findings corrob-
orate rare EA/TEF phenotypes seen in AEG 
syndrome patients with heterozygous, inactivat-
ing SOX2 mutations [25]. Given the conservation 
of the SOX2 function in murine and human 
esophageal development, these mouse models 
highlight the importance of dorsal-ventral pat-
terning via TFs during tracheal- esophageal 
separation.

In conjunction with epithelium-specific fac-
tors, mesenchymal TFs also play a critical role 
during tracheal-esophageal separation. 
Heterozygous deletion of the mesenchymal TF, 
Foxf1, in murine embryos attenuates Sonic hedge-
hog (Shh) signaling, causing TEF defects [28]. 
Similarly, patients with deletions spanning the 
FOXF1 cluster at 16q24.1 also display EA/TEF 
defects, emphasizing the importance of both mes-
enchymal TFs and Shh signaling in esophageal- 
tracheal separation. While Foxf1 heterozygous 
mouse mutants do not display EA like the human 
counterparts [29], these differences can be 
explained by the additionally deleted loci within 
the FOXF1 cluster in humans (i.e., modifier loci) 
and/or FOXF1 gene dosage effects. BARX1, like 

FOXF1, is a mesenchymal TF that influences 
esophageal development. BARX1 is a homeobox 
TF enriched in the dorsal foregut mesenchyme 
and functions to restrict Wnt signaling by promot-
ing the expression of the Wnt antagonists (sFRP1 
and sFRP2) [30]. In developing mice, deletion of 
Barx1 expands the Wnt expression domain into 
the dorsal foregut, resulting in EA/TEF, which 
was visualized using TOPGAL, a reporter of Wnt 
activity (which marks activation of the canonical 
Wnt target Tcf3/Lef1) [31]. These models high-
light the importance of TFs in establishing dorsal-
ventral patterning during foregut tube separation. 
Ultimately, more studies are required to investi-
gate how these TFs interact with signaling path-
ways to establish dorsal- ventral polarization.

In addition to TFs, key developmental path-
ways coordinate tracheal-esophageal separation 
via epithelial-mesenchymal cross-talk. Wnt, 
Bmp, Shh, and retinoic acid (RA) signaling path-
ways aid in the differentiation of respiratory and 
esophageal fate, ensuring the generation of two 
diverse tubes from one simple endodermal 
intermediate.

As previously mentioned, Wnt signaling is 
specifically active in the ventral (or putative tra-
cheal) foregut, while in the dorsal domain this 
cascade is inhibited by SFRPs. Deletion of 
β-catenin, the main Wnt signaling effector, in the 
mouse endodermal epithelium (ShhCre, β-cateninfl/

fl) causes loss of Nkx2.1 expression and expan-
sion of the Sox2 domain, leading to EA/TEF 
defects [32]. In addition, loss of Wnt2 and Wnt2b 
in the developing foregut causes complete lung 
agenesis, while esophageal specification is unim-
paired [33]. These results together demonstrate 
that Wnt signaling is critical for tracheal- 
esophageal separation but dispensable for esoph-
ageal fate specification.

Bmp signaling is critical for specifying tracheal 
fate and for the suppression of esophageal identity. 
The Bmp ligands BMP4 and BMP7 are expressed 
in the primitive gut tube epithelium (ventrally and 
dorsally, respectively) [34, 35]. However, the Bmp 
antagonist Noggin is restricted to the dorsal side. 
This leads to the selective activation of Bmp signal-
ing in the ventral tracheal region, adding another 
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level of dorsal-ventral patterning. Relatedly, murine 
embryos lacking Noggin (Noggin−/−) displayed 
EA/TEF defects, which are rescued upon loss of 
Bmp4 or Bmp7 [24]. Loss of one copy of Bmp4 or 
deletion of Bmp7 in the Noggin-null background 
rescued the EA/TEF phenotype by attenuating 
overactive Bmp signaling [24, 36]. In addition, loss 
of Bmp receptors in epithelial cells (ShhCre, 
Bmpr1afl/−, Bmpr1b−/−) also developed EA/TEF 
defects due to loss of gut tube polarization via ven-
tral expansion of the dorsal SOX2+ domain [37]. 
Jointly, these studies demonstrate the importance 
of tightly regulated Bmp signaling during 
esophageal- tracheal separation. In humans, loss of 
the locus containing NOG recapitulates the murine 
EA/ TEF phenotype, validating the Noggin knock-
out mutants as a model for EA/TEF [38].

Shh signaling has also proven to be a vital 
regulator of tracheal-esophageal development. 
Shh is first expressed in the ventral foregut endo-
derm prior to tracheal organogenesis and is later 
expressed in the ventral esophageal epithelium. 
After the esophageal-tracheal separation, Shh 
expression shifts to the dorsal portion of the 
esophagus, while expression elsewhere is 
reduced. In mice, the loss of Shh or its down-
stream effectors, Gli2 and Gli3, leads to EA/TEF 
through decreased expression of tracheal specify-
ing factors such as NKX2.1, WNT2/2b, and 
BMP4 [39]. Similarly, a subset of patients with 
mutations in SHH (SHH+/−) and GLI3 also dis-
play the EA/TEF phenotype [39–41], demon-
strating the importance of murine systems in 
modeling human EA/TEF.

Finally, RA signaling has been shown to func-
tion upstream of Bmp, Shh, and Wnt signaling 
and is thus a critical initiating factor of events 
leading to tracheal-esophageal separation. To dis-
sect the sequence of signaling induction, two dif-
ferent animal models were employed by Rankin 
et  al.: RA signaling was attenuated in Xenopus 
embryos using morpholinos and in E7.5 mouse 
embryos ex vivo using RA signaling antagonists. 
Both models demonstrated that the ablation of 
RA signaling dysregulates the downstream 
expression of Shh, Bmp, and Wnt effectors [42]. 
Corroborating these data, knockout mice of RA 
signaling receptors present with EA/TEF [43].

Although genetic manipulation of rodent mod-
els has been critical in defining the molecular 
mechanisms underlying foregut morphogenesis 
and EA/TEF development, key mechanistic ques-
tions remain unanswered. The incorporation of 
advanced live-cell imaging, TF chromatin immu-
noprecipitation sequencing, and mouse genetics 
will further our understanding of how foregut 
cells establish dorsal-ventral patterning and dis-
tribute themselves appropriately to achieve proper 
esophageal-tracheal separation. In addition, 93% 
of patients with EA/TEF have associated defects 
in vertebral, anorectal, cardiac, tracheal, esopha-
geal, renal, and limb (VACTERL) structures [19]. 
Given that these structures share early develop-
mental origins (for instance, the anus and rectum 
are both primitive gut tube derivatives), it may be 
beneficial to revisit straight deletions of common, 
early development genes shown to be critical for 
the VACTERL development and potential EA/
TEF- like phenotypes.

It is important to note that mouse models, while 
highly useful, do have limitations when it comes to 
studying esophageal morphogenesis. Structural 
differences in esophagi between mice and humans 
limit the use of these animals in identifying sec-
ondary disease mechanisms related to esophageal 
versus tracheal fate specification during EA/TEF 
pathology. As such, organoids derived from human 
pluripotent stem cells would be highly beneficial 
for understanding human-specific disease mecha-
nisms [44]. In addition, the early postnatal lethal-
ity of current EA/TEF mouse models complicates 
the study of potential treatment options for new-
borns with surgically corrected EA/TEF. In order 
to generate a clinically relevant animal model that 
can be utilized to study the feasibility of potential 
surgical treatments, the first porcine model of type 
A or pure EA has been generated by surgically 
attenuating the esophagus, in a procedure known 
as esophagectomy. These minipigs were used in a 
follow-up surgical procedure to study potential 
treatment options for pure EA phenotypes [45]. 
Building upon existing mouse models, alternate 
surgically induced EA/TEF animal models such as 
porcine, canine, and nonhuman primates would 
therefore advance the prospects of disease treat-
ment and/or management.
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4.4  Gastric Structure, Function, 
and Disease

The stomach plays a critical role in the digestion 
process. Through secretion of hydrochloric acid 
and enzymes, it is the site of chemical decomposi-
tion of ingested food. The stomach also regulates 
the sensation of hunger through the production of 
satiety-inducing hormones. Further, the stomach 
acts as a holding cell for digested food (chyme) to 
permit efficient digestion and nutrient absorption 
by the small intestine. Disruptions in these core 
functions ultimately impairs nutrient absorption 
[11, 46, 47].

In humans, the stomach is divided into several 
functionally distinct units. At the most rostral 
point lies the cardia, wherein the cardiac sphinc-
ter joins the esophagus to the stomach to prevent 
stomach contents from entering the esophagus. 
Caudally from this junction, the stomach widens, 
with the leftmost curvature (residing below the 
diaphragm) being termed the fundus. Food begins 
its chemical breakdown process in the body of 
the stomach, which lies caudally to both the car-
dia and fundus, via mixing with acid and 
enzymes. Digested food then collects in the fun-
dus of the stomach, where it awaits passage into 
the small intestine through the pylorus. The pylo-
rus houses the pyloric sphincter, a thick, muscu-
lar layer that carefully regulates the passage of 
chyme into the duodenum (proximal small intes-
tine) for nutrient absorption [48, 49] (Fig. 4.3).

Given the unique roles of stomach compart-
ments, it is no surprise that each of these regions 
comprises functionally distinct epithelial cell 
types that become specified throughout develop-
ment. These cells are the functional units of the 
stomach and, as such, play a diverse set of roles. 
Gastric epithelial cells are arranged into glandu-
lar units, column-shaped invaginations into the 
surrounding stromal tissue, with each region of 
the stomach retaining its own unique gland type. 
While each type varies in its composition, the 
major cell types include: parietal cells, which 
secrete gastric acid and intrinsic factor, chief 
cells (or zymogenic cells), which secrete the 
enzyme pepsinogen (responsible for the break-
down of proteins into smaller peptides), and 

enteroendocrine cells, which secrete a number of 
hormones such as gastrin and cholecystokinin 
[11, 50, 51].

Congenital disorders of the stomach are rare 
but can have serious implications for an individu-
al’s quality of life. Often these disorders disrupt 
the flow of chyme from the stomach to the intes-
tine, leading to severe blockages and ultimately 
malnutrition in neonates. Clearly, a better under-
standing of these disorders will be crucial in alle-
viating this medical burden. Below we will 
discuss infantile hypertrophic pyloric stenosis, 
one of the most common congenital gastric disor-
ders, and highlight recent advances in the 
employment of new animal models.

4.4.1  Infantile Hypertrophic Pyloric 
Stenosis

Infantile hypertrophic pyloric stenosis (IHPS) is 
a relatively uncommon disorder of the gastric 
pylorus region, affecting 1–4/1000 newborns, 
and its severity differs significantly by race, geo-
graphical location, and sex [52–54]. As its name 
suggests, individuals afflicted with this illness 
experience a weakening of the pyloric muscle 
layers. However, individuals also experience 
hyperplasia and thickening of the muscle layer, 
leading to severe obstruction of the gastric outlet. 
The clinical presentation begins between one and 
12 weeks of age, with initial presentations being 
mild,  infrequent vomiting of small volumes. 
However, as the disease progresses, infants pres-
ent with projectile vomiting, a direct consequence 
of gastric outlet obstruction [55]. Advancements 
in surgical remediation have improved the out-
come of IHPS dramatically, with significantly 
reduced mortality rates [56], but the cause of this 
disorder remains up for debate (Fig. 4.3).

It is theorized that this disorder is multifac-
eted, being shaped by both genetic and environ-
mental forces. Evidence of this stems from 
epidemiological studies. One such study noted a 
200-fold increase in the likelihood of IHPS 
development among monozygotic twins and a 
40- to 50-fold increase among dizygotic twins 
[57]. Further, studies have demonstrated that 
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males are four- to fivefold more likely to develop 
IHPS than are females. Collectively, these studies 
suggest a strong genetic component in IHPS for-
mation, ultimately driving investigations into the 
underlying genetic mechanisms.

In the early stages of its investigation, several 
studies noted the presence of pyloric spasms in 
newborns, who later developed IHPS.  It was 
therefore theorized that improper innervation of 
the pylorus may be an underlying cause of this 
disease. Two mouse models have thus been 
developed to investigate the role of the enteric 

nervous system in IHPS development, converg-
ing on the nitric oxide (NO) synthesis pathway, a 
critical mediator of muscle relaxation.

The first model, termed hph-1 [58], is defi-
cient in GTP cyclohydrolase (GTPCH) activity, 
which is required for the metabolism of BH4, a 
cofactor of NO synthase activity. In this model, 
NO production is diminished, and the mice pres-
ent with temporary IHPS symptoms, including a 
thickening of longitudinal and circular muscle 
layers that persist for approximately 6 months 
[59]. While GTPCH activity is diminished, it is 

Fig. 4.3 Morphological 
changes of the stomach 
in models of infantile 
hypertrophic infantile 
stenosis (IHPS). The 
stomach is divided into 
structurally and 
functionally distinct 
regions: the corpus, 
fundus, and pylorus. The 
esophagus is located at 
the rostral end of the 
stomach, and the small 
intestine is attached to 
the caudal end of the 
stomach through the 
pyloric sphincter. Mouse 
models of IHPS (hph-1 
and Nos1−/−) present 
with an abnormally 
thickened muscle layer 
of the pyloric sphincter, 
visually recapitulating 
gastric blockages seen in 
human infants 
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unclear whether the mutation is directly disrupt-
ing the Gtpch gene. The hph-1 mouse model was 
first identified though a forward-genetics screen 
aimed at locating deficiencies in phenylalanine 
hydroxylase function, but subsequent sequencing 
of Gtpch [60] and its 5′ flank [61] was unable to 
identify functional mutations.

Recent work has questioned the canonical 
framework of IHPS development in hph-1 mice, 
noting that BH4-mediated reduction of NO also 
results in the production of reactive oxygen spe-
cies (ROS) [62]. It was found that ROS accumu-
lation activated ROCK-2, a protein traditionally 
involved in smooth muscle contraction, ulti-
mately increasing pyloric thickness in hph-1 
mice. These findings suggest that pyloric con-
traction, rather than relaxation, is culpable in 
IHPS development.

Further, a recent study examined the regres-
sion of IHPS symptoms in adult hph-1 mice. The 
authors of this study noted that adult mice display 
no symptoms of IHPS and that these mice were 
no longer deficient in BH4. This group reasoned 
that exogenous sources of BH4 could contribute 
to the regression of IHPS symptoms over time. 
Ultimately, this study identified a commensal 
BH4-producing bacterial population in adult 
mice, which is absent in newborns. This team 
therefore concludes that in the absence of endog-
enous BH4 production, bacteria act as a critical 
reservoir to ensure proper postnatal pyloric 
development [63].

The second model of IHPS again converges 
on the NO synthesis pathway. The Nos1 mouse 
model harbors a targeted disruption of exon 1 in 
the Nos1 gene, leading to a specific inhibition of 
NO synthesis. These mice have large distended 
stomachs and, as a result, pyloric hypertrophy, 
reminiscent of the human condition [64]. 
Interestingly, the previous genome-wide SNP 
association study revealed no significant varia-
tions within the coding region of NOS1 in IHPS 
patients, suggesting that altered epigenetic regu-
lation of this gene might be involved in the dis-
ease pathogenesis [65].

While it is well understood that disruptions in 
muscle function, stemming from disrupted NO 
synthesis and ROS production, are causative fac-

tors in IHPS pathogenesis, the exact pathways and 
the identity of genes involved are unknown. 
Consistent with the critical roles of developmen-
tal TFs in esophageal development, a recent 
mouse genetic study has demonstrated that Nkx2- 
5 and Gata3 are required for the development of a 
pyloric outer longitudinal muscle fascicle during 
pyloric sphincter morphogenesis [66] (Fig. 4.3).

Clearly, many questions regarding the pathol-
ogy of IHPS remain. While NO synthesis and 
gastric-specific transcription factors seem to play 
crucial roles in stomach muscle development, the 
clinical causes of IHPS are still unclear. However, 
recent work has made progress on this front, with 
a genome-wide association study identifying 
IHPS-associated variants near the NKX2-5 locus, 
corroborating findings in mice [67]. Accordingly, 
future work should focus on establishing novel 
mouse models based on clinically relevant muta-
tions. A recent study took a strong bioinformatic 
approach, wherein the use of over 1600 cases of 
IHPS identified a series of novel SNPs. In this 
study, the team focused on their most significant 
hit, a SNP  located 301 bases downstream of 
APOA1 (a gene associated with circulating cho-
lesterol). Interestingly, this team discovered that 
reduction in circulating cholesterol correlated 
with both the APOA1 SNP and an increased risk 
of IHPS [68]. These results indicate that much 
more work needs to be done to understand the 
etiology of IHPS, which will require novel and 
fully characterized models of this disease.

4.5  Neonatal Intestine 
and Disease

The neonatal intestine is exposed to an extremely 
different environment soon after birth. The 
immune response must begin to distinguish 
between self and nonself, differentiating food 
antigens and commensal microbiota from 
 pathogenic species. This highly complicated and 
regulated process is perturbed in premature 
infants exposed to broad-spectrum antibiotics. 
Antibiotics disrupt the bacterial diversity of the 
newborn intestinal tract, subsequently impairing 
normal intestinal immune system development 
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[69]. Additionally, immature intestinal epithelial 
cells exhibit a compromised physical barrier, 
allowing the translocation of pathogens, and 
express high levels of TLR4, which activate 
abnormal immune responses [70]. These events 
ultimately lead to intestinal inflammation.

The small intestinal gland unit consists of the 
villus and crypt. Lgr5-expressing intestinal stem 
cells located at the bottom of the crypt give rise to 
two major cell types, enterocytes and secretory 
(endocrine, goblet, and Paneth cells) lineages 
[71]. Each cell lineage plays a unique and impor-
tant role in maintaining barrier integrity [72]. 
Goblet cells arise in embryonic stages of gut 
development. These cells secrete mucin glyco-
proteins, which generate the mucus layer of the 
intestine to protect against the harsh environment 
of the intestinal lumen [73]. Animal studies 
showed that mucus gene expression is influenced 
by bacterial colonization, demonstrating that gly-
cosylation alters interactions with bacterial 
pathogens [74, 75]. Paneth cells, a secretory cell 
type found at the base of the intestinal crypts, 
secrete antimicrobial peptides to guard against 
pathogenic species [76]. Studies comparing 
germ-free mice to conventionally raised mice 
demonstrated a reduced number of goblet cells 
and impaired expression of Paneth cell lectin, 
suggesting a microbial influence on the differen-
tiation of goblet cells and Paneth cells [77, 78].

4.5.1  Necrotizing Enterocolitis 
(NEC)

Necrotizing enterocolitis (NEC) is an inflamma-
tory intestinal disease occurring mainly in the 
ileum and colon of neonates, leading to intestinal 
necrosis, systemic sepsis, and multiorgan failure 
[79]. NEC is one of the most prevalent and life- 
threatening gastrointestinal diseases in preterm 
infants with low birth weight (<1500 g) [80]. In 
North America, approximately 5–10% of preterm 
neonates are afflicted with NEC, with an approxi-
mately 30% mortality rate [81, 82]. NEC survi-
vors have poor neurodevelopmental outcomes, 
and the average annual cost of caring for these 
infants ranges from 500 million to 1 billion dol-

lars [69]. NEC is considered a multifactorial dis-
ease associated with prematurity of the intestinal 
epithelium, enteral feeding, use of antibiotics, and 
abnormal bacterial colonization [83–87]. Despite 
decades of studies examining the pathogenesis of 
NEC, its complex etiology remains poorly under-
stood, and effective treatment options have yet to 
emerge, with mortality rates remaining stagnant. 
Consequently, developing reliable and reproduc-
ible animal models for the study of NEC is crucial 
to advance the state of knowledge in this field.

Several models have been developed to evalu-
ate specific facets of this disease in isolation and 
in combination with therapeutic treatment [88, 
89]. A widely cited murine model of NEC makes 
use of a hypoxia/hypothermia/formula feeding 
(HHF) regimen to induce NEC-like symptoms, 
which include necrosis, hypoxic stress, and 
severe ileum histopathology. Based on this, vari-
ous new NEC models have been proposed: 
administration of platelet-activating factor (PAF), 
Paneth cell depletion, infection, and chemical 
injury [88]. This section will highlight the vari-
ous strengths and weaknesses of these models 
and discuss potential directions for the develop-
ment of new models.

The rat model of NEC was developed in the 
early 1970s by Dr. Barlow and colleagues in 
New  York. This model makes use of formula 
feeding and bacterial colonization to demonstrate 
that rat breast milk feedings completely protect 
against NEC development compared to pups 
receiving formula feedings. This result suggests 
that breast milk may support mucosal immunity 
and facilitate commensal gut flora, thus promot-
ing intestinal epithelial repair and regeneration 
[90]. Building on this idea, the same research 
group then developed a new model, which 
includes hypoxia, hypothermia, and formula 
feeding (HHF), demonstrating that any stress that 
decreases mesenteric blood flow can promote 
NEC [91]. Reflecting physiological and histo-
pathological changes observed in human NEC, 
this model has become the gold standard of NEC 
model systems [89]. Today, the histologic grad-
ing standard devised by Dr. Barlow remains in 
use for NEC confirmation in all current rodent 
models.

R. J. Smith et al.



97

Variations of the rat HHF experimental strat-
egy have since been employed by investigators to 
address novel questions. Caplan et al. used the rat 
HHF NEC model to compare full-term with pre-
mature newborn rats, revealing that hypoxia is a 
crucial instigating factor of NEC [92]. 
Interestingly, enteral treatment of the PAF- 
degrading enzyme acetylhydrolase (PAF-AH) is 
sufficient to reduce NEC incidence. Further sup-
porting the role of PAF in NEC pathogenesis, 
direct injection of PAF with LPS can induce 
NEC-like symptoms in rats [93].

Compared to the rat NEC model, establishing 
a mouse model of NEC has been challenging due 
to their small size and the frailty of transgenic 
pups. However, the use of mice to model NEC 
has the potential to produce novel, highly 
impactful insights into NEC pathogenesis due to 
the tractability of mouse genetics. The earliest 
attempt to use mice in NEC research was actu-
ally a temporary intestinal ischemia model 
achieved by occluding both superior mesenteric 
vessels with a bulldog clamp [94]. However, the 
first true neonatal mouse NEC model was estab-
lished in 2006, when the rat HHF NEC model 
was adapted to mice [70]. In this model, mice 
were delivered by cesarean section before term 
and subjected to gavage feeding with puppy for-
mula every 2 h from postnatal day 0 (P0) using a 
small orogastric feeding catheter. These mice 
were also exposed to both hypoxic conditions 
(100% N2 for 1 min) and cold stress (4  °C for 
10 min), twice daily for total of 72 h (Fig. 4.4). 
Using the Tlr4 mutant mice, the authors demon-
strated that Tlr4 mutant mice are protected from 
NEC-like pathology, revealing its role in NEC 
pathogenesis [70].

While the HHF mouse model of NEC is now 
widely employed, some studies have made use of 
chemical stress factors to induce this disease in 
mouse pups. Ginzel et al. [95] demonstrated that 
dextran sodium sulfate (DSS) is sufficient to 
induce NEC in formula-fed neonatal mice, caus-
ing NEC-like lesions with humoral and cellular 
immune responses in the small and large intes-
tines. This NEC model has the advantage of avoid-
ing physical stressors for animals, such as hypoxia 
and hypothermia [95]. Trinitrobenzenesulfonic 

acid (TNBS) has also been used to instigate NEC 
phenotypes in 10-day- old mice. TNBS acts as a 
hapten, generating an immune response that 
induces macrophage- dominated mucosal lesions, 
similar to that of human NEC [96].

Paneth cell (PC) elimination is another inter-
esting method used to induce NEC in mouse 
pups. Paneth cells are epithelial cells that secrete 
antimicrobial peptides. The heavy-metal chelator 
dithizone reacts with the zinc contained in Paneth 
cells to produce zinc-dithizonate complexes, 
which impairs Paneth cell function [97]. Zhang 
et al. [98] reported that P14–P16 mice subjected 
to intraperitoneal injection of dithizone and 
administered Klebsiella pneumoniae (a gram 
negative bacteria), developed NEC within 10 h. 
This implies a central role of Paneth cells in miti-
gating pathogen-induced NEC initiation.

In addition to rats and mice, rabbits, quail, and 
hamsters have also been used in the study of NEC 
pathogenesis [99–101]. Functionally, many of 
these models are variations of the HHF model 
employed in rats and mice. However, several 
models have been created to address unique fac-
ets of NEC etiology. For instance, mechanical 
models of NEC exist for rabbits, wherein the 
application of tissue adhesive to anal openings 
and formula feeding with Enterobacter cloacae 
can recapitulate the intestinal dysmotility 
observed in human patients [99]. Further, the 
contribution of individual bacterial species in the 
pathophysiology of NEC also has been delin-
eated using a gnotobiotic quail model [100]. In 
this instance, inoculation of germ-free quail with 
bacteria of interest led to an improved under-
standing of iNOS pathway activation in early- 
stage NEC.  Similarly, administration of 
Clostridium butyricum elucidated the roles of 
butyric acid in NEC formation, demonstrating 
the importance of germ-free models in under-
standing NEC initiation [102, 103]. Finally, 
 models of NEC have extended to nonhuman pri-
mates. The preterm baboon (Papio cynocephalus 
anubis/P. cynocephalus cynocephalus) has also 
proven itself invaluable in understanding NEC 
etiology. Baboons delivered via cesarean section 
at 125 days gestation (67% gestation, term being 
185  days, equivalent to 27-week gestation in 
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humans) [104] were provided treatment similar 
to that employed for neonatal humans with sep-
sis, including mechanical ventilation, antibiotics, 
and enteral feeds. Interestingly, this study dem-
onstrated that the premature intestine increases 
levels of Smad7 expression, which inhibits the 
autocrine expression of TGF-β2  in epithelial 
cells, resulting in increased macrophage inflam-
matory responses, resembling human NEC [104, 
105].

Animal NEC models have made great strides 
over the past 40 years, encompassing numerous 
species to answer diverse and distinct questions 
of NEC etiology (Table 4.1). Although no model 

perfectly replicates human NEC, each model has 
greatly improved our understanding of the imma-
ture intestinal tract and the pathophysiology of 
NEC.  However, it is also clear that an animal 
model more accurately representing human NEC 
will be required for elevating the management 
protocol of NEC patients and developing thera-
peutics to improve patient outcomes. Future work 
could utilize recently developed humanized 
mouse models such as xenobiotic receptor 
humanized mice [106] and TLR4 humanized 
mice [107]. By simulating the human condition 
with great accuracy, these models could signifi-
cantly advance human NEC research.

Fig. 4.4 Representative mouse NEC models. (a) 
Conventional HHF model described by Caplan et al. [70, 
92]. Cesarean section was performed between E18 and 
E19. Pups were allowed to recover for 2 h, then fed every 
2 h starting with 0.03 mL of formula, increasing to 0.04 mL 
in the subsequent 24  h (to deliver ∼200  kcal/kg/day). 
Hypoxia stress was accomplished by exposure to 100% 
nitrogen for 60  s, followed by exposure to hypothermic 

conditions (4 °C) for 10 min twice daily. (b) NEC model 
proposed by Zani et al. [140]. NEC induction starts from 
postnatal day 5 (P5). Mice are formula fed by gavage (15 g 
Similac+75 mL Esbilac) and subjected to hypoxia (5% O2 
for 10 min, three times a day). Oral administration of 4 mg/
kg/day of LPS (lipopolysaccharide from Escherichia coli 
0111:B4) is done on the first and second day of NEC 
induction in combination with formula feeding 
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4.6  Colonic Structure, Function, 
and Disease

The colon (or large intestine) is the most distal 
region of the gastrointestinal system. Its main 
function is to remove and absorb water from 
digested food. Similar to its small intestinal coun-
terpart, the colon is arranged into repeated epithe-
lial structures along its length. However, unlike 
the small intestine, the colon lacks villi. Instead, it 
is fully composed of crypts, in a physical structure 
reminiscent of gastric glands. Colonic crypts 
house stem cells at the base of the crypt, where 
they give rise to absorptive enterocytes, as well as 
goblet cells and enteroendocrine cells of the 

secretory lineage (notably, Paneth cells are not 
present in the colon). The colon develops simi-
larly to the small intestine, in a wave-like pattern 
of growth. This results in a gradient of colonic 
crypt depth, with the most shallow crypts present 
in the proximal colon and the deepest in the distal 
colon [7, 108]. Newborn diseases of the colon are 
relatively common, as far as GI disorders go, and 
life-threatening if left untreated. Preclinical mod-
els of colonic diseases are therefore imperative to 
improve survival rates, as well as the quality of 
life in those who survive.

4.6.1  Hirschsprung’s Disease

Hirschsprung’s disease (HD) is primarily a disor-
der of the enteric nervous system (ENS). 
Characterized by the absence of ganglion cells 
from the distal colon, it ultimately causes pro-
longed muscle contraction and colonic obstruc-
tion (Fig.  4.5). Patients present with distended 
abdomens, often accompanied by severe vomit-
ing and an inability to pass stool. This disease 
occurs in about 1:5000 newborns, with males 
being four times more likely than females to 
present with HD [109, 110]. When left untreated, 
newborn survival is dramatically reduced due to 
enterocolitis (bacterial infection and inflamma-
tion) [111]. Colonic resection, the primary treat-
ment of HD, significantly reduces mortality rates, 
but patients often have complications from 
 infection after surgery. A recent summary of HD 
explores this topic in great depth [110]. Given its 
varied penetrance and range of severity among 
patients, it is difficult to discern the underlying 
mechanisms of HD.  It is therefore crucial to 
establish animal models that will recapitulate the 
etiology of this disease.

A number of animal models have been estab-
lished to study the complexities of HD. Mouse mod-
els of HD have previously been discussed at length 
[112], so this section aims to summarize the most 
prevalent models and highlight recent advancements 
and insights. These models can be divided into two 
classifications: genetic and environmental. Genetic 
models examine various individual aspects of this 
disease, including clinical heterogeneity and cellular 

Table 4.1 Costs and benefits of NEC animal models

Model 
species Advantages Disadvantages
Rat – Low cost – Few transgenic 

models available
– Easy breeding – Resilience to stress 

which results in 
high tolerance to 
bacterial infection 
and endotoxins, 
relative to humans

– Easy to formula 
feed

– Limited 
commercially 
available antibodies

Mouse – Low cost – Technical 
challenging of 
gavage feeding due 
to small size of the 
pups

– Easy breeding – Short-term model 
due to the fragility 
of pups

– Accessibility of 
knockout and 
transgenic 
animal models

Others – Piglet, baboon – High cost
– Anatomical 

similarities 
with preterm 
human intestine

– Scarcity of genetic 
models

– Pathological 
similarities with 
human NEC

– Few commercially 
available antibodies

Summary of the major benefits and drawbacks of species 
as models of NEC
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alterations. Environmental models have been used to 
explore preventative therapies and to examine gene–
environment interactions.

RET proto-oncogene (RET) is a receptor tyro-
sine kinase specific to glial-cell-line-derived neu-
rotrophic factor (GDNF) ligands. Similar to other 
receptor tyrosine kinases [113], RET activation 
influences a number of signaling paths, including 
Ras/MAP kinase, phospholipase C-γ, and PI3 
kinase/AKT.  Its function has been documented 
throughout nervous system development, notably 
in the enteric nervous system. RET mutations are 
relatively common in HD patients [114]. As 
might be expected, many mouse models of RET 
mutations have emerged, ranging from isoform 
variants to point mutations [115–121]. 
Collectively, these models have been incredibly 
useful in elucidating the molecular mechanisms 
underpinning ENS development, defining a clear 
role for RET in ENS proliferation, differentia-
tion, growth, survival, and migration. Each of 
these models recapitulates the aganglionosis 
described in HD patients, albeit to varying 
degrees. Mice with complete null mutations of 
Ret experience complete aganglionosis in the 
intestine and ultimately die of kidney defects at 
birth [117]. Consequently, subsequent Ret mod-
els have focused on diminishing (rather than 
ablating) RET function to explore later stages of 
development. Interestingly, conditional ablation 
of Ret after neural crest cell colonization of the 
intestine determined that RET is crucial in main-
taining ENS survival [118]. RET has also been 

found to have indirect effects on colonic health, 
specifically contributing to epithelial barrier 
function. A recent study discovered that Ret 
expression also occurs in Group 3 innate lym-
phoid cells and is not limited to the ENS. GDNFs 
from the neighboring ENS were found to bind 
RET in the innate lymphoid cells, activating the 
p38 MAPK/ERK-AKT cascade to stimulate 
IL22, ultimately contributing to colonic epithe-
lial health [122].

Animal models disrupting the endothelin 3 
(EDN3) cascade have also been shown to develop 
aganglionosis of the distal colon, resembling 
RET models and HD patients. Specifically, mice 
with these deletions experienced delayed enteric 
neural crest cell (ENCC) migration into the 
colon, with patches completely devoid of gangli-
onic cells [123–127]. EDN3 is an endothelium- 
derived peptide, part of a family of peptides that 
have a wide range of functions. Mouse models 
ablating EDN3 function, as well as its canonical 
receptor, EDNRB, were used to elucidate the 
functions of ENCC; these studies demonstrated 
that this EDN3-EDNRB axis is critical for glial 
cell proliferation and glial stem cell progenitor 
maintenance [128, 129]. In an especially interest-
ing study, EdnrB knockout mice were used to 
advance regenerative medicine in the colon. In 
this study, induced pluripotent stem cells were 
transplanted into EdnrB knockout mice exhibit-
ing aganglionosis, resulting in extensive ENCC 
colonization [130]. This study also demonstrated 
that pluripotent stem cells are able to influence 

Fig. 4.5 Aganglionosis 
of the colon in models 
of Hirschsprung’s 
disease. Enteric neural 
crest cell (ENCCs) 
migration occurs in a 
proximal-to-distal wave 
during gastrointestinal 
development. Disruption 
of ENCC migration and 
proliferation impairs 
innervation, and 
consequently function of 
the colon 
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migration patterns of ENCCs in the developing 
chick, suggesting that these models might be 
used as preclinical models for regenerative medi-
cine. However, it is important to recall that the 
mechanisms through which EDN3 exerts its 
influence are still unknown. The models dis-
cussed here offer an excellent opportunity to 
identify downstream components of this cascade, 
which could provide novel therapeutic targets for 
treating and managing the effects of HD.

In addition to signaling cascades, a number of 
TFs have been examined in animal models of 
HD.  The best studied HD-associated TF is 
SOX10. In mice, haploinsufficiency of Sox10 is 
sufficient to drive aganglionosis and megacolon 
phenotypes, phenocopying HD patient pathology. 
This is unsurprising, given that SOX10 is a master 
regulator of ENCC fate, governing the expression 
of genes such as Ret and EdnrB (often in concert 
with other TFs, such as PAX3 [131]), and muta-
tions in SOX10 were found in syndromic cases of 
HD [132]. At a cellular level, SOX10 works to 
maintain the pluripotency of ENCCs. Loss of 
Sox10 function results in proper migration but 
premature differentiation and loss of the progeni-
tor pool, thus leading to reduced overall ENCC 
numbers [133]. A novel mouse model has been 
used to further elucidate the function of SOX10 in 
ENCCs. The Sox10-H2BVenus line allowed spa-
tial and temporal visualization of Sox10 expres-
sion, leading to the finding that this gene controls 
ENCC migration [134]. A second reporter strain, 
Sox10lacZ/+, was used to demonstrate the impor-
tance of this gene in the cell adhesion properties 
of ENCCs [135]. Taken together, it is clear that 
novel genetic models of ENCC development and 
maturation can lead to unexpected findings 
regarding the etiology of HD. Future work should 
expand upon these molecular mechanisms, inves-
tigating the translation of these findings to their 
human counterparts.

HD patients experience a wide and varied 
range of penetrance and severity, suggesting that 
genetic and environmental factors influence com-
plex disease outcomes. Next, we will examine 
some models of environmental stimulants of HD.

Two studies led by Dr. Heuckeroth have taken 
a broad, unbiased approach to understanding 

environmental triggers of HD.  Using zebrafish, 
they screened over 1500 drugs and identified nine 
that significantly disrupted ENS development. 
Mycophenolic acid (MPA) caused the most strik-
ing phenotypic change in fish and was subse-
quently investigated in wild-type mouse embryos. 
Surprisingly, MPA treatment disrupted ENCC 
colonization of the colon, suggesting that this 
compound might influence HD development. 
Interestingly, MPA alone is incapable of causing 
aganglionosis, but the authors determined that 
treatment of Sox10 and Ret mutant mice with 
MPA caused enhanced aganglionosis, again high-
lighting the complexity of HD penetrance. MPA 
is a commonly used immunosuppressant that 
impairs GMP synthesis by blocking inosine 
monophosphate dehydrogenase (IMPDH). In 
essence, MPA is able to block the proliferation of 
ENCC cells, leading to decreased ENCC coloni-
zation. The authors therefore theorized that dis-
ruption of ENCC proliferation would increase the 
susceptibility of mice, and potentially humans, to 
HD development [136]. This team went on to cre-
ate a genetic model that recaptures the effects 
seen as the result of MPA treatment, creating a 
conditional knockout of the IMPDH isoform 
Impdh2 under the control of Wnt1-Cre [137].

This same group approached this question in a 
similar manner to establish a novel  developmental 
impact of the widely used nonsteroidal anti- 
inflammatory Ibuprofen [138]. The additional 
screening for ENCC colonization in zebrafish 
performed by this team identified hits for both 
Ibuprofen and acetylsalicylic acid (however, the 
latter caused the fish to die, so Ibuprofen was the 
focus of the study). These findings were trans-
lated to the mouse, where again maternal inges-
tion of this drug slowed ENCC colonization in 
embryos. Most strikingly, experiments in chicks 
demonstrated that Ibuprofen treatment com-
pletely impaired this colonization process, sug-
gesting that the likelihood of HD is increased in 
pregnant mothers who ingest Ibuprofen. It is 
important to note that no human studies have 
examined this topic to date, but this study clearly 
demonstrates the utility of preclinical models in 
understanding, and perhaps preventing, complex 
disorders.
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Finally, a recent model has been established 
specifically to address nongenetic contributors to 
the aganglionosis phenotype of HD.  In this 
model, chickens were treated with phosphorami-
don at embryonic day 10. Phosphoramidon is an 
inhibitor of endothelin-converting enzyme 1 
(ECE1), which is required for the production of 
EDN1, EDN2, and EDN3. As noted above, the 
EDN family of molecules is critical to the growth 
and maturation of ENCCs in the colon, while dis-
ruptions in EDN3 and its receptor, EDNRB, 
result in impaired ENCC proliferation and migra-
tion. As expected, phosphoramidon-mediated 
inhibition of ECE1 impairs the EDN-EDNRB 
signaling axis, reducing proliferation, accelerat-
ing differentiation, and ultimately mimicking HD 
aganglionosis phenotypes [139]. This model is 
especially suited to the examination of environ-
mental modifiers of HD penetrance and severity. 
The specific utility of this model will permit the 
determination of environmental stressors and 
their individual contributions to HD progression.

Hirschsprung’s disease, while phenotypically 
simple, appears to result from the complex inter-
play of genes and the environment. Consequently, 
the development of clinically relevant models has 
been a challenge. Many models have focused 
solely on the genetic contributions to disease ini-
tiation, defining key regulators such as EDN3, 
SOX10, and RET. While these models have pro-
vided unprecedented progress in our understand-
ing of HD, future research should further explore 
genetic-environmental interactions.

4.7  Concluding Remarks

Congenital gastrointestinal diseases have long- 
lasting and severe consequences on the well- 
being of individuals. An understanding of the 
initiation and progression of these diseases is 
therefore fundamental to the development of 
novel therapeutics and treatment practices to 
improve patient outcomes. Animal models of GI 
disorders vary widely in their prevalence, com-
plexity, and ability to recapitulate human dis-
eases, as presented here. Notably, mouse models 
are the most widely used system to model human 

disorders, likely due to the extent of genetic tools 
available for their manipulation. In this chapter, 
we have also discussed how other models such as 
chick and quail, rats, and pigs can offer valuable 
insight into the pathogenesis of human illness.

Human GI diseases are often multifactorial, 
and their underlying genetic and environmental 
causes still remain poorly understood. While 
recent work has made substantial progress in 
exploring these intricacies, it is apparent that 
many current animal models do not precisely rep-
licate human disease. Recent studies reveal sev-
eral recurrent themes, including the importance 
of high-throughput sequencing of patients to 
develop clinically relevant models and the inter-
actions of genes and environmental forces. 
Accordingly, future work in understanding con-
genital GI diseases therefore presents a great 
challenge—to mine large volumes of patient data 
with the goal of developing novel animal models 
encompassing the complexities of genetic and 
environmental interactions faced by human 
patients.
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Mouse Models of Congenital 
Kidney Anomalies

Satu Kuure and Hannu Sariola

5.1  Overview

Congenital anomalies of the kidney and urinary 
tract (CAKUT) are common birth defects, which 
cause the majority of chronic kidney diseases in 
children. CAKUT covers a wide range of malfor-
mations that derive from deficiencies in embry-
onic kidney and lower urinary tract development, 
including renal aplasia, hypodysplasia, hypopla-
sia, ectopia, and different forms of ureter abnor-
malities. The majority of the genetic causes of 
CAKUT remain unknown. Research on mutant 
mice has identified multiple genes that critically 
regulate renal differentiation. The data generated 
from this research have served as an excellent 
resource to identify the genetic bases of human 

kidney defects and have led to significantly 
improved diagnostics. Furthermore, genetic data 
from human CAKUT studies have also revealed 
novel genes regulating kidney differentiation.

5.2  Introduction

Congenital anomalies of the kidney and lower 
urinary tract (CAKUT) are caused by inborn 
defects in the differentiation of the organs, 
including the kidneys as well as the urine excre-
tion organs. In order to understand the potential 
genetic, molecular, and cellular bases of these 
malformations, it is essential to comprehend how 
these organs normally develop.

A large part of our understanding of mamma-
lian kidney formation comes from the early induc-
tive studies carried out by Clifford Grobstein and 
Lauri Saxén. It rapidly became evident that the 
development of the kidney is controlled through 
reciprocal inductive tissue interactions [1–3]. 
Since then, we have learned that the interacting tis-
sues in the kidney rudiment are the ureteric bud 
(UB) epithelium, derived from the Wolffian duct 
(WD, also known as nephric duct), the metaneph-
ric mesenchyme (MM, also called renal mesen-
chyme) in close proximity to the UB, and the 
stromal cells surrounding the MM. The inductive 
interplay between these tissues results in develop-
mental changes in the nascent tissue, which 
reciprocally affects the signal-sending tissue. 
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These interactions are largely mediated by direct 
cell-cell contacts, secreted paracrine morphogens, 
and other as-yet-unknown mechanisms.

5.3  Renal Differentiation

5.3.1  Origin of the Kidneys

The kidneys originate from the intermediate 
mesoderm (IM). Recent advances in understand-
ing the early specification of kidney precursors 
revealed that IM is temporally regionalized, and 
the interacting tissues of the developing kidney 
are derived from its distinct subpopulations [4, 5]. 
The most anterior IM is the first to form and gives 
rise to the WD and its derivatives, whereas the 
posterior IM differentiates into the MM and 
stroma. Initially, the IM undergoes mesenchyme- 
to- epithelium transition (MET) to generate the 
WD, which begins to grow posteriorly simultane-
ously to MM specification in the leading front of 
the WD.

Mammalian kidney differentiation involves the 
formation of three sets of sequentially formed dis-
tinct kidneys [6, 7]. During the posterior growth of 
the WD, the first kidneys to form are the proneph-
roi, which are transient organs with no known 
function in mammals (Fig. 5.1a). The next kidneys 
to develop are the mesonephroi. Each mesoneph-
ros in humans contains a total of 34 mesonephric 
tubules all connected to the WD and is functional 
during the early phases of fetal life (Fig.  5.1b). 
They secrete urine and form the aorta-gonad-
mesonephros region, which hosts hematopoietic 
stem cells [8]. In mouse, where the mesonephroi 
are nonfunctional organs, there are two distinct 
sets of mesonephric tubules of which the 4–6 cra-
nial pairs are connected to the WD while the 
majority of the caudal tubules remain without 
direct connection to the WD [9]. The last kidneys 
are the metanephroi, the permanent kidneys, 
which start functioning after mid- gestation and 
play an important role in fetal health by excreting 
primary urine to become the amniotic fluid 
(Fig.  5.1c). In fact, one phenotypic change in 
newborns with defective kidney function is the 
so-called Potter’s sequence (oligohydramnion 

sequence). Here, a reduced amount of amniotic 
fluid caused by minimal urine production gives rise 
to the characteristic fetal features including 
flattened nose and abnormalities around the eyes 
and ears, clubfeet, and small lungs (pulmonary 
hypoplasia) resulting in respiratory insufficiency.

5.3.2  Development 
of the Permanent Kidney 
(Metanephros)

The development of the permanent kidney, the 
metanephros, begins at approximately embryonic 
day 30–32 (E30–32) in humans and at E10.5 in 
mice when the caudal end of the WD has made 
contact with the cloaca, the future bladder, and 
bulges towards the medial-dorsally located MM 
[10]. The initial bulge then rapidly elongates and 
invades the MM to form the UB. The bud at this 
stage is already divided into the tip and trunk 
regions, which bear divergent molecular signa-
tures and show different cellular behaviors 
(Fig. 5.2). The UB tip, which is intimately sur-
rounded by MM, is highly proliferative, includes 
actively moving individual cells, and is sur-
rounded by discontinuous and scarce extracellu-
lar matrix. The UB trunk, on the other hand, 
shows a significantly lower rate of cell division as 
its elongation is dominated by convergent exten-
sions. It also begins to build up distinct, continu-
ous extracellular matrix characteristic of the 
collecting ducts and ureter.

5.3.2.1  Branching Morphogenesis
The UB tip is surrounded by the MM, which is 
more tightly packed near the UB epithelium than 
the more distally located stromal mesenchyme in 
the outermost layer of the developing kidney 
(Fig.  5.2). After its formation, the UB starts 
dichotomous branching morphogenesis, instructed 
by signals derived from the MM [11]. First, an 
existing tip balloons to form an ampulla, which 
then bifurcates into two new tips that thereafter 
elongate to generate new trunks [12, 13]. Genetic 
labeling experiments together with live imaging 
of cultured kidneys at the single-cell level have 
revealed that some tip cells are maintained within 
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the tips while others are left behind in trunk 
regions [14–17]. This has led to a relatively well-
proven model where the UB tips host progenitor 
cells for the entire collecting duct, composed of 
intercalated and principal cells. Currently, the 
molecular regulation and cell- specific gene sig-
natures to distinguish progenitors from the cells 
destined for differentiation are missing, but 
improvements in single-cell transcriptomic tech-
niques together with the possibility to spatially 
map multiple gene expressions simultaneously 
are expected to shed light on this currently sto-
chastic-seeming process [18, 19]. Finally, it has 
been estimated that the mouse UB undergoes 
some 11–12 rounds of repeated branching events 
to finally generate the shape of the organ with 
collecting ductal system of an appropriate com-
plexity [20]. In addition to branching, the collect-
ing ducts undergo complex reorganization at 
mid-gestation to form the pelvis and distinct 
medulla-cortex compartmentalization [21].

5.3.2.2  Nephrogenesis
Nephron differentiation begins simultaneously at 
the start of branching morphogenesis (Fig. 5.2). 
Nephrons are derived from the subpopulation of 

metanephric mesenchyme called cap mesen-
chyme, which is defined by its tight and oriented 
arrangement of mesenchymal cells around UB 
tips [13, 22–24]. These nephron progenitors both 
self-renew to maintain the cap mesenchyme until 
cessation of nephrogenesis and differentiate 
through MET into specialized epithelial cells of 
all nephron segments [25–27]. Nephron progeni-
tors (NPs) are maintained in the cap mesenchyme 
surrounding each newly formed UB tip, while 
their differentiation takes place in the nascent 
mesenchyme of the same tip. The molecular reg-
ulation of NP specification and maintenance 
involves both intrinsic (cell autonomous) and 
UB-derived paracrine pathways, which merge to 
balance between self-renewal and differentiation. 
Nephrogenesis begins by the compaction of NP 
cells into the armpits of the T-shaped UB, after 
which this so-called pretubular aggregate epithe-
lializes via the characteristic morphological 
stages of the renal vesicle and comma-shaped 
and S-shaped bodies to form a secretory nephron 
(Fig. 5.2). Thus, the final nephron number in each 
individual closely reflects the extent of UB 
branching [3, 20]. Each nephron segment, namely 
the podocytes of glomeruli, Bowman’s capsule, 

Fig. 5.1 Illustration of the three developmental stages of 
kidney morphogenesis. (a) Pronephros, the first kidney to 
form, is present in the fetus before the Wolffian duct (WD) 
makes the connection to the cloaca (C), approximately at 
embryonic day 9.5 (E9.5). The nephrogenic cord (NC) is 
formed together with the WD and is depicted in light gray. 
(b) Mesonephros development follows the pronephros 

and takes place concomitantly with WD fusion to the 
cloaca (C). (c) The last kidney to form is the metanephros 
or permanent kidney, which begins to develop when the 
NC has differentiated into metanephric mesenchyme 
(light green) and induces the WD epithelium to bulge and 
form the ureteric bud (brown)
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the proximal tubules, the loop of Henle, the distal 
tubules, and the connecting piece joining the 
nephron to the collecting duct system, derives 
from the same NP pool. The causes of NP exhaus-
tion and the end of nephrogenesis at late gesta-
tion in humans (week 36) or at early postnatal 
days in mice (P3) [28, 29] are not known.

5.4  Mouse as a Mannequin 
of Renal Disease in Man: 
Inborn Errors and Effective 
Dissimilarities

Different animals have been used to aid the 
understanding of the mechanisms guiding differ-
entiation since the early days of developmental 
biology studies. Modern research largely relies 
on rodents as mammalian models, and due to the 
development of genetic manipulation techniques 

(see below) specific for house mouse, Mus mus-
culus, it has become the predominant animal 
model in kidney development.

The mouse as an experimental animal comes 
in various different flavors. The fact that over 450 
inbred mouse strains exist translates into a wealth 
of different genotypes and phenotypes for those 
utilizing the mouse as a model of diseases in 
human [30]. Moreover, laboratory mice are also 
maintained as outbred strains, expanding the 
complexity even further. In reality, researchers 
worldwide focus on using many of the same 
inbred strains, which are employed in experi-
ments with genetically modified mouse models 
(see below). For the purpose of renal diseases, it 
is important to remember that both gender and 
genetic variations in the inbred strains very much 
influence, e.g., predisposition to kidney damage. 
In other words, some strains, like C57BL/6, are 
rather resistant to kidney damage and develop 

Fig. 5.2 Schematic view of metanephros development. (a) 
The ureteric bud (UB) is divided into the trunk (dark brown) 
and tip (light brown) regions, which are already defined at 
the initial bud stage. The UB is surrounded by the meta-
nephric mesenchyme (MM) while spindle cell stroma (S) 
encircles the MM. (b) The UB branching begins with the 
formation of an ampulla at the tip of the UB. Simultaneously, 
the UB induces the MM to condense and form a pretubular 
aggregate (left of the UB tip, light green cells), which 
begins epithelialization into the nephron by forming the 
renal vesicle (right of the UB tip, green vesicle). (c) The UB 

ampulla extends to develop two new tips while the renal 
vesicle further differentiates into comma-shaped body 
(right of the UB). (d) UB tips continue to branch out with 
concurrent further connection of the comma-shaped body 
to the UB tips. Nephrogenesis continues by differentiation 
of the comma-shaped body into the S-shaped body (right of 
the UB). These events are reiterated until the end of branch-
ing morphogenesis when the final nephron differentiation 
burst uses up all remaining nephron progenitors in the 
metanephric mesenchyme, and in this way, each kidney 
attains its final nephron count
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proteinuria, glomerulosclerosis, and/or hyperten-
sion only when highly damaged [31]. This likely 
derives from the different accumulation of 
genetic aberrations between the strains as, e.g., 
C57BL/6 only has one functional gene for renin, 
resulting in a decreased renin-angiotensin- 
aldosterone system as compared to, e.g., 129/Sv 
substrains [32]. Moreover, female mice in gen-
eral better tolerate ischemic renal damage and 
chemically induced diabetic nephropathy than 
male mice.

5.4.1  Spontaneous Mouse Models

Mice with inborn errors in kidney differentiation 
resulting in renal aplasia [33], lupus nephritis, 
polycystic kidney disease, interstitial disease, 
hypertension, and diabetes-induced nephropathy 
have greatly facilitated our understanding of the 
pathogenesis and mechanisms of renal diseases 
[34]. Classical mutations such as Danforth’s 
short tail (Sd) and limb deformity (ld) cause renal 
aplasia due to failure to induce UB formation and 
growth [35]. The first model of autosomal poly-
cystic kidney disease, the cpk/cpk mouse, repre-
sents an aggressive, early-onset renal disease, 
especially in the DBA/2J strain [36]. Similarly, 
bpk/bpk and pcy/pcy mice show inherited proxi-
mal tubule cystogenesis, which eventually 
spreads into all nephron segments. Though great 
models for diabetic nephropathy are still to come, 
NOD mice have been widely used for type I 
diabetes- associated nephropathy, while the cor-
responding model for type II diabetic nephropa-
thy are the db/db mice [37].

5.4.2  Genetically Modified Mouse 
Models

The mouse became the most popular species in 
genetic engineering due to the early availability 
of its genome sequence, the possibility to derive 
and successfully culture its embryonic stem (ES) 
cells, and its relative similarity to human physiol-
ogy. Previously, the possibilities to manipulate 
mammalian genomes were limited to chemically 

induced random mutagenesis (forward genetic 
approach such as ENU mutagenesis), radiation, 
and nontargeted integration of foreign DNA 
(transgenesis). Though rather imperfect, these 
strategies have provided not only the basis for the 
more modern techniques currently in use but also 
advanced our understanding of many complex 
biological processes. Due to the current predomi-
nance of targeted genome editing approaches 
(reverse genetics), these techniques, which are 
utilized to produce point mutations, large dele-
tions, and conventional and conditional knockout 
mouse lines, are shortly described below.

5.4.2.1  Targeting in ES Cells
Genetic engineering of mouse ES cells in combi-
nation with the techniques allowing aggregation 
of mutated and wild-type ES cells to generate 
chimeric embryos has been the basis for the gen-
eration of gene knockouts and conditional alleles 
for the last two decades [38]. The key require-
ment is that the locus of the gene of interest is 
known and cloned, as this is utilized to build a 
targeting vector, which includes not only the 
disrupted gene of interest, but also 5′ and 3′ 
sequences around it. The surrounding sequences, 
known as homology arms, anneal to the corre-
sponding region of the genome in ES cells and 
allow replacement of the endogenous gene 
through homologous recombination.

Classically, a neomycin resistance gene in the 
targeting vector is used to inactivate the gene of 
interest. Alternatively, the generation of point 
mutations and conditional alleles requires inser-
tion of a desired genetic alteration, e.g., the 
nucleotide change or loxP sequences, to the tar-
geting vector [39]. As homologous recombina-
tion is a rare event in any cell, neomycin 
resistance and thymidine kinase genes in the tar-
geting vector are used to identify those ES cells 
where the endogenous gene is replaced with the 
targeted gene [40]. After confirming the success-
ful targeting by sequencing, the ES cells are 
introduced into wild-type morulae or blastocysts 
by aggregation or injections, respectively. Host 
embryos typically originate from a different 
mouse strain than the targeted ES cells, allowing 
identification of the genetically engineered pups 
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by their chimeric coat color. The final require-
ment for the establishment of a new genetically 
engineered mouse line is that the chimeric 
founder transmits the desired gene editing to its 
offspring. In general, the traditional targeting 
strategy is a lengthy and expensive procedure 
where the generation of gene-modified mouse 
line typically takes 18–24 months.

5.4.2.2  CRISPR/Cas9-Mediated 
Targeting

The revolution of genetic engineering began 
with the development of programmable, highly 
specific DNA nucleases of which the first ones, 
zinc finger nucleases (ZFN) and transcription 
activator- like effector nucleases (TALEN), were 
based on modifiable DNA domains that guide 
the Fok1 nuclease to a specific genomic location 
[41]. Next-generation genome editing now uti-
lizes short RNA guides to specifically locate 
CAS9 endonuclease (originating from the bacte-
rial immune system) to the desired site in the 
genome. All these editing systems are ideologi-
cally similar as they are based on nuclease func-
tion, which cuts DNA to generate double-strand 
breaks that activate the endogenous repair sys-
tems in any given cell type [42]. The predomi-
nant repair system is nonhomologous end 
joining, which is error-prone and results in inac-
tivation of the gene of interest by introducing 
small nucleotide insertions and deletions that 
disrupt the normal reading frame. In animal 
model generation, this is achieved through injec-
tion of RNA guides together with CAS9 (mRNA 
or protein) into the fertilized oocyte. Injected 
zygotes then develop into conventional knockout 
founders, each with a slightly different disrup-
tion in the gene of interest. The CRISPR/CAS9-
based gene inactivation is applicable not only in 
mice but also in many other species. It has proven 
to be an efficient and inexpensive method that is 
an extremely attractive and useful tool for 
genome editing in the development of different 
disease models.

Opposed to the ease of generating knockouts 
with CRISPR/CAS9, targeted insertion of addi-
tional genetic material into the host genome is 
more difficult. Targeted insertion is necessary 

when the goal is to faithfully mimic human dis-
eases, like those caused by congenital kidney 
defects as the result of point mutations or short 
deletions. Similar to ES cell targeting, this 
requires the engagement of homologous recom-
bination, which is inefficient due to its uncom-
mon occurrence. Additional challenges in the 
generation of knock-in models come from the 
fact that CRISPR/CAS9 is particularly efficient 
in genome editing through nonhomologous end 
joining, which is activated simultaneously to 
homologous recombination. This unfortunately 
results in additional, undesired editing near the 
point mutation containing template DNA. Careful 
design, use of control animals, and genotyping of 
the founder animals as well as F1 offspring by 
sequencing are needed to ascertain that possible 
phenotypic alterations derive from the antici-
pated edit and not from the extra editing in an 
undesired locus [43].

5.5  Common Renal 
Malformations in Human 
Fetal Autopsies and Their 
Analogous Mouse Models

5.5.1  Oligohydramnion Sequence

The founder of pediatric pathology in the USA, 
Edith Potter (1901–1993), first described the oli-
gohydramnion sequence. It is caused by the lack 
of amniotic fluid, a condition called oligohy-
dramnion. Amniotic fluid is predominantly urine, 
and oligohydramnion is thus caused by the lack 
of the kidneys (bilateral renal aplasia), urethral 
valve (thin membrane blocking the urethra) pre-
venting urination, or premature rupture of the 
fetal membranes (PROM). Placental  insufficiency, 
for instance, in pre-eclampsia, can also cause oli-
gohydramnion. Amniotic fluid contains a number 
of growth factors, and as the fetus inhales amni-
otic fluid, the factors promote the growth and 
maturation of the lungs. Oligohydramnion 
sequence is characterized by typical external fea-
tures and small lungs (pulmonary hypoplasia), 
which can cause postnatal respiratory insuffi-
ciency and high neonatal mortality rates.
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5.5.2  Aplasia and Hypoplasia

Lack of one or both kidneys is referred to as uni- 
or bilateral renal aplasia. If the kidneys are 
smaller than expected for the developmental or 
newborn stage, they are hypoplastic. The genetic 
causes of renal aplasia have been only partially 
resolved, but a common environmental cause for 
renal hypoplasia is the lack of vitamin A [44, 45]. 
The biologically inactive vitamin A is locally 
activated to become retinoic acid by the retinal-
dehyde dehydrogenase 2 enzyme (RALDH2, 
also known as ALDH2) synthesized by the renal 
interstitial or stromal cells [46].

5.5.2.1  Mouse Models of Renal Aplasia
Analysis of spontaneous and knockout mouse 
models has revealed several causes of renal apla-
sia and thus has helped understanding of the 
mechanisms leading to congenital absence of 
kidneys in humans [33]. Among the first aplasia 
models are Danforth’s short tail (sd) spontaneous 
mouse mutant, which is caused by disruption of 
pancreas-specific transcription factor 1a (Ptf1a), 
with transposon insertion [47], and formin muta-
tion resulting in limb deformity (ld) model [48]. 
Genetic inactivation of a single mouse gene, such 
as the transcription factor Pax2 [49], Osr1 [50, 
51], Gata1 [52], Lhx1 [53, 54], Wt1 [55], Hox11 
[56, 57], Eya1 [58], Six1 [59], or Sall1 [60], 
arrests renal differentiation due to defects in early 
specification of intermediate mesoderm (Osr1), 
formation of WD (Gata3 and Lhx1), or induction 
of the kidney itself. The lack of kidney induction 
is typically caused by either the failure to induce 
primary UB formation (Eya1, Hox11, Pax2, Six1, 
Sall1) leading to subsequent apoptosis of the 
MM or the inability of the MM to survive (Wt1).

In addition to transcription factors, deletion of 
the specific components in key growth factor sig-
naling pathways causes renal aplasia [25]. 
Characterization of mouse mutants lacking genes 
for glial-cell-line-derived neurotrophic factor 
(Gdnf [61–63]) or its receptor complex (Ret [64, 
65] and co-receptor Gfra1 [66, 67]) revealed renal 
aplasia due to impaired UB formation [68]. Also, 
simultaneous deletion of Etv4 and Etv5, the first 
identified GDNF/RET-dependent transcription 

factors, causes renal aplasia [16, 69]. GDNF 
belongs to transforming growth factor beta 
(TGFβ) superfamily, and unlike the TGFβ genes 
themselves, another TGFβ superfamily member, 
growth/differentiation factor 11 (GDF11), is nec-
essary for normal UB formation [70–73]. Deletion 
of Gdf11 results in a spectrum of renal abnormali-
ties with bilateral aplasia being the most frequent 
[70]. Interestingly, several genetic studies in mice 
imply that the level of bone morphogenetic pro-
tein (BMP) signaling, also belonging to the TGFβ 
superfamily, is essential for normal UB outgrowth 
and early organogenesis of the kidney. Not only is 
too little or missing signaling harmful, but 
enhanced levels also result in abnormalities, as 
shown by renal aplasia in mice with knockout of 
BMP antagonist Gremlin1 [74–76].

The fibroblast growth factor (FGF) cascade 
works parallel to GDNF/RET signaling as shown 
by the conditional deletion of FGF receptors 1 
and 2 with Pax3Cre [77]. The UB forms in the 
absence of the FGF receptors, but its subsequent 
elongation and branching are arrested leading to 
renal aplasia. Many FGF ligands are expressed in 
the developing kidney, suggesting redundancy in 
their signaling. Accordingly, inactivation of one 
FGF receptor, but not a single FGF ligand, causes 
renal aplasia, supporting the essential functional 
importance of FGF signaling for kidney differen-
tiation [78]. Furthermore, simultaneous disrup-
tion of Fgf9 and Fgf20 results in renal aplasia, 
likely due to deficiency in UB formation, 
although, this is not experimentally confirmed 
[79].

Inactivation of wingless-type MMTV integra-
tion site family (WNT) signaling by deleting 
Wnt9b results in renal aplasia in mouse [80]. 
Unlike many other aplasia models with early UB 
arrest, the loss of Wnt9b primarily affects the 
MM, which fails to maintain nephron progenitors 
and induce them for differentiation [81, 82]. 
Canonical WNT signaling is mediated by inacti-
vation of glycogen synthase 3 (GSK3) and causes 
stabilization of cytoplasmic β-catenin, which 
leads to activation of TCF/LEF1 transcription fac-
tors. Numerous experiments have demonstrated 
that canonical WNT signaling is essential for UB 
branching, collecting duct morphogenesis, and 
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nephron induction as well as differentiation [83] 
(for details, see the section on Mouse models of 
hypoplasia). Of note, simultaneous deletion of 
Gsk3a and Gsk3b specifically in the collecting 
duct results in renal aplasia (ASN Kidney Week 
2011, https://www.asn-online.org/abstracts/), 
unlike similar deletion of β-catenin, which usu-
ally causes hypodysplasia [84].

Genes encoding essential structural proteins, 
such as those related to cell adhesion and extra-
cellular matrix, are also vital for early kidney 
specification and induction. A good example is 
integrin-linked kinase (ILK), which binds the 
cytoplasmic domains of β-integrin to regulate 
actin dynamics and, when deleted, results in renal 
aplasia [85]. However, a single gene deletion of a 
structural protein often appears without a pheno-
type, probably because of compensation or 
redundancy by another family member, or results 
in an incompletely penetrant renal aplasia [86]. 
This is exemplified by inactivation of the Fraser 
syndrome gene, Fraser extracellular matrix com-
plex subunit 1 (Fras1) [87, 88], integrin alpha 8 
(Itga8) [89], and nidogens 1 and 2 (simultane-
ously) [90], which all cause incompletely pene-
trant kidney development failure.

5.5.2.2  Mutations Identified in Human 
Renal Aplasia

Sequencing of human CAKUT samples has con-
firmed that several genes identified as essential 
regulators of early kidney induction in mice are 
also mutated in human patients [91]. As in mice, 
mutations in transcription factors HOX11 [92], 
PAX8 [93], SALL1 [94], and WT1 [95], as well as 
in signaling pathways such as FGFR1 [96] (syn-
dromic; renal agenesis in Kallmann syndrome), 
FGF20 [79], GREM1 [97], and RET [94, 98], 
cause renal aplasia in humans. Moreover, FRAS1 
[88] (syndromic; renal agenesis in Fraser syn-
drome) and Fras1-related extracellular matrix 
protein 2 (FREM2) [92, 99], as well as integrin 
alpha 8 (ITGA8) [100], mutations are associated 
with renal aplasia in CAKUT patients. Other 
genes not previously identified in animal models 
cause not only renal aplasia but also other kidney 
defects in humans. These include WAP four- 
disulfide core domain 18 [101, 102] (also known 

as KAL1), cell division cycle 5 like (CDC5L) 
[94], establishment of sister chromatid cohesion 
N-acetyltransferase 2 (ESCO2) [103] (syndromic; 
included in the Roberts syndrome spectrum), and 
dual serine/threonine and tyrosine protein kinase 
(DSTYK), which is a positive regulator of extra-
cellular signal-regulated kinase (ERK) that co-
localizes with FGF receptors in the UB and MM 
and may perturb FGF signaling [104].

The vast majority of CAKUT-causing gene 
mutations are heterozygous. In general, homozy-
gous mutations of key regulators may result in 
early miscarriage or abortion of the fetus rather 
than cause a disease syndrome or single-organ 
defect. It is also possible that multiplied members 
of a gene family in humans can substitute for the 
loss of a single member (redundancy), or that 
modifier aberrations in other genes are required 
for CAKUT manifestation.

5.5.2.3  Mutations in Human Renal 
Hypoplasia and Hypodysplasia

Many genes causing renal aplasia in mice are not 
associated with renal aplasia in human, but rather, 
when mutated in human, cause an explicitly less 
severe renal phenotype, such as hypoplasia (small 
kidney with normal morphology) or hypodyspla-
sia (small kidney with abnormal differentiation). 
Such genes include EYA1 [94, 105], OSR1 [106], 
PAX2 [94, 107], SALL1 [94, 105], and GRFa1 
[108, 109]. Mutations in additional genes associ-
ated with human renal hypoplasia or hypodyspla-
sia are transcription factors hepatocyte nuclear 
 factor 1 B [94, 110] (HNF1B) and sine oculis-
related homeobox 2 [111] (SIX2); signaling mol-
ecules uroplakin 3A [112] (UPK3A), WNT4 [94], 
and BMP4 [113]; and planar polarity gene EGF 
LAG seven-pass G-type receptor 1 (CELSR1) 
[114]. It is likely that renal hypoplasia is an 
underdiagnosed subcategory of CAKUT as 
patients with hypoplastic kidneys, which mostly 
function normally and do not develop renal dis-
ease, remain unrecognized unless the individual 
does develop related complications like hyper-
tension. This is different in genetically modified 
experimental models, which are carefully ana-
lyzed for renal defects both during embryogene-
sis and adulthood [115].
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5.5.2.4  Mouse Models of Hypo(dys)
plasia

A huge number of mouse mutants display either 
hypoplasia only or in combination with dyspla-
sia. Due to the scope of this chapter, we focus on 
genes that associate with human CAKUT genes 
and their signaling cascades.

Mutations in transcription factors HNF1B and 
PAX2 are the most common causes of renal 
hypodysplasia in children [105, 116]. This is 
reflected in mouse where the full inactivation of 
Pax2 causes aplasia, while its heterozygous dele-
tion alone causes no phenotype, but simultaneous 
compound heterozygosity for Hnf1b results in 
renal hypodysplasia [117]. Homozygous deletion 
of Hnf1b on the other hand results in embryonic 
lethality before gastrulation [118]. However, tet-
raploid embryo complementation and tissue- 
specific inactivation studies have demonstrated 
the requirement of Hnf1b for at least growth and 
integrity of the UB, early nephrogenesis, differ-
entiation of the proximal nephron segment, and 
differentiation of the renal medulla [119–121]. In 
addition, deletion of transcription factor Etv4 or 
Etv5 results in renal hypodysplasia though their 
distinct and joint tissue-specific functions are not 
fully revealed [16, 69]. Also Sox8 and Sox9 act 
together downstream of GDNF/RET signaling, 
and their inactivation in the developing kidney 
causes renal defects varying from aplasia to mild 
hypoplasia [122]. Interestingly, SOX9 appears to 
mediate important responses to acute kidney 
injury, at least as identified in mouse with 
ischemia- reperfusion-induced injury [123, 124].

Renal hypodysplasia in mice without B cell 
leukemia/lymphoma 2 (Bcl2) factor is caused 
by an unusual mechanism as its inactivation 
allows normal renal differentiation until embry-
onic day 13, after which the nephron progeni-
tors disappear due to increased apoptosis [125]. 
Similarly, inactivation of Six2 causes renal 
hypoplasia due to early loss of nephron progen-
itors, but in this case through their premature 
differentiation and exhaustion at mid-gestation 
[22, 126].

Vitamin A deficiency has been experimentally 
shown to control nephron number as mice with 
inactivated Raldh1a2 (also known as Aldh1a1) 

have small kidneys due to a UB branching defect 
[127]. Genetic experiments have also revealed 
strong involvement of BMP and WNT signaling 
in guiding embryonic kidney growth and differen-
tiation [128–131]. The involvement of BMP sig-
naling is exemplified by deletion of Bmp7, which 
results in severe renal hypoplasia with virtually no 
glomeruli due to a defect in survival of nephron 
progenitors [132–135]. Further studies have 
shown redundant functions for BMP4 and BMP7; 
genetic substitution of Bmp7 by Bmp4 in mice res-
cues renal defects [136]. Furthermore, deletion of 
either ligand in a Grem1-null background, which 
causes renal aplasia on its own [75], restores nor-
mal kidney differentiation [137]. High redun-
dancy in BMP signaling, as suggested by ligand 
deletions, is also obvious at the receptor level 
because deletion of BMP receptors has either no 
impact on kidney development or results in hypo-
dysplasia in the renal medulla (Bmpr1a) [128, 
138]. The phosphatase Dullard, a recently identi-
fied negative BMP signaling modulator, on the 
other hand is required for maintenance of postna-
tal nephrons [139]. Deletion of another BMP sig-
naling modulator, Crossveinless2, which likely 
amplifies signal strength, results in multi-organ 
defects including renal hypoplasia due to impaired 
nephrogenesis [140, 141]. Signaling downstream 
of BMP receptors phosphorylates Smad1/5/8 and/
or induces TAK1, which can activate p38/mito-
gen-activated protein kinase (MAPK), JNK/c-Jun, 
and NF-kB cascades. Inactivation of either Tak1 
or Jun tissue specifically in nephron progenitors 
causes their premature depletion and results in 
mild renal hypoplasia [142].

The importance of WNT signaling for renal 
differentiation, and especially for nephron induc-
tion, was originally revealed by classical induc-
tion experiments performed with isolated mouse 
MM in tissue culture. Initially, these experiments 
showed that in the absence of a heterologous 
inducer, such as spinal cord, the MM underwent 
rapid apoptosis and failed to survive [1, 143]. 
Soon it was discovered that embryonic spinal 
cord is rich in WNT proteins. When WNT pro-
teins were expressed in cultured cells and placed 
in contact with MM, they also induced tubulo-
genesis [144]. Inactivation of Wnt4 in mouse 
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verified the essential function of WNT activation 
as a nephron inducer, as nephrogenesis failed to 
progress beyond the pretubular aggregate stage in 
this model [145]. Consequent tissue-specific 
deletion [146] and activation [147] of β-catenin 
in the MM verified the requirement for the canon-
ical WNT pathway. Similarly, β-catenin is 
required for keeping the UB actively branching 
as shown by the loss- [84, 148] and gain-of- 
function [149] strategies that both result in renal 
hypoplasia due to defects in maintaining the bal-
ance of self-renewal and differentiation.

As shown by deletion of receptor tyrosine 
kinases Ret or Fgf receptors and their ligands, 
these signaling pathways are essential for initia-
tion of kidney development and, when fully 
inactivated, most often cause renal aplasia [150]. 
However, mutations introduced in the specific 
tyrosine domains of Ret responsible for the dis-
tinct intracellular pathway activation cause phe-
notypes varying from mild hypoplasia to severe 
hypodysplasia [151–154]. These models together 
with chemical inhibition experiments in cultured 
mouse kidney explants have demonstrated that 
MAPK/ERK, PI3K/AKT, and PLCγ cascades 
mediate the downstream effects of RTK signal-
ing in developing kidneys [12, 155, 156]. 
Furthermore, tissue-specific inactivation of tyro-
sine phosphatase Shp2, which functions down-
stream of RTK and hormone receptors, as well 
as MAPK/ERK in the UB, results in renal hypo-
dysplasia [157, 158]. The latter model also 
revealed a specific requirement for MAPK/ERK 
activity in kidney growth where it promotes UB 
arborization via novel branch formation [158]. 
Inactivation of MAPK/ERK activity in the MM, 
on the other hand, results in slightly less severe 
renal hypodysplasia and demonstrates that the 
MAPK/ERK pathway maintains nephron pro-
genitors while also being crucial for their normal 
differentiation beyond the comma-shaped body 
stage [23]. UB-specific genetic disruption of 
another intracellular cascade, the PI3K/AKT 
pathway, suggests that it is important for shaping 
the UB branching pattern [159].

Hippo signaling regulates the growth and size 
of organs in insects and mammals and has 

recently been implicated in the guidance of kidney 
morphogenesis [160]. In mammals, the Hippo 
pathway involves the kinases MST1/2 and 
LATS1/2, and their functions are mediated by the 
transcriptional co-activators YAP and TAZ. 
Genetic studies have revealed that Lats1 and 
Lats2 are critically required for UB branching as 
their tissue-specific deletion results in renal apla-
sia [161]. Interestingly, experiments with the 
mutant UB also revealed an unexpected interac-
tion between Nf2 (also known as Merlin) and 
Hippo signaling, as genetic overexpression of 
either Yap or Taz fully rescues severe renal hypo-
dysplasia in the kidneys with UB-specific Nf2 
deletion [161]. In the MM, Lats1 and Lats2 
together promote differentiation of nephron pro-
genitors [162], while Yap and Taz appear to have 
distinct functions in the developing mouse kid-
ney. Similarly to the upstream kinases, Yap pro-
motes nephrogenesis [163], while Taz is needed 
for prevention of cyst formation [164, 165].

Cell polarity is an important feature of the 
functional kidney. Inactivation of either of the 
planar cell polarity genes Celsr1 [114] or Vangl1 
[166] causes renal hypodysplasia in mice as both 
genes are required for normal growth and branch 
patterning in the developing kidney. Tissue- 
specific deletion of structural proteins, such as 
actin remodeling factors destrin (Dstn) and 
cofilin (Cfl1) [167], and adhesion proteins like 
p120 [168] also serve as excellent models of 
renal hypodysplasia. Instead of halting organo-
genesis at its earliest stage, these models allow 
formation of the UB, some degree of branching, 
and induction of nephrogenesis, thus enabling 
experimentation that facilitates understanding of 
kidney differentiation at the cellular level.

5.5.3  Ectopia

The kidneys are normally located in the retroperi-
toneal space (behind the abdominal cavity) at the 
level of the stomach. The most common ectopic 
location of the kidney is in the pelvis. Ectopia can 
be associated with vesicourinary reflux and mis-
location of the ureteric opening in the wall of the 
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urinary bladder, where the normal location is 
close to the urethral orifice in the so-called trian-
gle area of the urinary bladder.

5.5.3.1  Mouse Models of Ectopia
Experimental models of ectopia are rare despite 
its relatively common prevalence in humans. The 
etiology of ectopia was originally hypothesized 
by Mackie and Stephens (1975) to derive from 
aberrant initial ureteric budding site [169] and 
has since been proven by, e.g., genetic reduction 
of Bmp4 dosage, which results in hydroureters 
and ectopia of the ureterovesical orifice [170]. 
Similarly, defective RET signaling results in 
ectopic connection of the ureter to bladder [46, 
171–173], and recent findings show that dosage 
of Gdnf critically regulates the initial UB bud-
ding site and width. As shown in recent study, 
GDNF positively regulates self-renewal of col-
lecting duct progenitors, which in the genetic 
excess of Gdnf expand abnormally resulting in 
failure of UB trunk elongation [174, 175]. 
Consequently, a phenotype very much resem-
bling human pelvic kidney develops due to short 
ureter length caused by imbalanced progenitor 
self-renewal and differentiation. Kidney ectopia 
may also rise through a different mechanism 
involving deficiency in retinoic acid receptors 
[176] and defects in the differentiation of smooth 
muscle cells around the ureter itself as seen in 
mice with deleted transcription factors Sox9 
[177], Sox11 [178], or Tbx18 [179] that all have 
abnormally positioned kidneys.

5.5.3.2  Mutations Identified in Human 
Renal Ectopia

Aberrations in SOX11 [178] and TBX18 [180] 
have been identified in patients with varying renal 
defects that include posterior urethral valves, ure-
teropelvic junction obstructions, ureterovesical 
junction obstruction, and vesicoureteral reflux. 
Rare mutations in genes encoding RET and 
GFRa1 were also identified in CAKUT fetuses 
and patients with urinary tract malformations, 
while only one patient with combined unilateral 
agenesis and ectopic kidney so far has been iden-
tified with a GDNF-only mutation [109, 181].

5.5.4  Ureteral Duplication

Ureteral duplication is a common form of 
CAKUT. It can be complete, resulting in two pel-
vises and two separate ureters in one kidney. 
Alternatively, one ureter can be divided into two 
branches with two distinct orifices in the urinary 
bladder. Ureteral duplication is associated with 
many complications of which vesicoureteral reflux 
and ureteropelvic junction obstruction are most 
often found in patients with incomplete duplica-
tion. Complete duplication, which most often 
associates with vesicoureteral reflux, ectopic ure-
terocele, or ectopic ureteral insertion, shows a gen-
der bias as all of the associated complications are 
more common in girls than in boys [182].

5.5.4.1  Mouse Models of Ureteral 
Duplication

Supernumerary ureteric buds are experimentally 
promoted in mouse by transgenic GDNF overex-
pression [183] or in kidney culture by GDNF- 
releasing beads [184]. Inactivation of genes that 
restrict Gdnf expression (Robo2/Slit2 [185, 186], 
FoxC [187]) or regulate GDNF/RET signaling 
activity (Sprouty1 [188, 189]) causes extra UB 
formation and exhibits defects commonly associ-
ated with duplicated ureters. Interestingly, endog-
enous overexpression of Gdnf by disruption of its 
5′ untranslated region does not induce extra ure-
teric budding even though both mRNA and 
 protein levels are significantly increased [174]. 
Quite unexpectedly, inactivating mutations in the 
RET docking site responsible for PLCϒ activa-
tion also cause supernumerary budding similar to 
that seen with exogenous GDNF [151, 184]. 
These somewhat confusing results from different 
genetic mouse models of the same signaling 
pathway can be interpreted in a way that a single 
UB formation is an absolutely essential require-
ment for normal renal morphogenesis. Thus, 
multiple molecular mechanisms, several different 
genes, and many pathways at distinct levels are 
engaged to secure the single UB formation. In 
support of this are the findings demonstrating 
that simultaneous inactivation of Spry1 and Gdnf 
or Ret allows functional kidney formation, but 
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additional deletion of a single allele of Fgf8 
results in failure to form kidneys [190, 191]. 
Furthermore, exogenous application of FGF 
together with activin A induces supernumerary 
ureter budding in cultured kidneys even in the 
absence of GDNF/RET signaling [192].

Disruption of other genes not directly linked to 
GDNF or FGF signaling also causes ureteral 
duplication. Deletion of leucine zipper putative 
tumor suppressor 2 (Lzts2), which modulates tran-
scription and regulates cell cycle, results in ure-
teral duplication due to ectopic UB formation 
[193]. Genetic experiments have shown that 
BMP4 is an essential molecule assuring that a sin-
gle UB forms as mice heterozygous for Bmp4 loss 
show multiple UBs [111]. Conditional deletion of 
transcription factor Islet1 resulted in reduced 
Bmp4 expression and multiple UBs mimicking the 
Bmp4 heterozygote phenotype [194].

5.5.4.2  Mutations Identified in Human 
Ureteral Duplications

Roughly the same genes are involved in ureteral 
duplication as in renal ectopia. In addition to 
those mentioned previously for ectopic kidneys, 
mutations in BMP4 [111, 195], SIX2 [111], 
SOX17 [196], and glypican 1 (GPC1) [197] and 
variations in ROBO2 associate with vesicoure-
teral reflux and/or duplex kidneys [198–200].

5.5.5  Horseshoe Kidneys/Renal 
Fusion

Fusion of the lower parts of two kidneys results 
in a horseshoe kidney that is commonly seen in 
trisomy 18 (also known as Edward’s syndrome; 
see Fig.  5.3) and Turner syndrome patients. Its 
incidence is likewise slightly increased in tri-
somy 21 (Down’s syndrome). Horseshoe kidneys 
furthermore occur sporadically without any asso-
ciated syndromes or functional disturbances. 
Etiology of this anomaly derives from abnormal 
migration of nephrogenic cells across the primi-
tive streak and general structural changes caused 
by midline fusion, flexion/rotation of the caudal 
spine, and narrowed arterial forks during migra-
tion. Fusion typically occurs between weeks 4 

and 6 of human development. The rare late 
fusions occur through fibrous isthmus rather than 
renal parenchyma [201].

5.5.5.1  Mouse Models of Horseshoe 
Kidney

Disruption of functional sonic hedgehog (Shh) 
signaling causes midline defects and inactivation 
of Shh specifically in the notochord and the floor 
plate causes fusion of the kidneys [202]. Similarly, 
horseshoe kidneys are seen in mice with mild 
aberrations in retinoic acid signaling, such as 
those caused by deletion of Cyp26a, which is 
required for the inactivation of retinoic acid [203, 
204]. Deletion of transcription factor FoxD1 
results in a range of renal defects, which include 
fusion of maturing kidneys that remain in the pel-
vic position [205]. A follow-up study focused on 
analyzing causes of kidney fusion in Foxd1 mutant 
kidneys. This revealed the presence of ectopic cell 
types in the renal capsule, which leads to its matu-
ration defect and pelvic horseshoe kidneys [206].

5.5.5.2  Mutations Identified in Human 
Horseshoe Kidneys

Regardless of familial clustering of horseshoe 
kidney in certain cases, its genetic causes 
remain largely unidentified. Potential deleteri-
ous variations have been identified in Dachsous 
cadherin-related 2 (DCHS2) and leucine-rich 
repeat- containing G protein-coupled receptor 4 
(LGR4) [207]. Genome-wide association studies 
identified CYP26A together with CYP24A and 
BMP4 as potential disease-causing mutations in 
CAKUT, but their association specifically to 
horseshoe kidney is not reported [208]. Thus, 
according to current knowledge, large chromo-
somal aberrations rather than single gene muta-
tions associate with fused kidney in humans.

5.5.6  Renal Multicystic Dysplasia 
and Polycystic Kidney Disease

Renal multicystic dysplasia is characterized by 
variable numbers of cysts in either one or both 
kidneys or only in a segment of a kidney (Fig. 5.3). 
The pathogenesis is not yet completely resolved, 
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but experimental studies with rabbits have shown 
that ligation of the ureter causes similar cyst for-
mation and differentiation defect [209].

There are two types of polycystic kidney dis-
eases (PKD), the infantile (early-onset recessive) 
and adult (late-onset dominant) polycystic kidney 
diseases. Infantile PKD manifests at birth or soon 
after and is associated with high mortality if renal 
transplantation is not performed. Adult PKD man-
ifests at any age of adulthood and has a less severe 
outcome. These two most common forms of PKD 
show autosomal recessive and autosomal domi-
nant inheritance, respectively. The later-onset 
autosomal dominant PKD is one of the most com-
mon genetic diseases with an incidence of 1:500 to 
1:1000, while the early- onset autosomal recessive 
form is much rarer [210].

5.5.6.1  Mutations Identified in Humans 
with Renal Cysts

Although renal multicystic dysplasia is less abun-
dant in humans than PKD, mutations in BicC 
family RNA binding protein 1 (BICC1) [97, 211], 
CDC5L [212], dachshund family transcription 
factor 1 (DACH1) [213], HNF1B [110, 214, 215], 
and upstream transcription factor 2 (USF2) [216] 
all associate with cystic dysplasia. Autosomal 
dominant PKD mainly derives from mutations in 
polycystin (PKD) genes [217]. The majority of 
the mutations (~85%) are in PKD1, which 
encodes a large receptor-like protein (polycystin 1) 

that interacts with PKD2 gene product polycystin 
2 [218]. Mutations in PKD2 account for ~15% of 
autosomal dominant PKD cases, while recently a 
new causative gene, glucosidase II alpha subunit 
(GANAB), was identified in rare patients who are 
negative for PKD1 and PKD2 mutations [217, 
219]. Autosomal recessive PKD was long consid-
ered a genetically homogenous disease. 
Mutations in PKHD1, which encodes fibrocystin 
localizing to the primary cilia to modulate Shh 
and Wnt activities, cause the majority of these 
cases [220]. Aberrations in yet another ciliary 
protein encoded by DZIP1L [221] were recently 
identified in patients with moderate clinical 
symptoms of autosomal recessive PKD, affecting 
also liver function. Mutated HNF1B in some 
patients also causes cystic kidneys, while its 
aberrations are associated with hypodysplasia 
and diabetes syndrome [110, 222].

5.5.6.2  Mouse Models of Cystic Kidney 
and Polycystic Kidney Disease

The mouse models of polycystic kidney disease 
have revealed that defects in genes encoding pri-
mary cilia-located proteins are responsible for 
abnormal cellular proliferation and fluid accumu-
lation that jointly lead to the formation of numer-
ous cysts in renal tubules. Deletion of either Pkd1 
[223] or Pkd2 [224, 225] best models the human 
PKD, while inactivation of Pkhd1 [226] in rats and 
inhibition of ciliogenesis by loss of Kif3a in mouse 

Fig. 5.3 Horseshoe kidney/renal fusion and multicystic 
dysplasia. (a) A human horseshoe kidney at gestational 
week 13 (equal to 11 weeks of fetal development). The 
genetic cause for the horseshoe kidney in this fetus is 
trisomy 18. Fusion is always seen in the caudal part of the 

kidneys (arrow). (b) Multicystic renal dysplasia is charac-
terized by large cysts surrounded by clear cytoplasmic 
stromal cells. The cysts can be either in a segment of a 
kidney, in one whole kidney, or in both kidneys. A adrenal 
gland
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[227] also result in a phenotype very reminiscent 
of human PKD.  In mouse models of inactivated 
glucosidase IIβ and Sec63p, which exhibit mild 
kidney cysts on their own, reduced Pkd1 sensitizes 
kidneys for cystogenesis further highlighting its 
essential role in PKD pathogenesis [228].

Genetic disruption of genes regulating ureter 
morphogenesis and/or connection to the bladder 
may cause renal multicystic dysplasia. As exam-
ples, atypical cadherin Fat4 [229], its interacting 
partner four-jointed box 1 (Fjx1) [229], cadherin- 
related dachsous genes (Dchs1 and Dchs2) [229, 
230], and other adhesion-related molecules like 
Dlg5, which is required for the delivery of adhe-
some complex components [231], Frem2 [99] 
and Glc3 [232], all cause cystic kidneys when 
inactivated in mice. Also, Lzts2 mutant embryos, 
which exhibit duplex ureters, show other defects 
such as hydroureters and hydronephrosis accom-
panied with renal multicystic dysplasia [193].

5.5.7  Congenital Nephrosis

Congenital nephrosis is a condition under which 
the glomeruli leak protein into the urine during 
pregnancy. It is caused by the defects of the glo-
merular filtration barrier, which is composed of 
the slit diaphragm connecting adjacent podocyte 
foot processes, the glomerular basement mem-
brane, and the fenestrated endothelium of the cap-
illary loops. Congenital nephrosis is characterized 
by excess of amniotic fluid or polyhydramnion 
and enlarged placenta, which weighs more than 
50 percent of the fetal weight. Renal symptoms 
are typically caused by impaired podocyte physi-
ology that derives from mutations in gene encod-
ing proteins of the slit diaphragm [233]. The 
congenital nephrotic syndrome is a rare form of 
nephrosis, which is highly enriched in the Finnish 
population with occasional cases reported all over 
the world [234].

5.5.7.1  Mutations Causing Congenital 
Nephrotic Syndrome in Humans

Kestilä et al. identified the causative mutation for 
congenital nephrotic syndrome of the Finnish 
type in a gene encoding the slit diaphragm protein 
nephrin (NPHS1) [235]. Originally, two founder 

mutations were identified but since then more 
than 20 additional mutations have been shown to 
cause this syndrome. Although approximately 
98% of Finnish and 38–90% of non- Finnish con-
genital nephrotic syndrome patients carry muta-
tions in NPHS1 [236–238], mutations in other 
genes encoding podocin (NPHS2), phospholipase 
C epsilon-1 (PLCE1), WT1, and laminin beta 2 
(LAMB2) have been identified. Genetic diagnosis 
is important for designing patient treatment plans, 
as steroid-resistant nephrotic syndrome typically 
derives from the defects in NPHS2 [238, 239]. 
Moreover, mutations in PLCE1 [240] and WT1 
[238, 241], like in FAT1 [242], cause a more dif-
fuse mesangial sclerosis type of phenotype while 
LAMB2 [238, 243] mutations give rise to micro-
coria. Finally, mutations in genes encoding colla-
gen IV (COL4A3, COL4A4, and COL4A5), which 
is the major form of collagen present in the glom-
erulus, also cause congenital nephrosis due to 
characteristic abnormalities in the glomerular 
basement membrane [244].

5.5.7.2  Mouse Models of Congenital 
Nephrotic Syndrome

Characteristic of congenital nephrotic syndrome 
studies is that the human mutations were often 
identified prior to the generation of their genetic 
animal models. The mouse models where the 
major syndrome-causing genes, Nphs1 [245], 
Nphs2 [246], Lamb2 [247, 248], or Col4a3 [249], 
were knocked out recapitulate the renal symp-
toms quite well and have been valuable tools for 
understanding the cellular and molecular mecha-
nisms of these pathologies. Manipulation of other 
genes encoding slit diaphragm components, like 
inactivation of CD2-associated protein (Cd2ap) 
[250], often compromises podocyte function and 
may recapitulate specific features of congenital 
nephrosis [251].

5.5.8  Nephroblastomatosis 
(Nephrogenic Rests) 
and Wilms’ Tumor

Nephroblastomatosis is a condition where islands 
of the nephrogenic blastema remain in the kidney 
postnatally (Fig.  5.4). These islands are also 
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called nephrogenic rests and may reside either 
intra- or perilobarly. Intralobar rests arise early 
in renal development, while perilobar rests are in 
the renal cortex, which is the active differentiat-
ing zone. They either spontaneously regress or 
progress, and finally become malignant tumors 
called nephroblastomas, also known as Wilms’ 
tumors (Fig. 5.5). It is impossible to distinguish 
between regressive and progressive nephroblas-
tomas by any morphological or immunohisto-
chemical means.

5.5.8.1  Mutations and Syndromes 
Associated with Wilms’ Tumor 
in Humans

Despite being the most common pediatric renal 
cancer, the prevalence of Wilms’ tumor is generally 
low (1:10,000 children). Its incidence is signifi-
cantly increased in syndromes like Wilms’ tumor, 
aniridia, genitourinary anomalies, and mental 
retardation (WAGR), Beckwith- Wiedemann 
(BWS), hemihypertrophy, Denys- Drash, and 
Perlman. Hemihypertrophy is a condition where 

Fig. 5.4 Nephroblastomatosis/nephrogenic rests. (a) 
Normal human kidney at gestational week 12. Arrows 
point to differentiating nephron precursors. (b) 
Nephrogenic rests are the dark blue, highly cellular 
islands in the subcortical or perilobar areas. They repre-

sent persistent foci of nephrogenic blastema in the postna-
tal kidney in a 1-year-old child. Because he had multiple 
foci of nephrogenic rests (white asterisks), the condition 
is called nephroblastomatosis. G glomerulus, U ureteric 
bud, S stroma

Fig. 5.5 Wilms’ tumor or nephroblastoma. (a) Normal 
human kidney at gestational week 12. Arrow points to a 
ureteric bud, B marks blastema (the metanephric mesen-
chyme), and S is the stroma. (b) The morphology of the 

classic Wilms’ tumor (also called nephroblastoma) mim-
ics that of embryonic kidneys showing blastemal (B), 
stromal (S), and epithelial cells (arrow) but in a disorga-
nized manner
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the left and right sides of the body show clear 
growth differences, while Beckwith-Wiedemann 
syndrome is a congenital overgrowth syndrome, 
where the organs are bigger than expected for 
the age of the child. Tuberous sclerosis, a highly 
variable disorder typically diagnosed soon after 
birth, associates with the development of benign 
tumors in different organs, including the kid-
neys [252]. Although otherwise harmless, the 
benign tumors may interfere with the normal 
function of the affected organ. Tuberous sclero-
sis causes cystic kidneys in approximately 
20–30% of individuals, but their renal function 
is rarely compromised.

The most commonly altered genetic locus 
causing Wilms’ tumor is the one disturbing 
insulin- like growth factor 2 (IGF2), which is one 
of the imprinted genes and normally expressed 
only when paternally derived. In approximately 
70% of all Wilms’ tumors, biallelic IGF2 expres-
sion results in tumorigenesis [253]. Genetic 
analysis of WAGR and Denys-Drash revealed an 
association of germline mutations in WT1, and 
later, somatic mutations were identified in many 
Wilms’ tumors [254]. These somatic-inactivat-
ing mutations associate with intralobar nephrotic 
rests and thus could be responsible for early 
defects in renal differentiation leading to tumor 
development [255]. Other mutations have been 
identified in the β-catenin encoding CTNNB1 
gene [256], often together with a WT1 mutation 
[257], and in Wilms’ tumor on chromosome X 
(WTX) gene [258], which couples WT1 to 
β-catenin as it negatively regulates Wnt signal-
ing and participates in the control of WT1 tran-
scription [259, 260]. Also, mutations in the 
microRNA- processing genes that derepress 
IGF2 levels via its regulator PLAG1 have been 
identified. This further underlines the impor-
tance of the IGF2 signaling dosage in tissue 
homeostasis during kidney differentiation [261]. 
Interestingly, a long-sought Wilms’ tumor can-
cer stem cell, double positive for NCAM1 and 
RALDH1, was identified [262]. This may help 
the future aims of revealing the relationship 
between cancer stem cells and other stem cell 
types in the kidney, namely, nephron and collect-
ing ductal progenitors.

5.5.8.2  Mouse Models 
of Nephroblastomatosis 
and Wilms’ Tumor

The genes associated with Wilms’ tumor in 
humans are required for the early steps of embryo-
genesis and renal development. Wt1 deletion in 
mouse results in complete failure of kidney induc-
tion [55, 263]. Ctnnb1 expressed by the UB is 
required for branching morphogenesis and in the 
MM for normal nephrogenesis [84, 149]. Thus, 
the proteins encoded by these genes are crucial 
for normal organogenesis, and their null mutant 
mice fail to serve as models for nephrogenic rests 
or Wilms’ tumor. Mosaic inactivation of Wt1 
together with constantly increased Igf2 rescues 
mice from perinatal death caused by complete 
inactivation of Wt1 and results in nephron progen-
itor-derived renal tumors that resemble a certain 
subtype of human tumors [264, 265]. Moreover, 
inactivation of Wt1 at different nephron differen-
tiation stages and comparison of the resulting 
RNA signature in mutant kidneys with different 
subtypes of human Wilms’ tumor revealed a cor-
relation supporting the view that the disturbed 
nephrogenesis is an important contributor of 
tumorigenesis [263]. Interestingly, kidneys in the 
mouse model of excess endogenous Gdnf [174] 
show structures reminiscent of perilobar nephro-
genic rests, but these disappear by spontaneous 
differentiation during early postnatal life (our 
unpublished results). To our knowledge, the field 
still lacks a proper genetic model of pediatric 
renal cancer that could serve as a preclinical 
model and facilitate understanding of the mecha-
nisms of tumor growth and the role of kidney 
cancer stem cells.

5.5.9  Renal Disease in Syndromes

In addition to the syndromes mentioned in the 
previous sections, Alagille, branchio-oto-renal 
(BOR), Fraser, Kallmann, Meckel, Pallister-Hall, 
renal coloboma, and Townes-Brocks syndromes 
are all associated with renal anomalies.

Alagille syndrome is caused by defective 
Notch signaling. It is characterized by defects 
in the liver, heart, skeleton, eyes, and kidneys. 
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The kidneys are most often affected in individuals 
with NOTCH2 mutations and include hypodyspla-
sia and cysts, which compromise renal function 
[266]. The majority of Alagille patients, though, 
have mutations in NOTCH ligand Jagged1 (JAG1). 
Despite a suggested function in the maintenance 
of UB tip identity, very little is known about the 
function of Jag1 in renal differentiation [267]. 
Inactivation of Notch2 in mouse recapitulates 
renal defects and has revealed the importance of 
this signaling pathway in fate determination of dis-
tinct nephron segments [268, 269].

Branchio-oto-renal syndrome is an inherited 
autosomal dominant disorder, which, according 
to its name, exhibits defects in a variety of organs, 
including a spectrum of kidney defects ranging 
from mild to very severe (aplasia). The causative 
mutations of BOR have been identified in EYA1, 
SIX5, and SIX1 genes, along with SALL1 muta-
tions, which cause a BOR-related disorder, 
Townes-Brocks syndrome. See Sect. 5.5.2 for 
details of these genes and their functions.

Fraser syndrome The spectrum of renal defects 
in Fraser syndrome include hypo(dys)plasia and 
uni- or bilateral agenesis. Human mutations have 
been identified in FRAS1 and FREM2, which 
were discussed previously (Sect. 5.5.2), as well 
as in glutamate receptor-interacting protein 1 
(GRIP1) gene [270, 271].

Kallmann syndrome The most typical feature of 
Kallmann syndrome is delayed or absence of sex-
ual development. The renal manifestation is rela-
tively rare in Kallmann patients, but it may appear 
as the absence of one kidney. Kallmann syndrome 
mutations have been identified in FGFR1, FGF8 
(discussed earlier), WAP four- disulfide core 
domain 18 (WFDC18, also known as ANOS1 and 
KAL1) [272], SOX10 [273], and semaphorin 
SEMA3A [274].

Meckel syndrome (also known as Gruber- 
Meckel syndrome) consists of a posterior enceph-
alocele, where the dorsal parts of the brain expand 
backwards and are only covered by skin. The 
patients also show postaxial polydactyly (dupli-
cated little finger and/or toe) and cystic renal dis-
ease that somewhat morphologically resembles 
polycystic renal disease with liver cysts.

Meckel syndrome, similar to congenital 
nephrosis of the Finnish type, is greatly enriched 
in the Finnish population due to the founder 
effect, which enriches disease inheritance and 
manifestation in isolated populations typically 
due to a major mutation distribution among a 
small number of individuals living within the 
population. Identification of mutations in Meckel 
syndrome, type 1 (MKS1) gene, encoding a pro-
tein required for the normal function of primary 
cilia [275], was a landmark for understanding the 
cellular mechanisms leading to Meckel syndrome 
and other ciliopathies. Since then, mutations in at 
least 12 more genes have been associated with 
Meckel syndrome [276]. Despite an obvious 
genetic heterogeneity, the major Meckel 
syndrome- causing mutations are in MKS1, 
MKS3/TMEM67, and MKS6/CC2D2A.

Pallister-Hall syndrome derives from defects 
in hedgehog signaling manifested as mutations in 
GLI3 effector gene [277]. The manyfold abnor-
malities in Pallister-Hall patients are often not 
life-threatening, unlike, e.g., deletion of Gli3 in 
mice, which causes renal aplasia [278]. 
Associated kidney abnormalities of Pallister-Hall 
syndrome are rare, but typically manifest as renal 
dysplasia.

Renal coloboma syndrome The characteristic 
defects of renal coloboma syndrome, also known 
as papillorenal syndrome, include optic nerve 
dysplasia and renal hypodysplasia. It is a rare 
autosomal dominant disorder, which is caused by 
mutations in PAX2 [279]. Defects caused by Pax2 
inactivation in mouse have been discussed in 
Sect. 5.5.2.

5.6  Conclusions

Mouse models have greatly facilitated our under-
standing of renal differentiation and its molecular 
regulation. The benefit for genetics and diagnosis 
of congenital kidney anomalies is also obvious. 
However, the majority of human CAKUT cases 
are idiopathic, and their causes remain unknown 
despite the strong familial aggregation in approx-
imated 15% of patients [91, 280]. In addition to 
genetic causes, environmental and epigenetic 
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factors are also involved, while only approxi-
mately 5–20% of CAKUT are considered mono-
genic disease [281–283]. The two challenges in 
modeling congenital kidney anomalies in experi-
mental animals are the lack of knowledge of 
causative gene mutation and use of inappropriate 
strategy to mimic given human disease in mouse. 
The first of these may derive from the fact that 
large portions of genome (GC-rich and other 
repetitive or difficult-to-reach regions) are not 
covered in whole-genome sequencing experi-
ments. Potential aberrations in these noncoding 
genomic regions may be considered epigenetic 
causes of CAKUT, and they remain unexplored 
until better knowledge and methodologies are 
available for their exploration. The second chal-
lenge refers to the fact that mouse models of 
CAKUT so far have largely been made by com-
plete inactivation of the entire gene. The next 
task for the scientific community is to utilize 
CRISPR/CAS9 methodology to mimic specific 
human CAKUT mutations in mice, a strategy 
which is expected to much better phenocopy the 
given anomaly it associates with in human 
patients.
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What Do Animal Models Teach Us 
About Congenital Craniofacial 
Defects?

Beatriz A. Ibarra and Radhika Atit

6.1  Overview

The formation of the head and face is a complex 
process which involves many different signaling 
cues regulating the migration, differentiation, 
and proliferation of the neural crest. This highly 
complex process is very error-prone, resulting in 
craniofacial defects in nearly 10,000 births in the 
United States annually. Due to the highly con-
served mechanisms of craniofacial development, 
animal models are widely used to understand the 
pathogenesis of various human diseases and 
assist in the diagnosis and generation of preven-
tative therapies and treatments. Here, we provide 
a brief background of craniofacial development 
and discuss several rare diseases affecting cranio-
facial bone development. We focus on rare con-
genital diseases of the cranial bone, facial jaw 
bones, and two classes of diseases, ciliopathies 
and RASopathies. Studying the animal models of 

these rare diseases sheds light not only on the eti-
ology and pathology of each disease, but also 
provides meaningful insights towards the mecha-
nisms which regulate normal development of the 
head and face.

6.2  Significance

Craniofacial defects are complex and often impact 
multiple structures of the head and face. One of the 
most severe craniofacial defects is craniosynosto-
sis, or premature fusion of the skull bones, that 
occurs in 1/2500 births with detrimental conse-
quences for brain and sensory organ development 
[1, 2]. The only current treatment for craniosynos-
tosis is surgical separation of the sutures, and in 
some cases, the sutures become fused again over 
time requiring additional surgeries [1]. Similar sur-
vival treatments are available for many craniofacial 
disorders; however, these treatments are often lim-
ited to repeated surgical intervention and can result 
in lifelong economic burden to the patient’s family 
or community. One example of such a financial 
burden stems from analysis of the treatment cost 
for the repair of cleft lip and/or cleft palate, esti-
mated to be nearly $700 million dollars just within 
the United States each year [3]. Rare genetic dis-
eases affect a smaller proportion of the population 
occurring in less than 1 in 2000 births annually [4]. 
For example, only 1  in 500,000 individuals have 
been diagnosed with Robinow syndrome, described 
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below [5]. Over 700 rare craniofacial disorders 
have been categorized and thus encompass a large 
percentage of the patients born each year with cra-
niofacial defects [3, 4, 6]. Mouse models are valu-
able to understand rare human craniofacial defects 
because they have comparative anatomy and physi-
ology and a complex assortment of genetic tools to 
study the function of genes in spatiotemporal man-
ner. Animal models of rare diseases improve our 
understanding of disease etiology and pathology 
and oftentimes can result in the identification of 
novel treatment options, as we discuss below.

6.3  Introduction into 
Craniofacial Development

6.3.1  Conservation of Craniofacial 
Development

During embryonic development across many 
species, the regulatory mechanisms that govern 
pattern formation and mechanisms of develop-
ment are highly conserved [7]. An example of 
this highly conserved phenomenon can be 
observed when analyzing embryo patterning 
across highly diverse organisms. The Hox gene 
cluster, originally identified for its role in 
Drosophila body patterning, is also required for 
vertebrate patterning of the axial skeleton [8]. 
Across vertebrate model organisms, craniofacial 
development is highly conserved at the molecular 
and morphological levels [9, 10]. For this reason, 
animal models are critical for our understanding 
of many aspects of human biology. Much of our 
understanding of human craniofacial develop-
ment came from studying various embryonic 
models of mouse, frog, and chick [11]. Here we 
focus on the insights obtained from genetic 
mouse models of rare craniofacial defects affect-
ing craniofacial bone development.

6.3.2  Craniofacial Development Is 
Highly Error-Prone

Craniofacial development begins with the migra-
tion of cranial neural crest cells (CNCC), a cell 
population unique to vertebrates [12, 13], from 

the neural tube to the frontonasal process (FNP), 
first branchial arch, and supraorbital arch (SOA) 
[1, 3, 4, 13, 14] (Fig. 6.1, and described in detail 
below). Many signaling pathways are vital for 
maintaining cellular and tissue movements and 
cell fate specification. These processes are depen-
dent on specific signaling cues at specific spatial 
and temporal intervals to properly form the vari-
ous structures of the head and face. For this rea-
son, normal craniofacial development culminates 
from a series of events, beginning with initiation 
and migration and ending with differentiation of 
specialized cell types dependent on crucial spa-
tiotemporal signaling [15]. If any of the steps of 
these events are altered, the result would be detri-
mental for normal development; thus, the process 
of craniofacial development is highly error- 
prone. In fact, one-third of all congenital defects 
result in craniofacial anomalies [3]. The precise 
timing of these various cellular mechanisms is 
not fully understood. However, the mechanisms 
that regulate the morphogenesis of various facial 
and cranial structures are still being investigated 
and our understanding of these pathways is rap-
idly expanding as new animal models emerge.

6.3.3  The Need for Animal Models 
of Craniofacial Defects

Due to the high prevalence of congenital cranio-
facial defects, there is a demand for an improved 
understanding of their etiology to enable proper 
diagnosis and discovery of therapeutic or preven-
tative treatments [16, 17]. To this end, research-
ers rely on the use of animal models for a variety 
of reasons. First, testing various treatments and 
therapies is not ethically feasible in humans in 
most cases. Second, we are able to genetically 
and chemically model human diseases effectively 
and affordably in an animal model to understand 
the molecular basis of a disease and to test the 
aforementioned treatments in  vivo. Third, 
because of the highly conserved nature of cranio-
facial development, there is a wide variety of ver-
tebrate species that can be utilized to understand 
not only disease mechanisms, but also the mech-
anisms and processes that lead to normal cranio-
facial development.
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In this review, we focus on three regions of the 
head and face and describe findings from recent 
studies that illuminate the etiology of several cra-
niofacial defects. We first focus on cranial bone 
development and two rare cranial bone diseases, 
progressive osseous heteroplasia (POH) and 
fibrous dysplasia (FD). Second, we review the 
development of facial structures and etiology of 
micrognathia within Robinow syndrome and 
Nager syndrome. Finally, we will discuss two 
categories of rare diseases, ciliopathies and 
RASopathies. While there are many useful and 
relevant animal models, we have limited our dis-
cussions to focus on mouse genetic models. This 
is due to the high conservation of signaling path-
ways that regulate craniofacial structures between 

humans and mice and the ability to spatiotempo-
rally test gene function in specific tissue and 
 adequately model therapeutic treatments in mam-
malian models.

6.4  Defects in Cranial Bone

6.4.1  Brief Introduction to Calvarial 
Bone Development

6.4.1.1  Origins of Calvarial Bones
The calvaria consists of the skull bones that cover 
and protect the brain and other sensory organs. 
Mammalian skull bones are derived from cranial 
NCC and the paraxial mesoderm (PM) [1, 18, 19]. 

Fig. 6.1 Craniofacial bones are derived from cranial neu-
ral crest and paraxial mesoderm. (a) Cranial neural crest 
and paraxial mesoderm migrate from adjacent to the neural 
tube into the frontonasal process and first branchial arch. 
(b) Schematic delineating the direction of differentiation 
and ossification from basal to apical to form the frontal 

(Fb) and parietal bones (Pb). (c) Schematic comparing the 
cranial and facial bones in a newborn human and mouse 
skull (F frontal, P parietal, N nasal, Mx maxilla, Z zygoid, 
Sp sphenoid, T temporal, O occipital, IP interparietal, Mn 
mandibular). (Panels (a) and (b) are reprinted and adapted 
from Ferguson and Atit 2018 with permission)
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The CNCC give rise to the frontal bones while the 
PM gives rise to the parietal, squamous part of the 
temporal and occipital bones. Both contribute to 
the formation of the interparietal bones [12, 14, 
19, 20] (Fig. 6.1).

6.4.1.2  Calvarial Bone Morphogenesis
In mice, the frontal and parietal bone precursors 
originate in the CNCC and PM mesenchyme and 
then migrate into the supraorbital arch (SOA) 
between embryonic day 9.5 (E9.5) and E12.5 [1, 
19–22]. Morphogenesis of the frontal and pari-
etal bones begins at E12.5 when the SOA mesen-
chyme begins to condense [23]. This condensation 
is pivotal to the formation of the progenitors/
rudiments of the cranial bones and specification 
towards an osteogenic lineage [23, 24]. Upon 
specification, the calvarial bone progenitors 
express bone lineage-specific markers, such as 
runt-related transcription factor 2 (RUNX2) and 
alkaline phosphatase (AP) [25, 26]. From E13.5, 
the calvarial bone progenitors differentiate into 
committed calvarial bone osteoblasts and the 
cells expand apically and laterally until reaching 
the apex through mechanisms that remain to be 
defined [18, 21, 27, 28]. Unlike long bones of the 
body, calvarial bones form by intramembranous 
ossification. The condensed SOA mesenchyme 
directly differentiates into committed calvarial 
bone osteoblasts to form mineralized bone begin-
ning at E12.5. This is in contrast to endochondral 
ossification of long bones, which requires forma-
tion of a cartilage template prior to mineraliza-
tion and formation of mature bone. The calvarial 
bone mineralization for the frontal and parietal 
bone initiates in the SOA at approximately E14.5 
and progresses apically following the wave of 
differentiation laid out by the osteogenic front 
[14, 29] (Fig. 6.1). Normal development of cal-
varial bones requires complex cellular signaling 
for proper cell differentiation and growth [20, 
30]. This process is highly regulated and defects 
in cell signaling or cell migration results in vari-
ous cranial defects including craniosynostosis [1, 
27] and various skeletal dysplasias [31] (see 
below). Thus, it is important to understand the 
biological mechanisms that regulate normal mor-
phogenesis of the cranial bones.

6.4.1.3  Bone Transcription Program
Upon migrating from the neural tube at E9.5, a 
subpopulation of the cranial mesenchyme in the 
SOA is fated to become calvarial bone progeni-
tors and begin to express osteogenic genes from 
E11.5 onwards [14]. There are a growing number 
of genes and signaling pathways that are reported 
to govern this cell fate decision, and the tran-
scription cascade that is involved in the specifica-
tion of cranial bone progenitors is well understood 
[14, 20, 32]. The “skull bone initiation program” 
consists of a cascade of three major transcription 
factors, Msh homeobox 1 and 2 (Msx1 and Msx2), 
Runx2, and Osterix (Osx/Sp7) [14, 20]. Msx1 and 
Msx2 are expressed in the early migrating cranial 
mesenchyme at E10.5 and the calvarial bone pre-
cursors by E12.5 [28]. Runx2 expression requires 
expression of MSX proteins and is required for 
establishment of calvarial bone progenitors. As 
the calvarial bone precursors differentiate into 
calvarial bone progenitors, Runx2 expression is 
decreased and expression of Osx is increased. 
Osx is required for ossification of intramembra-
nous bone. The function of these transcription 
factors has been well-studied using conditional 
mouse models with targeted genetic deletions of 
each gene [20, 32]. The bone morphogenetic pro-
tein (BMP), Wnt, Hedgehog (Hh), and Notch sig-
naling pathways, among others, have been shown 
to regulate various aspects of cranial bone devel-
opment and have been reviewed elsewhere [14, 
20, 32, 33].

6.4.2  Rare Cranial Bone Defects

6.4.2.1  Rationale
There is a high prevalence of craniofacial defects 
and disease, in part due to the complexity of the 
many processes involved in normal skull bone 
development [11]. Collectively, craniofacial 
defects comprise one-third of all congenital 
defects and there are relatively few known pre-
ventative treatments or therapies [3]. 
Understanding the etiology of rare genetic dis-
eases may elucidate new mechanisms of devel-
opment and help to identify new therapeutic 
targets [17]. Here, we will explore two rare bone 
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disorders to demonstrate the value of utilizing 
animal models in our endeavor to understand the 
cellular mechanisms of cranial bone defects in 
humans.

Heterotopic ossification refers to the ectopic 
formation of bone in soft tissues [34, 35]. This 
can occur as a result of trauma, cerebral injury or 
surgery, or more rarely an underlying genetic dis-
order. One type of hereditary heterotopic ossifi-
cation is progressive osseous heteroplasia (POH). 
On the other end of this type of abnormal bone 
growth is fibrous dysplasia (FD). FD is character-
ized as the growth of fibrous tissue in place of 
normal bone [36, 37]. FD presents across multi-
ple bones, including cranial bones, in McCune- 
Albright syndrome (MAS) [36, 37].

Here we will discuss the current understand-
ing of the genetic and molecular mechanisms 
governing these diseases. We will also review 
how animal models have helped to advance the 
clinical understanding of POH and FD and how 
these models have provided new insights into 
normal intramembranous bone development.

6.4.2.2  Progressive Osseous 
Heteroplasia

Etiology and Molecular Mechanisms 
of POH
POH (OMIM: #166350) is an autosomal domi-
nant disease linked to loss-of-function mutations 
in the GNAS gene [34, 35, 38, 39]. The disease 
presents as ectopic formation of intramembra-
nous bone in the dermis and underlying subcuta-
neous tissues.

GNAS encodes the alpha subunit of the 
G-protein complex, Gαs [40–42]. G-protein sig-
naling begins when a G-protein ligand binds to 
G-protein-coupled receptors (GPCRs) at the cell 
membrane. Different G-protein subunits bind to 
specific GPCRs to elicit a variety of cellular 
responses. In the context of osteogenic differen-
tiation, Gαs binding to the receptor results in 
upregulation of cAMP/PKA signaling which 
inhibits Hh signaling by preventing nuclear trans-
location of GLI (Fig. 6.2) [39, 42]. When Gαs is 
lost, Hh signaling is no longer inhibited and thus 
there is increased ossification of cranial bone 

[43]. Outlined below are the animal models 
which delineated the mechanism and etiology of 
Gαs in POH.

Insights from Animal Models of POH
The first animal model of POH was established in 
heterozygous null Gnas mice [43]; however, this 
model did not fully recapitulate the unique phe-
notype observed in human patients with 
POH. First, while the heterozygous mouse mod-
els present heterotopic ossification in the dermis, 
there is no ossification present in the deeper sub-
cutaneous cell populations, including muscle and 
connective tissues, and onset of heterotopic ossi-
fication occurred late in life, whereas POH in 
human patients normally presents during infancy 
[34, 41, 44–46]. Second, POH patients tend to 
exhibit heterotopic ossification biased laterally, 
in some cases the observed ossification failed to 
cross the midline—this pattern was not observed 
in the previously described heterozygous Gnas 
mouse models [43, 45].

Cairns et  al. utilized a chick model to more 
accurately represent the human disease [45]. By 
injecting a dominant negative form of GNAS into 
specific somites, the authors demonstrated a 
mosaic effect of ectopic ossification similar to 
that observed in clinical patients of POH. Within 
this model, the authors were able to glean new 
mechanistic insight on the etiology of POH in 
humans. They determined that the likely mecha-
nism of inheritance of GNAS mutations is depen-
dent on a stem cell population, or nearby adjacent 
niche cells, which results in a mosaic distribution 
of ectopic bone. However, the source of the cell 
population responsible for driving the ectopic 
formation of intramembranous bone within der-
mal cell population is not known.

Conditional deletion of Gnas in specific 
murine tissues provided new insights into the 
mechanisms of osteoblast differentiation during 
embryonic development. Tissue-specific deletion 
of Gnas in limb mesenchyme using Prx1-cre 
resulted in efficient deletion of Gnas by mouse 
embryonic day 14.5 (E14.5) and heterotopic ossi-
fication as early as E16.5 which progressed 
through postnatal day 20 (P20), by which time 
most mutant animals died [47]. Similar levels of 
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heterotopic ossification occurred in two different 
models targeting Gnas in mesenchyme more 
broadly using Dermo1-cre and Ap2-cre and in 
adult dermis and subcutaneous tissues following 
injection of adenovirus-Cre in Gnasfl/fl animals 
[47]. The introduction of mesenchyme-specific 
deletion of Gnas provided unique opportunities 
to elucidate the mechanism that drives the ecto-
pic formation of intramembranous bone. Regard 
et al. used the Prx1-cre Gnas mutants to demon-
strate that heterotopic ossification in the mesen-
chyme was a result of dysregulated Hh signaling 
downstream of decreased cAMP/PKA signaling 
[47]. Their studies established the paradigm that 
Hh signaling is necessary and sufficient to induce 
ectopic intramembranous ossification similar to 
that observed in POH patients. Furthermore, 
Gαs, encoded by GNAS, is necessary to regulate 
levels of Hh signaling during development and 
into adulthood [47]. These findings were pivotal 

in developing an understanding of the etiology 
and pathology of POH, which could lead towards 
the development of new therapeutic targets.

New Therapeutic Targets
Understanding the mechanisms behind disease 
states can also lead to new insights towards nor-
mal cranial development. Considering that het-
erotopic ossification forms through intramem- 
branous ossification of mesenchymal cells, it 
stands to reason that this signaling pathway 
may be conserved during normal development of 
cranial intramembranous bone. Xu et al. hypoth-
esized that the signaling pathway implicated in 
POH heterotopic ossification is conserved during 
normal cranial intramembranous bone ossifica-
tion [40]. By using comprehensive mouse genet-
ics targeting Gnas and Hh signaling effectors 
Smoothened (Smo) and Gli and small- molecule 
inhibitors of Hh signaling, Xu et al. were able to 

Fig. 6.2 Overview of signaling pathways linked with rare 
craniofacial diseases. (a) Noncanonical Wnt signaling 
(Robinow syndrome), (b) MAPK signaling (RASopathies), 
(c) Hh signaling in primary cilia (ciliopathies), (d) GαS sig-

naling (progressive osseous heteroplasia and Fibrous dys-
plasia). (e) Canonical Wnt/β-catenin signaling (FD) increase 
or decrease in β-catenin leads to dysregulated bone differen-
tiation. Red asterisks indicate disease associated proteins
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partially rescue the increased intramembranous 
bone formation observed in Gnas loss-of-func-
tion mutants [40]. These data indicate that Hh 
signaling inhibition may serve as a therapeutic 
target towards treatments of diseases such as 
POH and possibly similar diseases demonstrating 
increased intramembranous bone formation, such 
as craniosynostosis.

6.4.2.3  Fibrous Dysplasia

Etiology
Similar to POH, FD is caused by a somatic muta-
tion in GNAS during early development [36]. 
This is an activating missense mutation that 
occurs in a somatic cell in a post-zygotic embryo 
[36]. FD can affect a single bone (monostotic) or 
multiple bones (polyostotic) [37]. Mutations 
leading to polyostotic FD are thought to occur 
pre-gastrulation as the affected bones consist of 
both neural crest and mesoderm-derived popula-
tions [36]. McCune-Albright syndrome (MAS) 
(OMIM: #174800) is a form of polyostotic FD 
that spans multiple bones and organs. More than 
half of all MAS cases include craniofacial bone 
defects [36]. FD lesions consist of mesenchyme- 
like mutated cells and normal osteoblasts result-
ing in deficient mineralization.

The missense mutation in GNAS results in a 
selective inhibition of its GTPase activity, lead-
ing to increased activity of PKA signaling path-
ways. Gαs has been demonstrated to regulate 
Wnt signaling in many contexts [48]. Wnt/β- -
catenin signaling is required for normal cranial 
bone development [21, 49, 50]. Loss of canonical 
Wnt signaling in early cranial mesenchyme 
results in diminished skull bone formation [21, 
50, 51]. However, in mature osteoblast cells, 
Wnt/β-catenin signaling prevents bone mineral-
ization and maturation [52]. Loss of Gαs results 
in increased Wnt/β-catenin signaling in affected 
tissues, which inhibits osteoblast maturation 
(Fig. 6.2) [48, 53].

New Insights from Animal Models of FD
Bianco et al. first used mice to study the pathol-
ogy of FD by transplanting human bone marrow 
cells from FD lesions into immunocompromised 
mice and observed similar lesions as to those 

observed in human FD/MAS affected bone [54]. 
Their techniques were pivotal in understanding 
the role of mosaicism in FD bone lesions [54, 
55]. One of the earliest genetic mouse models of 
FD was characterized in 2014 by Saggio et  al. 
[56]. This mouse model was able to recapitulate 
some aspects of the human phenotype by overex-
pressing Gnas using viral vectors to model the 
most common genetic mutations observed in 
humans [56]. The authors described a unique pat-
tern of bone lesion formation consisting of three 
phases beginning with excess bone formation, 
followed by bone remodeling, and culminating in 
fibrotic bone lesions. They identified unique his-
tological patterns for each phase of lesion devel-
opment and postulate that different stages require 
different treatment regimens. Although humans 
begin presenting pathological symptoms begin-
ning in childhood [36], Saggio et  al. described 
the formation of bone lesions occurring in mice 
aged beyond 1 year [56]. This suggests that the 
mechanisms elucidated in this model are not sig-
nificant during juvenile stages of bone develop-
ment. There may be some undescribed human 
mechanism resulting in the age discrepancies 
between the onset of FD in humans and the model 
described above.

More recently, a new mouse model has been 
developed that provides new insight into FD using 
a Prx1-Cre-activated tetracycline inducible system 
to conditionally activate Gnas in skeletal stem 
cells [57]. Activating this system resulted in FD 
lesion presentation within 2 weeks of doxycycline 
exposure, which improved following doxycycline 
withdrawal. Khan et al. utilized two different Cre 
lineages, Prx1-Cre and Osx-Cre, and determined 
that activation of Gnas led to an increase in Wnt 
signaling and a decrease in Hh signaling [53]. This 
study more completely defines a mechanism of 
pathology of FD in a mouse model and highlight 
potential therapies more relevant to the defects 
observed in patients with FD.

New Therapeutic Targets
Currently, there is no cure for FD/MAS, and 
treatments are limited to surgical intervention for 
extreme cases [36, 53, 57]. However, the use of 
animal models has provided valuable insight into 
the pathophysiology of FD/MAS.  The unique 
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mouse model characterized by Zhao et al. dem-
onstrated reversal of FD bone lesions following 
reduction in ectopic Gnas expression [57]. The 
authors postulate that inhibition of Gαs may 
serve as a new therapeutic outlet in the treatment 
of FD/MAS. Khan et al. demonstrated that inhi-
bition of Wnt signaling in their Gnas mouse 
models also attenuates FD symptoms, highlight-
ing yet another biological mechanism of FD and 
possible therapeutic target of FD/MAS [53]. Xu 
et al. demonstrate that inhibition of Wnt signal-
ing using a chemical inhibitor, LGK-974, and 
genetic ablation of a single Lrp6 allele can par-
tially rescue the effects of FD in a mouse model 
of craniofacial FD [40].

6.4.3  Summary

In this section, we have discussed two rare cra-
niofacial diseases that involve abnormal Gαs sig-
naling in the cranial bones. These diseases result 
from defects in cranial bone ossification that is 
dependent on a balance of Gαs signaling to dif-
ferentiate into normal cranial bone. This process 
seems to be dependent on two downstream sig-
naling pathways that are differentially regulated 
by Gαs signaling, Hh and Wnt signaling. With 
various animal models, researchers have been 
able to identify the mechanisms by which Gαs 
regulates these two developmentally important 
signaling pathways. In some instances, putative 
treatments and therapies have been proposed and 
tested in a mouse model, demonstrating clear 
benefits of animal models of disease [40, 53, 57]. 
Next, we will discuss defects in the facial region 
focusing on one particular phenotype, microgna-
thia, across two rare genetic disorders.

6.5  Facial Defects

6.5.1  Facial Outgrowth 
and Patterning

The facial skeleton is derived from the mesen-
chymal cells that populate the frontonasal pro-
cess (FNP) and first branchial arch (Fig. 6.1). The 

FNP consists of NCC and head mesoderm and is 
divided into the medial and lateral nasal pro-
cesses [58]. Alongside the FNP are the maxillary 
(MXP) and mandibular (MNP) processes. 
Together the FNP, MXP, and MNP give rise to 
facial primordia [4, 58, 59]. The facial promi-
nences are observed as facial swellings by mouse 
embryonic day 9.5 (E9.5). By E11.5, the medial 
and lateral nasal processes and MXP fuse to form 
the upper lip and initiate primary palate develop-
ment [59]. The medial nasal processes meet at the 
midline to form the nasal septum, which can reg-
ulate facial outgrowth (Fig. 6.3) [59]. Secondary 
palatogenesis is dependent on the mandibular 
and maxillary prominences. Finally, the jaw is 
derived from the first branchial arch. The bran-
chial arches are tissue structures with an outer 
ectodermal layer and inner endodermal layer 
with a mesodermal core, surrounded by neural- 
crest- derived mesenchyme. Many complex sig-
naling pathways regulate the formation of these 
major facial structures. Abnormal signaling, cell 
growth, and cell differentiation can lead to a vari-
ety of facial defects including cleft lip and palate 
and micrognathia, among others. Here we will 
describe the processes that regulate facial mor-
phogenesis and two human diseases that result in 
abnormal craniofacial development.

6.5.1.1  Palate Development
The FNP is formed from migrating NCC origi-
nating from the caudal forebrain/midbrain by 
E9.5 [13, 59, 60]. By E10.5 the cells of the FNP 
have been divided into the medial and lateral 
nasal processes which begin to fuse with the 
MXP by E11.5 to form the upper lip and primary 
palate (Fig. 6.3) [61, 62]. Following formation of 
the primary palate (palatogenesis) is secondary 
palatogenesis. The palatal shelves arise from the 
MXP and grow vertically and laterally adjacent 
to the tongue. Prior to palatal shelf fusion, the 
tongue descends and the palatal shelves rotate 
and expand towards the midline where they fuse 
by E15.5 [59]. The molecular mechanisms that 
govern palate development have been reviewed 
extensively [58–60]. The normal formation of 
lip, primary palate, and secondary palate is heav-
ily dependent on normal cell movements, cell  
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differentiation, programmed cell death, and con-
certed actions across multiple adjacent tissues 
and cell populations. Cleft lip and cleft palate can 
occur when any of these processes is dysregu-
lated during development [3, 6, 58]. The etiology 
and pathophysiology of cleft lip and cleft palate 
have been reviewed extensively [62–65] and thus 
will not be reviewed here.

6.5.1.2  Transcriptional Control of Jaw 
Development

The first branchial arch is subdivided into maxilla 
and mandibular prominences through pattern- 
specific expression of key Dlx (distal-less) genes 
[66]. Expression of DLX1/2 corresponds to 
MXP, while expression of DLX1/2/5/6 correlates 
with the MNP. The MNP is further patterned into 
an oral-aboral axis dependent on signaling from 
Lim-homeobox (Lhx) genes and goosecoid 
expression. Prior to formation of the mandibular 
bones, the formation of a specialized cartilage 
structure, Meckel’s cartilage (MC), is required. 
The formation of MC begins with condensation 
of CNC mesenchyme at E12.5, which then dif-
ferentiates into chondrocytes forming the 

 template for the future jaw [66]. MC expands 
outwards first ventromedially and then dorsolat-
erally until they fuse at the most distal tip. The 
posterior regions of MC ultimately develop into 
the malleus and incus bones of the middle ear, 
while the intermediate MC is degraded and dif-
ferentiated to form connective tissues of the jaw 
[60, 66]. Intramembranous ossification of the jaw 
is driven through expression of Dlx5, which is 
required for the upregulation of the bone marker 
Runx2 [66]. Ossification of the lower jaw bone 
begins with the formation of a primary ossifica-
tion center lateral to the MC at stage E13.5 [60, 
66]. The upper jawbones are derived from the 
MXP and are physically unique from the lower 
jawbones. Recent work in zebrafish has identified 
two novel identity markers of the upper and lower 
jaw. The upper jaw requires expression of the 
nuclear receptor subfamily 2 group F, Nrf2, 
nuclear receptors, while the lower jaw requires 
endothelin 1 (Edn1) to repress expression of Nrf2 
and maintain proper lower jaw identity [67].

The size and shape of the lower jaw bones are 
dependent on the underlying MC, and abnormal 
development of the MC or ossification of the 

Fig. 6.3 Facial structures derived from the frontonasal 
process and first branchial arch. Schematic delineating the 
frontonasal process and first branchial arch at E9.5 (left) 
and the structures derived from these two cell populations 
that make up the facial primordia by E10.5 (right). FNP 

frontonasal process, MP medial nasal process, LP lateral 
nasal process, MXP maxillary process, MNP mandibular 
process. (E9.5 embryo adapted with permission from 
Ferguson and Atit 2018)
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mandibular bone presents as micrognathia, a 
shortened/decreased jaw, or macrognathia, an 
oversized/lengthened jaw. Several side effects 
can occur as a result from micrognathia including 
feeding disturbances in infants [68]. Here, we 
will describe the occurrence of two rare craniofa-
cial disorders which present as syndromes includ-
ing micrognathia and other facial defects.

6.5.2  Robinow Syndrome

6.5.2.1  Etiology
Robinow syndrome (RS) (OMIM: #180700, 
#268310, #616894, #616331) is a genetic disease 
that manifests as skeletal dysplasia with distinct 
craniofacial defects [5]. RS results from muta-
tions in components of the noncanonical Wnt and 
planar cell polarity (PCP) signaling pathways. 
The most common mutations resulting in RS are 
located within the Wnt family member 5a 
(WNT5A) or Receptor Tyrosine Kinase-like 
Orphan Receptor 2 (ROR2) loci [5, 69]. However, 
mutations in other pathway components, such as 
Disheveled (DVL) proteins, have also been iden-
tified [70, 71]. Apart from skeletal phenotypes 
such as short stature, the craniofacial defects are 
described as “fetal facies” which include but are 
not limited to macrocephaly, micrognathia, and 
midface hypoplasia [69, 72]. There are a high 
amount of genetic heterogeneity surrounding this 
disease owing to the large number of mutations 
across multiple genes that vary in the level of 
inheritance across patients. However, despite this 
RS remains a rare disorder affecting only 1  in 
500,000 individuals [5].

WNT5a is a secreted protein that regulates 
cellular patterning and morphology through non-
canonical Wnt signaling. During noncanonical 
signaling, ROR2 acts as a coreceptor for frizzled 
receptors of WNT5a [73]. Binding of the ligand 
to the receptor results in signaling cascades 
involving the cellular effector DVL, ultimately 
directing cellular outgrowth, planar cell polarity, 
and cell migration (Fig. 6.2) [74]. It is hypothe-
sized that heterozygous missense mutations 
result in loss of function of the affected WNT5A 

allele [75]. Alternatively, homozygous ROR2 
mutations leading to decreased ROR2 activity 
also result in RS [76, 77]. Finally, mutations in 
DVL1 or DVL3 also result in autosomal dominant 
RS [70, 71].

6.5.2.2  New Insights from Animal 
Models

The first animal model of RS characterized the 
recessive mutations in Ror2 using a knockout 
mouse model [69]. They identified several defects 
in the craniofacial region of the developing 
mouse embryo. Most notably, they identified a 
defect in craniofacial outgrowth including 
smaller mandible and associated defects in 
Meckel’s cartilage. Person et al. described a simi-
larity in the phenotypes of Ror2 and Wnt5a null 
mice and identified key missense mutations in 
WNT5A in human patients of RS presenting auto-
somal dominant inheritance [75]. They confirmed 
the role of human WNT5A missense mutations in 
RS by selectively inactivating wnt5a alleles in 
zebrafish and Xenopus embryos. Their work 
linked WNT5A and ROR2 in a functional  pathway 
that is highly regulated and involved in normal 
craniofacial outgrowth and development [75]. 
The role of specific missense mutations of human 
WNT5A in RS was further delineated in another 
vertebrate model using chick embryos [5]. Here, 
the authors utilized retroviral injections into the 
developing chick mandible to highlight the spe-
cific effect of a human C83S WNT5a missense 
mutation on outgrowth of the vertebrate jaw and 
formation of normal Meckel’s cartilage. The 
effect of the C83S WNT5a missense mutations 
resulted in micrognathia in the chick embryos, 
resembling the Ror2 and Wnt5a null mice 
described by Person et  al. [75]. However, their 
data did not highlight a definitive loss-of- function 
effect of C83S WNT5A on the resulting micro-
gnathia as previously hypothesized. Instead, they 
postulate that the specific C83S WNT5A muta-
tions identified in RS patients have neither a gain 
nor loss-of-function effect and ultimately result 
in diversion of WNT5A towards an unknown, 
alternative signaling pathway, independent and 
separate from noncanonical Wnt signaling, thus 
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improving upon the current etiology of micro-
gnathia in RS patients.

These experiments in mouse and chick high-
lighted the importance of balance in noncanoni-
cal Wnt signaling pathways during normal 
craniofacial development. Due to the genetic 
heterogeneity of noncanonical Wnt signaling, it 
was hypothesized that dysregulation in other 
aspects of this key WNT5a-ROR2 signaling 
pathway may also account for the occurrence of 
Robinow syndrome in humans that has not been 
associated with mutations in WNT5A or ROR2 
[78]. More recently, frameshift mutations in 
DVL1 and DVL3 have been identified in patients 
of dominant RS [70, 71]. DVL proteins are 
involved in both canonical and noncanonical 
Wnt signaling, and in the case of RS, it is 
hypothesized that the mutations in DVL pro-
teins exist within the WNT5a- ROR2- DVL non-
canonical Wnt signaling pathway. A recent 
genome-wide association study (GWAS) iden-
tified a variant in Dvl2 in bulldog breeds associ-
ated with widened skull shape and decreased 
snout length, reminiscent of RS defects [79]. 
This unique animal model can provide insights 
into the etiology of distinct craniofacial defects 
associated with RS and highlights the need for 
further research into the molecular mecha-
nisms of the WNT5a-ROR2- DVL pathways. 
Interestingly, Mansour et al. hypothesized that 
the Dvl2 mutations are hypomorphic in the 
context of the vertebral phenotypes character-
ized in the dog model, similar to the conclu-
sions of Hosseini-Farahabadi et  al. regarding 
Wnt5a mutations with respect to mandible out-
growth in chick [5, 79]. New biophysical 
approaches to understand the cellular basis of 
Robinow syndrome has shed light on the com-
plex etiology. Recent studies with live Wnt5a−/− 
mouse embryos reveal that cell movement and 
cytoskeletal organization during branchial arch 
morphogenesis are disrupted leading to mis-
shapen arches and diminished MXP [80]. 
Understanding the molecular mechanisms of 
WNT5a/ROR2/DVL can provide insights into 
the etiology of RS and normal development of 
the head and face.

6.5.3  Nager Syndrome

6.5.3.1  Etiology
Nager syndrome (OMIM: #154400) is a rare 
genetic disease reported in only 100 individuals 
as of 2017 [81, 82]. First identified in 1948 [83], 
Nager syndrome presents with facial defects, 
including midface retrusion and severe micro-
gnathia, and distinct limb phenotypes unique 
from other types of face and limb bone diseases 
[81, 84, 85]. Similar to RS, Nager syndrome has 
been reported to be inherited as either an autoso-
mal recessive or autosomal dominant disease. 
Mutations of SF3B4, splicing factor 3B subunit 
4, resulting in heterozygous loss of function, 
have been identified in 57–64% patients with 
Nager syndrome [81, 86]. Patients with Nager 
syndrome primarily present de novo mutations of 
SF3B4; however, there have been observed 
instances of both autosomal dominant and auto-
somal recessive inheritance [81, 82, 84, 85]. 
SF3B4 encodes a spliceosomal protein which has 
been reported to directly interact with BMP pro-
teins to inhibit osteogenic and chondrogenic dif-
ferentiation in vitro [87]. Current understanding 
of the etiology of this disease is limited due to the 
small number of affected individuals and genetic 
heterogeneity of individuals affected [82].

6.5.3.2  Insights from Animal Models
Thus far there has only been one characterized 
animal model of Nager syndrome [88]. Devotta 
et al. utilize morpholinos to inhibit SF3B4 func-
tion during early development in Xenopus 
embryos [88]. The authors first demonstrated a 
requirement of sf3b4 in normal neural crest 
development. In addition to regulating the differ-
entiation of neural crest during early develop-
ment, the authors have also characterized 
craniofacial defects similar to those observed in 
Nager syndrome patients, including decreased 
formation of Meckel’s cartilage, among other key 
facial cartilage structures [88]. This was accom-
panied by decreased levels of sox10 mRNA, but 
researchers saw no evidence of interaction with 
the BMP signaling pathway. The authors hypoth-
esize a spatiotemporal requirement for spliceo-
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some mechanisms during early neural crest cell 
specification [88]. There is still a necessity for the 
development of appropriate animal models of 
Nager syndrome to fully understand the etiology 
of this rare congenital disease. Understanding the 
etiology of this and other rare facial defects can 
inform our understanding of normal facial out-
growth and morphology during early embryonic 
development.

6.6  Ciliopathies/RASopathies

6.6.1  What Are Ciliopathies?

Ciliopathies are a group of diseases classified by 
defects in the function or formation of primary 
cilia [4]. Primary cilia are complex organelles 
found in all vertebrate cell types [4, 89, 90] and 
are required for many basic cellular processes, 
including transduction of major signaling path-
ways either by housing receptors or transducing 
signaling ligands. Cilia comprise three major 
functional domains, the axoneme, basal body, 
and ciliary membrane. Each domain is critical for 
the overall function of the cilium and its role in 
signal transduction. The axoneme is composed of 
microtubules and extends the cilium into the 
extracellular space [4, 90]. The axoneme builds 
from the basal body, a specialized centrosome 
structure that connects the axoneme to the cell. 
Intraflagellar transport (IFT) is required for the 
assembly of the axoneme as well as the transport 
of signal transduction proteins in a functioning 
cilium [4]. A specialized membrane encompasses 
the fully formed cilium where various signal 
transduction receptors are located.

Several key developmental signaling path-
ways are regulated by cilia, including Hh, Wnt, 
and platelet-derived growth factor-alpha 
(PDGFRα). Sonic Hedgehog (SHH) has been 
extensively reported to be regulated by primary 
cilia during development [4, 16, 90–92]. SHH 
receptors are localized to the ciliary membrane, 
and upon binding of a Hh ligand, SMO can enter 
the ciliary axoneme [16, 92]. Additionally, the 
transcription factor GLI is trafficked through the 

ciliary axoneme which is believed to process GLI 
into a transcriptional activator or transcriptional 
repressor (Fig. 6.2) [16, 92]. PDGFRα signaling 
is required during normal cell migration and pro-
liferation of mesenchyme during development 
and is localized to primary cilia [93, 94]. Loss of 
Pdgfrα in mouse neural crest results in several 
craniofacial defects, including cleft palate and 
decreased formation of cranial bone [93, 95, 96]. 
There are many different ciliopathies that have 
been described in recent years [4, 16]. Here we 
will describe one type of ciliopathy, oral-facial- 
digital syndrome (OFDS) type-1, as the molecu-
lar etiology and pathologies are not well 
understood and there are new insights from ani-
mal models.

6.6.2  Oral-Facial-Digital Syndrome 
(OFDS)

6.6.2.1  Etiology
OFDS-1 (OMIM: #311200) is a ciliopathic dis-
ease linked with varying craniofacial defects, 
including cleft palate and micrognathia, as well as 
digit defects such as syndactyly and brachydac-
tyly, and occasionally kidney defects [97]. 
OFDS-1 is an X-linked dominant disorder that is 
embryonically lethal in males and occurs in 1 of 
every 50–250,000 births [4, 98]. Ferrante et  al. 
identified a variety of mutations in the OFD1 gene 
resulting in loss of protein function [97]. OFD1 
encodes a protein found in the basal bodies of pri-
mary cilia that is required for normal ciliary func-
tion [98–100]. Interestingly, mutations in OFD1 
have been identified in other ciliopathies includ-
ing Meckel-Gruber syndrome (OMIM: #249000) 
and Joubert syndrome (OMIM: # 213300) [99]. 
This suggests that OFD1 is important for normal 
primary cilia function and that there may be mul-
tiple genes involved across these ciliopathic syn-
dromes to account for the variability in presented 
phenotypes. The range and severity of defect 
types in individuals with OFDS-1 is variable even 
across familial inheritance, suggesting a complex 
etiology of OFDS-1 in humans that has yet to be 
fully defined.

B. A. Ibarra and R. Atit



149

6.6.2.2  New Insights from Animal 
Models

Ferrante et  al. generated a mouse model of 
OFDS-1 by targeted deletion of Ofd1 during the 
four-cell stage of development [100]. Mutant 
mice presented with severe craniofacial defects 
including shortened skull and facial regions and 
cleft palate, polysyndactyly, cystic kidney, and 
death at birth [100]. Similar to OFDS-1  in 
humans, deletion of Ofd1 in male mice was 
embryonically lethal. Analysis of affected male 
embryos indicated a loss of primary cilia in the 
node and coinciding loss in left-right asymme-
try. Furthermore, Shh and Shh signaling targets, 
Ptch1 and Gli1, were decreased in the neural 
tube following loss of Ofd1 correlating with the 
observed neural tube defects in mutant embryos 
[100]. These results highlighted the require-
ment of cilia in normal craniofacial develop-
ment and specifically linked the observed 
defects to decreased Shh signaling in murine 
development.

A later study conducted by Ferrante et al. elu-
cidated a novel function of ofd1 in zebrafish link-
ing primary cilia to noncanonical Wnt/PCP 
signaling [101]. Using morpholinos to block 
expression of ofd1 in zebrafish in  vivo, the 
authors observed delayed cellular migration and 
decreased body axis length. The cell migration 
phenotypes were exacerbated with simultaneous 
injection of a wnt11 morpholino. WNT11 is a 
noncanonical Wnt/PCP ligand that is required for 
normal cell migration and convergent extension 
[101]. Van Gogh-like protein 2, VANGL2, is a 
PCP receptor protein [101]. When the authors co- 
injected morpholinos for vangl2 alongside ofd1, 
they observed a significantly decreased body axis 
relative to single injected mutants and uninjected 
controls. Delayed cell migration and shortened 
body lengths are indicative of defects in conver-
gent extension, and Wnt/PCP signaling is 
required for normal convergent extension in ver-
tebrates during early development [101].

Both of these studies have begun to elucidate 
the role of Ofd1 on ciliary function and have 
identified two key developmental signaling path-

ways, HH and Wnt/PCP, which are regulated by 
normal cilia function. The results from these 
studies helped to classify OFDS-1 as a ciliopathy 
and have begun to fill in the blanks of the etiol-
ogy of this disease. Furthermore, these animal 
models can be used to address other questions on 
other types of ciliopathies. Mutations in Ofd1 
have been identified in other ciliopathies includ-
ing Joubert syndrome, a ciliopathy that presents 
with craniofacial anomalies and neural disorders. 
To better understand the etiology of OFDS-1 and 
other ciliopathies, more studies to elucidate novel 
binding partners and genetic interaction with 
major signaling pathways will be useful. At the 
clinical level, identification of other genes 
involved in either ciliary morphogenesis, or cili-
ary signaling that are impacted in patients, will 
help to further define the complex genetic hetero-
geneity and pathophysiology of various 
ciliopathies.

6.6.3  What Are RASopathies?

RASopathies are a group of disorders caused by 
mutations in genes within the RAS/MAPK 
(mitogen-activated protein kinase) signaling 
pathways. RAS proteins are small GTPases that 
are activated in response to growth factors 
 binding to a receptor protein [6, 103]. Activation 
of RAS leads to a signaling cascade first by acti-
vation of RAF, a MAPK kinase, which phosphor-
ylates and activates MEK (mitogen-activated 
protein kinase kinase, which then phosphorylates 
and activates Erk. Activated ERK (extracellular 
signal-related kinase) proteins can then function 
on a variety of cellular processes including cell 
differentiation and cell cycle regulation (Fig. 6.2) 
[103–105]. Each RASopathy presents with its 
own unique phenotypes; however, they typically 
present with craniofacial defects, cardiac malfor-
mations, and musculoskeletal defects [6]. Here, 
we will discuss Noonan syndrome and recent 
advances made with animal models towards the 
understanding of this specific RASopathy and 
other RASopathies in general.
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6.6.4  Noonan Syndrome

6.6.4.1  Etiology
Noonan syndrome (NS) is an autosomal domi-
nant disorder that presents with short stature and 
craniofacial dysmorphologies including broad 
forehead, hypertelorism (increased distance 
between the eyes), and high arched palate [6, 
103]. NS affects 1 in every 1000–2500 individu-
als [106]. At least 50% of these individuals have 
missense mutations in the gene PTPN11 leading 
to increased phosphatase activity [6, 106]. 
PTPN11 encodes a tyrosine phosphatase protein 
that is required for normal activation of RAS/
ERK cascades [107]. Mutations have been identi-
fied in numerous other genes involved in the 
RAS/MAPK signaling pathway including KRAS, 
SOS1, RAF1, NRAS, BRAF, and RIT1 among oth-
ers [6, 106]. Each mutation is characterized into 
one of ten subtypes of NS currently being defined. 
KRAS and NRAS are two types of RAS genes, and 
RAF1 and BRAF encode RAF genes. SOS and 
RIT1 encode proteins required for normal signal 
transduction of the RAS/RAF/MAPK cascade.

6.6.4.2  New Insights from Animal 
Models

Araki et al. generated a mouse model of NS using 
an activating gain-of-function mutation of Ptpn11 
[107]. Homozygous activation of Ptpn11 was 
embryonically lethal and heterozygous activation 
resulted in increased Ptpn11 activation in  vitro 
and in  vivo. Heterozygous mutants presented 
facial phenotypes similar to those observed in 
humans including triangular facial features such 
as a wider and more blunt snout. Interestingly, 
the authors report increased ERK activation only 
in a subset of tissues indicating tissue-specific 
effects of Ptpn11 activation.

Recently, several new animal models have tar-
geted different genes affected in NS. Chen et al. 
characterized a gain-of-function mutation in 
Sos1, a gene required for activation of RAS, in a 
mouse model [108]. Sos1 homozygous and het-
erozygous mutants exhibited short stature and 
triangular facial features, similar to those in 
patients with NS and in mice with Ptpn11 muta-

tions. Homozygous mice typically died in utero; 
however, some were reported to be born and sur-
vive. Prenatal treatment with PD0325901, a 
small-molecule inhibitor of MEK, resulted in 
increased survival of the Sos1 homozygous 
mutants and improved stature and facial feature 
of Sos1 homozygous and heterozygous mutants 
[108, 109].

Wu et  al. generated an overexpression Raf1 
mouse model which recapitulates many of the 
phenotypes associated with NS, including short 
stature and craniofacial dysmorphology [104]. 
Postnatal inhibition of MEK/ERK signaling 
using PD0325901 over the course of 6 weeks was 
sufficient to rescue the growth defects and cra-
niofacial abnormalities observed in Raf1 mutants.

Hernández-Porras et al. observed characteris-
tic NS phenotypes, including short stature and 
craniofacial dysmorphology in a mouse model of 
KRAS gain of function [110]. Similarly to Chen 
et al. and Wu et al. [104, 108, 110], they observed 
significant improvement of growth and craniofa-
cial defects in KRAS mutants when rescued pre-
natally with MEK inhibitor PD0325901. In 
contrast to observations in the Raf1 model, MEK 
inhibition postnatally in juvenile or adult mice 
did not ameliorate any physical defects, although 
it did improve survivability by 40% [110].

These data are among the first to elucidate the 
pathology of MEK/ERK signaling in NS and to 
identify a potential treatment mechanism for 
patients. In addition to determining the pathology 
of various distinct gene mutations involved in 
NS, these studies have determined the role of 
RAF/MEK/ERK signaling in craniofacial defects 
across multiple experiments and furthermore elu-
cidated potential therapies to rescue the craniofa-
cial and growth defects associated with 
NS.  Future studies should focus on identifying 
the downstream factors that are functionally 
important to normal craniofacial development. 
Specifically, understanding how MAPK signal-
ing changes result in the observed phenotypes 
associated with NS will help to understand the 
etiology of the disease and may also inform 
researchers on new pathways that are relevant 
during normal craniofacial development.
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6.7  Concluding Remarks

In this chapter, we have discussed several ani-
mal models of various craniofacial diseases and 
their associated defects. While we have focused 
primarily on mouse models, other vertebrate 
systems are valuable for studying craniofacial 
development. There are non-model organisms 
that are being used currently to address many 
unanswered questions of craniofacial develop-
ment. For instance, Werren et al. utilize a unique 
invertebrate system, the Nasonia wasps, to study 
the genetics of craniofacial development [111]. 
These authors study two hybrid male species 
and identify quantitative trait loci that are asso-
ciated with cranial morphology and identify 
several cranial anomalies among hybrids includ-
ing cleft palate. The blind Mexican cavefish, 
Astyanax mexicanus, is used to study the natural 
genetic and environmental causes that result in 
various craniofacial anomalies, including cra-
niosynostosis [112].

Beyond understanding the basis of normal 
craniofacial development and the etiology of 
various human diseases, animal models are also 
pivotal in the search for preventative treatments 
and cures. Various animal models, especially 
mice and rats, are often poised to test different 
therapies and treatments due to the high levels of 
conservation among disease pathways. Here, we 
have identified several research strategies for 
identifying cures or treatments of various cranio-
facial diseases such as Hh inhibition in progres-
sive osseous heteroplasia [40], Wnt inhibition in 
fibrous dysplasia [40, 53], and ERK inhibition in 
Noonan syndrome [104, 108, 110].

Furthermore, the use of animal models has 
allowed for the development of many biological 
tools that can be utilized to understand develop-
mental processes and help to define etiologies of 
various developmental diseases. While there has 
been considerable progress towards understand-
ing craniofacial diseases with various animal 
models, there is still more to be learned for ther-
apeutic development. Novel technologies, such 
as in utero stem cell transplantation, have been 
utilized to treat genetic disorders [113], but their 
potential is limited by our understanding of the 

genetic causes of the many syndromes associ-
ated with craniofacial defects. Understanding 
the biophysical and cellular basis of craniofacial 
development will reveal new etiologies of cra-
niofacial disorders. As we have discussed, many 
craniofacial diseases are associated with genetic 
heterogeneity and the high number of genetic 
isoforms within the human genome is just one 
possible explanation for this [5, 78, 82]. 
Advancements in sequencing technologies have 
allowed researchers to gather high-throughput 
molecular information during early develop-
ment to make conclusions about cell fate and 
lineage decisions in early development. Hooper 
et  al. have mapped out tissue-specific genetic 
programs that regulate facial morphogenesis in 
early mouse embryo [114]. There have been 
several studies that have highlighted the impor-
tance of epigenetic variation in normal cranio-
facial development and efforts to characterize 
the epigenome during development [115–118]. 
A greater understanding of the etiology of the 
various craniofacial diseases will emerge as 
analyses of the different genetic and epigenetic 
variations are identified within human patients 
and as animal models are developed to assess 
the complex signaling pathways associated with 
craniofacial defects and ultimately will improve 
our understanding of normal craniofacial devel-
opment [17].
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7.1  Overview

Skeletal defects, such as cleft palate, scoliosis, 
and shortening of the limb bones, are common in 
the human population. Animal models have been 
essential for characterizing the molecular and 
cellular mechanisms that underlie these and other 
skeletal disorders. This chapter will explore the 
cellular origins of the vertebrate skeleton and 
introduce a selection of animal models for human 
disorders of the skull and facial bones, spinal col-
umn, and limbs. The common genetic pathways 
that build the skeleton of various vertebrate spe-
cies and how these similarities facilitate the study 
of human developmental processes in laboratory 
animals will be a focus of discussion. This chap-
ter will also highlight how current genome edit-
ing technologies can be applied to model various 
perturbations of human chromatin structure in 
laboratory animals.

7.2  Introduction

Skeletal malformations are among the most com-
mon birth defects in humans, affecting up to 
1/3000 individuals [1]. Together, there are over 

400 disorders of the skeletal system and more 
than 300 genes implicated in their etiology [2]. 
The genetic basis for many of these disorders has 
been elucidated through the combination of map-
ping and sequencing approaches and the use of 
animal models to characterize the roles of genes 
during embryonic or postnatal development. 
Indeed, animal models have been critical for 
determining the effects of specific mutations at 
multiple levels, from immediate changes to pro-
tein or RNA function, to the coordination of cel-
lular processes and the morphogenesis of entire 
tissues and organs. Understanding the genetic 
pathways that build the skeleton and, in particu-
lar, understanding their constraints can guide 
potential therapies and inform patient outcomes. 
For example, the structure and size of skeletal 
elements is controlled by strict regulatory frame-
works that dictate the timing and location(s) of 
gene expression during development. Animal 
models can often reveal the constraints on gene 
expression and the associated methods of gene 
regulation.

Before the development of gene targeting 
techniques, the generation of animal models of 
heritable human skeletal defects depended on 
forward genetic screens or the fortuitous appear-
ance of mutations among breeding stocks. Early 
mouse models established homology to human 
mutations by careful morphological and physio-
logical comparison, such as the hypophosphate-
mia mutant that spontaneously appeared in 
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Jackson Laboratory stocks and serves as a model 
for human X-linked hypophosphatemia [3]. 
Mutagenesis screens using ionizing radiation 
were particularly effective at generating numer-
ous mouse mutations causing dominantly inher-
ited skeletal defects [4]. One notable example is 
the gamma-ray-induced cleidocranial dysplasia 
(Ccd) mutation that causes hypoplasia of the 
clavicle and delayed fontanelle closure in mice, 
malformations that are homologous to those of 
humans with cleidocranial dysplasia [5]. Later, 
the Ccd mutations were found to inactivate the 
orthologous Runx2 (Cbfa1) gene, a “master regu-
lator” of bone development in both humans and 
mice, confirming the homology of the mouse 
model [6, 7].

Chemical mutagenesis screens were similarly 
effective in identifying genes required for skele-
tal development in zebrafish. In 1996, the 
Nüsslein-Volhard (Tübingen) and Driever 
(Boston) research groups completed parallel for-
ward genetic screens using the mutagen ENU 
(ethylnitrosourea) [8, 9]. In both cases, embry-
onic and larval fish were observed for deformities 
under a basic dissecting microscope and catego-
rized according to their phenotypes, for example, 
the presence of fin or jaw defects. Together, over 
6000 mutations were generated and over 1200 
were characterized. The Tübingen screen alone 
identified 372 loci uniquely required for develop-
ment, including 40 that led to defects in somito-
genesis, fin, jaw, or gill arch development when 
mutated [8–13]. The Boston group concurrently 
identified  220 loci, and among these, 34 were 
required for the formation of the craniofacial 
skeleton [9, 14]. Although a considerable number 
of mutations remain unmapped (zhivago, postdoc 
and howler are among the unmapped skeletal 
mutants [10, 14, 15]), those that have been are 
largely orthologous to human disease loci. The 
zebrafish mutants choker (meox1), lockjaw and 
mont blanc (tfap2a) have all been mapped to 
genes implicated in skeletal development and 
will be discussed as models for human skeletal 
defects later in this chapter.

As positional cloning of human disease genes 
expanded rapidly in the mid-1990s, many muta-
tions that cause human skeletal defects were 

identified [16]. These included, among many oth-
ers, the FGFR3 mutations that cause achondro-
plasia and thanatophoric dysplasia; the FGFR2 
mutations resulting in Apert, Crouzon, and 
Pfeiffer syndromes; and the SOX9 mutations 
causing campomelic dysplasia [17–22]. While 
the identification of these genes established a link 
between certain loci and abnormal skeletal phe-
notypes in humans, they did not reveal the under-
lying molecular and cellular mechanisms. To fill 
this need, orthologous genes had to be identified 
and selectively disrupted in animal models in 
order to characterize their precise roles in devel-
opment. Since gene targeting in the mouse was 
being developed at the same time as positional 
cloning of human disease genes, mice were 
largely the models of choice.

The first knockout mice were generated in 
1989, soon after the discovery that modified DNA 
sequences could be introduced into targeted 
regions of the genome through homologous 
recombination in embryonic stem cells [23–25]. 
Successful germline transmission of a modified 
allele was first reported for the Hprt1 locus [26, 
27], followed by c-Abl and β2m [28, 29]. These 
experiments set the stage for the next decade of 
mouse reverse genetics and implicated numerous 
genes as key regulators of skeletal development. 
For instance, the first mouse Hox knockout 
(Hoxa3 [30]) and the many that followed revealed 
critical roles for Hox genes in patterning the axial 
and limb skeletons [31–34]. Mouse knockouts of 
Runx2 and Sox9 revealed that these genes are 
absolutely required for bone and cartilage devel-
opment, osteogenesis and chondrogenesis, 
respectively [6, 35]. Importantly, some of these 
early knockouts also became models for rare 
human diseases, such as the Twist1 heterozygous 
knockout mice that are used as a model for 
Saethre-Chotzen syndrome and display similar 
limb phenotypes and skull fusions[36–38], or the 
Mesp2 and lunatic fringe (Lfng)  knockout mice 
that phenocopy the vertebral defects of spondylo-
costal dysostosis [39–42].

However, the standard knockouts were fre-
quently embryonically lethal, precluding the 
study of the gene’s function at later stages of 
development and the elucidation of its molecular 
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mechanism. Approximately 30% of mouse genes 
are considered to be essential for development 
because their homozygous null mutations are 
lethal [43, 44]. This is particularly relevant for 
pleiotropic genes that function in different tissue 
types or at multiple developmental stages. For 
example, the bone morphogenetic protein BMP4 
is required for the development of early embry-
onic and extraembryonic tissues, such as the 
atrioventricular septum of the heart [45] and the 
allantois [46]. Homozygous Bmp4 knockout 
mice die around the onset of gastrulation [47]; 
however, Bmp4 also has later roles in digit pat-
terning and craniofacial development that cannot 
be characterized in the standard knockout [48, 
49]. Similarly, mice null for Indian hedgehog 
(Ihh) do not survive beyond birth, impeding the 
study of Ihh’s postnatal function in long bones 
[50, 51].

The development of the Cre-loxP system for 
generating conditional knockouts circumvented 
some of these barriers. Driven by a tissue-specific 
promoter, the Cre recombinase enzyme is able to 
excise DNA sequences surrounded by specific 34 
basepair sequences, called loxP sites. Therefore, 
when mice carry the Cre driver together with an 
endogenous gene flanked by loxP sites, the func-
tion of the “floxed” gene is removed from the tis-
sue or population of cells where the Cre is 
expressed. The inclusion of a modified estrogen 
receptor (ER) domain on the Cre recombinase 
can additionally be used to achieve temporal con-
trol of gene excision [52]. Importantly for this 
chapter, conditional knockouts can be used to 
remove the function of a gene in various parts of 
the developing skeleton, bypassing early lethality 
or focusing on the function of a gene in a specific 
cell type. Relevant drivers include Prrx1-Cre, 
Col2a1-Cre, and  Osx1-Cre, targeting the limb 
and craniofacial mesenchyme, chondrocytes, or 
osteoblasts, respectively [53]. In the case of 
Bmp4, conditional knockouts with Prrx1-Cre 
demonstrated that its expression in the limb bud 
mesenchyme helps to regulate the number of dig-
its [48], and eliminating Ihh expression with an 
inducible Col2a1-Cre (col2a1-Cre ER∗) demon-
strated its continued requirement for the growth 
of long bones in juvenile mice [51].

More recently, CRISPR-Cas9 technology has 
opened the door to the efficient modeling of clini-
cally relevant sequence changes and large-scale 
structural rearrangements in a variety of model 
organisms. Since the discovery of its mechanism 
of action in bacterial innate immunity [54], 
CRISPR (clustered regularly interspaced palin-
dromic repeats)-Cas9 has been used to generate 
targeted changes in many species, including 
those poorly amenable to genomic manipulation. 
Reverse genetics in zebrafish previously relied on 
expensive engineered nucleases (ZFNs and 
TALENs) to generate knockouts [55–57], caus-
ing researchers to opt for cheaper and simpler 
knockdown approaches. In chickens, viral trans-
duction was used to express dominant-negative 
proteins [58, 59]. Now with the efficacy of 
CRISPR-Cas9, specific nucleotide changes can 
be performed in these and a handful of other ver-
tebrate and invertebrate species [60].

Furthermore, large deletions, duplications, 
and inversions can be engineered within chromo-
somes by the simultaneous injection of multiple 
guide RNAs that target DNA cleavage to specific 
regions of the genome [61].

The variety of modifications possible with this 
system allows for the generation of numerous 
animal models engineered to mimic human 
genetic diseases. In the CRISPR-era, research 
projects are often designed based on the follow-
ing steps. First, either sequencing of the exome, 
whole-genome, or a clinically relevant panel of 
genes or a microarray-based comparative genome 
hybridization (CGH) approach is used to identify 
potential disease-causing variants in patient 
cohorts [62, 63]. Then, CRISPR is used to effi-
ciently generate similar sequence changes in ani-
mal models to determine the functional 
consequences of the mutations on development. 
For example, Spielmann et  al. recently demon-
strated how CRISPR could be used to model a 
human mutation in mice, obtaining a phenotype 
in less than 10 weeks and confirming the detri-
mental effect of the mutation in the context of 
limb development [62].

This chapter will present a selection of animal 
models for human skeletal defects, including 
classical models such as the polydactylous extra 
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toes (Xt) mouse and the talpid chicken lines, as 
well as emerging models utilizing CRISPR tech-
nology to model specific human mutations. 
Importantly, the chapter will also discuss how 
animal models have allowed researchers to 
uncover networks of gene regulation and gain an 
understanding of developmental gene function 
that would not be possible from the sole study of 
skeletal malformations in humans.

7.2.1  The Structure and Cellular 
Origins of the Vertebrate 
Skeleton

The vertebrate skeleton can be subdivided into 
craniofacial, lower axial (vertebrae and ribs), and 
appendicular (limb/fin/wing) components. Cells 
contributing to each part of the skeleton are spec-
ified early during development, originating from 
diverse populations of mesodermal and ectoder-
mal progenitors (Fig. 7.1).

The craniofacial skeleton consists of 14 facial 
bones (the viscerocranium) and 8 cranial bones 
(the neurocranium). Facial bones are derived 
from neural crest cells, which originate at the 
dorsal edge of the neural tube and migrate into 
the future facial prominences [64]. These cells 
form the nasal, zygomatic (cheek), maxillary, and 

mandibular (jaw) bones, among others, thereby 
creating the structure of the face [64]. Cranial 
bones are derived from a mixture of ectodermal 
neural crest cells and head mesoderm. These 
cells form the bones at the top and back of the 
skull, including the frontal, parietal, and occipital 
bones [64].

The axial skeleton extends from the base of 
the skull and comprises the vertebral column and 
ribs; both structures are formed from the cells of 
the paraxial mesoderm (Fig. 7.1). Early in devel-
opment, the paraxial mesoderm becomes tran-
siently segmented into compartments called 
somites [65]. A group of cells within each somite 
is then specified—by signals from the adjacent 
notochord and neural tube—to form the sclero-
tome. This cell layer will ultimately give rise to 
the cartilage and bone of the vertebrae and ribs 
[66]. In addition to the sclerotome, cells from the 
notochord also contribute to the axial skeleton by 
forming the nucleus pulposus of the interverte-
bral discs [66].

The appendicular skeleton is composed of the 
bones of the fore- and hindlimbs, or wings/fins in 
other species, as well as the pectoral and pelvic 
girdles. Bones of the limb can be further region-
alized into the proximal stylopod (humerus in the 
arm, femur in the leg), middle zeugopod (radius/
ulna in the arm, tibia/fibula in the leg), and distal 

Fig. 7.1 The cellular origins of the vertebrate skeleton. 
At the anterior of the embryo, craniofacial bones are 
formed by neural crest cells originating dorsolateral to 
the neural tube (dark blue) and head mesoderm (not 
shown). More posteriorly, the axial skeleton (vertebrae 

and ribs) is formed from cells of the sclerotome layer of 
the somites. The notochord (yellow) contributes cells to 
the nucleus pulposus of the intervertebral discs. The limb 
skeleton is derived from cells of the somatic lateral plate 
mesoderm 
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autopod (bones of the wrist and digits). The 
appendicular skeleton is formed from cells of the 
somatic lateral plate mesoderm (Fig.  7.1), 
through the process of endochondral ossification. 
Briefly, undifferentiated mesenchymal cells from 
the lateral plate migrate into the limb fields where 
they condense and differentiate to yield a carti-
laginous template of each skeletal element [67]. 
Eventually, the cartilage cells (chondrocytes) are 
replaced by bone, so that each element becomes 
ossified.

Endochondral ossification is also used to gen-
erate the bones of the lower axial skeleton (verte-
bral column and ribs). In contrast, the majority of 
bones in the craniofacial skeleton are formed 
through the process of intramembranous ossifica-
tion, whereby neural crest or mesodermal pro-
genitors differentiate directly into osteoblasts 
(immature bone cells) without a cartilage inter-
mediate [64].

Development of the skeleton requires coordi-
nation at multiple levels. Finely tuned molecular 
networks of gene activation and repression coor-
dinate cellular processes, such as migration, pro-
liferation, differentiation, and apoptosis, which in 
turn guide the morphogenesis of individual bones 
to assemble the over 200 bones of the human 
skeleton. Due to the large constraints that are 
placed on levels, locations, and time-limited peri-
ods of gene expression, it is not surprising that 
skeletal malformations are among the most com-
mon birth defects in humans.

7.3  Models for Orofacial Clefting 
and Other Defects 
of the Craniofacial Skeleton

Conducting a literature search for models of cra-
niofacial defects makes one thing very clear; 
classical models continue to provide new and 
important insights into the etiology of rare dis-
eases. In this section, the classic talpid chicken 
mutants, talpid2 and talpid3, will be discussed 
alongside mouse models for oral-facial-digital 
syndrome (OFDS) and Joubert syndrome, respec-
tively. Between 1936 and 1964, three separate 
talpid lines were described; each one arose as a 

spontaneous mutation and was characterized by a 
combination of craniofacial deformities and 
polydactyly (extra digits), as well as an autoso-
mal recessive inheritance pattern [68–71]. The 
talpid2 and talpid3 mutations are now known to 
disrupt two proteins, C2CD3 and KIAA0586, 
involved in primary cilia formation and cell sig-
naling [72, 73], providing a basis for the two dis-
eases. Additionally, two classic zebrafish mutants, 
lockjaw and mont blanc, will be discussed as 
models for human branchio-oculo-facial syn-
drome (BOFS). These mutants were isolated 
from the Tübingen and Boston forward genetic 
screens and were more recently shown to disrupt 
tfap2a, a gene implicated in the formation of neu-
ral crest-derived tissues in fish, frogs, mice, and 
humans [74–78].

7.3.1  C2cd3 Mouse Mutants 
and the talpid2 Chicken 
Implicate Hedgehog 
Signaling, Primary Cilia, 
and Cranial Neural Crest Cells 
in the Etiology of Oral-Facial- 
Digital Syndrome XIV

There are 14 classes of oral-facial-digital (OFD) 
syndromes affecting at least 11 genetic loci 
(reviewed in [79, 80]). Minimally, these classes 
share malformations in three areas: the oral cav-
ity, face, and digits (Fig. 7.2a, b) [79]. Affected 
individuals may present with a cleft tongue, pal-
ate, and/or lip, together with facial features such 
as wide-set eyes (hypertelorism), a small jaw, or 
broad nasal bridge [80–82]. The appendicular 
skeleton is also frequently affected, with a range 
of possible digit patterning defects such as poly-
dactyly, syndactyly (incomplete separation of the 
digits), and brachydactyly (short digits) [80, 81]. 
Interestingly, many of the OFD subclasses are 
caused by mutations that disrupt the formation or 
transport processes of primary cilia, suggesting a 
common mechanism of disease (reviewed in [80, 
83]). The first subclass results from mutations in 
a gene encoding a centriolar protein called OFD1 
[84, 85]. Two centrioles, a mother and daughter, 
localize to the base of the primary cilium, and the 
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Fig. 7.2 (a, b) A child with oral-facial-digital syndrome 
and syndactyly. Control (c, f, i), talpid2 (d, g, j) and talpid3 
(e, h, k) chicken lines at three developmental stages. Panel 
(g) indicates a facial cleft. Panels (i, j, k) compare the pri-
mary (1°) and secondary (2°) palate defects in the talpid 
lines. FNP frontonasal process, MXP maxillary process, 
MNP mandibular process. ((a, b) Reprinted with permis-
sion from Springer Nature Customer Service Centre 
GmbH: Springer Nature; Journal: Nature Genetics, 
Article: The oral-facial-digital syndrome gene C2CD3 

encodes a positive regulator of centriole elongation. 
Christel Thauvin-Robinet, Jaclyn S Lee, Estelle Lopez, 
Vicente Herranz-Pérez, Toshinobu Shida et  al. (2014). 
(c–k) Reprinted from Developmental Biology, 415(2), 
Elizabeth N.  Schock, Ching-Fang Chang, Ingrid 
A.  Youngworth, Megan G.  Davey, Mary E.  Delany, 
Samantha A. Brugmann, Utilizing the chicken as an ani-
mal model for human craniofacial ciliopathies, p326–327, 
(2016), with permission from Elsevier)
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mother centriole forms the microtubule- 
organizing center or basal body of the primary 
cilium. OFD1 localizes to the distal end of the 
basal body and interacts with the C2 calcium- 
dependent domain-containing protein, C2CD3 
[86]. Nonsense and missense mutations in 
C2CD3 were recently determined to be the cause 
of OFD subtype XIV [86].

Importantly, animal models have demon-
strated the requirement for C2CD3 in ciliogene-
sis. Two mouse mutants with a loss of C2CD3 
function, Hearty (Hty) and C2cd3GT, had a sig-
nificant reduction in the number of cells extend-
ing primary cilia at embryonic stages [87]. They 
also displayed phenotypes associated with defec-
tive cilia, including left-right asymmetry rever-
sal, polydactyly, and neural tube defects [87]. 
Later studies using cells derived from the mouse 
mutants, in addition to mouse and human cell 
lines, showed that C2CD3 may counter the role 
of OFD1 and promote centriole elongation [86]. 
In support of this, a protein that forms a centriolar 
cap and is normally removed during the initiation 
of ciliogenesis, CP110, remained at the mother 
centriole in C2cd3GT mutant cells [88]. C2CD3 
was also needed to localize proteins that are 
involved in transport processes within the pri-
mary cilium [88]. The failure to remove CP110 
and recruit intraflagellar transport proteins was 
recently confirmed in OFDXIV patient fibro-
blasts with C2CD3 mutations, demonstrating the 
utility of the animal model [89].

A classic chicken mutant, talpid2, has also 
been useful for understanding OFD syndromes 
(Fig. 7.2d, g, j). The talpid2 mutation arose spon-
taneously during an 18-year-long selection 
experiment for longer shank length in chickens, 
carried out by I.  Michael Lerner between 1938 
and 1956 [90–92]. The phenotype was initially 
described by Abbott et  al. as a lethal mutation 
with craniofacial defects including a small and/or 
crossed beak, a shortened vertebral column, 
shortened long bones, and extra digits that were 
also fused (synpolydactyly) [69, 92]. Similar to 
OFDXIV patients, talpid2 mutants also have 
facial and palatal clefting (Fig. 7.2g, j), midline 
defects, and polydactyly [72, 93, 94]. In 2014, a 
19-bp deletion in the chicken C2CD3 gene was 

found to be the cause of the talpid2 phenotype 
[72]. Therefore, talpid2 is currently being used as 
a model to study the basis of skeletal defects in 
OFDS.

Similar to the mouse mutants, talpid2 embryos 
have a significant reduction in the number of 
cells with primary cilia, notably within the cra-
nial neural crest [93], and in embryonic fibro-
blasts derived from the limb and facial 
prominences [72]. Schock et al. observed defects 
in directional migration and increased dispersal 
of cranial neural crest cells in talpid2 mutants 
[94]. Cranial neural crest cells populate the facial 
prominences and effectively create the shape and 
structure of the face; therefore, their disruption 
has been suggested to underlie a subset of the 
skeletal defects in talpid2 chickens and OFDS 
patients [94]. Talpid2 mutants also had increased 
expression of genes that modulate cartilage 
development (Sox9 and Fgf8) in the facial promi-
nences [94, 95], in addition to changes in hedge-
hog pathway components (Shh/Gli) that can 
influence cell proliferation and facial midline 
spacing [72, 93, 95]. Indeed, the facial and limb 
phenotypes of talpid2 and OFDXIV were noted 
to be similar to models with increased sonic 
hedgehog (Shh) signaling [83, 96]. Primary cilia 
are known to be important for mediating the 
response to hedgehog signaling through the 
localization of effectors and processing of GLI 
transcription factors, so changes in the levels or 
expression domains of these proteins in talpid2 
mutants are in agreement with the phenotype of 
disrupted ciliogenesis.

In the absence of hedgehog signaling, Patched 
receptors inhibit Smoothened transmembrane 
proteins such that they are excluded from the pri-
mary cilium [97]. GLI proteins remain bound to 
the pathway antagonist, suppressor of fused 
(SuFu), and are processed into transcriptional 
repressors in the cytoplasm [97]. In the presence 
of a ligand, Patched is removed from the mem-
brane and Smoothened is able to enter the cilium 
and promote the release of GLI from SuFu, 
thereby preventing its processing into a repressor 
[97]. Activated GLI proteins are then transported 
out of the cilium and into the nucleus where they 
can activate transcription. Interestingly, both 
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the talpid2 chicken and mouse C2cd3 mutants 
had increased levels of GLI3 activators in their 
frontonasal, maxillary, and mandibular promi-
nences [72, 87]. Therefore, Schock et  al. pro-
posed that increased levels of GLI activators or 
the concurrent reduction of repressor proteins 
could contribute to the facial phenotypes of tal-
pid2 chickens, perhaps by derepressing Fgf8 or 
other chondrogenesis targets [83, 94]. Evidence 
for the latter scenario comes from the observed 
reduction in GLI3 repressor binding near four of 
its target genes in talpid2 mutants [98]; however, 
the exact consequences of the altered GLI protein 
ratio remain uncertain. Future studies with tal-
pid2 may elucidate the role of hedgehog signaling 
in this process and in the facial phenotypes of 
OFDXIV patients.

Finally, C2CD3 has been shown to interact 
with or recruit other centriole-associated proteins 
involved in oral-facial-digital syndromes, includ-
ing SCLT1 [86, 88], while other OFD subtypes 
implicate proteins involved in downstream cili-
ary processes such as intraflagellar transport and 
signaling (reviewed in [80]). Therefore, from ani-
mal models and patient samples, we have learned 
that disruption at potentially multiple stages of 
ciliogenesis may contribute to OFD syndromes. 
In addition, changes to neural crest cell migra-
tion, the availability or activity of key transcrip-
tion factors, and the expression of chondrogenesis 
genes are potential modulators of OFD 
phenotypes.

7.3.2  Joubert Syndrome Is Caused 
by Mutations in the Ciliary 
Protein KIAA0586

Similar to OFDS, Joubert syndrome also arises 
from mutations in genes encoding components of 
the primary cilium [99]. Indeed, overlapping sets 
of genes are implicated in OFDS and Joubert 
syndrome (reviewed in [79]). Joubert syndrome 
is primarily characterized by brain abnormalities 
and developmental delay, but it can also be asso-
ciated with craniofacial malformations and poly-
dactyly [83, 100]. In 2015, the gene KIAA0586 
was found to be disrupted in a subset of individuals 

with Joubert syndrome [99, 101]. Mutations in 
the chicken ortholog had previously been shown 
to be responsible for the talpid3 mutant [73], 
which has a combination of midline defects 
including eye fusions and a missing upper beak 
(Fig. 7.2e, h, k), brain abnormalities, a short ver-
tebral column and polydactyly [70, 71]. Similar 
to talpid2, the talpid3 mutant was found to have 
altered hedgehog signaling and processing of 
GLI proteins [73, 102–104]; however, disrup-
tions in planar polarity and cell polarity were also 
observed, implicating Wnt/PCP and potentially 
other pathways in the development of Joubert 
syndrome [99].

Interestingly—like C2CD3—the KIAA0586 
protein is localized to the distal ends of centrioles 
and is required for ciliogenesis [105, 106]. 
KIAA0586 also interacts with CP110 [106], the 
capping protein that fails to be removed in talpid2 
chicken mutants and individuals with 
OFDSXIV. Furthermore, a recent study demon-
strated that the two talpid proteins, C2CD3 (tal-
pid2) and KIAA0586 (talpid3), can physically 
interact in a human cell line, and a complex of 
KIAA0586, C2CD3, and OFD1 has been pro-
posed to coordinate multiple aspects of ciliogen-
esis, such as centriole maturation and the 
recruitment of intraflagellar transport proteins 
[107]. Therefore, it is likely that these proteins 
work together to direct aspects of ciliogenesis 
and morphogenesis of the facial skeleton during 
development.

7.3.3  Models for Branchio-Oculo- 
Facial Syndrome (BOFS)

Branchio-oculo-facial syndrome (BOFS) is a rare 
craniofacial disease caused by defects in the first 
two branchial (pharyngeal) arches [78]. Affected 
individuals can have a cleft lip and palate, eye 
defects including microphthalmia, impaired 
hearing, and facial features such as a high fore-
head and small malar (cheek) [108]. Some of the 
hearing deficits have been attributed to mal-
formed or fused ossicles—three small bones 
(malleus, incus, and stapes) in the middle ear 
[109, 110]. BOFS results from heterozygous 
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mutations in the gene TFAP2A and is inherited in 
an autosomal dominant manner [78, 108]. The 
TFAP2A gene encodes a transcription factor 
called AP-2, and most mutations disrupt the DNA 
binding domain of the protein [111]. Reported 
BOFS mutations are thought to produce either a 
partial or complete loss of protein function, or in 
more severe cases, a dominant-negative mutation 
that can interfere with the activity of normal AP-2 
proteins generated from the other allele [111].

Through animal models, we have learned 
about the important role that TFAP2A has in neu-
ral crest lineages. Neural crest cells are a multi-
potent cell type that is specified in a region of 
ectoderm lateral to the neural plate, or dorsolat-
eral to the neural tube (Fig. 7.1). Cells that are 
specified as neural crest undergo an epithelial-to- 
mesenchymal transition and migrate along spe-
cific paths to reach different destinations in the 
body. Different streams of crest are exposed to 
different environmental factors and are conse-
quently committed to different fates, giving rise 
to bones, cartilage, melanocytes, neurons, glia, 
and other cell types [112]. Cranial neural crest 
cells that populate the frontonasal process and 
first two pharyngeal arches differentiate to form 
the bones and cartilage elements of the face [64].

Zebrafish were among the first animal models 
to implicate TFAP2A in neural crest cell develop-
ment and survival. In 1996, the Tübingen and 
Boston screens generated two zebrafish mutants, 
lockjaw (low) and mont blanc (mob), whose muta-
tions were mapped to the tfap2a gene in 2003 [10, 
14, 74, 75]. Mob was characterized by under-
growth of the facial skeleton, including compo-
nents of the hyoid and more posterior branchial 
arches [14]. Similar phenotypes were observed 
for low—missing arch derivatives, a displaced 
jaw, and other smaller or inappropriately fused 
elements [10]. Particularly relevant to BOFS, the 
ethmoid plate and trabeculae of low and mob 
mutants, which are derived from the cranial neu-
ral crest, were malformed [10, 14]. These are 
structures within the zebrafish neurocranium that 
have similar developmental origins to the mam-
malian palate and can be used as models for 
human palatal defects [113, 114]. Specifically, the 
ethmoid plate of low fish was split at the middle 

and sometimes absent in mob, and both low and 
mob mutants had smaller or thinner trabeculae 
[10, 14, 75]. This is akin to the cleft palate pheno-
type of BOFS patients, and at the cellular level, 
both structures arise from populations of neural 
crest cells that contribute to the frontonasal and 
maxillary prominences, the latter arising from the 
first pharyngeal arch ([75, 113]; reviewed in 
[114]).

The zebrafish jaw and mammalian ear also 
have similar origins from the first and second 
pharyngeal arches [114, 115]. Although not par-
ticularly severe phenotypes, low and mob fish had 
changes in the positioning or structure of 
Meckel’s cartilages, the quadrates and hyosym-
plectics [10, 14]. These elements are equivalent 
to the malleus, incus, and stapes bones of the 
mammalian middle ear, which are malformed 
and/or fused in some BOFS patients with hearing 
deficits [109, 110, 114]. These commonalities 
therefore implicate a subset of neural crest cells 
in the craniofacial defects of BOFS and low/mob 
zebrafish.

Indeed, in 2003, two groups confirmed that 
tfap2a is required for the survival and specifica-
tion of certain neural crest lineages in zebrafish, 
including the craniofacial cartilage and melano-
cytes [74, 75]. These studies showed contradict-
ing requirements for tfap2a in early crest 
specification; however, later research indicated 
that tfap2a may have roles at multiple stages of 
development [116, 117]. At early stages, tfap2a 
appears to function together or upstream of foxd3 
to induce neural crest formation in zebrafish, per-
haps by modulating Wnt and BMP signals in the 
ectoderm [116]. Similar findings were observed 
in Xenopus laevis frogs, demonstrating conserved 
and early functions for tfap2a in neural crest 
induction [117]. Later in development, tfap2a 
appears to regulate cell survival and differentia-
tion along certain lineages [75].

Mouse models have also contributed to our 
understanding of Tfap2a gene function during 
development. Standard knockout mice were gen-
erated around the same time as low and mob 
zebrafish and were similarly observed to have 
craniofacial defects, although the phenotypes 
were much more severe [118, 119]. Several facial 
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prominences did not fuse and others were miss-
ing entirely in homozygous null mice, which also 
had open neural tubes and abdominal cavities and 
died around birth [118, 119]. Interestingly, het-
erozygous mice appeared mostly normal [119], 
suggesting that the human craniofacial skeleton 
is more sensitive to changes in TFAP2A dosage. 
Later studies demonstrated both autonomous and 
nonautonomous roles for Tfap2a in the cranial 
neural crest, as conditional knockout mice lack-
ing Tfap2a in neural crest cells (Wnt1-Cre driver) 
displayed only a subset of the defects of standard 
knockout mice [77]. Of benefit to BOFS model-
ing, less severe phenotypes such as a cleft sec-
ondary palate presented in conditional knockouts, 
indicating defects in first arch-derived neural 
crest and confirming a role for Tfap2a in palate 
development [77]. The middle ear bones were 
also malformed, in particular the stapes, which is 
derived from the second arch and whose equiva-
lent structure was disrupted in zebrafish tfap2a 
mutants and individuals with BOFS [10, 14, 
109]. In the future, this model could be especially 
useful for characterizing the gene regulatory net-
works that are disrupted and lead to clefting and 
hearing defects in BOFS.

Recently, aberrant growth of the maxillary and 
nasal prominence was found to underlie the cleft 
palate defect in mice with reduced Tfap2a dosage 
[120]. By lowering the expression of Fgf8, the 
authors were able to reduce the penetrance of 
bilateral clefting, suggesting that the genes act in 
a common pathway to direct certain aspects of 
facial morphogenesis [120].

Together, animal models have demonstrated 
the necessity of TFAP2A for neural crest cell 
development and survival. They have provided a 
basis for several of the craniofacial defects in 
BOFS and will likely continue to inform our 
understanding of the molecular networks that are 
perturbed in this and other syndromes involving 
facial clefting and auditory defects. From this 
and other research, TFAP2A has been incorpo-
rated into multiple gene regulatory networks 
governing early neural crest processes, as well as 
later genetic interactions within the developing 
craniofacial skeleton [76, 112, 120].

Taken together, the mutants described in this 
section illustrate the utility of chick, mouse, and 
zebrafish models in revealing the gene expres-
sion, protein processing, cell migration, ciliary, 
and morphogenesis defects underlying human 
craniofacial defects. Such mechanistic insight is 
only possible with the availability of a time series 
of mutant animal embryos.

7.4  Approaches to Modeling 
Defects of the Axial Skeleton

The axial skeleton extends from the base of the 
skull forming the backbone (vertebral column) 
and ribs of the animal. The organization and 
number of vertebrae dictate the anterior-posterior 
body plan of the organism while providing struc-
tural support for the body and protecting vital 
organs of the respiratory and circulatory systems. 
The vertebral column also encases the spinal cord 
and, together with the skull, is critical for protect-
ing the central nervous system. A  number of 
developmental processes can affect the formation 
of the axial skeleton. Defects in the formation of 
somite boundaries during the segmentation of the 
paraxial mesoderm, or in the specification and 
reorganization of the sclerotome cell layer, can 
lead to vertebral and rib fusions and irregularly 
shaped vertebral bodies [40, 42, 121]. These 
phenotypes are often observed in human spon-
dylocostal dysostosis as a result of mutations in 
the Notch signaling pathway or its downstream 
targets, which are required for proper somite 
segmentation (reviewed in [122]).

The incorrect specification or patterning of the 
sclerotome can also lead to vertebral and rib mal-
formations, and mutations in the sonic hedgehog 
(SHH), PAX1, and MEOX1 genes have been 
implicated in these processes [123]. Two of these 
genes will be discussed in the etiology of Klippel- 
Feil syndrome and its animal models, later in the 
chapter.

Portions of sclerotomes of adjacent somites 
eventually combine, and the cells differentiate to 
form the cartilage and bone of the vertebrae and 
ribs [66]. After birth, the vertebral bodies and ribs 
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continue to grow, and these later developmental 
processes continue to modulate the structure of 
the axial skeleton [124–126]. For instance, the 
vertebral column can become increasingly curved 
into adulthood. Scoliosis is a curvature of the 
spine of more than 10° that can present at birth 
(congenital scoliosis) as a result of vertebral 
defects, or later during postnatal development 
[127, 128]. If scoliosis is independent of a syn-
drome or a patent structural deformity, it is called 
idiopathic scoliosis [128, 129]. This form of sco-
liosis arises most frequently during adolescence 
and affects up to 5% of the population, with a 
strong female sex bias for incidence and severity 
[127]. In this section, a zebrafish mutant with 
defects in Wnt signaling will be discussed as a 
model for human idiopathic scoliosis [129, 130]. 
Furthermore, a recent CRISPR-generated TBX6 
hypomorphic mouse will be described as a model 
for congenital vertebral defects [131].

7.4.1  Zebrafish Models of Spinal 
Curvature Implicate Wnt 
Signaling, Cerebrospinal Fluid 
Flow, and Cilia in Idiopathic 
Scoliosis

Studies on spinal curvature in fish have raised an 
interesting point that rodents may not be the most 
suitable models for human idiopathic scoliosis 
(IS), because the center of mass is different in 
quadrupeds compared to humans [129, 130]. As 
fish swim, they generate head-to-tail forces that 
are thought to affect the spine similarly to humans 
standing upright [130, 132]. Therefore, if mechan-
ical forces on the spine contribute to scoliosis 
development, fish may be the superior laboratory 
model to study this process. Indeed, juvenile-
onset spinal curvatures have been detected in both 
zebrafish and guppies [130, 133].

The Ciruna group was the first to create a 
genetic model for idiopathic scoliosis (IS) in 
zebrafish [130]. By inactivating the zebrafish 
ptk7 gene with zinc finger nucleases (ZFNs), they 
generated a progressive spinal curve in juvenile 
fish that increased in severity during the “growth 

spurt” phase around 28  days of age (Fig.  7.3) 
[130, 134]. Like in human cases of IS, vertebral 
malformations were not detected until juvenile 
stages, with females again being more severely 
affected [130]. The ptk7 gene encodes a trans-
membrane protein with an inactive tyrosine 
kinase domain that can modulate both canonical 
Wnt and noncanonical Wnt/PCP signaling and 
form complexes with several Wnt receptors 
[134–137]. In mice, a loss of Ptk7 prevents the 
neural tube from closing and disrupts the polar-
ization of hair cells in the inner ear, while 
Xenopus deficient for ptk7 have problems with 
neural tube closure and convergent-extension 
movements [135, 138]; these are phenotypes 
associated with PCP defects. PTK7 has also been 
found to interact with Wnt co-receptor LRP6 and 
recruit the pathway effector Dishevelled [136]. 
However, it had not been previously implicated 
in scoliosis. Hayes et  al. identified a heterozy-
gous sequence change in a patient with IS affect-
ing an extracellular domain of the PTK7 protein 
(patient shown in Fig. 7.3g) [130]. In ptk7 mutant 
zebrafish, mRNA with the human mutation could 
not rescue phenotypes associated with defective 
Wnt/PCP signaling or a gain of canonical Wnt 
signaling, while wild-type human PTK7 mRNA 
could [130]. It is therefore possible that changes 
in Wnt signaling contribute to the scoliosis phe-
notypes of humans as well as zebrafish; however, 
this remains to be established [130].

Interestingly, zebrafish lacking both zygotic 
and maternal ptk7 had more serious phenotypes, 
namely congenital vertebral defects, convergent- 
extension and neurulation problems, and early 
death [130, 134]. Thus, it may be that PTK7 is 
also required for earlier embryonic processes in 
humans. In support of this, two recent studies 
identified PTK7 mutations in human neural tube 
closure defects, including in one individual with a 
form of spina bifida resulting from a substitution 
at the same position (proline 545) as the IS patient 
identified by Hayes et al. [139, 140]. Both muta-
tions are predicted to disrupt an extracellular 
immunoglobulin-like domain and function as 
hypomorphs [130, 139], but it may be that the 
amino acid substitution causing neural tube 
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defects has a greater disruption to protein function 
than the IS substitution. In this regard, PTK7 
mutations could yield a spectrum of phenotypes, 
from mild spinal curvatures to more serious con-
ditions affecting the brain and spinal cord. IS has 
also been proposed to arise secondarily to mild 
neural tube defects or changes in the flow of cere-
brospinal fluid (CSF) within the brain and spinal 
cord [129, 141]. One study found that individuals 
with the neural tube defect spina bifida and hydro-
cephalus (excess cerebrospinal fluid in the brain) 
were more likely to be diagnosed with scoliosis 
that required corrective surgery [142]. Similarly, 
in ptk7 mutant zebrafish, hydrocephalus often 
accompanied spinal curvature [141]. Therefore, 
the Ciruna group investigated whether changes in 
CSF flow and distribution could be responsible 
for these pleiotropic phenotypes [141].

The CSF is created in regions of the brain 
called the choroid plexus and is circulated within 

the brain’s ventricles and central canal of the 
spinal cord by ependymal cells (reviewed in 
[143, 144]). Ependymal cells (ECs) are derived 
from specific ventral domains of the developing 
spinal cord and from radial glia in the brain 
[145–147]. Importantly, ECs contain microvilli 
and multiple motile cilia, the latter of which beat 
in a coordinated manner to circulate the CSF 
[144, 148]. The motile cilia are highly polarized 
on each cell and across the epithelium, and the 
Wnt/PCP pathway has been implicated in this 
polarization, which subsequently affects CSF 
flow velocity [149, 150]. If the motility of these 
cilia is disrupted, CSF flow is hindered and 
hydrocephaly can arise (reviewed in [151]). 
Because of the connection between PTK7, Wnt/
PCP, and CSF, the Ciruna lab questioned 
whether aberrant CSF flow as a result of dis-
rupted EC cilia was the cellular defect respon-
sible for scoliosis in zebrafish [129, 141].

Fig. 7.3 Zebrafish with mutations in ptk7 display spinal 
curvatures (d–f) similar to humans with idiopathic scolio-
sis (g). Panels (a–c) are heterozygous fish, used as con-
trols. The individual in panel (g) has a heterozygous 
mutation in the PTK7 gene. (Reprinted with permission 
from Springer Nature Customer Service Centre GmbH: 

Springer Nature; Journal: Nature Genetics, Article: ptk7 
mutant zebrafish models of congenital and idiopathic sco-
liosis implicate dysregulated Wnt signalling in disease. 
Madeline Hayes, Xiaochong Gao, Lisa X Yu, Nandina 
Paria, R. Mark Henkelman et al. (2014))
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In support of this hypothesis, ptk7 mutant 
zebrafish had fewer and more disorganized cilia 
on ECs within the ventricles, implying defects in 
both ciliogenesis and polarization [141]. 
Furthermore, the CSF flow was markedly slower 
and less directed. Expressing ptk7 in cells with 
motile cilia, including ECs, rescued all of these 
defects and prevented scoliosis in ptk7 mutant 
fish, indicating that ptk7 expression in these cells 
was sufficient for maintaining CSF flow and spi-
nal structure [141]. The authors further deter-
mined that ciliary motion was required within a 
specific developmental time frame that over-
lapped with the juvenile growth spurt, in order to 
maintain a straight spine. Although this study 
demonstrated that ciliary motion and—likely—
proper CSF flow are needed to maintain normal 
spinal curvature, it did not establish how these 
dynamics relay signals that influence the verte-
bral bone and cartilage. The missing link might 
be a population of mechanosensory neurons 
within the spinal cord, called CSF-contacting 
neurons [152, 153]. These neurons have micro-
villi and a motile cilium and form synapses with 
interneurons that feed into neuronal networks for 
locomotion [152, 154, 155]. In zebrafish, CSF- 
contacting neurons are activated when the spine 
is bent actively or passively at the site of spinal 
curvature, suggesting that they may be relaying 
positional information about the body axis [152, 
153]. Furthermore, CSF-contacting neurons con-
tain Pkd2l1 ion channels that are required for 
neuronal activation during movement of the spine 
and so could potentially modulate the signal relay 
[153]. Zebrafish lacking Pkd211 also develop 
spinal curvature, and because this marker seems 
to be specific to these neurons in the spinal cord, 
it is possible that they have a role in sensing 
changes in CSF dynamics and relaying this to 
higher neural networks [153].

This leads to a possible model for spinal cur-
vature, where defects in the generation (ECs) or 
sensing (CSF-contacting neurons) of CSF flow 
may ultimately lead to scoliosis [129]. How 
exactly aberrant CSF flow and alterations to 
neuronal networks lead the body to modify the 
skeleton at particular levels along the anterior-
posterior axis is still unknown [129, 156]. 

However, the ptk7 zebrafish appears to be a 
unique and informative model to address these 
questions.

7.4.2  Animal Models for Klippel-Feil 
Syndrome: From Mouse 
Mutants to Emerging Models 
in the Field

Klippel-Feil syndrome is a congenital vertebral 
deformity characterized by fusions of the cervi-
cal vertebrae and, frequently, an elevated scapula 
(Sprengel’s deformity) [157, 158]. The syndrome 
is associated with mutations in MEOX1, GDF6, 
and PAX1 genes [158–160]. MEOX1 encodes a 
homeodomain-containing transcription factor 
that is expressed in mesodermal derivatives along 
with another member of the mesenchyme homeo-
box gene family, MEOX2 [161, 162]. In mice, 
Meox1 is expressed within the dermomyotome 
and sclerotome of the somites and is partially 
redundant with Meox2 in early somitogenesis 
[162–164]. Mice lacking both copies of Meox1 
have defects in the axial skeleton, including 
fusions of the cervical vertebrae and basal skull 
bones, while Meox2 knockout mice have defects 
in muscle development [162, 164, 165]. In Meox1 
null mice, the neural arches (components of verte-
brae that surround the spinal cord) of the second 
and third, or third and fourth, cervical vertebrae 
are sometimes fused [164]. In addition, the first 
cervical vertebra (the atlas) is variably combined 
with the occipital bones of the skull, a defect that 
is sometimes also observed in individuals with 
Klippel-Feil syndrome [164, 166, 167].

Besides recapitulating a subset of Klippel-Feil 
syndrome phenotypes, the Meox1 mouse has been 
helpful for identifying cellular processes and 
genetic interactions that inform the syndrome’s 
etiology. Skuntz et al. observed reduced expres-
sion levels of several sclerotome genes in Meox1 
mutant mice, particularly in the anterior somites 
corresponding to the cervical vertebrae and base 
of the skull [164]. One of these genes, Bapx1, is 
required for chondrogenesis and, in particular, 
for the formation of the vertebral bodies and 
intervertebral discs [168, 169]. Mice lacking this 

7 Animal Models for Understanding Human Skeletal Defects



170

transcription factor have decreased proliferation 
of sclerotome cells and fail to upregulate genes 
involved in endochondral ossification, such as 
collagens, Sox9, and osteopontin  (Spp1) [169–
171]. Interestingly, changes in the proliferation 
rates of sclerotome cells were also observed in 
Meox1 null mice [164]. Like the Meox1 mutant 
mice, Bapx1 mutants also have defects in occipi-
tal bone formation [168]. The reduced expression 
of Bapx1 in Meox1 mutants and previous studies 
demonstrating that MEOX1 can bind to and acti-
vate the Bapx1 promoter in cell culture [172] 
suggest that Bapx1 may be a direct target of 
MEOX1 within the anterior somites and is there-
fore likely to contribute to the axial defects of 
Klippel-Feil syndrome.

Notably, PAX1, another gene expressed in the 
sclerotome, is also implicated in Klippel-Feil 
syndrome and other congenital vertebral defects 
[159, 173]. PAX1 expression in the sclerotome is 
activated by sonic hedgehog signals from the 
notochord and floor plate of the neural tube [66]. 
Mice lacking Pax1 and Pax9 genes do not form 
vertebral bodies and intervertebral discs and lose 
the expression of Bapx1 in the sclerotome, while 
Meox1 expression remains normal [174]. 
Although Pax1 and Pax9 levels have not been 
observed to be reduced in Meox1 mutant sclero-
tomes, they are reduced in Meox1:Meox2 com-
bined mutant mice [162]. Therefore, animal 
models have provided a rudimentary genetic 
pathway, where Meox1, Pax1, and Pax9 are 
upstream of the chondrogenic regulator Bapx1, 
and Meox1 may function either in concert with 
Pax1 or upstream to promote sclerotome devel-
opment. The aforementioned mouse mutants 
have been invaluable for characterizing the tim-
ing and locations of expression of Klippel- 
Feil candidate genes and will likely continue to 
inform the molecular and cellular basis of human 
vertebral defects.

In 2018, a zebrafish model for Klippel-Feil 
syndrome was described [175]. The meox1 
mutant choker was generated by the Tübingen 
genetic screen and, like the mouse model, dis-
played anterior vertebral fusions [13, 175]. 

Interestingly, the zebrafish model had an equiva-
lent defect to Sprengel’s deformity, where the left 
pectoral girdle of choker mutants was often more 
anteriorly displaced than the right [175]. Future 
studies with choker may help to elucidate the 
cause of Sprengel’s deformity in patients with 
Klippel-Feil syndrome and solidify the gene reg-
ulatory networks underlying sclerotome differen-
tiation in humans and other vertebrates.

Finally, mutations in the growth/differentia-
tion factor gene GDF6 have also been identified 
in Klippel-Feil syndrome [160]. GDF6 is a mem-
ber of the BMP family of signaling molecules 
and is important for the formation of various 
joints and ligaments within the body [176]. Mice 
lacking Gdf6 have fused carpals and tarsals, but 
combined Gdf5/Gdf6 mutants also have defects 
in the axial skeleton [176]. A recent study dem-
onstrated that GDF6 is expressed in the cartilage 
of vertebral bodies and intervertebral discs of 
human fetuses [177]. As development proceeds, 
GDF6 is downregulated in ossification centers 
and maintained around chondrocytes, suggesting 
that it is important for cartilage development 
[177]. With regards to Klippel-Feil syndrome, a 
loss of functional GDF6 may contribute to verte-
bral fusions by hindering the proper formation of 
joints between contiguous vertebrae [160, 177]. 
Future studies with Gdf5 and Gdf6 knockout 
mice may prove to be useful for elucidating the 
precise role and regulation of members of this 
gene family in vertebral joint formation. For 
instance, Gdf5 is now known to be regulated by a 
number of modular enhancers that activate its 
expression in various joints within the mouse 
body [178]; therefore, it will be interesting to 
learn if Gdf6 regulation is similarly modular and 
whether the mutation of specific noncoding 
sequences contributes to a subset of Klippel-Feil 
cases. This is especially relevant because cases 
resembling Klippel-Feil syndrome have been 
identified that lack a clear molecular cause [179], 
suggesting that there are yet additional genes or 
regulatory sequences involved in this develop-
mental process whose roles have not been fully 
characterized.
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7.4.3  Rapid Modeling of a Human 
TBX6 Mutation in Mice Using 
CRISPR/Cas9 Editing

Several studies have reported an incidence of 
approximately 10% for TBX6 compound hetero-
zygous mutations in cohorts with congenital verte-
bral malformations [131, 180]. TBX6 is a T-box 
transcription factor that is involved in specifying 
the paraxial mesoderm, the precursor of the 
somites, by repressing neural fates and activating 
presomitic mesoderm (PSM) genes such as 
mesogenin 1 (Msgn1) [181–183]. Mice that are 
completely null for Tbx6 incorrectly activate Sox2 
expression in the paraxial mesoderm and form 
ectopic neural tubes in place of the somites [181, 
184]. Animal models have shown that Tbx6 also 
feeds into the Notch segmentation pathway that 
directs somitogenesis, by maintaining the expres-
sion of the Notch ligand Dll1 [185] and the seg-
mentation gene Mesp2 [186, 187]. Within the 
presomitic mesoderm, TBX6 expression is repeat-
edly restricted through protein degradation [187]. 
The  regressing anterior limit of TBX6  sets the 
boundary of the next forming somite (reviewed in 
[65]). While a complete loss of Tbx6 leads to a 
switch from mesodermal to neural fate at the level 
of the PSM and early embryonic lethality [181], a 
substantial reduction in Tbx6 levels appears to pre-
vent proper segmentation or differentiation of the 
somites [131]. In 2019, Yang et al. identified ten 
patients with misshapen or improperly segmented 
vertebra that had a deletion of TBX6 at one allele 
and hypomorphic variant in the noncoding region 
of the other allele [131]. Using CRISPR/Cas9 
genome editing, they created a mouse model with 
similar genetic changes leading to a greater than 
50% reduction in Tbx6 levels. Only the mice with 
a combination of null and hypomorphic alleles had 
overt vertebral defects [131]. Because the authors 
did not describe any other malformations in the 
mice, the results would indicate that maintaining 
sub-heterozygous levels of TBX6 is sufficient to 
specify the PSM and limit the neurectoderm, as 
PSM derivatives (including vertebrae and ribs) 
still developed along the entire anterior-posterior 
axis and there was no mention of ectopic neural 

tissue. However, these reduced levels are not suf-
ficient for normal vertebral development. This new 
model will hopefully lead to a better understand-
ing of the molecular mechanisms underlying these 
congenital vertebral defects, for example, by eval-
uating changes in the spatiotemporal expression of 
TBX6 targets Msgn1, Dll1 or Mesp2, or in the pro-
liferation, migration, survival, or differentiation 
of somite cells destined to become the vertebral 
bodies and arches of the axial skeleton.

In summary, the zebrafish and mouse mutants 
described in this section have begun to reveal 
how perturbation of ciliary fluid flow dynamics, 
WNT signaling, and transcription factor hierar-
chies may interfere with vertebral segmentation 
processes to cause skeletal defects in humans.

7.5  Animal Models of Human 
Limb Malformations

The limb skeleton is derived from the lateral plate 
mesoderm (LPM) (Fig.  7.1). Cells from the 
somatic LPM undergo a localized epithelial-to- 
mesenchymal transition at the level of the pre-
sumptive limb buds, generating a population of 
mesenchymal limb progenitors [188]. The cells 
then proliferate and—under the influence of 
feedback loops and graded morphogen signals—
acquire specific positional identities along multi-
ple axes. Initiation of the forelimb and hindlimb 
buds differs slightly during early stages, but both 
processes culminate in the activation of a key 
growth factor in the limb mesenchyme. In the 
forelimb field, retinoic acid from the flank meso-
derm, together with other signals (Wnt/ß-catenin, 
Hox), activates the expression of the T-box tran-
scription factor TBX5, to specify and initiate the 
forelimb [189, 190]. TBX5 promotes the expres-
sion of fibroblast growth factor FGF10, switch-
ing on a feedback loop that drives limb outgrowth 
[58, 191, 192]. In the hindlimb, Pitx1, Islet1, 
Wnt/ ß-catenin, and Tbx4 form the early initia-
tion network and activate FGF10 expression [58, 
193–195]. Once FGF10 is expressed, it signals to 
the overlying ectoderm to form a signaling center 
called the apical ectodermal ridge (AER) and, 
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through canonical Wnt signaling, activates FGF8 
expression (reviewed in [196]). FGF8 secreted by 
the AER maintains the expression of FGF10 in 
the underlying mesenchyme [196]. This feedback 
loop promotes the proliferation of the LPM mes-
enchyme, driving outgrowth of the limb bud. 
Regional identities are established as differentia-
tion proceeds in a proximal to distal sequence. 
Briefly, the P/D limb axis is patterned by HOX 
genes that—for the most part—are within the 
HOXA and HOXD clusters. Proximal limb cells 
express HOX9 and HOX10 paralogs and form the 
stylopod (humerus/femur) [34]. More distally, 
cells are patterned by HOX11 and form the 
zeugopod (radius/ulna or tibia/fibula), while the 
autopod (digits and articulating bones) requires 
the expression of the most distal, HOX13 para-
logs [34].

Shortly after the outgrowth phase is initiated, 
SHH is activated in a posterior region of the limb 
bud called the zone of polarizing activity (ZPA). 
SHH secreted by the ZPA forms a gradient of 
GLI3R protein that is highest at the anterior and 
decreases toward the posterior of the limb bud 
[197]. SHH/GLI3R gradients provide the cells 
with positional information along the A/P axis 
and, together with HOX genes, eventually pattern 
the digits of the limb [34, 197]. SHH also indi-
rectly maintains the FGF/AER feedback loop to 
ensure that limb outgrowth and patterning 
proceeds.

Finally, dorsal-ventral specification relies on 
the Wnt and BMP signaling pathways, resulting 
in the polarized expression of transcription factor 
LMX1B in the dorsal mesenchyme [198]. 
Disruption of this polarity results in limbs lack-
ing dorsal features like the knee cap and nails on 
the digits, manifesting as nail-patella syndrome 
in humans [199].

The following pages will explore animal mod-
els that recapitulate human developmental limb 
defects. First, models for polydactyly resulting 
from altered SHH signaling within the limb will 
be described, followed by Holt-Oram syndrome, 
a dominant limb and heart disorder caused by 
mutations in TBX5 [200]. Finally, the role of a 
Wnt signaling agonist, RSPO2, will be explored 
within the context of a rare human condition 

called tetra-amelia [201]. Limb defects resulting 
from changes in chromatin organization will be 
explored in the next section.

7.5.1  Altered Expression of SHH 
Pathway Genes Is Responsible 
for a Subset of Polydactyly 
Cases

Within the developing limb, Shh expression is 
controlled by a long-range enhancer called the 
ZPA regulatory sequence (ZRS) that is located 
approximately 1 Mb upstream of the gene pro-
moter, within the fifth intron of the Lmbr1 gene 
[202]. The sequence and function of the ZRS 
enhancer is highly conserved across vertebrate 
species. For example, the ZRS sequence of coel-
acanth fish can functionally substitute for the 
mouse ZRS during limb development and pro-
duce complete limbs [203]. Importantly, the 
characterization of the ZRS enhancer in 2003 
provided an explanation for a subset of cases of 
human polydactyly [202], and its perturbation is 
the likely cause of acheiropodia [204]. Lettice 
et  al. identified a minimal active enhancer 
sequence that drove reporter gene expression 
specifically within the ZPA and which was well- 
conserved from human to pufferfish [202]. Two 
polydactylous mouse mutants, Sasquatch (Ssq) 
and hemimelic extra toes (Hx), were further 
found to disrupt the ZRS locus, resulting in a gain 
of Shh expression at the anterior of the develop-
ing limb bud [202, 205, 206]. The consequences 
of ectopic Shh expression were already under-
stood from previous animal models. First, experi-
ments using chicken embryos demonstrated that 
a gradient of SHH was sufficient to polarize the 
limb along the anterior-posterior axis and, in the 
presence of a normally functioning ZPA, ectopic 
anterior Shh expression in the limb would cause a 
mirror-image duplication of the digits [207]. 
These and later studies solidified the role of SHH 
as a morphogen within the early limb bud, by dif-
ferentially specifying cell fates at different con-
centrations and durations of SHH signaling—with 
posterior digits forming in the presence of high 
and sustained signaling [208]. Changes to the 

I. Skuplik and J. Cobb



173

ZRS sequence that yield an additional domain of 
Shh expression in the anterior of the limb bud 
would be similarly predicted to form a secondary 
polarizing region (ZPA) and result in polydac-
tyly. This was indeed the case for the Ssq and Hx 
mice  [202]. The  subsequent analysis of human 
families with polydactyly identified similar muta-
tions in the ZRS sequence that were later con-
firmed to activate ectopic Shh limb expression 
when tested in transgenic mice [205, 209, 210].

However, not all mutations that cause poly-
dactyly disrupt the ZRS. Loss-of-function muta-
tions in a transcriptional effector of SHH 
signaling, Gli3, also cause polydactyly in animal 
models, such as the extra toes (Xt) mouse [211], 
and in humans as part of a syndrome called Greig 
cephalopolysyndactyly [212, 213]. Within the 
limb bud, GLI3 predominantly functions as a 
transcriptional repressor and opposes the gradi-
ent of SHH (reviewed in [196]). In the presence 
of active SHH signaling at the posterior of the 
limb bud, GLI3 is not cleaved into its repressor 
form (while certain SHH target genes are tran-
scriptionally activated by other GLI effector pro-
teins). Mutations causing the loss of GLI3 result 
in the derepression of cell signaling and pattern-
ing genes, concomitant with a disruption of 
anterior- posterior polarity and the subsequent 
loss of digit identities [196, 211, 214].

Mutations that ablate ZRS activity, and there-
fore Shh expression at the posterior of the limb 
bud, prevent the formation of distal limb struc-
tures [216]. This was extensively characterized in 
the mouse model, whereby either knockouts of 
Shh [215] or deletions of the ZRS limb enhancer 
[216] resulted in a failure to activate Shh expres-
sion in the ZPA.  Accordingly, GLI3 repressor 
proteins were not restricted to the anterior of the 
limb bud, causing the repression of Shh target 
genes including Hox13 paralogs and a subse-
quent loss of the digits dependent on SHH signal-
ing (all but digit one) [214–216]. The absence of 
SHH also caused a breakdown of AER-FGF sig-
naling, hindering limb outgrowth [196, 214]. 
These models provide a potential explanation for 
human acheiropodia, a condition characterized 
by the absence of distal structures in the arm and 
leg, phenocopying a ZRS loss of function [204]. 

Acheiropodia segregates with deletions in the 
human LMBR1 gene [204]; however, because 
these deletions do not remove the ZRS sequence 
from the genome, their pathogenicity is not well 
understood. Others have proposed that acheiro-
podia deletions alter the activity of the ZRS 
within its endogenous context [205]. Future stud-
ies generating equivalent, targeted deletions in 
mice could provide an answer to this question.

Together, the aforementioned models defined 
the role of SHH as the ZPA morphogen and the 
ZRS as the critical Shh limb enhancer. Decades 
of animal research on SHH signaling within the 
limb contributed to the elucidation of core gene 
regulatory networks that integrate outgrowth and 
patterning along the proximal-distal, anterior- 
posterior, and dorsal-ventral axes [196]. More 
recent studies on SHH function have also 
expanded our understanding of gene regulation 
through the elucidation of transcription factor 
binding sites within the ZRS [210]. Importantly 
for this chapter, animal models have accurately 
demonstrated the consequences of the misregula-
tion of developmental genes and provided an 
explanation for a subset of human polydactyly 
cases.

7.5.2  Animal Models Recapitulate 
Phenotypes of Holt-Oram 
Syndrome

Holt-Oram syndrome (HOS) is an autosomal 
dominant disorder of the forelimbs and heart, 
affecting up to 1:100,000 individuals [217]. 
Forelimb defects can vary in severity from a 
deformed thumb, to shortened or missing long 
bones of the zeugopod and stylopod [218, 219], 
while congenital heart defects in HOS include 
atrial and, less frequently, ventricular septal 
defects [220]. HOS is caused by haploinsuffi-
ciency of the TBX5 gene, and distinct mutations 
have been found to cause either more severe car-
diac or limb phenotypes, the latter being corre-
lated with mutations at the C-terminal end of the 
DNA-binding domain [221, 222]. Studies in 
mice, fish, and chickens have shown that TBX5 
plays a critical role in forelimb initiation by 
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 activating the transcription of FGF10, thereby 
promoting forelimb outgrowth [58, 59, 191, 192]. 
Indeed, Tbx5 homozygous knockout mice [59, 
223], zebrafish mutants [224], chickens express-
ing a dominant-negative protein [58], and frogs 
with targeted Tbx5 mutations [225] completely 
fail to develop forelimbs. However, animal mod-
els with heterozygous Tbx5 mutations often have 
normal or mostly normal forelimbs, suggesting 
that the human forelimb is more sensitive to 
reductions in TBX5 dosage as HOS is typically 
caused by heterozygous mutations [223–225].

Recently, a mouse model was created to 
specifically investigate the limb defects of HOS. 
Sulaiman et  al. noted that forelimb defects in 
HOS are often more severe on the left side 
(Fig. 7.4d), but the source of this left bias was not 
well understood or modeled in previous Tbx5 
loss-of-function mice [200]. The authors com-
bined a Tbx5 conditional knockout with a trans-
gene to establish hypomorphic levels of Tbx5 in 
the limb, in addition to a mosaic knockout 
approach [200]. Mice with reduced Tbx5 dosage 
developed a range of forelimb defects and, like 
human HOS patients, the left forelimbs were 
more strongly affected than the right (Fig. 7.4). 
The hypomorphic levels of Tbx5 also disrupted 
the expression of Fgf10 and Fgf8 to a greater 
extent in the left limb field, suggesting that out-
growth was especially hindered on this side 
[200]. Together, the results indicated that the left 
and right LPMs/limb fields are not equivalent 
within the context of limb development and that 
the left LPM is more sensitive to reductions in 
Tbx5 dosage. The authors proposed that TBX5 
may normally function to equalize this asymme-
try, in order to form symmetric limbs. To evaluate 
whether limb asymmetry in Tbx5 hypomorphic 
mice was linked to the pathway establishing left- 
right asymmetry in the body axis (allowing the 
heart to be situated on the left and other organs to 
develop asymmetrically), they crossed the mice 
into a line predisposed to L/R asymmetry rever-
sal [226]. In mice where the left-right axis was 
flipped, for example, where the heart and spleen 
developed on the right, LPM asymmetry also 
appeared to be flipped [200]. Accordingly, in the 

presence of reduced Tbx5 levels, the right limb 
was more deformed in this genetic background. 
Finally, Sulaiman et  al. demonstrated that limb 
asymmetry is at least partially independent of the 
FGF10/FGF8 outgrowth loop that is downstream 
of TBX5, as restoring Fgf10 expression in the 
Tbx5 hypomorphic mice did not fully rescue the 
left-biased limb defects [200]. The findings of 
this study led the authors to propose a model 
where the left and right LPMs are initially asym-
metric, and the left LPM needs to surpass a mini-
mal threshold level of TBX5  in order to 
compensate for the asymmetric state and develop 
symmetric limbs. Importantly, this model can 
also provide an explanation for the left-biased 
limb defects in HOS patients.

In a different vertebrate model, the western 
clawed frog Xenopus tropicalis, a base-editing 
approach was recently found to be successful 
for recreating specific mutations associated 
with HOS [225]. Xenopus tropicalis has a dip-
loid genome, unlike the common tetraploid lab 
model Xenopus laevis, and is amenable to 
genome manipulation [227, 228]. Shi et  al. 
microinjected a modified Cas9 fusion protein, 
called BE3, into 1-cell stage X. tropicalis 
embryos along with a guide RNA to introduce 
a specific cytosine to thymine base change in a 
proposed pathogenic location of the Tbx5 gene 
[225]. Unlike the regular Cas9 protein, BE3 is 
composed of a Cas9 nickase fused to DNA 
base modifiers including a cytidine deaminase, 
which  promotes the conversion of C-G base-
pairs into T-A [225, 229]. The first-generation 
injected embryos were mosaic for the C>T 
mutation and had a range of forelimb defects 
reminiscent of HOS [225]. Individuals with an 
equivalent mutation have more severe limb 
defects than heart defects, compared to other 
HOS mutations [222], and the same phenotype 
was observed in the frogs, with some missing 
an entire forelimb but lacking obvious heart 
problems. In the future, this system may help 
to solidify mutation-phenotype correlations 
and provide a better understanding of TBX5 
protein structure and function in an in  vivo 
HOS model.
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Fig. 7.4 (a–c) Mice 
with hypomorphic levels 
of Tbx5 in the limbs 
have forelimb defects 
that are more severe on 
the left. (d) A patient 
with Holt-Oram 
syndrome displaying 
left-biased limb defects. 
Arrows point to a 
missing thumb and 
radius on the left hand 
and forearm, 
respectively. (Adapted 
from Panels of Figure 1 
of Sulaiman FA, 
Nishimoto S, Murphy 
GR, Kucharska A, 
Butterfield NC, 
Newbury-Ecob R, Logan 
MP. Tbx5 Buffers 
Inherent Left/Right 
Asymmetry Ensuring 
Symmetric Forelimb 
Formation. PLoS Genet. 
2016 Dec 
19;12(12):e1006521. 
Content used according 
to terms of a Creative 
Commons Attribution 
License)
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7.5.3  Animal Models Elucidate 
Components of the Signaling 
Pathways Disrupted 
in Tetra-Amelia

Tetra-amelia syndrome (TETAMS) is a very rare 
recessive disorder in which fetuses develop with 
no arms or legs [230]. Since this syndrome results 
in a complete failure of limb morphogenesis, 
understanding its molecular origins should give 
fundamental insight into limb initiation and out-
growth. A homozygous nonsense mutation of the 
WNT3 gene was the first genetic cause of 
TETAMS identified [231]. This was not surpris-
ing since WNT signaling is known to be neces-
sary for the formation of the AER, and Wnt3 is 
specifically required for this function in a mouse 
model [232]. Together these results showed that 
WNT3 has a similar function in human and mouse 
limb development. However, no mutations of 
WNT3 were found in some fetuses with tetra- 
amelia, specifically those that also had lung agen-
esis [233] (designated TETAMS2 by OMIM). 
Recently, homozygous mutations of a gene called 
RSPO2 were found in fetuses with TETAMS2 
[201]. The RSPO2 gene codes for one of the four 
R-spondin proteins (RSPO1-4), which are impor-
tant positive modulators of canonical WNT/β- -
catenin signaling. Secreted RSPOs are ligands 
for the LGR4/5/6 transmembrane receptor pro-
teins that associate with the WNT LRP/Frizzled 
co-receptors to potentiate downstream signaling. 
RSPOs enhance WNT signaling by binding and 
inhibiting the transmembrane E3 ubiquitin 
ligases RNF43 and ZNRF3, which mediate the 
degradation of the LRP/Frizzled/WNT com-
plexes [234].

Szenker-Ravi et  al. described four families 
with fetuses displaying TETAMS2 [201]. The 
affected fetuses in each family had distinct homo-
zygous changes in the coding sequence of 
RSPO2—deletions, nonsense, or frameshift 
mutations resulting in a severely truncated pro-
tein that is predicted to be nonfunctional. These 
results established a clear link between a loss of 
RSPO2 function and tetra-amelia. Mouse and 
frog models were subsequently used in this study 

to elucidate the function of the individual compo-
nents of the RSPO2 signaling pathway in limb 
formation [201]. First, mouse fetuses were pro-
duced that were homozygous-null for all three of 
the RSPO receptor genes (Lgr4/5/6). Surprisingly 
the limbs of these mice developed normally, even 
though Rspo2-mutant mice have truncated limbs. 
This result indicates that RSPO2 does not require 
the LGR4/5/6 proteins for its function in limb 
development, implying that alternative receptors 
mediate RSPO2 function in this context.

Although the mouse model revealed that the 
function of RSPO2 in limb development is appar-
ently independent of the LGR proteins, Rspo2- 
mutant mice are not an exact model for human 
tetra-amelia since these mice exhibit significant 
limb development. Indeed, four separate studies 
showed that mice null for Rspo2 have only rela-
tively minor defects of forelimb development 
while having more severe truncations of the 
hindlimbs [235–238]. Therefore, the absolute 
requirement for Rspo2 in limb initiation may 
vary between species, perhaps reflecting different 
degrees of redundancy among RSPO proteins. 
An alternative Rspo2-null model, also described 
by Szenker-Ravi et al., addressed this issue. They 
found that inactivation of Rspo2 in one cell of 
two-cell stage Xenopus tropicalis embryos 
resulted in a complete loss of limb development 
on the mutant side of the resulting crispant ani-
mal (Fig.  7.5a, b), effectively mirroring the 
human RSPO2-mutant phenotype. In a comple-
mentary approach, the authors simultaneously 
inactivated the rnf43 and znrf3 genes to create 
double-mutant frogs (on one side of the animal) 
using TALEN gene editing. Remarkably, rnf43/
znrf3 mutants developed ectopic limbs, therefore 
displaying an opposite phenotype from the rspo2 
mutant, confirming the antagonistic function of 
rnf43/znrf3 versus rspo2 in dramatic fashion 
(Fig. 7.5c). These studies demonstrate how com-
bining results from multiple animal models can 
reveal the function of components of a signaling 
pathway that is disrupted in a human skeletal 
deformity. Notably, these models are only possi-
ble with the emergence of gene editing 
technologies.
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7.6  Mechanisms of Gene 
Regulation Are Revealed by 
Modeling Alterations 
to Chromosome 
Conformation in Mice

Mutations of coding and regulatory sequences 
are well-established mechanisms of disease, but 
in the last decade, advances in chromosome con-
formation capture and genome editing technol-
ogy have demonstrated that structural variations 
can have equally significant effects on gene 
expression (reviewed in [239]). The genome is 
now known to be compartmentalized into 
~1-Mb  units called topologically associating 
domains (TADs) [240], in which enhancer- 
promoter interactions are self-contained. Within 
the boundaries of a single TAD, a gene is acces-
sible to its regulatory elements. The boundary 
prevents ectopic interactions between the gene’s 
promoter and enhancers located in neighboring 
TADs that have their own targets. TADs are 
depicted as heatmaps of chromatin interactions 
that are generated by Hi-C, a chromosome con-
formation capture technique that quantifies the 
frequency of sequence interactions across the 
genome [240, 241]. Interactions between genes 

and promoters are revealed through 3C, a one-to- 
one approach, or, more commonly, 4C (circular 
chromosome conformation capture), a one-to-all 
approach that can reveal potentially all sequences 
interacting with a specific target in a given tissue 
or timepoint during development [242–244]. For 
a review of the different chromosome capture 
techniques, please see reference [245]. A number 
of recent studies have shown that the disruption 
of TAD boundaries can change the interaction 
profiles of genes and their surrounding enhanc-
ers, in some cases leading to aberrant chromatin 
contacts and misexpression of the affected 
gene(s) [63, 246, 247]. This section will highlight 
two cases where structural variations were found 
to cause human skeletal defects and explore how 
CRISPR/Cas9 was used to model these changes 
in mice.

7.6.1  Changes in TAD Structure Can 
Lead to Enhancer Adoption 
and the Misexpression 
of Developmental Genes

In 2015, the limb malformations brachydactyly 
(shortened digits) and polydactyly and a skeletal 
syndrome involving digital fusions (F-syndrome) 

Fig. 7.5 Gene editing in frogs identifies roles for rspo2, 
rnf43, and znrf3 in limb development. (a) CRISPR-Cas9 
or TALENs are injected into one cell of a two-cell stage 
embryo. (b) No limbs develop in the absence of rspo2 
(right side of frog), while extra limbs develop in the 
absence of rnf43/znrf3 (c). (Reprinted with permission 

from Springer Nature Customer Service Centre GmbH: 
Springer Nature; Journal:Nature, Article: RSPO2 inhibi-
tion of RNF43 and ZNRF3 governs limb development 
independently of LGR4/5/6. Emmanuelle Szenker-Ravi, 
Umut Altunoglu, Marc Leushacke, Célia Bosso-Lefèvre, 
Muznah Khatoo et al. (2018))

7 Animal Models for Understanding Human Skeletal Defects



178

[248] were linked to structural variations around 
the EPHA4 locus [63]. Brachydactyly was 
observed in three families with deletions of a 
putative telomeric EPHA4 TAD boundary, includ-
ing the EPHA4 gene itself [63]. Conversely, poly-
dactyly and F-syndrome were observed in families 
with duplications or inversions spanning the cen-
tromeric TAD boundary. These structural varia-
tions were predicted to disrupt the normal 
chromatin architecture, placing genes in the 
neighboring TADs (WNT6, IHH or PAX3) in the 
proximity and, potentially, under the influence of 
EPHA4 enhancers [63]. By comparing human 
and mouse Hi-C data generated by Dixon et  al. 
[240] with 4C-Seq data from human fibroblasts 
and wild-type mouse limb buds that were gener-
ated in this study, Lupiáñez et al. confirmed that 
WNT6 and IHH normally interact with sequences 
restricted to the centromeric TAD, EPHA4 inter-
acts with sequences in its own TAD, and PAX3 
interactions are largely limited to the telomeric 
TAD [63]. The authors then created mutations 
that mirrored the human rearrangements in mice, 
using CRISPR/Cas9 editing in embryonic stem 
cells prior to establishing mutant lines. Targeting 
a Cas9/guide RNA complex to either side of the 
TAD boundary produces a double-stranded break 
at each location [61]. In the absence of a repair 
template, the two lesions are repaired through 
nonhomologous end joining processes that can 
either bring the two chromosomal ends together 
while excising the central fragment, or the frag-
ment can be reintroduced in its original or reversed 
orientation, with some loss of sequence fidelity at 
the fragment ends [61]. This strategy allowed the 
authors to generate a deletion of the telomeric 
TAD boundary including the mouse Epha4 gene, 
and an inversion of the centromeric boundary mir-
roring one rearrangement seen in an F-syndrome 
patient [63]. A mouse mutant called doublefoot 
was also used to model human polydactyly, as it 
was similarly predicted to alter the accessibility of 
the Ihh gene to sequences in the neighboring 
Epha4 TAD and had a similar limb phenotype. 
Using embryonic limb tissue from each of the 
mutant mouse lines for 4C-Seq, the authors con-
firmed the presence of new ectopic interactions 
between the mouse Pax3, Wnt6, or Ihh gene and 

sequences in the Epha4 TAD, in the mouse lines 
corresponding to each human condition. Very 
similar contacts were detected in fibroblasts 
derived from the various human patients, demon-
strating that the mouse is an appropriate model for 
structural rearrangements at this locus. Furthermore, 
in the mutant mouse lines, the genes forming ecto-
pic contacts became expressed in a domain simi-
lar to Epha4 within the developing limb bud, 
suggesting the co-option of Epha4 regulatory 
elements [63]. Several enhancer candidates were 
identified that established ectopic gene contacts 
in both humans and mice. These enhancers drove 
an Epha4-like pattern of reporter gene expression 
in transgenic mice, suggesting they may also 
contribute to the misexpression of PAX3, IHH, 
and WNT6 genes and the subsequent develop-
ment of limb deformities in humans with brachy-
dactyly, polydactyly, and F-syndrome [63].

This study was an important stepping stone in 
the growing field of research on enhancer- 
promoter interactions and how these can be per-
turbed through changes to chromosome structure, 
in this case, resulting in gene misexpression and 
human disease.

7.6.2  Different Chromatin States 
Modulate PITX1 Expression 
During Forelimb 
and Hindlimb Development

PITX1 encodes a transcription factor that is nor-
mally expressed and functions within the devel-
oping hindlimb [194]. A loss of Pitx1 gene 
function perturbs hindlimb development in mice, 
causing a reduction in Tbx4 expression, shorten-
ing of the long bones, and a loss of the patella 
(knee cap) [249, 250]. These changes and others 
result in a hindlimb with forelimb-like features 
[249, 250]. Mice that are heterozygous for Pitx1 
variably display a foot deformity called “club-
foot,” which perturbs the alignment of the foot, 
ankle, and lower leg [251] (reviewed in [252]). 
Similar phenotypes have been observed in 
humans with PITX1 deletions, including short-
ened long bones in the leg and the clubfoot phe-
notype [251, 253, 254]. Conversely, ectopic Pitx1 
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expression in the forelimbs leads to the develop-
ment of hindlimb-like features and the expres-
sion of hindlimb-associated genes, including 
Tbx4 [255–257]. In humans, structural chromo-
some variations at the PITX1 locus cause similar 
transformations in Liebenberg syndrome, such as 
the formation of an ectopic patella at the elbow 
and wrist bone fusions that resemble the ankle 
[257, 258]. These variations were proposed to 
alter the position of the PITX1 gene relative to 
regulatory elements that are telomeric to the 
gene, causing its misexpression [247, 257].

In mice, a modified chromosome capture tech-
nique (Capture Hi-C) was used to probe the inter-
actions of Pitx1 during embryonic limb 
development [247]. A strong enhancer candidate, 
Pen, was found to interact with Pitx1 and contrib-
ute to its expression in the hindlimb, and mice with 
CRISPR-induced deletions of Pen variably devel-
oped clubfoot. Interestingly, this enhancer was 
able to drive the expression of a reporter gene in 
both the fore- and hindlimbs of transgenic mice, 
indicating that there is likely a mechanism that 
prevents Pen from incorrectly activating Pitx1 in 
the forelimb [247]. Capture Hi-C data sets com-
paring the two sets of limbs supported this theory, 
as Pitx1 made more frequent contacts with Pen in 
the developing hindlimb than in the forelimb. 
Using a polymer- based modeling tool (PRISMR) 
[259] to predict the 3D structure of the Pitx1 locus, 
Kragesteen et al. were able to resolve chromatin 
domains that differed in their organization in the 
forelimbs and hindlimbs, based on Capture Hi-C 
data from each tissue [247]. Notably, Pitx1 and 
Pen were on adjacent surfaces on two domains in 
the hindlimb, but were separated from each other 
in the forelimbs. To determine if these conforma-
tions regulate Pitx1 expression during develop-
ment, the authors created two structural variations 
in mice; the first was an inversion predicted to 
bring the Pen enhancer into closer 3D proximity to 
Pitx1, and the second was a deletion observed in a 
patient with Liebenberg syndrome. Both rear-
rangements caused a significant upregulation of 
Pitx1 in the developing forelimb, and the inversion 
induced hindlimb features including an ectopic 
patella [247]. Therefore, the authors proposed that 
the pathogenesis of Liebenberg syndrome stems 

from the rearrangement of chromatin architecture 
at the Pitx1 locus, placing an enhancer in a spatial 
context where it can activate its own target gene in 
the wrong tissue (forelimb), where this interaction 
is not normally permitted.

Interestingly, a study in 2019  identified the 
promoter of H2AFY as a candidate region for 
insulating the Pen enhancer from Pitx1 in the 
forelimbs, because a small deletion involving this 
promoter presented in a family with Liebenberg 
syndrome [260]. Although the mechanism is not 
yet clear, transcription of H2AFY may play a role 
in modulating the different chromatin states in 
mouse and human fore/hindlimbs, as similar pro-
moter deletions increase Pitx1 forelimb expres-
sion in mice [260].

7.7  Conclusion

In this chapter, we have described classical and 
emerging animal models for a small subset of the 
hundreds of human skeletal disorders. Many of 
the newest models described here would have 
been considered impossible or extremely labori-
ous to generate less than 10 years ago. The use of 
animals to study human skeletal defects has 
entered a new era as gene editing techniques such 
as CRISPR-Cas9 have made it possible to rapidly 
generate mutant animals in previously intractable 
species. Meanwhile, next-generation sequencing 
and techniques such as chromosome conforma-
tion capture are being used to efficiently charac-
terize the molecular causes of skeletal defects 
that can then be modeled by gene editing. The 
synergy of these techniques will make the com-
ing years an extraordinarily exciting and produc-
tive time for studying skeletal biology.
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8.1  Overview

Congenital heart defects (CHDs) are among the 
most common human birth defects. However, the 
etiology of a large proportion of CHDs remains 
undefined. Studies identifying the molecular and 
cellular mechanisms that underlie cardiac devel-
opment have been critical to elucidating the ori-
gin of CHDs. Building upon this knowledge to 
understand the pathogenesis of CHDs requires 
examining how genetic or environmental stress 
changes normal cardiac development. Due to 
strong molecular conservation to humans and 
unique technical advantages, studies using 
zebrafish have elucidated both fundamental prin-
ciples of cardiac development and have been 
used to create cardiac disease models. In this 
chapter we examine the unique toolset available 
to zebrafish researchers and how those tools are 
used to interrogate the genetic and environmental 
contributions to CHDs.

“If life is a continuous struggle against the inexo-
rable march of entropy, then the heartbeat is at the 
core of that conflict. By purveying energy to our 

cells, it counteracts our tendency toward dissipa-
tion and disarray.”
Sandeep Jauhar—Heart: A History [1]

8.2  Introduction

During heart development an intricate choreogra-
phy of changes in cellular shape and cellular 
identity results in the formation of an architecture 
which rhythmically beats ~100,000 times a day. 
Perhaps unsurprising due to the heart’s complex-
ity, congenital heart defects (CHDs) are relatively 
common occurring in ~1–3% of live births and 
~10% of stillbirths [2, 3]. Identifying the molecu-
lar etiology of CHDs can help clinicians assess 
the risk of inheritance, provide accurate progno-
ses of disease progression, and ultimately facili-
tate the design of effective therapeutic strategies 
[4, 5]. Animal models, particularly zebrafish, 
have emerged as valuable tools in which to eluci-
date the etiology of CHDs. The accessibility of 
zebrafish embryos to both genetic manipulation 
and live imaging—facilitated by external fertil-
ization, translucent embryos, and a robust com-
munity of resources—has allowed zebrafish 
researchers to identify molecular and cellular 
principles underlying cardiac development and 
disease. Since zebrafish display a strong molecu-
lar conservation to humans [6–8], these princi-
ples are likely applicable to studies of human 
health and disease. In this chapter we describe 
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the unique tools available to zebrafish researchers 
and highlight how those tools are being used to 
elucidate the molecular and cellular underpin-
nings of congenital heart defects. Since both 
genetic and environmental factors have been 
shown to cause CHDs [9] and a combination of 
environmental influences with genetic suscepti-
bilities may account for a large proportion of 
CHDs [10], we have chosen as examples zebraf-
ish studies that investigate both genetic causes of 
CHDs as well as studies that focus on the role of 
environmental perturbations on heart develop-
ment. Due to space constraints, we were unable 
to review all zebrafish disease models of CHDs 
and we apologize in advance to our colleagues 
whose valuable work has been omitted. Readers 
interested in further reviews of these topics are 
directed to [11–18].

8.2.1  Zebrafish: A Model Organism 
for the Study of Heart 
Development

8.2.1.1  Anatomy and Physiology
Zebrafish possess an anatomy and physiology 
that is similar to mammals allowing findings 
from experiments in zebrafish to be easily 
adapted for translational research. In zebrafish 
blood enters the heart through the sinus venosus 
into the atrial chamber; it then passes through the 
atrioventricular valve into the ventricular cham-
ber where it is expelled through the bulbus arte-
riosus to the body (Fig.  8.1g). Sequential 
contractions within the heart in both zebrafish 
and humans are regulated by ion channels within 
cardiomyocytes as well as specialized pacemaker 
cells located in the sinus venosus which coordinate 

Fig. 8.1 Stages of cardiac development in zebrafish. (a) 
Schematic of a zebrafish embryo prior to gastrulation. 
Animal pole view is shown. Myocardial progenitors are 
located in bilateral marginal domains. Atrial (pink) and 
ventricular (purple) myocardial progenitors are located in 
distinct but overlapping domains. (b–d) Schematic of 
myocardial precursors in bilateral positions in the anterior 
lateral plate mesoderm (ALPM) at 12 hours post- fertilization 
(hpf). Dorsal view is shown. Ventricular precursors are found 
in slightly medial positions compared to atrial precursors (b). 
From these bilateral positions, myocardial precursors move 
toward the midline and merge into a single cardiac ring at 

20 hpf (c). Myocardial cells then undergo rearrangements to 
form a primitive heart tube (d). (e–f) Schematic of the zebraf-
ish heart at 48 hpf (e) and 72 hpf (f). Ventral view is shown. 
Cellular shape changes and the addition of late-differentiat-
ing cardiomyocytes (orange) results in morphologically dis-
tinct ventricular and atrial chambers as well as the outflow 
tract (orange). (g) Schematic of a 5-day post-fertilization 
(dpf) heart. A frontal section is shown. Trabeculating ven-
tricular cardiomyocytes are shown (purple), along with the 
atrioventricular valves (green), atrial myocardium (pink), 
outflow tract/bulbus arteriosus, and inflow tract/sinus 
venosus (orange). (Adapted from [61, 72, 334])
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and initiate contractions [19–21]. These special-
ized cells are regulated by innervating sympa-
thetic and parasympathetic neurons that help the 
heart respond to changes in demand by up- or 
downregulating pacemaker activity [22].

The structural organization of cardiac tissue is 
also fundamentally similar between zebrafish and 
mammalian hearts. Cardiac chambers are com-
posed of an inner endocardial lining, through 
which blood flows. This lining is surrounded by 
muscular myocardial tissue, which contracts to 
pump blood to the rest of the body. Myocardial 
tissue is perfused by a coronary artery system, 
which brings oxygenated blood to the heart. 
And the entire heart is covered by the epicar-
dium, an outer protective layer [23, 24].

However, the cardiovascular system in zebraf-
ish differs from humans in several distinct ways. 
Zebrafish lack a pulmonary system (gills are 
located immediately downstream of blood com-
ing out of the ventricle) [25] with separate car-
diac chambers pumping blood to and from the 
lungs. Furthermore, the ability of adult zebrafish 
cardiomyocytes to proliferate in response to 
long-term increases in oxygen demand [26] dif-
fers from humans and rodents where a large 
majority of postnatal cardiomyocytes undergo 
endoreplication, become binuclear, and cease 
proliferating [27, 28]. Additionally, unlike adult 
human and rodent hearts, adult zebrafish hearts 
can regenerate after injury [29, 30]. Several labo-
ratories are focused on understanding and trans-
lating the principles of zebrafish cardiac 
regeneration to human hearts; reviews of these 
studies can be found here [31–35].

8.2.1.2  Cardiac Development
The molecular and cellular processes underlying 
the development of the heart, particularly during 
the early embryonic stages of cardiac develop-
ment, are also remarkably well conserved 
between zebrafish and mammals [36]. In zebraf-
ish, cardiac progenitors have been mapped to the 
first four rows of blastomeres adjacent to the mar-
gin just prior to gastrulation (beginning at 6 hours 
post-fertilization, hpf). These are some of the first 
cells to undergo an epithelial-to-mesoderm tran-
sition (EMT) and gastrulate [37, 38]. Further 

studies have identified a spatial separation within 
this region between cells fated to become atrial 
and ventricular cardiomyocytes [39] (Fig. 8.1a). 
In mice cardiac progenitors are also one of the 
first mesodermal cell types to gastrulate [40, 41]. 
After gastrulation, cardiac precursors in zebrafish 
are found in bilateral locations within the anterior 
lateral plate mesoderm (ALPM) (Fig.  8.1b). At 
16 hpf, cardiac cells move medially from these 
bilateral positions to the midline where they 
merge together to form a single cardiac ring [42–
46] (Fig. 8.1c). This cardiac ring then undergoes 
cell rearrangements to become a bilayered primi-
tive heart tube consisting of an inner endocardial 
layer that is surrounded by an outer myocardial 
layer [47] (Fig.  8.1d). In chicken and mouse 
embryos, the bilateral cardiac crescent undergoes 
similar medial movements and cell rearrange-
ments to create a primitive heart tube [48–50].

After the primitive heart tube is formed, fur-
ther remodeling occurs through cellular shape 
changes which create leftward looping and result 
in a kidney-shaped ventricular chamber and a 
cylindrical atrial chamber at 48 hpf in zebrafish 
(Fig. 8.1e). Leftward looping is driven by molec-
ular signals that coordinate left-right asymmetry 
throughout the body. These signals originate 
from the coordinated rotation of motile cilia in 
Kupffer’s vesicle, which is analogous in structure 
to the node which performs a similar function in 
mouse and chicken embryos [51, 52]. The forma-
tion and shape of the cardiac chambers emerge 
through cell shape changes [20, 53, 54] and the 
addition of late differentiating cardiomyocytes to 
the poles of the ventricular and atrial chambers 
(Fig.  8.1f). Late-differentiating cardiomyocytes 
contribute both to chamber formation and to the 
formation of the outflow and inflow tracts which 
ultimately become the bulbous arteriosus and the 
sinus venous, respectively [55–57]. These late- 
differentiating cardiomyocytes are analogous to 
second heart field cells in mouse and chicken 
which are critical for the formation of cardiac 
chambers in these organisms as well [58–60]. 
As the heart matures, it supports the growth of 
the embryo by increasing its muscle mass. This 
increase in the muscle occurs through the prolif-
eration and invagination of myocardial cells into 
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the lumen of the ventricle at 72 hpf, a process 
common to all vertebrates called trabeculation 
[61–64] (Fig. 8.1f, g).

Valves, which are essential in all vertebrates 
for unidirectional blood flow, form at the atrio-
ventricular canal (AVC) and at the ventricular- 
bulbus arteriosus boundary in zebrafish [23]. 
Valve formation at the AVC starts at 36 hpf with 
the convergence of endocardial cells from the 
ventricular and atrial portions of the heart toward 
the AVC boundary. These cells constrict their api-
cal surfaces to create a thickened area at the AVC 
boundary [16] and undergo endothelial-to- 
mesenchymal transitioning behaviors such as 
downregulating cell adhesions, extending protru-
sions, and asymmetrically moving into the extra-
cellular matrix to form endocardial cushions 
[65–69]. Endocardial cushions continue to be 
remodeled and sculpted even during larval devel-
opment forming mature valve leaflets by adult-
hood in zebrafish [70]. Valve formation occurs 
similarly in mouse and chicken embryos, where 
endothelial- to-mesenchymal transitioning behav-
iors have been shown to be instrumental in endo-
cardial cushion formation [71].

The similarity between mammalian and 
zebrafish cardiac development is also reflected at 
the molecular level, where >90% of human car-
diac genes are conserved in zebrafish [6]. These 
similarities along with the technical advantages 
of zebrafish (described below) make it a good 
model organism in which to elucidate the molec-
ular mechanisms of cardiac development and 
model congenital heart defects. For further infor-
mation regarding the molecular components 
underlying the aspects of zebrafish heart develop-
ment described above, readers are directed to the 
following reviews [16, 18, 72–81].

8.2.2  Zebrafish Techniques

Zebrafish embryos have several technical advan-
tages for elucidating molecular mechanisms during 
cardiac development including external develop-
ment, small size, high fecundity, translucent 
embryos, and a large community of researchers. 
The external fertilization and development of 

zebrafish embryos increase the accessibility of 
live-imaging techniques as well as embryonic 
manipulations such as injections and transplanta-
tions. Additionally, because they develop exter-
nally, zebrafish embryos can obtain much of their 
oxygen from passive diffusion until ~5 days post- 
fertilization (dpf), allowing investigators to observe 
cardiovascular defects and disease pathologies 
[82]. Comparatively, mouse embryos rely heavily 
on their cardiovascular system for oxygen due to 
their in utero development. Thus, cardiovascular 
defects in mouse embryos quickly lead to poor 
overall embryonic health and reabsorption [83]. 
The smaller size and high fecundity rate (100–300 
embryos per mating pair on a weekly basis) of 
zebrafish also facilitates high- throughput experi-
mental techniques such as genetic and small mole-
cule screens, as well as the analysis of multiple 
mutant combinations. A smaller size, however, can 
be a disadvantage for biochemical techniques such 
as protein purification where a large amount of 
material is advantageous. Finally, a large commu-
nity of zebrafish investigators who create and share 
transgenic and mutant resources has propelled the 
model organism regardless of the area of study into 
the forefront of scientific and biomedical research. 
Many of these community resources can be found 
at http://zfin.org, http://www.zebrafish.org, http://
ezrc.kit.edu, http://en.zfish.cn, http://zf-health.org, 
and http://shigen.nig.ac.jp/zebra/index_en.html. 
These intrinsic advantages have facilitated the 
application of a myriad of genetic and cell biologi-
cal techniques (see Tables 8.1 and 8.2) to questions 
of cardiac development and disease.

8.2.2.1  Forward Genetics: Genetic 
Techniques for the Unbiased 
Identification of Genes 
Important for Cardiac 
Development

A phenotype-based genetic screen is an unbiased 
way to identify genes important for a specific bio-
logical process such as cardiac development. This 
approach involves random mutagenesis, isolating 
mutations based on their phenotype and then 
mapping and identifying the genomic location of 
those mutations [84]. Instead of identifying a gene 
of interest and then asking what the phenotype 
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Table 8.1 Zebrafish genetic techniques used to identify genes and their functions

Approaches Purpose Techniques Mechanism of action
Forward 
genetics

Discover genes 
involved in a 
biological process of 
interest

ENU Generates point mutations at random sites in the 
genome

Retrovirus/
gene-breaking 
transposon

Disrupts gene function by random integration into the 
genome

Enhancer trap Random integration of a reporter gene fused to a 
minimal promoter identifies tissue-specific enhancers

Protein trap Random integration of a reporter gene fused to a 
splice-acceptor and splice donor site identifies the 
subcellular localization of proteins

Chemical library Incubation of zebrafish embryos with small molecules 
during development in a high throughput fashion 
identifies chemicals that disrupt a targeted biological 
system

Reverse 
genetics

Identify the function 
of a specific gene

Morpholino Impairment of gene function by complementary 
binding and blocking mRNA processing and/or 
translation

CRISPR/Cas9; 
TALEN

Disruption of the reading frame of a specific gene 
resulting in its loss of function

Transgene/mRNA 
injection

Overexpression of a gene

Knock-in Replacement of a wild-type allele with a disease allele

ENU N-ethyl N-nitrosourea, CRISPR clustered regularly interspaced short palindromic repeats, TALEN transcription 
activator-like effector nucleases

Table 8.2 Examples of zebrafish assays used to examine cardiac development

Biological 
processes affected Properties examined Approach
Heart size Cell number • Initial assessment: mark nuclei with a transgenic reporter such 

as Tg(myl7: H2A-mcherry) and Tg(myl7:nlskikGr) to count 
myocardial cells
– Further analysis: perform cell proliferation, cell death, and 

cell-type specification assays
Cell shape/size • Initial assessment: mark the outline of a cell with a transgenic 

reporter such as Tg(myl7:mcherry- CAAX)
– Further analysis: examine myofibrillar formation, actin-

cytoskeleton, and cell polarity
Cardiac 
conduction and 
function

Calcium dynamics Use a genetically encoded calcium reporter (GCaMP) to visualize 
Ca2+ dynamics in vivo

Action potentials Record electrical impulses using a patch clamp
Shear stress Label endocardial membrane and individual blood cells with 

transgenic reporters and then combine with high-speed confocal 
imaging to visualize blood flow dynamics

Physiological and 
structural measurements

Visualization of systolic and diastolic properties of the heart by 
utilizing echocardiography in vivo or ex vivo

is if that gene is mutated (a reverse genetic 
approach), this approach identifies the phenotype 
first and then asks what gene (or other genomic 
component such as a microRNA) is mutated to 
cause that phenotype. Building on the success of 

forward genetic screens in Drosophila melano-
gaster to identify genes and networks important 
for segmentation and body plan polarity [85], this 
approach has been applied successfully in many 
model organisms, including zebrafish.
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Two large chemical-based mutagenesis 
screens performed in the 1990s established 
zebrafish as a model system capable of revealing 
the genetic basis of developmental and disease 
processes, including processes related to the car-
diovascular system [86, 87]. These original 
mutagenesis screens in zebrafish utilized N-ethyl 
N-nitrosourea (ENU) as a mutagen. ENU is an 
alkylating agent that creates point mutations at 
random sites in the genome [88]. This is the same 
mutagen used by mouse researchers to conduct 
forward genetic screens. Another approach for 
creating mutations is the use of retroviruses or 
gene-breaking transposons (GBT), which ran-
domly integrate into the genome disrupting 
nearby gene function [89–92]. Modifications to 
retroviral or transposon vectors including addi-
tion of splice-acceptor and splice-donor sites and 
reporter genes such as GFP allow these vectors to 
act as enhancer or protein traps when they inte-
grate into the genome. Enhancer traps allow 
investigators to unbiasedly identify genes that 
are expressed in a specific tissue, such as the 
heart [93–96], whereas protein traps allow inves-
tigators to visualize the subcellular localization 
of a protein into which the transposon has 
inserted [97].

Genetic screens in zebrafish generally involve a 
three-cross mating strategy for identifying reces-
sive mutations (Fig.  8.2). Initially, mutagenized 
founders are outcrossed to create stable F1s. (After 
animals are exposed to a mutagen, random muta-
tions are created in different cells, creating a 
mosaic animal. This includes the germline, where 
individual sperm cells can harbor different muta-
tions.) This initial outcross creates heterozygous 
animals in which all cells in a particular animal 
contain the same mutation(s). F1 animals are then 
outcrossed a second time to create multiple hetero-
zygous animals (F2). Intercrosses are then per-
formed between F2 siblings, and embryos from 
the F2 intercrosses are then examined for cardiac 
phenotypes [98, 99].

Once a mutant phenotype is discovered and 
propagated, the location of the mutation is then 
identified. Traditionally, this has been accom-
plished by using polymorphisms to map meiotic 
recombination events, thereby identifying a rela-

tively narrow genomic interval containing the 
mutation that can be sequenced. However, the 
advent of cheap and quick sequencing has facili-
tated mutation identification via whole-genome 
sequencing [100–102]. The use of retroviral or 
transposons for mutagenesis also facilitates 
identification of the mutated gene by inverse 
PCR [103].

These screens are generally performed in a 
similar manner to those performed in mouse (see 
Chap. 1 by Garcia-Garcia) with minor differ-
ences in mating and mapping strategies. For 
example, to map meiotic recombination events 
without inbred lines in zebrafish, polymorphisms 
between the mutated and nonmutated DNA 
strands have to be identified in each mating pair. 
However, since a single mating pair can be used 
to generate hundreds of embryos, this is not a 
major obstacle. And in both zebrafish and mouse, 
the advent of cheap whole-genome sequencing 
has greatly reduced the need for the mapping of 
meiotic recombinants. In one example of how 
this unbiased approach is being used in models of 
CHDs, Ding et al. employed a GBT-mutagenesis 
strategy to unbiasedly identify genetic modifiers 
of doxorubicin- or anemic-triggered cardiomy-
opathy [104], thereby interrogating the interac-
tion of environmental and genetic factors in heart 
disease.

More recently, forward genetic approaches in 
zebrafish have utilized the advantage of external 
fertilization to perform high-throughput screens 
of chemical libraries in order to identify small 
molecules that cause or modify cardiac pheno-
types [105, 106]. These screens can be easily 
conducted due to the external development of 
zebrafish embryos and their small size, which 
means only a small amount of chemical is 
required. Chemical screens also have the advan-
tage of being quick when compared to traditional 
mutagenesis screens because they do not require 
multiple generations before a cardiac phenotype 
can be assessed. Finally, these screens have the 
potential to identify small molecules that could 
be used in a translational or therapeutic setting. 
However, identification of the protein or proteins 
affected by a small molecule is not always 
straightforward [107, 108]. Using this approach, 
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Ni et al. identified Cardionogen1–3, small mole-
cules that when exposed to zebrafish embryos 
caused enlarged hearts by modifying the Wnt 
pathway [106]. Similarly, Saydmohammed et al. 

used a transgenic reporter of FGF signaling 
[Tg(dusp6:EGFP)] to identify small molecules 
that hyperactivate FGF signaling and increase the 
pool of cardiac progenitors [109].

Fig. 8.2 Crossing scheme for an ENU-induced genetic 
screen for recessive mutants in zebrafish. (1) Male adult 
zebrafish are exposed to N-ethyl N-nitrosourea (ENU) to 
generate random germline point mutations (indicated by 
different dark colored boxes), creating a mosaic animal. 
(2) These mutagenized animals are then outcrossed to 
wild-type females to produce individual F1 heterozygous 
animals. All cells within an animal produced from this 
cross will have the same genotype (shown as light color 
shading throughout the animal). (3) Individual F1 hetero-
zygotes are outcrossed to wild-type animals to produce 
more animals with the mutagenized genotype as the F1. 

This cross results in 50% heterozygous animals (+/∗) 
(indicated by light purple shading) and 50% homozygous 
wild-type animals (+/+) (indicated by no shading). (4) F2 
siblings are then intercrossed to generate F3 embryos 
which can be analyzed for mutant phenotypes. If two F2 
heterozygous animals are intercrossed, 25% of the result-
ing embryos (F3) will be homozygous for the mutation 
(indicated by dark purple) and may show a phenotype in a 
specific assay, such as heart development. Since F2 sib-
lings contain both heterozygous and homozygous wild- 
type animals which are indistinguishable, there is a 25% 
chance that two heterozygous embryos will mate together 
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8.2.2.2  Reverse Genetics: Genetic 
Techniques for Identifying 
the Function of a Specific Gene

Zebrafish embryos are also amenable to reverse 
genetic approaches in which specific genes are tar-
geted for mutation. The ability to target a specific 
gene is particularly useful when human studies 
identify genes possibly involved in congenital heart 
defects. In these studies, the role of research in a 
model organism like zebrafish would be to exam-
ine phenotypes resulting from mutations in that 
gene to confirm its role in cardiac development and 
to investigate the mechanism by which that gene 
facilitates cardiac development [110, 111].

Traditionally, morpholinos—antisense oligos 
that bind to and block mRNA function—have 
been used in zebrafish to inhibit a specific gene 
[112]. Morpholinos are chemically modified 
ribonucleotide oligos that are designed to be 
complementary to endogenous RNAs. These 
chemical modifications make the morpholino 
more stable by replacing the ribose ring charac-
teristic of RNA oligos with a morpholine ring, 
leading to an uncharged phosphorodiamidate 
linkage rather than anionic phosphodiester link-
age between nucleotides. By binding to endoge-
nous RNAs, morpholinos sterically inhibit the 
ability of the targeted RNA to be translated or 
processed, leading to impaired gene function 
[113]. Although morpholinos bind specifically to 
the targeted RNA, they are also known to have 
nonspecific effects, including the triggering of 
the p53 and immune pathways [114, 115]. 
Additionally, recent direct comparisons of phe-
notypes generated by loss-of-function frameshift 
mutations or morpholino-mediated knockdown 
of the same gene have found that these pheno-
types are not always similar. These differing phe-
notypes have further enhanced concerns 
regarding nonspecific morpholino effects [116, 
117]. Due to these concerns, the zebrafish com-
munity has adopted a series of experimental 
guidelines, to ensure the specificity of a 
morpholino- mediated phenotype [118, 119]. 
These guidelines suggest that morphants should 
phenocopy genetic mutants, unless genetic 
compensation is thought to occur in the mutants. 

A morpholino injected into an embryo homozy-
gous for a null mutation or an allele lacking the 
morpholino- binding site should not display the 
morphant phenotype.

Fortunately, creating null mutations in zebraf-
ish using CRISPR/Cas9 (clustered regularly inter-
spaced short palindromic repeats) or TALEN 
(transcription activator-like effector nucleases) 
technologies is becoming routine, cheap, and 
accessible, allowing for a rigorous analysis of 
gene functionality [120–125]. These techniques 
target nucleases, Cas9  in the case of CRISPR/
Cas9, or FokI in the case of TALENs, to specific 
DNA sequences where these nucleases make a 
double-strand break. This double-strand break is 
then repaired, usually by the nonhomologous end-
joining (NHEJ) pathway which often inserts or 
deletes nucleotides, causing a mutation known as 
an indel. These indels may disrupt the reading 
frame of a gene (if they are not in multiples of 3) 
and thus can lead to a null mutation. The specific-
ity of these technologies is very high because both 
CRISPR/Cas9 and TALEN require complemen-
tary nucleotide matches in order to recruit the 
nucleases to DNA. One difficulty encountered by 
zebrafish researchers is that small differences 
(polymorphisms) between the reference genome 
and zebrafish in a laboratory colony due to the 
lack of inbred lines can interfere with the target-
ing of nucleases. Thus, the targeted region is often 
sequenced prior to the design of CRISPR or 
TALEN strategies. Further information about the 
implementation of these technologies in zebrafish 
can be found in these references [120–125].

Although the analysis of null alleles, such  
as those generated by CRISPR/Cas9-mediated 
gene mutation, is important for the clear and 
unambiguous identification of gene function, 
disease alleles in human patients are not neces-
sarily null alleles. To rigorously analyze the 
pathogenic mechanisms caused by a disease 
allele, the wild- type allele needs to be replaced 
with the disease allele (knock-in) [126, 127]. 
This strategy is preferable to the overexpression 
of a disease allele via transgene or mRNA injec-
tion. Overexpression experiments, despite inject-
ing a wild-type allele as a control, differ from 
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knock-in experiments due to non-endogenous 
levels of gene expression as well as the existence 
of a dynamic mixture of wild-type and disease 
alleles. Several strategies have been designed to 
knock in exogenous DNA into a specific locus in 
zebrafish [128–131]. As these strategies become 
more routine, investigators will be able to pre-
cisely determine the specific dysfunction caused 
by a disease allele.

8.2.2.3  Assays to Investigate Cardiac 
Development

Multiple assays have been developed to elucidate 
the role of a specific gene or toxicant in cardiac 
development [72, 132] (see Table 8.2). Due to the 
anatomical location of the heart and the translucent 
quality of zebrafish embryos, many properties of 
the heart including size, shape, and physiology 
(rate of beating and rhythmicity) of the heart can 
initially be visualized by simple brightfield micros-
copy. Unfortunately, one of the easiest phenotypes 
to observe via brightfield microscopy, pericardial 
edema (the inflation of the space between the heart 
and the pericardial membrane due to increased 
fluid) is often not particularly diagnostic because a 
large number of cardiac and non-cardiac defects 
cause this phenotype. For example, along with 
defects in cardiac development, defects in the kid-
ney and other organs that help to regulate extracel-
lular fluid and blood pressure can also lead to 
pericardial edema [133–136]. It is also not easy to 
use pericardial edema to distinguish different car-
diac mutations since defects in many of the pro-
cesses of cardiac development including cardiac 
morphogenesis, cardiac specification, or cardio-
myocyte function can cause similar looking peri-
cardial edemas [79].

However, the ease of creating transgenic ani-
mals has allowed zebrafish cardiac researchers to 
develop sophisticated assays that examine differ-
ent aspects of cardiac development. For example, 
there are multiple ways in which the size of the 
heart can be affected, including changes in the 
number of cardiac cells or changes in the size of 
cardiac cells. Cardiac cell number can be quanti-
fied using transgenes which mark nuclei, such as 
the Tg(myl7:H2A-mcherry) transgene in which 
the fluorescent protein mcherry is attached to his-

tone2A (H2A) and expressed in the myocardium 
via the myosin light chain 7 (myl7) promoter 
(Fig.  8.3a, b). Another transgene used to count 
myocardial cells is the Tg(myl7:nlsKikGr) trans-
gene, in which a nuclear localization signal (nls) 
is attached to the photoconvertible protein 
Kikume green-red [43, 137]. These transgenes 
allow researchers to count myocardial cells at 
different developmental stages in  vivo. After 
determining a change in cell number, further 
analysis can include assays that examine prolif-
eration, cell death, and changes in the specifica-
tion myocardial populations [72]. To measure 
changes in cell size and shape, transgenes such as 
Tg(myl7:mkate-caax), which mark the outlines 
of cells by using the prenylation motif CAAX to 
localize mcherry to the membrane, can be 
used  [138] (Fig.  8.3c, d). Then further analysis 
can be conducted into the biology underlying 
changes in cell size and shape such as examining 
defects in myofibrillar formation or changes in 
the actin cytoskeleton [138, 139].

Sophisticated assays have also been developed 
to interrogate defects in cardiac physiology. For 
example, calcium dynamics in cardiomyocytes, 
which is critical for triggering synchronous con-
tractions, can be visualized in vivo by utilizing the 
genetically encoded calcium indicator, GCaMP 
[140, 141]. Furthermore, standard electrophysiol-
ogy recordings of action potentials, which regu-
lates calcium flux, can be performed on dissected 
whole zebrafish hearts or individual zebrafish car-
diomyocytes [142–144]. Blood flow through the 
heart and the shear stress it creates can also be 
measured by combining high-speed confocal 
imaging with transgenic reporters that label the 
endocardial membrane and individual blood cells 
[66, 145, 146]. Finally in adult zebrafish, when the 
heart is no longer visible via brightfield micros-
copy, high-frequency echocardiography and 
ex  vivo techniques have been used by multiple 
laboratories to visualize the systolic and diastolic 
properties of cardiac function [147–151]. In the 
following sections, we highlight several case stud-
ies in which zebrafish researchers have combined 
these cell biology assays with the genetic tech-
niques outlined above to elucidate the mechanisms 
causing CHD.
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8.3  Genetic Models 
of Cardiomyopathies 
in Zebrafish

The central function of the heart, as a pump that 
circulates blood throughout the body, is accom-
plished through the synchronized contractions of 
myocardial cells. Cardiomyopathies are a het-
erogeneous spectrum of cardiac disorders that 
originate in the disruption of this central func-
tion [5]. These defects encompass two major 
processes: defects in the contraction of myocar-
dial cells (most often these defects are located in 
myofibril function) and defects in the synchroni-
zation of those contractions (cardiac conduction 
defects). Examples of these cardiomyopathies 
include hypertrophic cardiomyopathy (HCM) 
which is characterized by increases in the thick-
ness of left ventricular myocardial wall, dilated 
cardiomyopathy (DCM) which is characterized 
by the enlargement of the left ventricular cavity 
and the thinning of the myocardial wall, and 
restrictive cardiomyopathy (RCM) which is 
characterized by a myocardium that is rigid and 
less elastic preventing sufficient filling of the 
ventricle [152–155]. Defects in myocardial con-

tractions are often due to aberrations in the 
structure and function of the myofibril, a subcel-
lular organelle responsible for the contraction of 
myocardial cells. This is in contrast to cardiac 
conduction defects, such as long-QT syndrome 
or atrial fibrillation, which are often due to aber-
rations in the electrophysiological properties of 
the myocardial cell, which are responsible for 
determining the timing of a myocardial cell con-
tractions. Defects in these properties result in 
arrhythmias that can compromise the ability of 
the heart to pump enough blood to the rest of the 
body. Studies elucidating how individual genes 
function in the mechanical and electrophysiolog-
ical properties of a myocardial cell and how spe-
cific mutations disrupt these processes are 
essential for developing therapeutic and preven-
tive interventions.

8.3.1  Cardiomyopathies 
and Sarcomeres

Underlying myocardial contractions are myofi-
brils, subcellular organelles that consist of repeat-
ing arrays of parallel actin and myosin filaments 
known as sarcomeres (Fig.  8.4). Myocardial 

Fig. 8.3 Transgenes used for analyzing cardiac pheno-
types in zebrafish. (a, b) Transgenes which label the 
nucleus can be used to assess whether changes in the size 
of the heart are due to changes in cardiac cell number. 
Myocardial nuclei (purple) are labeled with the 
Tg(myl7:H2A-mcherry)sd12 transgene [43]. Endocardial 
nuclei (green) are labeled with the Tg(fli1a:negfp)y7 trans-
gene [335]. A lateral view from a three-dimensional 
reconstruction of confocal slices (a) or a single confocal 

slice (b) at 60 hpf is shown. (c, d) Transgenes which label 
the plasma membrane can be used to assess whether 
changes in the size of the heart are due to changes in cel-
lular size or shape. The Tg(myl7:mkate-caax) transgene 
[138] was used to label the plasma membrane of myocar-
dial cells in panels (c) and (d). A lateral view of the same 
heart is shown at 40 hpf (c) and 45 hpf (d). Numbers indi-
cate specific individual cells. (Panels (a, b) are from [43]. 
Panels (c, d) are from [138])
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contractions are ultimately a result of myosin 
filaments binding to and pulling on the actin fila-
ments within sarcomeres. This process is regulated 
by calcium ion (Ca2+)-dependent changes in the 
tropomyosin-troponin complex (composed of 
troponin I, troponin C, troponin T2, and tropo-
myosin) attached to the actin filament. Binding of 
Ca2+ to troponin C within the troponin complex 
facilitates the movement of tropomyosin on the 

actin filament, allowing myosin to bind the actin 
filament and ultimately shorten the sarcomere 
[156] (Fig. 8.4).

Within individual sarcomeres the ends of the 
actin and myosin filaments are anchored in an 
electron dense region known as the Z-disc. 
Z-discs contain a myriad of proteins which help 
to connect individual sarcomeres together. 
Central to this function is α-Actinin, which cross-

Fig. 8.4 Schematic of sarcomere dynamics. (Left cell and 
left inset) Without the influx of Ca2+ ions into the cyto-
plasm, tropomyosin prevents myosin from binding to actin 
(left inset), and sarcomeres do not shorten (left cell). (Right 
cell and right inset) However, when Ca2+ ions are in the 
cytoplasm, Ca2+ binding to Troponin C (light purple, inset) 
facilitates movement of tropomyosin (yellow) on the actin 
filament (blue) to expose binding sites for myosin (red). 
Myosin binding (right inset), contracting, and releasing of 
actin pull the actin filament, causing sarcomere shortening 
(right cell) and ultimately myocardial contraction. Actin 

and myosin filaments within the sarcomere are anchored at 
the Z-discs (green). Titin, a large protein, extends from the 
Z-disc to the middle of the sarcomere where it binds to 
another titin molecule stretching from the other side of the 
sarcomere. Titin binds to and anchors the myosin filament 
at the Z-disc. Light blue, actin filament; red, myosin fila-
ment; dark purple, titin; green, Z-disc; yellow, tropomyo-
sin; gray, adherens junction; purple, gap junction; orange, 
desmosomes. Altogether adherens junctions, gap junctions, 
and desmosomes make up the intercalated disc. (Figure 
based on [156, 336–338])
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links actin filaments between different sarco-
meres [157]. Also attached to the Z-discs is titin 
(TTN), which forms a large homodimeric protein 
complex that stretches across the sarcomere bind-
ing myosin filaments and anchoring them to the 
Z-discs [158] (Fig. 8.4).

In zebrafish, sarcomere assembly in myocar-
dial cells begins during the early stages of cardiac 
development [159]. Starting at ~15 hpf, before 
the fusion of the bilateral cardiac domains, myo-
sin clusters form small disorganized rodlet struc-
tures, while actin filaments are found along the 
cortical ring. At 18 hpf, Z-discs as visualized by 
α-Actinin appear as irregular spaced dots between 
actin and myosin filaments. This stage resembles 
the premyofibril stage identified in skeletal myo-
cytes. By 24 hpf, immediately after primitive 
heart tube formation, contractions begin indicat-
ing functional sarcomeres. Immunofluorescence 
studies at 24 hpf reveal nascent myofibrils, in 
which thin and thick filaments integrate with reg-
ularly spaced Z-discs. After their initial assem-
bly, these nascent sarcomeres continue to mature, 
increasing in thickness and in distance between 
Z-discs [138, 139, 159–161].

Intriguingly, mutations in an array of different 
genes within the sarcomere can lead to similar pri-
mary cardiomyopathies [162, 163]. For example, 
mutations in MYH7, MYBPC3, TNNT2, TPM1, 
and ACTC1 have all been linked to HCM [163]. 
Conversely, disruptions in a specific gene can be 
associated with multiple different types of primary 
cardiomyopathies. For example, loss-of- function 
mutations in titin are associated with hypertrophic 
and dilated cardiomyopathy [158, 164]. Thus, stud-
ies in animal models such as zebrafish examining 
myofibril assembly and modeling cardiomyopa-
thies are essential for elucidating the molecular 
mechanisms underlying myofibril assembly and 
the pathogenesis of cardiomyopathies.

8.3.2  Investigations into the Role 
of Titin (ttn) in Cardiac 
Development and Disease

Both forward and reverse genetic techniques have 
played significant roles in zebrafish studies investi-
gating the role of ttn in cardiac development and in 

CHD. Mutations in ttn, called pickwick (pik), were 
identified in the original zebrafish ENU-induced 
mutagenesis screens [86]. Indeed, because of its 
large size, ttn is often mutated in forward genetic 
screens [165]. These alleles were mapped to ttn.2, 
one of the two duplicated ttn genes in zebrafish. 
Particularly useful for cardiac studies, the m171 pik 
allele was identified as a missense mutation in the 
N2B domain of ttn.2, a domain only found in the 
cardiac specific ttn isoform. These loss-of-function 
alleles allowed researchers to investigate the role of 
ttn in cardiac development and function. Pik mutant 
hearts were found to have reduced systolic pres-
sure, thin cardiomyocyte morphologies, and sig-
nificantly disrupted sarcomere structures [166], 
phenotypes similar to those found in human 
patients with DCM [162]. Indeed, concomitantly 
with the discovery of pik alleles in zebrafish, muta-
tions in human TTN were linked to the autosomal 
dominant inheritance of a familial form of DCM 
[167], revealing that pik mutations could function 
as a model of CHD.

Studies of pik mutations have revealed a role 
for ttn not only in sarcomere function but also in 
sarcomere assembly. These studies [168–171] 
complemented by studies in mice [172] and 
in vitro studies [173–175] reveal that titin is impor-
tant during sarcomere assembly for the transition 
from the premyofibril to the myofibril state, as 
well as for myosin filament formation and for 
maintaining sarcomere integrity [169, 171, 176].

More recently, zebrafish investigators have 
used gene editing techniques to investigate an 
intriguing observation regarding TTN mutations; 
truncating TTN mutations (TTNtv) in patients 
with DCM are more likely to be found at the end 
of the gene (C-terminus) than at the beginning of 
the gene (N-terminal) [164, 177]. This is a coun-
terintuitive result since TTNtv mutations at the 
N-terminus should result in less of the protein 
being translated and a more severe phenotype 
than TTNtv mutations at the C-terminus 
(Fig. 8.5). One hypothesis for this observation is 
that a C-terminal truncation could create a 
dominant- negative mutation [164, 178]. Using 
CRISPR/Cas9 and TALEN gene editing tech-
niques, Zou et al. and Shih et al. modeled human 
C-terminal and N-terminal TTNtv mutations in 
zebrafish to analyze the mechanisms underlying 
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these differential severities [171, 179]. These 
mutations recapitulated the human data, with 
C-terminal truncations being more severe than 
N-terminal truncations. Additionally, they cre-
ated a double N- and C-terminal truncation, with 
two mutations. These double mutants phenocopy 
the severe C-terminal truncating mutants, sug-
gesting C-terminal TTNtvs are unlikely to act in 
a dominant-negative manner (Fig. 8.5). Another 
possible explanation is that an internal start site, 
identified by Zou et  al., could create a shorter 
C-terminal peptide (named Cronos) that may par-
tially rescue the N-terminal TTNtv alleles [179]. 
Alternatively, studies by Schafer et al. have found 
that TTNtv pathogenicity is also highly corre-
lated to exon usage [180] and thus C-terminal 
TTNtv may simply be in exons with higher usage. 
This hypothesis is further supported by truncat-
ing mutations made by Shih et  al. into highly 

used exons [171], which display severe loss-of- 
function phenotypes. Future experiments, testing 
the functional nature of the Cronos peptide and 
the functionality of titin in cells with N-terminal 
TTNv alleles, will help to further elucidate the 
origin of these differing ttn-related pathologies.

8.3.3  Genetic Analysis of Troponin T 
and Other Sarcomere Proteins

Forward genetics has also played a large role in 
revealing other proteins within the sarcomere that 
are essential for cardiac development. A loss-of- 
function mutation in troponin T type 2a (tnnt2a), 
which facilitates attachment of the troponin com-
plex to tropomyosin in order to regulate myosin- 
actin binding [181], was originally identified in a 
forward genetic screen. This mutation called 

Fig. 8.5 Gene editing in zebrafish helps to identify mecha-
nisms underlying phenotypic heterogeneity in titin truncat-
ing variants (TTNtv). (a, b) Schematic of the human and 
zebrafish titin proteins and corresponding truncating vari-
ants (TTNtv). Regions of titin are designated by their spa-
tial location in the sarcomere. For example, the Z region 
(green) overlaps with the Z-disc, while the I (blue), A (pur-
ple), and M (red) regions overlap with the I-band, A-band, 
and M-band regions of the sarcomere, respectively. Arrows 
(red) indicate location of the truncation. Parentheses indi-
cate phenotypic severity. (a) TTNtv mutations in patients 
with DCM are more often found in the C-terminus of the 

protein [164]. Representative examples shown: A TTNtv 
(Arg32836X) from a patient with end-stage DCM [177] 
and a TTNTv (Gln3243X) from a healthy individual [180]. 
(b) To explore whether a C-terminal mutation results in a 
dominant-negative mutation, Shih et al. and Zou et al. used 
gene editing to recapitulate C-terminal and N-terminal 
human mutations and to make a double mutant containing 
both N- and C-terminal mutations. These double mutants 
have the same phenotype as C-terminal mutations suggest-
ing that a dominant-negative mutation is not made in 
C-terminal mutations [171, 179]. Only mutations from 
[171] are shown
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silent heart (sih) leads to a non-contractile heart 
with pericardial edema and sparse sarcomeres. 
These sarcomeres have unorganized thick fila-
ments located near the cell membrane [182]. As 
this phenotype suggests, tnnt2a is required to 
continue sarcomere assembly beyond the initial 
stages of assembly but is not required for the 
early stages of thin filament assembly or for 
Z-disc formation [160, 183]. Several myosin fila-
ment proteins were also identified in forward 
genetic screens, including half-hearted (haf), a 
nonsense mutation in myosin heavy chain 7 
(myh7), and weak-atrium (weam58), a nonsense 
mutation in myosin heavy chain 6 (myh6) [53, 
86, 184]. Similar to chicken embryos, myh7 and 
myh6 in zebrafish are expressed specifically in 
the ventricular and atrial chambers, respectively 
[185, 186]. The ventricle in myh7haf/haf mutants 
and the atrium in myh6m58/m58 mutants fail to con-
tract, becoming enlarged and distended [53, 184]. 
Without myosin heavy chain, myofibrils are com-
pletely absent in the ventricle of myh7haf/haf 
mutants and in the atrium of myh6m58/m58 mutants, 
revealing a role for myosin in both the function 
and assembly of these structures.

Human mutations in TNNT2, MYH7, and 
MYH6 have also been associated with familial 
forms of HCM and DCM [187–190]. Mutations 
in MYH7 and TNNT2 are estimated to account 
for 40–50% and 15% of familial cases of HCM, 
respectively [191, 192], while mutations in 
MYH6 have been associated with a spectrum of 
CHDs, including HCM and DCM [193]. The 
connection of these genes to HCM and DCM 
suggests that corresponding zebrafish mutants 
could be analyzed to understand HCM and DCM 
pathogenesis. For example, analysis of the zebraf-
ish myh6hu423 missense mutation revealed that 
heterozygous mutants (myh6hu423/+) are viable but 
display reduced atrial contractility, resulting in 
post-embryonic cardiac maturation and morpho-
genesis defects. Adult heterozygous myh6hu423/+ 
mutants have cardiac chambers that are more 
similar to a wild-type juvenile heart than an adult 
heart suggesting a failure of cardiac maturation 
[23]. Further analysis comparing these defects to 
the reactivation of fetal gene programs identified 

in heart disease may help elucidate the mecha-
nisms underlying CHD [194, 195].

Homozygous tnnt2asih/sih, myh7haf/haf, and 
myh6m58/m58 mutants in zebrafish also provide a 
unique set of genetic tools with which to interro-
gate the role of contraction and hemodynamics in 
cardiac development. For example, by analyzing 
ventricular development in homozygous myh6m58/

m58 mutants (in which atrial contraction is elimi-
nated), ventricular maturation and morphogene-
sis were found to depend on proper blood flow 
[184]. Studies using these mutants have also 
found a role for proper hemodynamics in other 
aspects of cardiac development including in 
atrioventricular valve development, the process 
of ventricular trabeculation, the development of 
the epicardium, and the development of the car-
diac conduction system [20, 196–200].

The complementary nature of human and 
zebrafish studies can also be seen in the identifica-
tion of nexilin as a new component of the sarco-
mere involved in the pathogenesis of DCM. 
Studies in zebrafish found nexilin, a previously 
unknown gene, to be localized to the Z-disc and 
responsible for sarcomere maintenance and integ-
rity [201]. Having identified a novel gene impor-
tant for sarcomere biology, eight individuals from 
a cohort of patients with idiopathic DCM were 
found to carry heterozygous variants (a three-base 
pair deletion and two missense alleles) of nexilin. 
These variants were not found in wild-type SNP 
databases or in a large number of healthy control 
individuals suggesting that mutations in nexilin 
likely underlie DCM pathogenesis in some human 
patients. Zebrafish embryos were further used to 
analyze the role of these disease variants. mRNA 
injection of these variants had a dominant-negative 
effect on nexilin and Z-disc function compared to 
injection of wild-type nexilin, revealing a possible 
mechanism through which these heterozygous 
nexilin mutations could cause DCM. Similar stud-
ies using knockdown or overexpression experi-
ments in zebrafish to verify the function of genes 
identified in human patients have revealed a role 
for tcap, actc1a, myo18b, ilk, lama4, fbln7, 
tmem87b, and mybpc3 in congenital heart defects 
[202–208].
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8.4  Models of Cardiac 
Conduction Defects

The rhythmicity of myocardial contraction is 
coordinated by electrical impulses that propagate 
through the heart regulating the flow of Ca2+ into 
and out of the myocardial cytoplasm. These elec-
trical impulses originate in a specialized set of 
pacemaker cells located in the venous pole of the 
heart near the atrium [20–22, 78, 209]. In many 
respects zebrafish have a remarkably similar car-
diac conduction system to humans. Rhythmic 
contractions in zebrafish occur approximately 
two beats every second [19, 210], which is simi-
lar to the human resting heart rate of 1–1.7 beats 
per second [211]. Comparatively, the resting 
heart rate of mice is approximately 5–14 beats 
per second [212, 213]. The action potential 
phases underlying cardiac conduction in zebraf-
ish are also similar to those in humans. Ventricular 
action potentials initiate from a resting phase to 
quickly depolarize (fast depolarization), followed 
by a slow repolarizing plateau and a final fast 
repolarization phase (Fig. 8.6). Although an early 
repolarization phase is not as distinct in zebrafish 
ventricular cardiomyocytes as it is in humans, the 
long plateau during repolarization creates an 
action potential of similar morphology and dura-
tion to that of humans [19, 214]. This is particu-
larly important because changes in repolarization 

underlie a number of congenital conduction 
defects, such as long-QT syndrome [215].

Each action potential phase is regulated by a 
combination of different sodium, potassium, 
and calcium channels that regulate the flow of 
ions into and out of the cell. Mutations in these 
channels can result in abnormal action poten-
tials and ultimately cardiac arrhythmias. 
Ventricular arrhythmias are one of the strongest 
contributors and indicators of sudden cardiac 
death [216], while atrial arrhythmias contribute 
to palpitations and stroke [217]. The similarities 
to human cardiac conduction make zebrafish a 
particularly suitable model organism in which 
to elucidate the mechanisms underlying cardiac 
conduction defects; several examples are high-
lighted below.

8.4.1  Defects in Repolarization: 
Changes in the QT Interval

On an electrocardiogram (ECG) of the heart, the 
duration of the ventricular action potential can be 
approximated by the QT interval, which is calcu-
lated by measuring the time from the beginning 
of the QRS complex to the end of the T wave 
(Fig. 8.6c). Both increases and decreases in ven-
tricular action potential duration are associated 
with increased risk of arrhythmias in human 

Fig. 8.6 Cardiac conduction is similar in zebrafish and 
humans. (a, b) Graph of a typical ventricular action poten-
tial in zebrafish (a) and humans (b). (c) Graph of a typical 
adult zebrafish heart electrocardiogram. The P, Q, R, S, 

and T waves are labeled. The Q, R, and S waves together 
comprise the QRS complex. The QT interval (between the 
red lines) is measured from the start of the Q peak to the 
end of the T wave. (Graphs are adapted from [148, 339])
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patients, which can cause the heart to be hemody-
namically compromised. In order to use human 
QT intervals to identify aberrations in ventricular 
action potential duration, it must be normalized 
for heart rate and gender (QTc) which affect the 
QT interval in predictable patterns [218].

Increases in the QTc interval (>480 ms), a criti-
cal component of long-QT syndrome (LQTS) 
[219], are often due to an abnormally long slow 
repolarization phase. This phase is dependent on a 
balance between inward depolarizing channels 
and outward repolarizing channels [220]. One of 
the genes responsible for the repolarizing current 
in myocardial cells is KCNH2, which is often 
found to be mutated in long-QT syndrome patients 
[221]. kcnh6a, a member of the kcnh2 voltage-
gated potassium channel family [222], plays a cru-
cial role in the repolarization of cardiac cells in 
zebrafish [87, 140]. In homozygous loss-of-func-
tion kcnh6as213 mutants, which originated in a for-
ward genetic screen [223], the ventricle fails to 
contract, yet the atrium exhibits normal morphol-
ogy and contraction. Further cellular analysis of 
these mutant hearts using electrophysiological 
techniques reveals a compromised ventricular 
repolarization phase leading to a failure of conduc-
tion between the atrial and ventricular chambers 
(AV block) and loss of ventricular action poten-
tials. Atrial action potentials are also abnormal, 
displaying increased duration and a longer refrac-
tory period. These studies reveal the physiological 
result of loss of kcnh6a, illuminating the differen-
tial effects loss of kcnh6a has on ventricular and 
atrial chambers.

Cellular studies in zebrafish have also begun 
to examine how Kcnh2 channels are regulated. 
These studies show that intracellular trafficking to 
the membrane is likely a critical point of regula-
tion [224]. One possible partner regulating Kcnh2 
trafficking is the RING finger protein Rnf207. 
Variants in RNF207 were originally identified in a 
genome-wide association study (GWAS) of pro-
longed QT intervals. Furthermore, morpholino-
mediated knockdown of rnf207 in zebrafish results 
in action potential prolongation, occasional 2:1 AV 
block (two atrial contractions for every ventricular 
contraction), and slower than normal heartbeat 
(bradycardia). And Rnf207 modulates membrane 

localization of Kcnh2 as well as colocalizes and 
binds to Kcnh2 in vitro [225].

Complete loss of kcnh6a is helpful in the 
unambiguous identification of kcnh6a function; 
however, this phenotype is more severe than the 
QT prolongation that patients with KCNH2 muta-
tions experience [140, 222]. Hypomorphic alleles 
such as kcnh6abre which displays a 2:1 AV block 
[222] are likely to more accurately mirror disease 
pathogenesis. Similarly, heterozygous kcnh6as213 
zebrafish mutants may display phenotypes simi-
lar to the symptoms of patients with long-QT 
syndrome, which in humans is most often inher-
ited in a dominant manner [226]. Heterozygous 
kcnh6a zebrafish mutant hearts display QT pro-
longation at the cellular level but are morphologi-
cally indistinguishable when compared to 
wild-type embryos [140]. Furthermore, heterozy-
gous kcnh6a mutant zebrafish embryos also dis-
play an increased sensitivity to drugs that block 
inward-rectifying K+ ion currents (Ikr), such as 
terfenadine. At concentrations that do not affect 
wild-type animals, heterozygous kcnh6as213 
mutants incubated in terfenadine develop a 2:1 
AV block [140]. These phenotypes match theo-
ries of human CHD progression, in which a sec-
ondary environmental insult on top of a hidden 
genetic defect can cause heart disease.

Mutations in human KCNH2 have also been 
found to cause short-QT syndrome as well as 
long-QT syndrome. Short-QT syndrome (SQTS), 
associated with a QTc ≤340 ms, although rarer 
than long-QT syndrome, can also result in atrial 
fibrillations, syncope, and cardiac arrest [227, 
228]. These mutations are gain-of-function muta-
tions in kcnh2 family members that can lead to 
premature channel activation and ultimately a 
short-QT interval [229]. In zebrafish, short-QT 
syndrome is modeled using the kcnh6areggae muta-
tion. The reggae mutation causes a gain-of- 
function L499P change within the voltage-sensing 
fourth transmembrane domain of the Kcnh6a 
potassium channel [230]. Analysis of the homol-
ogous L532P mutation in the human KCNH2 
channel reveals that the shorter QT interval is a 
result of a lower voltage-gated activation thresh-
old, faster channel activation, and faster recovery 
from inactivation [231]. Gross phenotypic analysis 
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of homozygous kcnh6areggae mutants found no 
coordinated myocardial contractions at 24 hpf. 
kcnh6areggae mutants display a complete sinoatrial 
block, in which pacemaker cells at the base of the 
atrium contract, but the electrical pulse is not 
propagated to the atrial myocardium, interspersed 
with occasional uncoordinated atrial electrical 
and contractile activity (atrial fibrillation) and 
occasional normal sinus rhythm [230].

Several groups have taken advantage of the 
zebrafish models of long- and short-QT syn-
dromes to examine the roles of different kcnh6a 
variants on cardiac conduction and to perform 
high-throughput screens for drugs and genes that 
can rescue QT prolongation. For example, Jou 
et  al. found that by overexpressing different 
kcnh6a variants using mRNA injection in 
kcnh6a-morphant embryos, they could determine 
the benign or pathogenic nature of that variant 
[232], verifying zebrafish as a useful model of 
CHDs. To discover genes that are important for 
regulating repolarization, Milan et al. conducted 
a forward genetic screen using GBT to identify 
insertional mutants that either confer resistance 
to or sensitize the embryo to drug (dofetilide)-
induced arrhythmia. Dofetilide slows cardiac 
repolarization [233]. They found that mutations 
in gins3 conferred resistance to dofetilide- 
induced 2:1 AV block. Intriguingly, GINS3 is also 
contained within a GWAS-associated genome 
region that correlates with QT interval variation 
[234]. Gins3 is a subunit of a heterotetrametric 
complex important for initiation of DNA replica-
tion [235, 236]. Future studies into the mecha-
nism of how gins3 modifies dofetilide-induced 
arrhythmia are likely to further our understand-
ing of how repolarization is regulated. Similarly, 
Peal et  al. used the hypomorphic kcnh6abre 
mutants to screen for small molecule compounds 
that could rescue the 2:1 AV block. They identi-
fied flurandrenolide, which likely works through 
glucocorticoid signaling, and 2-methoxy-N-(4- 
methylphenyl) benzamide (2-MMB) as com-
pounds that can suppress the long-QT phenotype 
in kcnh6abre mutant embryos [237].

KCNQ1, another voltage-gated potassium 
channel involved in cardiac repolarization, medi-
ates the late repolarizing Iks-current and is also 

mutated in a large percentage of long-QT syn-
drome patients [238–240]. Recent zebrafish stud-
ies into the regulation of kcnq1 expression have 
begun elucidating how the balance in expression 
between inward depolarizing and outward repo-
larizing channels is maintained. In this study, 
Benz et  al. sought to examine the function of 
mir19b, a microRNA whose expression is 
reduced in diseased myocardium, such as 
DCM. Using reverse genetic techniques includ-
ing morpholino-mediated knockdown and 
CRISPR/Cas9 mutation, Benz et  al. found that 
loss of mir19b function results in bradycardia, 
AV block, and action potential prolongation. 
Further examination identified scn1b, scn4b, 
kcne4, and kcnj2, which are genes involved in 
sodium and potassium voltage-gated channels, as 
direct targets of mir19b. In particular, Kcne4 is a 
modulatory β-subunit of Kcnq1, which is upregu-
lated in mir19b-morphants suggesting mir19b 
may help to maintain the proper expression of 
voltage-gated channels. Benz et al. speculate that 
loss of mir19b expression in DCM could 
 contribute to the conduction problems observed 
in these patients [241].

8.4.2  Zebrafish Studies of Calcium 
Ion Flux in the Heart

Electrical impulses in the heart coordinate cal-
cium ion (Ca2+) fluctuations which in turn regu-
late myocardial contraction and relaxation. 
Extracellular Ca2+ enters the cell upon depolar-
ization through L-type calcium channels, which 
triggers more Ca2+ release from the sarcoplasmic 
reticulum via ryanodine receptors to initiate sar-
comere contraction. Relaxation is then accom-
plished through extrusion of Ca2+ back into the 
sarcoplasmic reticulum via SERCA2 or into the 
intercellular space via the Na+-Ca2+ exchanger 
NCX1 [156, 242]. Genetic analysis in zebrafish 
of both Ca2+ influx (cacna1c) and Ca2+ extrusion 
(ncx1) has revealed interconnections between 
cardiac conduction and myofibril assembly.

For example, ventricular cardiomyocytes in 
cacna1c mutants called island beat (isl) are 
smaller than in wild-type embryos and do not 
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beat, while atrial cardiomyocytes exhibit unsyn-
chronized fibrillations; however the heart tube 
and myofibrils form normally [243]. These stud-
ies reveal that proper Ca2+ influx is not required 
for sarcomere assembly. However, the smaller 
ventricle in cacna1cisl mutants reveals a role for 
Ca2+ in developmental cardiac hypertrophy. 
Indeed, further studies using small molecules that 
inhibit or activate L-type calcium channels con-
firm that increasing Ca2+ influx can enhance ven-
tricular hypertrophy and that calcineurin may 
mediate this effect [244].

In ncx1 mutants called tremblor (tre), in which 
extrusion of Ca2+ is compromised resulting in 
Ca2+ overload, ventricular contraction is also 
absent and atrial rhythm is disrupted, phenotypes 
similar to those found in cacna1cisl mutants. 
However, ventricular sarcomeres are sparse, ran-
domly oriented, and rarely connected in ncx1tre 
mutants at 48 hpf [245, 246], suggesting that Ca2+ 
overload can affect sarcomere assembly. 
Comparisons between wild-type hearts and 
ncx1 mutant hearts revealed that the E3 ligase 
murf1 is upregulated in ncx1tre mutants, suggest-
ing that ectopic murf1 may mediate ncx1tre 
mutant phenotypes. Transgenic overexpression 
and morpholino- mediated knockdown experi-
ments confirmed that murf1 mediates the Ca2+-
overload phenotype [247]. Patterning of the 
atrial- ventricular canal (AVC) is also disrupted in 
ncx1tre mutants. Genes normally expressed in a 
small medial location at the presumptive site of 
the AVC have broader expression domains in 
ncx1tre mutants, suggesting that Ca2+ overload 
also affects AVC patterning. Intriguingly, in a 
screen for small molecules that can rescue the 
ncx1tre mutant phenotype, Shimizu et  al. identi-
fied the small molecule efsevin, an agonist of 
voltage- dependent anion-selective channel 2 
(VDAC2) function. VDAC2 is a voltage-depen-
dent anion channel in the mitochondria [248]. 
Efsevin rescues the ncx1tre mutant phenotype by 
increasing mitochondrial outer membrane per-
meability to Ca2+ via VDAC2 and thus normaliz-
ing cytosolic Ca2+ oscillations and ventricular 
contractions [141]. Together, these studies reveal 
mechanistic and physiological roles for Ca2+ 
channels and transporters in cardiac excitation as 

well as in sarcomere assembly and cardiomyo-
cyte size. Indeed, along with cacna1c’s role in 
ventricular hypertrophy [244], cacna1c has also 
been shown to be important for establishing the 
electrical gradient within the ventricle, ensuring 
sequential contraction from the apex to base 
[249]. Developmental studies investigating the 
role of Ca2+ channels along the course of cardiac 
development in mouse [250] also reveal that indi-
vidual Ca2+ channels are likely to have differen-
tial roles in interconnecting Ca2+ signaling to 
myofibril assembly and integrity. Future studies, 
similar to those above, that combine the high-
throughput unbiased screening advantages of 
zebrafish with disease modeling are likely to elu-
cidate fundamental mechanisms of cardiac con-
duction, identify small molecules for therapeutic 
studies, and reveal the mechanisms by which dif-
ferent physiological and developmental systems 
in the heart are interlinked.

8.4.3  Myofibril Assembly 
and Cardiac Conduction 
Crosstalk

At the intersection of sarcomere function and 
cardiac conduction are intercalated discs 
(Fig. 8.4). Intercalated discs consist of desmo-
somes, which mechanically couple adjoining 
cardiomyocytes; gap junctions, which electro-
chemically couple adjoining cardiomyocytes; 
and fascia adherens junctions, where myofibrils 
attach to the cell membrane [211]. Mutations in 
genes involved in intercalated disc formation, 
particularly those important for desmosome 
function, have been found in arrhythmogenic car-
diomyopathies (ACM) [251]. The best-known 
subtype of ACM is arrhythmogenic right ventric-
ular cardiomyopathy (ARVC), which is charac-
terized by both conduction defects including 
ventricular arrhythmias and structural defects 
including fibrofatty replacement of the myocar-
dium [252]. The association between ACM and 
mutations in desmosome genes suggests that a 
failure in mechanical coupling of myocardial 
cells underlies the pathologic electrical and 
structural characteristics of ACM. For example, 
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plakoglobin, an adaptor protein important for 
intercalated disc formation, is mutated in Naxos 
disease, a systemic disease that includes ARVC 
[253]. Loss of plakoglobin leads to thin, sparse 
intercellular junctions that are weakly connected 
to intermediate filaments [254]. To elucidate the 
pathology underlying ACM, Asimaki et  al. cre-
ated a transgene to express a mutated version of 
the human plakoglobin (2057del2) gene found in 
patients with Naxos disease [253] in the zebrafish 
myocardium [255]. Larvae expressing the plako-
globin (2057del2) mutation in the myocardium 
initially display bradycardia and decreased stroke 
volume at 48 hpf. By 3 weeks post-fertilization, 
the electrophysiological properties of these 
mutant embryos are severely perturbed, with pro-
longed action potentials, higher resting mem-
brane potential, and decreased Ina-current. These 
aberrant conduction properties are followed by 
sarcomere disarray, cardiomegaly, and thinning 
of the atrial and ventricular walls and signifi-
cantly reduced survival by 4–6  weeks 
post-fertilization.

After creating a zebrafish model of ACM, 
Asimaki et al. utilized a forward genetic approach 
(see Table 8.1) to unbiasedly identify small mol-
ecules that could rescue the physiological and 
structural defects found when plackoglobin 
(2057del2) is overexpressed in the myocardium 
of zebrafish embryos. SB216763, a canonical 
Wnt activator, was found to normalize cardiac 
action potentials in these mutant embryos. 
Intriguingly, exposure to SB216763, even after 
embryos had developed heart defects, was able to 
remediate those phenotypes. Mechanistic studies 
revealed that SB216763 rescues abnormally low 
levels of SAP97, a protein important for traffick-
ing sodium and potassium channel components 
to the plasma membrane, thereby suggesting a 
possible function for plakoglobin mutations in 
ACM pathogenesis [255].

Connections between sarcomere function and 
cardiac conduction have also been examined in a 
zebrafish model of atrial fibrillation (AF), in 
which atrial myocardial cells contract asynchro-
nously [256]. AF is the most common type of 
cardiac arrhythmia and is highly associated 
with increased morbidity and mortality [217]. 

Based on familial pedigrees with AF, mutations 
in sodium or potassium channels were initially 
identified as underlying AF [256, 257]. However, 
multiple studies suggest that AF can also have a 
molecular etiology that is not directly related to 
the cardiac conduction system. For example, 
titin-truncating variants (TTNtv) and mutant 
nppa isoforms have been identified in AF patients 
[258, 259]. Recently, Orr et  al. discovered a 
familial pedigree with AF that is associated with 
a heterozygous mutation (E11K) in the atrial- 
specific myosin light chain (MYL4) gene. To cre-
ate a disease model of this mutation, Orr et  al. 
created a transgene that specifically expressed 
myl4(E17K) in the myocardium of zebrafish 
hearts. Expressing myl4(E17K) in the myocar-
dium leads to atrial enlargement and malformed 
sarcomeres—with absent Z-discs. These mutants 
also display electrical abnormalities that include 
irregular sinoatrial impulses, slow atrial conduc-
tion, and overall bradycardia, recapitulating 
aspects of AF [260]. Future studies examining 
how myosin mutants and malformed sarcomeres 
affect cardiac conduction will not only help to 
reveal the fundamental mechanisms by which 
these processes are interlinked but are also likely 
provide insight to the pathology of AF.

8.5  Zebrafish Studies 
of Environmental Toxicants 
and Their Possible 
Contributions to Heart 
Defects

Along with genetic changes, environmental 
stressors are also known contributors to congeni-
tal heart defects [261–263]. Environmental stress 
can be caused by the loss of essential external 
elements such as oxygen (hypoxia), or it can be 
caused by exposure to toxicants, pharmaceuti-
cals, or even alcohol and sugar [264–268]. Due to 
its external development as well as its small size, 
zebrafish are used by a wide array of investiga-
tors to examine the influence of environmental 
factors on cardiac development. For example, 
zebrafish are being used to investigate the mecha-
nisms of compensation to changes in oxygen 

8 Using Zebrafish to Analyze the Genetic and Environmental Etiologies of Congenital Heart Defects



208

concentration [269]. Zebrafish embryos are also 
being used to identify chemotherapeutics that are 
cardiotoxic [270, 271] and to identify drugs that 
might suppress those cardiotoxic side effects 
[272]. Additionally, zebrafish have been used to 
identify compounds found in personal care prod-
ucts (e.g., alpha-bisabolol), flame retardants (e.g., 
triphenyl phosphate), cigarette smoke, and insec-
ticides (e.g. deltamethrin) that cause defects in 
cardiac development [273–276]. Here we briefly 
highlight a few studies (see Table 8.3) investigat-
ing the mechanisms by which toxicants can 
adversely affect zebrafish cardiac development.

8.5.1  Zebrafish Models of Fetal 
Alcohol Spectrum Disorders

Prenatal ethanol exposure was only clinically 
identified as a factor in causing birth defects in 
the late twentieth century [277]. Despite educa-
tional efforts, birth defects caused by alcohol 
exposure, referred to as fetal alcohol spectrum 
disorders (FASD), are estimated to be as high as 
1:100 births in the United States [278]. 
Contributing factors to the high incidence of 
FASD is the widespread societal consumption of 
ethanol and the large percentage of pregnancies 

Table 8.3 Environmental toxicants highlighted in this chapter

Name Chemical structure Cardiac phenotype Origin
Ethanol

OH
Pericardial edema Alcoholic 

beverages
[286, 340]

Reduced heart size
Reduced ventricular 
thickness
Abnormal heart looping
Cardia bifida

Tetrachlorodibenzo-
para- dioxin (TCDD)

O

O Cl

Cl

Cl

Cl

Pericardial edema By-product of 
incomplete 
combustion

[299, 341]
Bradycardia
Decrease in heart size
Defects in AV valve
Epicardial defects

Phenanthrene Pericardial edema Burning of fossil 
fuels, oil, wood, 
and organic 
matter

[342]
Tachycardia
Abnormal heart looping
Enlarged ventricle
Thin ventricular wall

Pyrene Pericardial edema Incomplete 
combustion of 
crude oil and coal

[321, 343]
Abnormal heart looping
Abnormal heart rate
Decreased stroke volume

Benzo-k-fluoranthene Pericardial edema Incomplete 
combustion found 
in gasoline 
exhaust, cigarette 
smoke, motor oil

[322]
Atrial chamber dilation
Bradycardia

Benzo-a-pyrene Pericardial edema Forest fires, 
volcanic 
eruptions, oil 
spills, automobile 
emissions

[331, 344, 
345]Bradycardia

Abnormal heart looping
Smaller ventricle and 
thinner atria
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which are unplanned (~50%) [279–282]. An 
array of developmental defects occur upon fetal 
alcohol exposure including defects in cranial- 
facial, neural, ocular, and cardiac development 
[283].

Studies in zebrafish have provided important 
insights into the mechanisms of ethanol teratoge-
nicity in the heart. Exposure of 0.6–0.9% ethanol 
(recent analysis has found that levels of ethanol 
in zebrafish tissues are ~33% of those in the sur-
rounding media [284, 285]) from 2–20 hpf causes 
pericardial edema, aberrant looping, reduced 
ventricular chamber size, a wider atrioventricular 
canal, and uneven ventricular wall thickness at 48 
hpf [286, 287]. Using transgenes to reveal the 
location of endocardial and myocardial cells, fur-
ther analysis revealed that endocardial and myo-
cardial movements during cardiac fusion (see 
Fig. 8.1c) are disrupted resulting in two separate 
cardiac domains, a phenotype known as cardia 
bifida. Further analysis of why ventricular size in 
ethanol-exposed zebrafish embryos is reduced 
(as revealed by counting myocardial nuclei; see 
Table 8.2) revealed decreases in the specification 
of both the second and first heart fields [288]. 
Intriguingly, many of these ethanol-induced 
developmental defects are partially or completely 
rescued by the addition of retinoic acid (RA) or 
folic acid [289]. Folic acid is a supplement taken 
by pregnant women to reduce birth defects, par-
ticularly neural tube defects [290]. Its role as an 
antagonist of ethanol toxicity suggests it may 
have other benefits as well. Future work deci-
phering the interactions between the folic and 
retinoic pathways and the pathways disrupted by 
ethanol will likely lead to a better understanding 
of the etiology of ethanol teratogenesis and may 
reveal potential therapeutic interventions.

8.5.2  2,3,7,8-Tetrachlorodibenzo- 
p- dioxin

Dioxins are lipophilic, persistent environmental 
contaminants that bioaccumulate due to their 
high chemical stability and absorption by fat tis-
sues [291]. Commonly found in the air and soil, 
dioxins are created as by-products of incomplete 

waste incineration and industrial processes such 
as smelting, chlorine bleaching and manufactur-
ing of herbicides [292]. One of the most toxic 
dioxins, 2,3,7,8-tetrachlorodibenzo-p-dioxin 
(TCDD), is well known due to its presence as a 
by-product contaminant in the herbicide Agent 
Orange [293] and as a cause of blue sac syn-
drome in fish [294, 295]. Blue sac syndrome is 
found in wild fish that have been exposed to envi-
ronmental toxicants resulting in pericardial 
edema, hemorrhaging, craniofacial abnormali-
ties, and mortality during larval development 
[296]. TCDD is studied as a prototypic dioxin, 
used to understand the adverse outcome pathway 
of all dioxins. As one of the most potent dioxins, 
TCDD also acts as a reference for calculating the 
toxic equivalency factor (TEF) of other dioxins 
and quantitatively assessing the risk of dioxin 
mixtures discovered in the environment [297].

In zebrafish, embryonic exposure to TCDD 
(≤1 part per billion (ppb)) at ~6 hpf for 1 h results 
in large changes in cardiac morphology after 48 
hpf [298, 299]. (TCDD-exposed embryos are 
indistinguishable from DMSO-exposed siblings 
until 48 hpf.) Starting at 72 hpf, gross morpho-
logical cardiac defects include pericardial edema, 
blood regurgitation, altered looping, compact 
ventricles, and enlarged atria. At 96 hpf, ventricu-
lar contraction is compromised with complete 
cessation occurring by 120 hpf. Further analysis, 
using a transgene that labels myocardial nuclei, 
has found that a decrease in cardiomyocyte num-
ber likely accounts for the decrease in cardiac size 
[299]. Histological and gene-expression analysis 
also found that epicardial development is inhib-
ited in TCDD-exposed embryos [300]. 
Cardiotoxic effects of TCDD, however, are 
restricted to embryonic and larval development 
(<14 dpf). After 30 dpf TCDD exposure fails to 
induce gross morphological changes in the heart 
[301]. These studies indicate that the early embryo 
is exquisitely sensitive to TCDD exposure.

Molecular analysis of TCDD-mediated pheno-
types identified aberrant activation of the aryl 
hydrocarbon receptor (AHR) pathway as the likely 
cause of the adverse cardiac phenotypes. These 
findings are based on studies which found that inhi-
bition of ahr2 or aryl hydrocarbon receptor nuclear 
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translocator 1 (arnt1), by morpholino- mediated 
knockdown, dominant-negative constructs and 
mutants, ameliorates phenotypes caused by TCDD 
exposure [302–307]. ahr2 morphants alone do not 
display defects in early cardiac development, 
although Ahr mutant adult mice display cardiomy-
opathy [308]. Cyp1a expression, a target of the 
AHR pathway, is also increased in TCDD-exposed 
embryos [309–311], although cyp1a expression is 
not cardioprotective in TCDD-exposed embryos 
[312]. Additionally, expression of a constitutively 
active version of ahr2 in the myocardium recapitu-
lates phenotypic aspects of TCDD exposure includ-
ing pericardial edema, elongated heart morphology, 
and epicardial absence [313]. Mammalian and cell 
culture studies have also found that TCDD expo-
sure affects the size of the developing heart and the 
ability of cardiomyocytes to differentiate [314, 
315], paralleling many of the zebrafish findings.

How AHR pathway activation disrupts normal 
cardiac development is an area of active investiga-
tion. Recent studies suggest that changes in the 
regulation of the transcription factor sox9b and 
the long noncoding RNA (lncRNA) slincR may at 
least partially mediate the effects of TCDD expo-
sure. Sox9b, a transcription factor important for 
cranial-pharyngeal and cardiac development, is 
downregulated upon TCDD exposure [316]. 
Furthermore, expression of a dominant-negative 
form of sox9b in cardiomyocytes phenocopies 
many TCDD-mediated phenotypes, including 
decreased cardiomyocyte numbers and impaired 
epicardial development [317]. Conversely, slincR, 
which is intragenic to sox9b, is upregulated in an 
AHR-dependent manner when embryos are 
exposed to TCDD. And slincR is enriched at the 
5′UTR of sox9b [318, 319]. These studies thus 
suggest a model in which activation of the AHR 
pathway by TCDD triggers an increase in slincR 
expression and a subsequent decrease in sox9b 
causing myocardial and epicardial defects during 
development. Future experimentation into the 
mechanisms by which cardiac development is dis-
rupted by TCDD and how specific pathways are 
altered is likely to further elucidate the mecha-
nisms underlying TCDD toxicity. Additionally, 
these future studies will also likely lead to an 
understanding of the robust and vulnerable 
aspects of cardiac development.

8.5.3  Polycyclic Aromatic 
Hydrocarbons

Polycyclic aromatic hydrocarbons (PAHs) origi-
nate largely from petroleum-based products and 
are ubiquitous contaminants in water environ-
ments, particularly those close to urban locations 
[320]. In these environments PAHs exist in com-
plex mixtures. Studies in zebrafish have been 
used to identify the role of individual PAHs 
within these mixtures. Zebrafish embryos 
exposed from 6 to 96 hpf to individual PAHs can 
display a wide array of cardiac defects, including 
bradycardia, arrhythmia, reduction of contractil-
ity, and edema. Three-ring PAHs such as diben-
zothiophene and phenanthrene cause reduced 
circulation, bradycardia, and 2:1 AV block. 
Cardiac chambers were also found to be dilated 
and had thinner walls in embryos exposed to 
three-ring PAHs, while exposure to pyrene, a 
four-ring PAH, caused less severe phenotypes 
including bradycardia at 80 hpf and anemia 
[321]. Five-ring PAHs have differential effects on 
zebrafish cardiac development, depending on the 
particular molecule. For example, zebrafish 
embryos exposed to benzo[k]fluoranthene (BkF) 
(40  μM) from 4 to 48 hpf display pericardial 
edema, atrial chamber dilation, and bradycardia. 
However, exposure to benzo[a]pyrene (BaP) 
(40 μM) during the same timeframe causes less 
severe pericardial edema, only occurring in ~40% 
of exposed embryos [322]. These five-ring PAHs 
also display differential AHR dependence and 
tissue induction of cyp1a [323]. BaP exposure 
induces cyp1a expression in vascular tissues 
including the endocardium. Cyp1a expression in 
response to BaP is ahr2 dependent. Studies of the 
role of cyp1a, a BaP-hydroxylase, in BaP toxicity 
have found that it is both cardioprotective and 
produces toxic by-products [323, 324]. This is in 
contrast to BkF exposure, which induces cyp1a 
expression strongly in the epidermis and very 
weakly in the endocardium. BkF exposure also 
induces pericardial edema in ahr2 morphants, 
even though cyp1a induction is reduced, reveal-
ing an ahr2-independent mechanism for BkF- 
mediated pericardial edema [322].

As a mixture, PAHs have synergistic effects 
on cardiac development [325]. Future studies 
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building on the study of individual PAHs to 
investigate the mechanisms underlying the syner-
gistic phenotypes of complex PAH mixtures on 
cardiac development are likely to provide insight 
into both adaptive and maladaptive responses to 
PAHs. In one study of complex PAH mixtures, 
bluefin tuna cardiomyocytes were exposed 
in  vitro to water samples from the Deepwater 
Horizon oil spill disaster. These samples caused 
increases in the QT interval and the duration of 
the ventricular action potential due to defects in 
membrane repolarization (see section 8.4). The 
Ica current was also decreased upon exposure 
[326]. Thus, PAHs affect both structural and 
functional aspects of cardiac development.

8.5.4  Endocrine Disruptors

Endocrine disruptors are a diverse class of toxi-
cants, which also show effects on cardiac devel-
opment. In one study of the role of estradiol, 
Romano et al. found that acute 17β-estradiol (E2) 
exposure results in increased heart rate due to the 
G-protein-coupled estrogen receptor (GPER) 
rather than the nuclear receptors (ERα or ERβ). 
Activation of GPER in E2-exposed embryos trig-
gers increases in thyroid hormone levels (triiodo-
thyronine, T3), which is a known regulator of 
heart rate [327]. Conversely, a decrease in E2 lev-
els leads to pericardial edema, bradycardia, and 
decreased heart size [328]. Similar phenotypes to 
decreased E2 levels are found in BaP-exposed 
embryos [329]. This corresponds with BaP’s 
known role inhibiting aromatase (cyp19), which 
converts androgens to estrogens [330]. Indeed, 
addition of E2 rescues BaP-induced pericardial 
edema [331]. Future investigations into the cross-
talk between E2 disruption and AHR-mediated 
induction in BaP-exposed embryos will likely 
reveal the pathogenic nature of BaP in cardiac 
development. By elucidating complex intertissue 
physiological effects of toxicant exposure, these 
studies reveal the power of using zebrafish as a 
model organism for toxicology studies as 
opposed to a simple cell culture system. 
Furthermore, due to the similar molecular path-
ways in zebrafish and human cardiac develop-
ment, continued toxicology studies using 

zebrafish are likely to reveal both mechanisms of 
how environmental contaminants affect fish pop-
ulations and how toxicant contamination can 
affect human development.

8.6  Conclusion

Zebrafish is a powerful model for investigations 
into the molecular principles underlying cardiac 
development. The studies highlighted in this 
chapter reveal how the intrinsic advantages of 
zebrafish as a model organism (similarity to 
human development, external fertilization, ease 
of genetic manipulation, and accessibility to high 
throughput approaches) have made zebrafish 
integral to studies of the etiology of congenital 
heart defects. Zebrafish models do have their 
limitations, for example, a lack of a pulmonary 
system. The relevance of zebrafish to modeling 
CHD thus relies on an experimental design that 
minimizes these limitations and maximizes its 
advantages. For example, recent advances in 
genome editing which facilitate knock-in 
approaches are now allowing for a comprehen-
sive examination of disease alleles in a physio-
logically relevant context.

One exciting avenue of future research in 
zebrafish will be investigations which consider 
the multifaceted nature of congenital heart 
defects. For example, significant crosstalk occurs 
between different cardiac systems such as 
between systems underlying myocardial contrac-
tion and conduction [260] or between hemody-
namics and gene expression [146]. Understanding 
the connections between these processes will be 
crucial to understanding disease progression. 
Additionally, the limited number of patients 
whose congenital heart defects can be explained 
by individual factors [2, 332] suggests that the 
etiology of the majority of CHDs may be multidi-
mensional. For example, while a single disease 
allele may not be enough to cause a change to 
heart development, the combination of multiple 
subphenotypic disease alleles may lead to CHDs 
[333]. Due to its high fecundity, zebrafish is an 
ideal model organism in which to examine multi-
allelic interactions. Finally, zebrafish is an excel-
lent model organism in which to examine the 
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interaction between genetic and environmental 
factors underlying CHDs. Similar to the multi-
genic hypothesis, the interaction of environmental 
and genetic variables may help to explain both the 
origin of CHDs and the variable outcomes of 
inherited forms of CHD. In the long term, the use 
of zebrafish to elucidate the molecular and cellular 
etiology of CHDs is likely to be invaluable to our 
understanding of cardiac development and disease 
pathogenesis and to preclinical drug discovery for 
therapeutic interventions and diagnostics.
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Abbreviations

BH4 Tetrahydrobiopterin
CMD Congenital metabolic disorder
ENU Ethylnitrosurea
ES Embryonic stem cell
GM2  G represents gangliosides, M 

indicates monosialic, and 2 
indicates second monosialic 
ganglioside discovered

HEXA, HEXA Human acetylhexosaminidase 
α subunit protein and gene, 
respectively. HEXA also refers 
to the enzymatic activity of the 
hexosaminidase α/β dimer

Hexa, Hexa  Mouse acetylhexosaminidase α 
subunit protein and gene, 
respectively

HEXB, HEXB Human acetylhexosaminidase 
β subunit protein and gene, 
respectively. HEXB also refers 
to the enzymatic activity of the 
hexosaminidase β dimers

Hexb, Hexb Mouse acetylhexosaminidase β 
subunit protein and gene, 
respectively

HEXS Refers to the enzymatic activity 
of the hexosaminidase α dimers

HPRT, HPRT Human hypoxanthine-guanine 
phosphoribosyltransferase pro-
tein and gene, respectively

Hprt, Hprt Rodent hypoxanthine-guanine 
phosphoribosyltransferase pro-
tein and gene, respectively

IEM  Inborn error of metabolism
iPS Induced pluripotent stem cells
LNS  Lesch-Nyhan syndrome
PAH, PAH  Human phenylalanine hydrox-

ylase protein and gene, 
respectively

Pah, Pah  Rodent phenylalanine hydrox-
ylase protein and gene, 
respectively

PAL  Phenylalanine ammonia lyase
PEG Polyethylene glycol
PKU Phenylketonuria
SD Sandhoff disease
THBD  Tetrahydrobiopterin deficiency
TSD Tay-Sachs disease

9.1  Overview

Genetic model systems allow researchers to probe 
and decipher aspects of human disease, and animal 
models of disease are frequently specifically engi-
neered and have been identified  serendipitously as 
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well. Animal models are useful for probing the eti-
ology and pathophysiology of disease and are 
critical for effective discovery and development of 
novel therapeutics for rare diseases. Here we 
review the impact of animal model organism 
research in three examples of congenital metabolic 
disorders to highlight distinct advantages of model 
system research. First, we discuss phenylketonuria 
research where a wide variety of research fields 
and models came together to make impressive 
progress and where a nearly ideal mouse model 
has been central to therapeutic advancements. 
Second, we review advancements in Lesch-Nyhan 
syndrome research to illustrate the role of models 
that do not perfectly recapitulate human disease as 
well as the need for multiple models of the same 
disease to fully investigate human disease aspects. 
Finally, we highlight research on the GM2 gan-
gliosidoses Tay-Sachs and Sandhoff disease to 
illustrate the important role of both engineered tra-
ditional laboratory animal models and serendipi-
tously identified atypical models in congenital 
metabolic disorder research. We close with per-
spectives for the future for animal model research 
in congenital metabolic disorders.

9.2  Introduction

The history of eukaryotic cellular metabolism 
research is rich and the output has been fruitful. 
We understand core metabolism in significant 
detail; individual steps of metabolic pathways are 
elucidated and ordered, the genes encoding the 
required enzymatic activities are known, and 
those enzymatic reactions are frequently well- 
studied and understood biochemically and bio-
physically. Moreover, we have a systems-level 
understanding of how these core pathways oper-
ate within a vast network of highly intercon-
nected activities. Links in this network remain 
unrecognized, and surprises are undoubtedly to 
be discovered. Nevertheless, our understanding 
of the vast complex of cellular metabolic reac-
tions is extensive. In contrast, our knowledge of 
how perturbations in core metabolic pathways 
impact human development, function, and health 
is much more limited.

Given that life is dependent on the extensive 
and complicated cellular metabolic network, it is 
not surprising that mutations in a vast number of 
genes that encode metabolic enzymes cause con-
genital metabolic disorders (CMDs), originally 
coined as inborn errors of metabolism (IEM) in 
1908 [1]. Recognition of the metabolic basis of 
disease also has a rich history. It has been almost 
120 years since the first time a disease was noted 
to follow a Mendelian inheritance pattern [2]. 
Identification of the heritable material was still 
50 years away and the first genetic lesion caus-
ative of a disease of Mendelian inheritance was 
not identified for several more decades.

CMDs arise from the absence or low residual 
levels of enzymatic activity, leading to buildup 
of substrates and decreased production of 
important products, which each contributes to 
phenotypic outcome. CMDs are individually 
rare but collectively common, encompassing 
over 1400 types of diagnoses and affecting as 
many as 1 in 1000 newborns, with higher inci-
dence in some populations that have reduced 
genetic diversity [3]. Newborns are routinely 
screened for a selection of CMDs in technologi-
cally advanced countries, resulting in timely 
early diagnoses of most individuals in the 
United States with phenylketonuria (PKU) and 
a selection of other CMDs [4]. In contrast other 
CMDs are ultra-rare and are diagnosed only 
after genetic sequencing of patients with unique 
syndromes and, thus, only in a few patients 
worldwide [5, 6]. Many CMDs are also thought 
to be underdiagnosed because they often present 
clinically as syndromes with a wide array of 
symptoms in a variety of tissue and organ sys-
tems making diagnoses difficult [7, 8].

The study of congenital metabolic disease can 
be approached on a variety of levels. It is rela-
tively straightforward to elucidate the effects of a 
mutation in an enzyme on its catalytic activity. 
Our mechanistic understanding of enzyme func-
tion is quite exhaustive in some cases, even per-
mitting engineering of new activities. It is more 
difficult to predict network-wide metabolic effects 
from loss or reduction of activity in one reaction. 
However, advances in NMR and mass spectrom-
etry techniques that allow simultaneous monitoring 
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of both steady state and relative fluctuations of 
metabolites system-wide have made elucidation 
of such effects possible [9]. It is even more diffi-
cult to explain or predict the effects of a mutation 
in a metabolic gene in terms of phenotypic out-
come in a multicellular organism where certain 
tissues or processes may be hypersensitive to loss 
of activity or specifically sensitive to toxicity of a 
substrate that accumulates abnormally. In fact, 
metabolic mutations frequently result in syn-
dromes with a suite of seemingly unrelated phe-
notypes. Further confounding diagnoses and 
study is that environmental factors, diet in partic-
ular, may have effects on outcomes and progres-
sion and presentation of symptoms.

We have prepared a perspective to discuss 
examples of how the most complicated of models, 
both research model organisms such as mice and 
rats and less common models such as primates, and 
even domesticated animals, are contributing to the 

elucidation of the etiology of clinical phenotypes 
and to implementation of effective therapeutic 
interventions for CMDs (Fig. 9.1).

9.3  Phenylketonuria

We start with a discussion of phenylketonuria 
(PKU, OMIM 261600). PKU is one of the most 
common CMDs [10]. Left untreated, it results in 
profound and irreversible brain damage. Dietary 
intervention for PKU via restriction of phenylala-
nine in the diet was developed in 1954, and by 
1966 routine newborn screening for PKU and 
dietary intervention for affected infants was 
being implemented [11, 12]. This has led to great 
success in reducing the impact of PKU on patient 
outcomes [13]. While PKU dietary treatment is 
effective, it is a difficult regimen for patients and 
lack of compliance is common [14]. Avoiding 

Fig. 9.1 The role of animal models in elucidating etiology 
and developing therapies of congenital metabolic disorders. 
Animal models (highlighted in dark blue) are developed in 
different ways, including using traditional forward genetics, 
standard transgenic approaches, and novel genome-editing 
technologies. Genome editing is facilitating development of 
animal models in nontraditional laboratory animals. Some 
model animals also arise among animals outside of labora-
tory environments as a result of founder mutations and 
reduced genetic diversity stemming from human domestica-

tion. Animal models ideally mimic human disease but often 
only partially recapitulate biochemical and/or phenotypic 
aspects of human disease. Each is useful for probing disease 
etiology. Research involving cell and in vitro models (high-
lighted in light blue) and human clinical studies (highlighted 
in orange) are combined with insights gained in animal 
models to both elucidate mechanisms of disease etiology 
and enhance model development (red arrow). An ideal ani-
mal model is an extremely powerful tool (purple arrows) for 
advanced therapeutic development
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phenylalanine equates to avoiding protein, and 
patients must supplement with a phenylalanine- 
free protein formula to provide healthy nutri-
tional requirements. Unfortunately, because 
many children and adults find the necessary for-
mula supplement unpalatable and because dietary 
management is onerous for families, this treat-
ment is less than ideal in practice.

We chose to highlight PKU because an excel-
lent animal model was developed for PKU in the 
early 1990s and this model has facilitated 
impressive progress in development of therapies 
to help patients manage PKU more effectively, 
even allowing lenience in dietary management. 
PKU research already represents a major success 
story for the contribution of animal models to 
congenital metabolic disease management. 
Moreover, additional therapeutic options that 
will continue to improve the life of patients are 
under development with the animal model in a 
central role. Another reason we chose to high-
light PKU is to illustrate how models beyond 
animals contribute to human disease research in 
conjunction with animal models. From genetic 
screens in mice, to discovery of an alternative 
enzymatic pathway in plants, fungi, and cyano-
bacteria, to investigations in nontraditional ani-
mal models, and finally, to treatments that 
employ prokaryotic systems, the PKU commu-
nity has benefited from a wide swath of research 
models over many years with the mouse model 
as the key to many of the successes.

9.3.1  History and Prevalence

PKU is an autosomal recessive metabolic disorder 
characterized by high plasma levels of phenylala-
nine. It arises as a result of mutations in the gene 
encoding the enzyme phenylalanine hydroxylase 
(PAH), which converts phenylalanine to tyrosine 
[15–17]. PKU was first described by the 
Norwegian doctor Asbjørn Følling in 1934 [18]. A 
mother reported that her two children had a musty 
urine odor. The doctor performed a ketone test, 
which requires acidification of a urine sample 
with ferric chloride, and discovered that the chil-
dren’s urine turned green instead of producing the 

typical reddish color. After further chemical anal-
ysis, he concluded that the green color was pro-
duced by phenylpyruvic acid, a phenylketone 
by-product derived from phenylalanine. PKU is 
found in 1 in 10,000–15,000 Caucasian births, but 
prevalence varies in other populations [19].

9.3.2  Clinical and Molecular 
Phenotypes and Alleles

PKU can manifest across a wide spectrum of 
severity. However, untreated classical PKU 
results in symptoms affecting the nervous sys-
tem, including severe cognitive disability, sei-
zures, and neurobehavioral problems. The skin is 
also affected with reduced levels of pigmentation 
and susceptibility to eczema and other skin con-
ditions [20].

Phenylalanine is an essential amino acid that 
comes from dietary intake. PAH functions in the 
liver to metabolize phenylalanine to tyrosine. In 
the absence of PAH, the excessive plasma phe-
nylalanine is transported across the blood-brain 
barrier, where it is neurotoxic. Additionally, the 
inability to produce tyrosine from phenylalanine 
results in a deficit of other metabolites, such as 
catecholamine neurotransmitters and melanin 
[15, 21]. Patients with PKU often have fair skin, 
blue eyes, and blond hair due to the inability to 
make melanin [21]. High levels of transport of 
the phenylalanine across the blood-brain barrier 
can also hinder the transport of other important 
amino acids, which likely contributes to pheno-
typic outcome [22].

PKU patients may seem normal at birth. 
However, developmental delays become evident 
around 3–6 months of age if left untreated. Due to 
the prevalence of PKU and our ability to effect 
positive outcomes with a dietary intervention, 
newborns in the United States have been routinely 
screened since the 1960s. Long-term neurological 
consequences can be avoided with a strict low 
phenylalanine diet. Dietary adherence must be 
maintained for the lifetime to limit the irreversible 
brain damage and manage PKU.  Phenylalanine 
application to neural cell cultures limits neurite 
outgrowth and high levels of phenylalanine in 
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patients and model organisms are associated with 
decreased white matter and fewer synapses sug-
gesting that phenylalanine is directly toxic to neu-
rons [23, 24].

Phenylalanine is a potent teratogen [25]. Thus, 
control of phenylalanine levels is extremely 
important during pregnancy. Maternal PKU syn-
drome is caused by unmanaged elevated phenyl-
alanine levels in pregnant PKU patients. Maternal 
PKU is associated with congenital heart disease, 
microcephaly, intrauterine growth retardation, 
and spontaneous abortion, regardless of the fetus’ 
genetic PKU status [26].

The PAH gene was cloned in both humans 
[27] and mice [28] in the 1980s. More than 950 
mutations have been associated with PKU and 
many categorized according to residual enzyme 
activity which negatively correlates with pheno-
typic severity [29]. Mutations in the PAH gene 
include missense mutations (62%), deletions 
(13%), splicing defects (11%), silent polymor-
phisms (6%), nonsense mutations (5%), and 
insertions (2%) [15], and a frequent mechanism 
of reduced enzymatic function appears to be pro-
tein destabilization [30, 31].

9.3.3  Animal Models

The first mouse model for PKU was purposefully 
generated in a forward genetic screen. After 
germline ethylnitrosourea (ENU) mutagenesis in 
mice, animals were screened for hyperphenylal-
aninemia and three mutants were identified [32, 
33]. The three alleles, Pahenu1, Pahenu2, and Pahenu3, 
were associated with varying degrees of hyper-
phenylalaninemia. Pahenu1 mice have a moderate 
elevation in serum phenylalanine concentration 
and urinary ketones, whereas Pahenu2 and Pahenu3 
mice are severely elevated for both.

These animals were quickly appreciated as an 
ideal model in terms of their recapitulation of the 
molecular and pathological aspects of 
PKU. These mutants have provided an excellent 
model for unraveling differential effects of muta-
tions in PAH on clinical outcome because the 
three alleles differ in severity of phenotype, 
amount of residual protein activity, and type of 

molecular lesion in the gene [32–35]. Moreover, 
as strong model for the human disease, they have 
served as surrogates both in investigating etiol-
ogy of disease and in testing of potential thera-
pies. Here we focus on how the animal models 
have been useful for advancing therapeutic- 
focused research in conjunction with studies in 
multiple other systems from prokaryotes to 
plants.

9.3.4  Therapeutics

The concept of enzyme replacement therapy has 
heavily influenced PKU treatment research, even 
though significant challenges had to be overcome 
to make this a success story. PAH normally func-
tions in the hepatocyte cytoplasm and requires the 
nonprotein cofactor tetrahydrobiopterin (BH4) for 
activity. In fact, depletion of BH4, which can arise 
from mutations in enzymes in its biosynthetic 
pathway, reduces PAH activity and results in 
hyperphenylalaninemia and syndromes that over-
lap to some degree with PKU [36]. The need for 
the BH4 cofactor and the liver localization of the 
normal protein complicates implementation of 
replacement enzyme therapy using PAH itself, as 
do issues with stability of the PAH enzyme [37]. 
However, the same cofactor requirement attribute 
has been exploited to implement a distinct thera-
peutic for PKU.

Some patients with mild PKU benefit from 
administration of BH4 [38]. A synthetic form of 
BH4 called sapropterin dihydrochloride (trade 
name Kuvan™) was the first therapeutic 
approved for PKU treatment [39, 40]. Studies in 
the Pahenu1 model revealed the molecular mech-
anisms underlying BH4 function. BH4 stabilized 
the Pah protein in this model, acting as a chap-
erone to promote proper protein folding and 
prevent the aggregation and degradation that 
lead to low enzymatic activity [39]. Patients who 
have destabilizing mutations in PAH can benefit 
from this therapy. Thus, the cofactor itself has 
led to an effective therapeutic, but attempts to 
bypass the cofactor entirely would also be bene-
ficial for additional patients. It was research in a 
distinct field combined with academic scientists 
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who communicated across disciplines and with 
industry researchers that led to a breakthrough 
on this front.

Researchers studying lignin biosynthesis in 
plants in the 1950s determined that metabolites 
of phenylalanine were important to lignin synthe-
sis and then subsequently identified the enzyme 
phenylalanine ammonia lyase (PAL) as a key 
player in lignin biosynthesis [41]. Phenylalanine 
ammonia lyase is found in plants as well as fungi 
and converts phenylalanine to trans-cinnamic 
acid and ammonia [41].

John Hoskins was an organic chemist who 
serendipitously shared lab space with a PKU 
diagnostics lab in the 1970s and became inter-
ested in the disease [42]. His interest eventually 
led him to join forces with Dr. Henry Wade who 
knew that depletion of phenylalanine was impor-
tant in treatment of PKU and had access to PAL 
enzyme. Together they implemented formula-
tions to test the effect of PAL in humans, in both 
normal test subjects after a high protein meal and 
on the high levels of phenylalanine in PKU 
patients [42, 43]. Their work provided proof of 
principle for an effective therapeutic but years of 
research to develop a safe product lay ahead.

PAL is not a mammalian protein and its intro-
duction in mammals leads to an immunogenic 
response, making it unsuitable as a therapeutic. 
Immunogenicity issues are not uncommon in 
molecular therapeutics, and PKU researchers 
employed a common technique to mask the 
immunogenic protein from the host [44]. They 
used PEGylation, involving modification of the 
protein with polyethylene glycol, to try to limit 
the antigenicity and immunogenicity of the pro-
tein with some limited but insufficient success. In 
an academic/pharmaceutical collaborative effort 
in 2008, researchers turned to a selection of cya-
nobacteria, fungi, and plants as sources of diverse 
PAL proteins to try to identify a suitable candi-
date for enzyme replacement therapy.

PEGylated PAL proteins from Anabaena vari-
abilis, Nostoc punctiforme, Petroselinum crispum, 
and Rhodospridium toruloides were tested for 
therapeutic effect in the Pahenu2 mice [45]. High 
doses of protein followed by smaller, secondary 
doses decreased plasma and brain phenylalanine, 

with the Anabaena variabilis (Av) protein show-
ing the most favorable results in terms of thermal 
stability, proteolytic resistance, and optimal pH 
sensitivity. In addition to the decrease in phenyl-
alanine levels, the characteristic hypopigmenta-
tion, due the lack of conversion of tyrosine to 
melanin, was also ameliorated [45]. The effects of 
enzyme treatment were reversible once treatments 
were halted.

A modified and optimized version of PAL 
from Anabaena variabilis was chosen as a candi-
date for Phase I clinical trials conducted by 
BioMarin as a therapeutic treatment for classical 
PKU due to the success found in the Pahenu2 mice. 
During human clinical trials, 60.7% of patients 
had a blood phenylalanine level below the recom-
mended guidelines within 24 months of starting 
treatment [46]. Thus, the second therapeutic drug 
(trade name Palynziq™) and the first enzyme 
substitution therapy for PKU was approved by 
the FDA.  This therapy no longer requires the 
onerous dietary restrictions associated with stan-
dard treatment.

9.3.5  Maternal PKU Models

Avian, rodent, and primate models for maternal 
PKU have been explored with emphasis on eluci-
dating the etiology of the cardiac malformations 
associated with high phenylalanine during preg-
nancy [47–50]. Again, the Pahenu2 mouse model is 
a relevant model for what is observed in humans. 
Pahenu2 females produce offspring with structural 
defects in the cardiovascular system, although 
the structural problems reported in humans and 
mouse differ [47]. Gene expression analysis in 
chick and Pahenu2 reveal changes in genes relevant 
to cardiac development and function including 
cardiac troponin and myosin [48, 51].

9.3.6  The Pahenu2 Model 
and the Future

PKU research benefits from the fact that it is less 
rare than many CMDs. As a result, many advances 
in therapeutics and disease etiology have come 
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from insights gained in patients. Moreover, the 
mouse model for PKU is perhaps as close to ideal 
as can be expected between species. The future of 
PKU research will see Pahenu2 in a central role. 
Two recent advances illustrate the continued rel-
evancy of this model for exciting future therapy 
development.

Our relatively recent realization of the impor-
tance of the gut microbiome and its interdepen-
dence with human metabolism has led to 
increased interest in probiotics as therapeutics 
[52]. An engineered probiotic for PKU treatment 
is a reasonable approach given that oral adminis-
tration of recombinant PAL enzyme was shown 
to lower serum phenylalanine levels in the Pahenu 
mouse models [53]. A Lactobacillus strain engi-
neered to express Anabaena variabilis-derived 
PAL was tested in the Pahenu2 model, resulting in 
a reduction in serum phenylalanine levels [54]. 
Two other groups have engineered an E. coli 
Nissle strain to express phenylalanine-degrading 
enzymes and tested responses in the Pahenu2 
model with positive outcomes [55, 56]. Isabella 
et  al. produced an intricately engineered strain 
that expresses two phenylalanine-degrading 
enzymes: cytoplasmic PAL and a membrane- 
bound, periplasmic-localized L-amino acid 
deaminase (LAAD) that converts phenylalanine 
to phenylpyruvate [56]. Both enzymes are under 
inducible promoters to limit enzyme production 
until the final stages of manufacturing of the pro-
biotic in the case of LAAD and until exposure to 
the microaerobic or anaerobic regions of the gut 
in the case of PAL.  This strain was engineered 
with adherence to FDA guidelines regarding live 
biotherapeutic organisms with the goal of extend-
ing its use directly to clinical trials.

In the modern age of genome manipulation, 
it is now possible to consider editing of molecu-
lar lesions in patients. Again, Pahenu2 has pro-
vided the conditions for proof of principle for 
such experiments. In 2018, Villiger et  al. 
reported use of a base editing CRISPR-Cas9 
system [57, 58] to revert the enu2 allele in cells 
of the mouse liver [59]. The edited mice had 
reduced blood phenylalanine levels, increased 
PAH activity, and a reversion of the mutant 
hypopigmentation.

In summary, 25  years of research with the 
Pah mouse model as a tool has already reaped 
benefits and is poised to promote additional 
progress for patients. This field is a success 
story. PKU is a great illustration where discov-
eries in animal models, combined with knowl-
edge gleaned from multiple other systems from 
plants to bacteria, led to the discovery of a ther-
apy that efficiently clears the neurotoxic effects 
in people that suffer from this rare, metabolic 
disease.

9.4  Lesch-Nyhan Syndrome

While it may be tempting to define an ideal dis-
ease model, as we discussed with PKU, as one 
that recapitulates the entirety of the disorder seen 
in humans, e.g., genetically, biochemically, histo-
pathologically, and phenotypically, models that 
demonstrate one facet of the disease have been 
useful in advancing our understanding of CMDs. 
Research into the inborn error of purine metabo-
lism called Lesch-Nyhan syndrome highlights 
the utility of establishing multiple animal models 
for a single CMD.

9.4.1  History and Prevalence

Lesch-Nyhan syndrome (LNS, OMIM 300322) 
is an X-linked recessive metabolic disorder of 
purine metabolism caused by mutations in the 
hypoxanthine-guanine phosphoribosyltransfer-
ase (HPRT) gene. It was first fully described by 
Michael Lesch and William Nyhan in 1964 [60]. 
They reported on two young male patients, ages 
3 and 5, at Johns Hopkins Hospital who pre-
sented with severe motor dysfunction, involun-
tary movements and muscle contractions, and 
crystals in the urine. Both patients also displayed 
compulsive self-injury involving biting of lips 
and digits. In 1967, Seegmiller et  al. demon-
strated that cells of patients with LNS lack 
hypoxanthine- guanine phosphoribosyltransfer-
ase (HPRT) activity [61]. The HPRT gene was 
cloned and sequenced in 1983 [62, 63]. LNS 
prevalence is estimated at 1  in 380,000 live 
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births [64]. The recognition and description of 
LNS marked a milestone in that it was a first met-
abolic disturbance in purine metabolism linked to 
a neurobehavioral disease [60].

9.4.2  Clinical and Molecular 
Phenotypes and Alleles

LNS patients have a diversity of clinical pheno-
types, including hyperuricemia resulting in gouty 
arthritis and renal disease, aberrant motor func-
tion, reduced gastrointestinal motility, and cogni-
tive and behavioral problems [65–67]. The 
syndrome presents on a continuum. Patients with 
the highest levels of residual enzyme activity 
present with gouty arthritis without neurological 
involvement. This milder clinical manifestation 
has been alternatively called Lesch-Nyhan vari-
ant and Kelley-Seegmiller syndrome (OMIM 
300323). In contrast, patients with little to no 
residual enzyme activity are severely affected 
with motor dysfunction and the neurobehavioral 
issues in addition to the hyperuricemia. The most 
striking behavioral symptom is that these indi-
viduals are typically auto-aggressive, causing 
self-injury usually via biting of lips, tongues, and 
digits.

As a result of a severe reduction or absence 
of HPRT enzymatic activity, individuals with 
LNS are unable to salvage purines to resynthe-
size nucleotides. Instead, the purines are 
degraded to uric acid, and purine biosynthesis is 
increased in a compensatory response, exacer-
bating the hyperuricemia [68]. The excess uric 
acid crystalizes in various tissues and organs, 
causing acute arthritis in the joints and stones 
and renal disease in the kidneys [66, 67, 69]. 
Uric acid production can be reduced in patients 
using drugs such as allopurinol, a xanthine oxi-
dase inhibitor that prevents breakdown of hypo-
xanthine to uric acid, and this ameliorates the 
gouty aspects of the disease [66]. However, allo-
purinol has no effect on the neurological and 
motor manifestations.

The self-injurious behavior has been a topic of 
intense study. Self-injuries are not due to the lack 
of sensation. They are believed to be associated 

with the dysfunction of dopaminergic pathways 
in the basal ganglia. Post-mortem tissue analyses 
revealed low HPRT enzymatic activity and a 
marked decrease in dopamine in the basal ganglia 
[70], as well as a decrease in markers of dopami-
nergic neurons [71, 72].

Patients with this disorder usually require 
restraints to attempt to stop the neurobehavioral 
issues. Treatments such as mild tranquilizers 
(e.g., benzodiazepine) and anticonvulsants (e.g., 
carbamazepine) have been used to help with the 
behavioral issues [73, 74]. However, in extreme 
cases, dental extractions are recommended [67, 
75]. There are currently no treatments for motor 
deficits.

The official website of the Lesch-Nyhan Study 
Group lists 615 mutations in HPRT that are asso-
ciated with LNS, in which 381 are single point 
mutations (61.9%). Previously, several muta-
tional hot spots in the HPRT gene were found and 
the most predominant one included 12 unrelated 
individuals with a C to T mutation changing argi-
nine to a stop codon in a CpG motif [76].

9.4.3  Models

9.4.3.1  Cells
The first efforts to analyze the molecular etiology 
of LNS were carried out in cell models. The spe-
cific lack of HPRT activity in patients was dem-
onstrated using erythrocytes and fibroblasts 
collected from patients [61]. Such models have 
added to our understanding of the cellular bio-
chemistry of purines as well. For example, these 
HPRT-deficient cell lines revealed alterations in 
de novo purine synthesis flux that occur upon 
loss of HPRT as well as changes in energetics as 
revealed by GTP:GDP ratios [77, 78]. 
Subsequently, cells engineered to lack HPRT 
activity, including human fibroblasts and dopa-
minergic neuroblastoma cell lines [79] and 
mouse dopaminergic neuroblastoma cell lines 
[80], have been used to address questions about 
the neurological biochemistry and functional 
ability of cells that lack HPRT activity. For exam-
ple, recent application of genomics methods to 
examine gene expression in HPRT-deficient 
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human fibroblasts and neuroblastoma cells 
reveals downregulation of Lmx1a and Engrailed 
1, transcription factors required for development 
and function of dopaminergic neurons, dysregu-
lation of canonical Wnt signaling, aberrant prese-
nilin expression [79], and disrupted miR181a 
expression, which subsequently regulates impor-
tant dopaminergic cell developmental pathways 
[81]. Each finding from these cell models gener-
ates new hypotheses about the possible link 
between HPRT and neural function and dysfunc-
tion. Moreover, cell lines have provided a plat-
form to demonstrate proof of principle for 
enzyme replacement therapies at least in terms of 
correction of the biochemical deficits, if not the 
behavioral ones [82].

9.4.3.2  Rodents
LNS was the first human congenital disease for 
which a genetically engineered mouse model was 
created [83, 84]. There were high hopes for mod-
eling the human disease in mice because the rar-
ity of the syndrome presents added challenges 
beyond those already inherent in research involv-
ing patients. Hprt1-deficient mice lack HPRT 
enzymatic activity and were experimentally dem-
onstrated to be unable to salvage purines, sug-
gesting a strong biochemical correlate of LNS in 
this model [85]. The brains of these mice also 
have reduced dopamine levels [86, 87], similar to 
the findings in the post-mortem brains of LNS 
patients. Overall, the mouse model has been use-
ful for validating and probing the neurochemical 
changes that arise when HPRT1 activity is com-
promised. However, the neurobehavioral aspects 
of the disease were not reproduced in the knock-
out mice. There was one hopeful report that the 
self-injurious behaviors could be induced in the 
Hprt1-deficient mice upon inhibition of adenine 
phosphoribosyltransferase [88]. However, this 
result has not been reproducible [89, 90], and 
thus, the mouse model is not suitable for investi-
gation into causal relationships between the neu-
rochemical signatures shared by mice and 
humans and the behavioral outputs observed only 
in humans.

Because rats often provide a model system 
physiologically and behaviorally more similar to 

humans than mice [91], rat models for LNS have 
also been explored. There were expectations of 
success in recapitulating the behavioral issues 
observed in patients via knockout of Hprt in rats 
because studies in rats, aimed at other purposes, 
serendipitously produced a model for the self- 
injurious behavior in LNS. Perinatal treatment of 
rats with 6-hydroxydopamine, which selectively 
kills dopaminergic and adrenergic neurons [92], 
results in a reduction of dopamine [93, 94]. 
Animals with this neural damage surprisingly 
exhibit self-mutilation of the limbs and abdomen 
when administered L-dopamine as adults [93, 
94]. Similar outcomes are not observed when the 
6-hydroxydopamine treatment is applied to adult 
animals. These studies lend support to the 
hypothesis that dopamine perturbations are caus-
ative of self-injurious behaviors and highlight the 
complicated etiology in terms of how changes in 
metabolite levels intersect with developmental 
events to produce the behaviors. Dopaminergic 
deficiencies have been directly observed using 
positron emission tomography in patients inde-
pendent of age, again suggesting that the dopami-
nergic deficiencies arise from developmental as 
opposed to neurodegenerative processes [72].

The engineering of an Hprt knockout rat was 
reported in 2016 [95]. The neurochemical 
changes observed in humans and mice are also 
recapitulated in these rats. However, the behav-
ioral phenotype was once again not observed. 
Thus, while there is substantial evidence support-
ing the role of dopamine deficiencies in the neu-
robehavioral aspects of LNS, the link between 
loss of HPRT activity and the perturbations to 
dopaminergic signaling remain unclear.

While less than ideal for studying intriguing 
aspects of neurobehavior, the rodent models have 
been useful to shed light on the underlying etiol-
ogy of other adverse symptoms seen in LNS 
patients, specifically gastrointestinal motility 
issues that result in vomiting, dysphagia, and 
constipation [96]. The HPRT-deficient model 
mice have an overall decrease in gastrointestinal 
motility that is correlated with dysfunction in 
dopaminergic neurons of the gastrointestinal 
tract [65]. Moreover, gastrointestinal motility 
issues are not due to impairment of cholinergic or 
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nitrergic systems [65]. Thus, the mouse model 
did prove to be important for shedding light on the 
changes seen in gastrointestinal motility, illustrat-
ing significant benefit of a model that may be con-
sidered less than ideal on another front.

9.4.3.3  Back to Cells and the Future
The future of disease modeling is sure to include 
increased use of stem cells, including both 
induced pluripotent stem (iPS) cells and embry-
onic stem (ES) cells. Such modern models are 
being used for the study of HPRT activity in neu-
ral development and function. Knockdown of 
HPRT expression in human iPS and ES cells 
results in lower expression of the P2Y1 puriner-
gic signaling receptor and impaired downstream 
signaling [97]. Gene and protein expression pro-
files across a timeline of dopaminergic neural 
development in mouse ES cells deficient for 
HPRT activity suggested that the cells are inhib-
ited in neural differentiation in favor of glial dif-
ferentiation [98]. Moreover, dysregulation in a 
wide swath of cell functions was suggested by 
the gene expression changes observed, suggest-
ing that HPRT may have roles in neural differen-
tiation beyond what would be expected if 
considered only a purine biosynthetic mutant. In 
short, much biology remains to be uncovered.

9.4.4  Conclusions

LNS is a complex, multifaceted disease that is 
associated with varied pathophysiology. The rat 
and mouse models were first deemed only partial 
successes, due to the lack of the neurobehavioral 
issues seen in humans. However, the mouse 
model has effectively provided insight into the 
neurochemical and gastrointestinal issues. Given 
the success of the models in recapitulating the 
biochemical changes seen in LNS patients and 
the recent results of experiments examining neu-
ral development in these models, it is likely that 
the rodent models will still provide the clues 
needed to make a breakthrough in the neurobe-
havioral puzzle.

LNS is a particularly rare disease, making it 
more difficult to glean information from clinical 

studies. Because of the lack of a perfect model for 
assessing the most distressing clinical aspects of 
LNS, therapeutic research has received less empha-
sis relative to phenylketonuria as noted above. 
Instead a major thrust in LNS research has been 
efforts to develop the appropriate models and study-
ing the etiology of the perturbations in the current 
models, both genetic and chemically induced, that 
will eventually advance therapeutic studies. This 
field highlights the usefulness of less than ideal 
models at the same time as illustrating the need for 
additional model development (Fig. 9.1).

9.5  Tay-Sachs and Sandhoff 
Disease

In the examples above, we discussed forward 
genetic and transgenic approaches to deliberately 
engineer genetic model systems. In this example, 
some of the engineered animal models do not per-
fectly reflect clinical aspects of the human disease. 
Researchers have instead made great use of seren-
dipitous discoveries of useful models among 
domesticated animals. These animals are better 
suited to advance the types of effective therapeutic 
research we saw illustrated above for PKU.

9.5.1  History and Frequency

Tay-Sachs disease (TSD, OMIM 272800) and 
Sandhoff disease (SD, OMIM 268800) are rare, 
autosomal recessive neurodegenerative disorders 
that develop as a result of mutations reducing 
hexosaminidase activities. They are clinically 
indistinguishable and manifest as mental and 
motor deficits that progressively worsen. Both 
are classified as lysosomal storage disorders and 
characterized by an accumulation of GM2 gan-
gliosides in the lysosome.

Tay-Sachs was first described in a single 
patient by British doctor Waren Tay in 1881 [99], 
who subsequently recognized the same syndrome 
in additional patients. In 1887, the American doc-
tor Bernard Sachs, unaware of the work of William 
Tay, submitted a paper about a case in a girl of 
German descent [100], and in 1892, E.C. Kingdon 
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reported a case and reviewed the reports of both 
Tay and Sachs. Kingdon subsequently identified 
additional patients and the syndrome became 
known as Tay-Sachs [101, 102].

The American College of Medical Genetics and 
Genomics and American College of Obstetricians 
and Gynecologists recommend that people of 
Ashkenazi Jewish descent screen for TSD, as the 
carrier frequency in that population is 1 in 31 [3]. 
The carrier frequency in eastern French Canadians 
is 1 in 14 [103]. Other small founder populations, 
including Louisiana Cajuns, Irish, and Brazilian 
populations, also have an increased carrier fre-
quency [102, 104]. Due to prescreening for carrier 
status in the Ashkenazi Jewish population, TSD 
incidence decreased 90% between 1970 and 
1993 in North America [102].

Sandhoff disease was described in 1968 [105] 
as a variant of Tay-Sachs with a distinct enzy-
matic activity profile (see below). Like TSD, SD 
is fatal, and the patient normally exhibits progres-
sive neurodegeneration [106]. SD prevalence is 
estimated to be 1 in 422,000, with a carrier rate of 
1 in 310 [107]. Some isolated communities with 
high consanguinity have higher incidence rates. 
For example, northern Saskatchewan is home to 
isolated Métis communities where the population 
is mixed French Canadian and aboriginal and has 
a carrier frequency of 1 in 27 [108].

9.5.2  Clinical and Molecular 
Phenotypes and Alleles

TSD and SD are classified clinically into multi-
ple forms: infantile, juvenile, and late-onset 
[102]. The infantile form is typically associated 
with acute symptoms of mental and motor dys-
function and is usually diagnosed by 6 months 
of age [109]. Catastrophic progressive neurode-
generation leads to hypotension, inability to sit 
or to hold up the head, eye abnormalities, and 
dysphagia. Patients diagnosed with infantile 
forms typically do not survive past the age of 3 or 
4 years [110].

The juvenile form is characteristically diag-
nosed between the ages of 3 and 10 years [109]. 
There is more diversity in clinical manifestations 

in the adolescents with juvenile forms. However, 
patients usually exhibit ataxia, slowed and slurred 
speech (dysarthria), dysphagia, hypotension, and 
seizures. Patients diagnosed with juvenile forms 
typically do not survive past the age of 15 years 
due to the progressive nature of the disorder.

The late-onset form is often diagnosed in ado-
lescence, but the symptoms can also appear as 
late as the third decade of life. Recognition of 
previously undiagnosed mild neurodegenerative 
symptoms may be a characteristic of late-onset 
disease; patients in one study recalled previous 
clumsiness and motor skill issues prior to diagno-
ses [111]. Furthermore, the same study showed 
that patients with the late-onset form did not get 
properly diagnosed, on average, for about 8 years 
from onset of symptoms. Clinical manifestations 
include a gradual reduction in motor, cerebral, 
and spinocerebellar activity.

SD is also associated with some distinct organ 
pathologies relative to TSD. Both hepatospleno-
megaly and cardiac involvement have been 
described in SD patients [112–114].

TSD and Sandhoff are caused by mutations that 
inhibit β-N-acetylhexosaminidase (Hex) activity. 
Hex enzymes are homodimers or heterodimers of α 
and β subunits, encoded by the genes HEXA and 
HEXB, respectively. HexA enzyme is a heterodi-
mer of an α and a β subunit. HexB enzyme is a 
homodimer of two β subunits, and HexS enzyme is 
a homodimer of two α subunits. Mutations in the 
HEXA gene disrupt HexA and HexS enzyme func-
tion and cause TSD. Mutations in the HEXB gene 
disrupt HexA and HexB enzyme function and cause 
SD. SD was first differentiated from TSD because 
of the observation that a patient lacked both HexA 
and HexB activity [105], whereas TSD patients 
retain HexB activity. Note that a third disorder with 
TSD and SD symptoms arises from mutations in a 
Hex enzyme activator [115].

The loss of HexA results in a defect in hydro-
lysis of GM2 gangliosides in the lysosome. The 
resulting accumulation of GM2 gangliosides 
inside the lysosomes of neurons causes neural 
toxicity. TSD is one of multiple pathologies 
dubbed GM2 gangliosidoses, as mutations in 
other enzymes in the pathway can lead to similar 
molecular and clinical phenotypes [116].
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TSD severity is negatively correlated with 
HexA activity; patients with the infantile form 
have the most pronounced depletion of enzyme 
activity, whereas adult-onset patients may retain 
5% to as much as 20% of normal enzyme activity 
[117]. The wide diversity of clinical phenotypes 
is also reflective of the large number of specific 
disease-causing genetic lesions [116].

9.5.3  Models

Mouse models of TSD and SD were created via 
targeted deletion of the Hexa and Hexb genes 
[118–121]. The Hexa mice recapitulate the bio-
chemical aspects of TSD and histopathological 
aspects in some regions of the brain. However, 
clinical symptoms similar to TSD were not 
observed at first. As these animals age past 
1  year, they do show clinical signs similar to 
late-onset TSD [122], but they offer a less than 
ideal model for studying TSD etiology or for 
exploring therapeutic approaches to the most 
severe forms of TSD.  The difference between 
human and mouse phenotypes upon mutation of 
the Hexa gene appears to be due to sialidase 
activities in mice that can metabolize the GM2 
gangliosides in combination with the residual 
HexB enzymatic activity when HexA enzymatic 
activity is absent [123, 124]. A HexA-deficient 
mouse model in which NEU3 sialidase activity 
is also compromised displays a severe phenotype 
more characteristic of TSD [125].

In contrast, the Hexb mutant mice have pro-
gressive neurological phenotypes that parallel 
TSD and SD in humans, including a severely 
shortened life span [118]. The Hexb mutant mice 
have an 8-week asymptomatic period following 
birth. This is followed by 8 weeks of rapid pro-
gression of the disease to the point of death [118]. 
This model has been used effectively to study the 
etiology of the neurodegenerative events. During 
the asymptomatic period, accumulation of GM2 
gangliosides damages neurons and impairs their 
survival. Subsequent inflammatory responses 
trigger reactive astrogliosis, further death, and 
neurodegeneration [126, 127]. Defects in neurite 
outgrowth of hippocampal neurons from early 
embryos was observed in culture [128], and there 

are defects in differentiation that favor astrocytes 
at the expense of neurons in Hexb neural stem 
cells as well as Hexb mutant iPS cells [129].

Hexb deficiency has also been engineered in 
zebrafish using a CRISPR-Cas9 system to study 
the earliest stages of neural development [130]. 
This model is very useful for the ability to image 
early development in live animals, and Kuil et al. 
observed enlarged lysosomes and increased lyso-
somal numbers in glia as early as 3  days post- 
fertilization. The mutant animals also displayed 
reduced locomotor activity. Together, these results 
suggest early SD neurodegeneration is recapitu-
lated in zebrafish, creating a powerful model for 
cell biological analysis of SD that will likely con-
tribute significantly to the field. Interestingly, adult 
zebrafish are viable and do not show behavioral 
deficits [130], likely because zebrafish can make 
new neurons throughout its life [131].

TSD and SD have each been observed to arise 
spontaneously in domestic animal species (cats, 
dogs and pigs) and animal species kept in captiv-
ity (deer and flamingoes) [132–140]. Feline col-
ony models of SD have been maintained and 
studied in the laboratory for decades and have 
been used to explore therapeutics for GM2 gan-
gliosidosis [141–143]. The size and complexity 
of the cat brain relative to the mouse provide a 
superior model for humans, and approaches 
using viral vectors to reintroduce missing gene 
activities in cats have demonstrated proof-of- 
principle for such approaches [141–143].

Intriguingly, a promising model that recapitu-
lates human TSD phenotypically and offers an 
exciting model for therapeutics-focused 
 investigations has been found in a rare breed of 
primitive sheep called Jacob sheep. Multiple 
lambs from a single flock in the United States 
displayed progressive neurological symptoms, 
and evaluation revealed histological changes in 
the nervous system, including enlarged neurons, 
a decrease in white matter, and abnormalities in 
the retina. Hex enzyme activity was decreased in 
brain tissue and a mutation was found in the Hexa 
gene [144, 145]. The disease has also been identi-
fied in the population of British Jacob sheep from 
which the North American flock originated [146], 
and breeding populations have been established 
for research.
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This model is being used to explore therapeutic 
approaches and, again, because of brain size and 
complexity is an excellent model for exploring 
therapeutics to benefit children with Tay- Sachs. In 
2018, Gray-Edwards et  al. reported significant 
success using intracranial administration of an 
adenovirus vector to introduce the Hexa gene or 
copies of both Hexa and Hexb. Experimental ani-
mals all showed delay of symptom onset [147].

These adenovirus-mediated gene therapies 
offer great promise as proof of principle for gene 
replacement therapies. However, adenovirus- 
mediated gene therapies have proven dangerous in 
humans and significant hurdles remain to be over-
come to develop an efficacious strategy to reintro-
duce the missing enzymatic function in neural 
tissue. The cat and the sheep models offer great 
promise for testing engineered therapies to achieve 
the types of success achieved in PKU research.

9.5.4  Organoid Model: A Step into 
Patient-Oriented Models

While there is no substitute for animal models in 
the realm of probing neurobehavior, modern 
technologies offer options for modeling that will 
reap benefits for patients. Pluripotent cells can 
be both induced and then coaxed into formation 
of a variety of different organoids [148]. These 
organoids are complex structures that recapitu-
late aspects of cell differentiation and organ 
development, morphology, and function. 
Organoids formed from the cells of patients with 
specific genetic lesions are a step toward person-
alized medicine for rare CMDs. Cerebral organ-
oids for Sandhoff disease have been produced 
and examined [149]. Fibroblasts were obtained 
from an infant with SD and used to produce iPS 
cells. The researchers also used a CRISPR-Cas9 
system to edit the genetic lesion of the patient’s 
cells, correcting one copy of the HEXB gene and 
used the original and edited, isogenic control 
cells to generate cerebral organoids. The SD 
organoids were larger than the isogenic control 
organoids and produced GM2 gangliosides, sim-
ilar to what was seen in the brain of SD patients 
[149]. They were able to ameliorate GM2 accu-
mulation using a gene replacement therapy 

approach. Whole transcriptome analysis of these 
organoids revealed the reduced expression of an 
intriguing set of genes related to neural develop-
ment in the mutant organoids.

9.6  Conclusions

CMDs are rare diseases. Thus, the number of 
patients affected is low and gaining extensive 
information clinically is challenging. As a result, 
the development of animal models has been criti-
cal and will continue to play a role in CMD 
research and therapeutic advances for patients 
with CMDs. We have only discussed a handful of 
CMDs. However, these diseases illustrate two 
major principles in our research enterprise. First, 
a model that recapitulates human clinical symp-
toms is a tremendously powerful tool for facili-
tating therapeutic development. Second, models 
that do not recapitulate all clinical symptoms of a 
disease have significant value as well (Fig. 9.1). 
They play a critical role in elucidating disease 
etiology which leads to new ideas and research 
pathways for therapeutic development as well as 
new ideas for further model development. 
Modeling rare disease is primarily aimed at help-
ing patients. However, the impact is much broader 
because we have fundamental gaps in our under-
standing of the biology of disease phenotypic 
manifestation that will be addressed in these 
studies. For example, the catastrophic neural 
degeneration observed and investigated in Tay- 
Sachs models is likely to unravel aspects of 
immune responses in the brain that are novel.

Use of animal models is necessary to generate 
the knowledge to ameliorate quality of life issues 
for patients and families. For disorders where 
great models have already been established, we 
expect the current era of genome manipulation to 
lead to human disease models more sophisti-
cated than gene deletion. The Pahenu models, 
which are point mutations generated in forward 
screens, have been incredibly useful. As we 
move to the future, we also expect to see more 
frequent use of designer models engineered to 
carry specific human disease mutations. 
Advances in iPS and organoid technology will 
also be used to create patient-specific models 
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more frequently. As model-making in atypical 
clinically based research animals, such as pigs and 
cows, becomes possible because of advances in 
genome engineering [150], we also expect to see 
more complicated models for disorders. We are 
confident that each direction will result in eventual 
realization of truly designer treatments.

PKU is a rare disease, and LNS, TSD, and SD 
are even rarer, yet all are heavily studied. There 
are many other CMDs that are ultra-rare, with 
fewer than 100 patients identified worldwide, and 
these CMDs are understudied. While animal 
models can be engineered for such diseases, there 
is no a priori guarantee that the expense and 
research effort will produce a model for clinical 
aspects of disease and the research enterprise is 
simply not vast enough for an effective focus on 
each of these disorders. The community should 
also embrace genetic model systems such as 
zebrafish and invertebrates such as Drosophila 
and C. elegans for these diseases because these 
models are cheap and fast and bring the power of 
forward unbiased genetics to the table, which can 
be less expensive and yet quite effective in gener-
ating therapeutic ideas.

Glossary

Ataxia is a lack of voluntary coordination of 
muscle movements.

Dysphagia is difficulty swallowing.
Hyperphenylalaninemia refers to elevated con-

centrations of the amino acid phenylalanine in 
the blood.

Hyperuricemia refers to elevated uric acid lev-
els in the blood.

PEGylated refers to covalent and noncovalent 
modification of a protein with PEG.
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