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Abstract Gesture recognition technology has evolved greatly over the years. It is
a field in language innovation and development with the aim of deciphering human
motions by the use of certain algorithms. In this age of technology, we have fabricated
boundless techniques and subsequently seen their drawbacks making us aware of our
own limits in terms of speed and naturalness of the human body. The intellect and
inventiveness of human beings have led to the development of many tools, gesture
recognition technology being one of them. They help us extend the capabilities of
our senses by combining natural gestures to operate technology, thereby reducing
human efforts and going beyond human abilities. Gestures can be viewed as a route
for PCs to start to comprehend human non-verbal communication, in this manner
fabricating a more extravagant extension among machines and people than crude
content UIs or GUIs, which still breaking point most of contribution to console
and mouse and connect normally with no mechanical gadgets. Utilizing the idea
of motion acknowledgment, it is conceivable to point a finger now will move as
needs be. With the expeditious inventions of three-dimensional applications and the
upcoming hype of virtual environments in systems, there is a need of new devices
that can sustain these interactions. The advancement of user interface molds and
develops the human-computer interaction (HCI). The paper aims to present a review
of vision-based hand gesture recognition techniques for HCI and using it to tally
finger count using the same.
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1 Introduction

Gestures are an important and strikingmeans of communication.Anaturalmovement
caused by a body or a part of the body does not have a significant meaning and
therefore differentiates gestures as the later transmits significant meaning to the
observer that is receiving them [1]. Human and computing device interaction, which
is inspired by the natural human-to-human interactions, can be achieved by hand
gesture technology [2].

Wrapping this technology with computer vision makes it more dynamic and gives
a detailed interpreted approach to gesture recognition technology [3, 4]. It is an
interdisciplinary science, which is making its way in innumerable sectors, from
retail and security to automotive, health, agriculture, and banking industry. From a
technical point of view, we try to automate the tasks that the human vision system
can do [5]. In simple words, it can be explained as when a computer and/or machine
is given the capability of sight.

Picking up the accelerated speed that technology is attainted today, when vision
is hooked with certain algorithms, it transforms and takes a new step into another
highly advanced field likemachine and deep learning [6]. It grants themachine power
of recognition of images, interpretation of images and solutions, and even learns in
some cases [7].

This project gives a detailed analysis and review of gesture recognition technology
when approached by computer vision, focusing on creating hand gesture recognition
and concepts like background subtraction, motion detection, thresholding, and con-
tours [8]. These concepts are implemented using OpenCV and python and show how
to segment hand region from a real-time video sequence. Furthermore, the program
recognizes the number of fingers shown in the real-time video sequence and shows
the output on the screen.

2 Literature Review

The ever-changing nature of data requires us to have different kinds of methodol-
ogy for recognizing and deciphering a signal in numerous ways [9]. However, many
methods depend on key pointers spoke to the three-dimensionally arranged frame-
work [10]. A signal can be identified with precision in view of the overall movement
of the gesture.

The first step to translate development of the body will be to order them according
to their basic properties and the message that the development may express [11].
Considering the conversations that take place with the help of gestures, every word
or expression is communicated via them. Quek proposed in “Towards a Vision Based
HandGesture Interface” a scientific classification that goes hand in handwith human–
computer interaction (HCI) [12]. He divides them into the following so as to broadly
categorize all kinds of motions:
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2.1 Manipulative Gesture System

These kinds of system follow the traditional approach that was given by Richard
Bolt, which is commonly known as “Put-That-There Approach.” Here, the system
permits direct communication and allows the user to interact with big display objects
that are in motion around the display screen [12]. The major characteristic of this
system is that the gesture and the entity being controlled are coupled together and
have a tight response in between each other. It is very similar to the direct interfaces
that have been manipulated. However, the only difference in both is that there is a
“device” present in this gesture system [3].

2.2 Semaphoric Gesture System

This gesture system approach may be called “communicative” as the gestures here
can be said to be equivalent to numerous gestures that are used to communicate
with a machine. Each gesture/movement/pose may have a particular and designated
significance [12]. However, it is important to note that unlike sign language, which
has their own syntax and dynamics, the semaphoric gesture system approach only
comprises of isolated symbols [13].

Semaphores amount to a very small portion in the amount of gestures that are
used in our day-to-day lives. But it is to be noted that they are frequently used in
literature as they can most easily be achieved [14].

2.3 Conversational Gesture System

The gestures performed in due course of time by humans in their day-to-day life are
known as conversational gestures. They come to us naturally, and the person making
these gestures gives not a lot of thought [2, 12]. They do not have a particular or
specifically fixedmeaning and can be used in onemore context unlike the semaphoric
gesture system where all the signs and gestures have fixed syntax, grammar, and
meanings. They are isolated symbols and are generally accompanied by language or
speech [1]. Even though they are not consciously constructed by the human mind,
they can still be determined by disclosure text, personal style, culture, social presence,
etc.
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3 Methodology

In this paper, a hand signal is perceived froma real-time video succession. To perceive
the motions from a live arrangement, the first step would be to take out the hand area
distinctly, evacuating the undesirable bits in the video succession [8]. In the wake
of portioning the hand district, we at that point include the fingers appeared in the
video succession to teach the robot dependent about the finger tally.

3.1 Hand Segmentation

The initial phase close by motion acknowledgment is clearly to discover the hand
locale by taking out the various undesirable segments in the video arrangement [15].
After an amount of processing has already taken place, it is determined what areas
of the image or what particular pixels are relevant for the process to move further.

3.2 Background Subtraction

In the first place, we need an effective technique to separate closer view from foun-
dation. To do this, we utilize the idea of running midpoints [14]. We make our
framework to investigate a specific scene for 30 outlines.

During this period, we register the running normal over the present casing and the
past edges. By doing this, we basically make the framework aware of the foundation
[16] (Fig. 1).

3.3 Threshold

To distinguish the hand district from this distinction picture, we have to limit the
distinction picture, with the goal that lone our hand area winds up noticeable and the
various undesirable areas are painted as dark [16]. This is called motion detection.

Threshold is the assignment of pixel powers to 0s and 1s based on a specific edge
level with the goal that our object of intrigue alone is caught from a picture [6, 15].

3.4 Contour Extraction

The next phase is the contour extraction. In simple words, it is basically a technique
with the help of which we extract the boundary of the required part in the digital
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Fig. 1 Procedure to extract foreground mask. Sourced from https://gogul.dev/software/hand-
gesture-recognition-p1

image in which we are applying it [9]. It gives us information about the shape of the
detected part [13]. Characteristics are examined after the extraction and then further
used as features in pattern classification (Fig. 2).

Fig. 2 Picture acquired after
segmentation, subtraction,
threshold, and contour
extraction

https://gogul.dev/software/hand-gesture-recognition-p1
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3.5 Finger Tally

The hand region has been obtained from the real-time video sequence (by the steps
written above). To tally the fingers, the foremost requirement is the accessibility of
a webcam or a camera attached to the system [2]. We have obtained the segmented
hand region by assuming it as the most important contour (i.e., contour with the
maximum location) inside the frame, and therefore, it is pertinent to that the hand
occupies majority of the area inside the frame [17].

The next step is to construct an intermediary circle around the palm [13]. This is
done by first detecting and computing the extreme points of the convex hull of the
obtained hand region, taking them as the points joining to be the perimeter of the
circle. Taking radius as the maximum Euclidean distance, the circle is constructed
and henceforth we apply bitwise AND on the region of interest (ROI) and the frame
[4] (Table 1).

Table 1 Algorithm to obtain
finger tally count

Step 1: obtain hand region

Step 2: detect convex hulls and obtain extreme
points

Step 3: find center of palm

Step 4: construct circle

Step 5: perform bitwise AND between ROI
and frame

Finger tally obtained
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4 Result

When the hand is broughtwithin the bounding box such as it is occupying themajority
region, the hand is detected and a red dotted trace outlining the hand appears on the
real-time video. As the fingers are gestured in the green bounding box, finger count
is displayed on the top-left corner of the window in red color (Figs. 3, 4, and 5).

Fig. 3 Video feed and
threshold for finger tally with
output 0

Fig. 4 Video feed and
threshold for finger tally with
output 1

Fig. 5 Video feed and
threshold for finger tally with
output 2
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5 Conclusion

In this paper, we presented a review of vision-based hand gesture recognition tech-
niques for HCI. With the help of different gesture systems, we classified the basic
kinds of gestures. After reviewing the basic comebacks and difficulties that are faced
in gesture recognition technology, we approached the same using computer vision.
With the help of segmentation, background subtraction, motion detecting, threshold-
ing, and contour extraction, we were successfully able to detect and note down the
characteristics of a hand in the real-time video.

Using the algorithm that was discussed in the paper, we were successfully able to
detect the number of fingers or finger count and it was displayed on the screen.
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