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Preface

The book presents high-quality papers from the Third International Conference on
Micro-Electronics and Telecommunication Engineering (ICMETE 2019). It dis-
cusses the latest technological trends and advances in major research areas such as
micro-electronics, wireless communications, optical communications, signal pro-
cessing, image processing, Big Data, cloud computing, artificial intelligence, and
sensor network applications. This book includes the contributions of international
scientists, researchers, and engineers from both academia and the industry. The
contents of this volumewill be useful to researchers, professionals, and students alike.

Ghaziabad, India Devendra Kumar Sharma
Arad, Romania Valentina Emilia Balas
Hanoi, Vietnam Le Hoang Son
Ghaziabad, India Rohit Sharma
Edirne, Turkey Korhan Cengiz
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Radio Direction-Finding Techniques
for an Unmanned Aerial Vehicle

Henricus Augustus Cook, Mohamed Tariq Ekeramodien Kahn
and Vipin Balyan

Abstract This paper’s aim is to improve the operation of tracking and locating
transmitters through leveraging of the emergence of cost-effective software-defined
radios (SDRs) and the additional degrees of freedom of an unmanned aerial vehicle
(UAV) platform. Different radio direction-finding (RDF) systems and techniques are
investigated to find a suitable solution that fits within the constraints of a suitable
UAV platform.

Keywords Software-defined radio · Unmanned aerial vehicle · Radio
direction-finding

1 Introduction

Radio frequency (RF) monitoring has been attracting more research interest as accu-
rate and legal usage of spectrum becomes more important. It is also of interest to
be able to provide protection of legal spectrum which is allocated to licensees at a
fee. Thus, interference resulting from illegal use of spectrum can result in degraded
quality of service (QoS) if not total service disruption or jamming of operations.
Illegal use of spectrum occurs as a result of illegal installation of repeaters without
the consent of the regulatory authority or ignorance on the part of consumers where
by-products are imported into a country or region which is not licensed for use in
that region. This results in the devices interfering with licensed spectrum users and
requires intervention from the regulatory authority to mitigate against interference.

The scope of this paper will be detecting, tracking and managing interference
in a timely manner with minimal intrusion. Thus, this paper proposes tracking RF
signals by using an unmanned aerial vehicle (UAV) platform fitted with a software-
defined radio (SDR) and a computing unit configured as a spectrum analyzer. This
will assist the operator to track RF signals by getting multiple bearings quickly and

H. A. Cook (B) · M. T. E. Kahn · V. Balyan
Department of Engineering—Electrical,
Cape Peninsular University of Technology, Cape Town 7535, South Africa
e-mail: cook.henricus@gmail.com

© Springer Nature Singapore Pte Ltd. 2020
D. K. Sharma et al. (eds.), Micro-Electronics and Telecommunication
Engineering, Lecture Notes in Networks and Systems 106,
https://doi.org/10.1007/978-981-15-2329-8_1

1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-2329-8_1&domain=pdf
mailto:cook.henricus@gmail.com
https://doi.org/10.1007/978-981-15-2329-8_1


2 H. A. Cook et al.

safely to triangulate the source and with the additional degrees of freedom be able
to transverse multiple floors to isolate the source of the RF signal in minimal time
and without intruding on residence.

1.1 Background

UAVs are flying robotic platforms that have begun to garner a lot of attention lately,
and they can be used in a variety of applications depending on how they are equipped
[1]. This was again demonstrated in a paper where a UAV was used to test network
spectrum [2]. This paper evaluates the use of a low-cost SDR with the use of a
computing unit and theRDF techniques [3], to construct a cost-effectiveRDF system,
coupled with a UAV platform and information streamed to a ground station with a
suitable telemetry solution for the operator to use [2].

Currently, locating the source of an illegal transmitter in a built-up area is time
consuming due to the difficulties caused by reflections fromwalls and floors resulting
in false positives. This in turn leads to intrusion into thewrong properties and invasion
privacy. These problems lead to delayed response to the interference resulting in
continued disruption of service or service quality resulting in loss of revenue for
clients. This study seeks to leverage UAV technology to enhance the capability of the
operator to identify and isolate a RF transmitter in the 25 MHz–1.55 GHz frequency
range.

2 RDF Literature Review

2.1 Tracking, Radio Direction-Finding Systems and Methods

Radio direction-finding (RDF) involves the act of determining which direction of an
illegal or unknown radio transmitter. RDF systems attempt to determine the incident
angle of arrival (AoA) of a radio signal by calculating the time of arrival or the phase
of an RF signal [4].

The classical method of using a directional antenna is explored [3] and evaluated
with other AoA-type RDF systems which have three main measurement approaches,
scanning beam or Doppler RDF, RF amplitude evaluation or simultaneous multiple
beam, and phase interferometer techniques (Table 1).
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Table 1 RDF technique evaluation

RDF technique evaluation

Technique Complexity Sensitivity/directivity Cost

Directional antenna Low High/high Low

Mechanically spinning antenna (doppler DF) Medium Medium/low Medium

Interferometer (phase and time delay)
multiple antennae

High High/high High

2.2 Classical Directional Antennas

Calculating the maximum received voltage of a rotating directional antenna in rela-
tion to the direction is the simplest implementation of RDF. Implementing this tech-
nique allows the bearing to be determined from the characteristics of the measured
signal in relation to the antenna rotation angle. Upon measurement of an incoming
signal, the measured voltage results in a directional pattern dependent on the antenna
direction (rotation angle). Thus, the signal strength relative to the antenna position
or rotation angle is how the bearing is measured [5].

Since the directivity of the receiving antenna is as a result of superimposing partial
waveswhere the phase differences rely on the incomingwave angle, this technique for
RDF can be considered a form of phase direction-finding. During manual operation,
the antenna is rotated by the operator and the bearing determined based on signal
strength and signal pattern by the operator. As a method to automate this process, the
directional antenna, while detecting minimum or maximum patterns, is continuously
rotated through attaching a motor to the antenna, this received voltage is illustrated
in relation to the angle of rotation, and in this way a rotating direction finder is
constructed (see Fig. 1) [5].

Advantages and Disadvantages. The subsequent benefits are typical to variations
of this RDF technique:

• Due to the directivity of the antenna, this technique has high sensitivity.
• Since only one receiver is required on a single-channel implementation, the
solution is simple and cost-effective implementation.

• The same antenna can be used to perform monitoring as well as direction-finding.

Alternatively, as a result of the directivity of the antenna, as well as the antenna’s
rotation speed, which is primarily determined by the use of a mechanical rotator, this
technique has restricted angular detection range.

• As a result, directivity is linked to probability of intercept.
• This technique fails in the case of intermittent signals, since the rotation of the
antenna may not sync up with the signal.
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Fig. 1 RDF using a
directional antenna [5]

2.3 Doppler Direction Finder

While the antenna turning in a circular fashion which has radius of R, the mea-
sured signal has a frequency ω0 which is frequency-modulated with the rotational
frequency ωr of the rotating receive antenna as a result of the Doppler effect. The
received frequency will increase when the antenna element moves in the direction
of the transmitting source, and decrease when the antenna element travels from the
transmitting antenna.

As having antenna element mechanically rotating is not always practical or suit-
able, numerous elements (monopoles, dipoles, crossed loops) are organized in a
circle and then electrically sampled through RF switches also called cyclic scanning
[5].

2.4 Interferometer (Phase Delay and Time Delay)

The interferometer radio direction finder was initially implemented in the radio
astronomy field. With the use of this technique, the resolution power is increased
as well as the sensitivity of the RDF system by taking the signals of a few antenna
elements that were spaced many wavelengths apart and superimposing those signals
[5].

With this phase interferometer technique, at least two receiving antennas are
required with a known fixed spacing between them. As the incoming signal arrives
at the two different antennae at slightly different times, making the two received
signals slightly out of phase. Since this time difference is depending on the spacing



Radio Direction-Finding Techniques for an Unmanned Aerial Vehicle 5

Fig. 2 Three-element
interferometer [5]

and wavelength, the AoA can easily be calculated from the data available. This
technique is highly accurate, but at substantial cost, and can be quite cumbersome
[4].

With at least three omnidirectional antenna receivers, a calculation of the azimuth
and elevation can be made as long as the spacing between antennas is equal to or
less than half the wavelength (Fig. 2).

In practice, the three-antenna configuration is improved by adding more antenna
elements in order for the distance between the antennae to be adapted to the antenna
spacing of a > λ/2 for the intended operating frequency range and through this small
aperture RDF system accuracy can be increased.

3 UAV Literature Review

UAVs are garnishing a lot of attention from various industries, hobbyists and
researches exploring applications with which to utilize a UAV. Small UAVs are
designed to fly at altitudes below 1000 m, and this provides close observation and
interactionwith ground objects. Low-altitude flight in densely populated areasmakes
UAVs difficult to pilot and easy to crash. For this reason, a reliable and accurate
autopilot system is crucial for small UAVs to effectively perform operations like
low-altitude surveillance and free the operator up to perform other tasks.

UAVs typically have two control methods, an autopilot control and a remote con-
trol (RC) mode. When using remote control operation, a human operator is required
to control the UAV with a handheld radio transceiver, while the autopilot control
mode can autonomously maintain a UAV at the desired position or on a prepro-
grammed flight route. Another control mode which is semiautonomous flight is also
available, and this is where the onboard autopilot takes control of the altitude and
other flight stabilizing functions and the human pilot navigates the UAV flight path
[6].
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3.1 Fight Controller

Aflight controller (FC) is the control center for all UAVs. It is essentially the process-
ing board that has all the necessary built-in sensors that detects changes in orientation
for controlled flight. In addition, it receives all operator inputs and communicates to
the motors via the ESCs in order to relay the operators’ intention to the UAV and
thereby steering it in the right direction [1]. Typically, most flight controllers have
common sensors such as gyroscopes (Gyro) and accelerometer. Other FCs could
include more sophisticated sensors such as magnetometer (compass) and barome-
ters (barometric pressure sensors). This allows for more precise control by allowing
more accurate reading of the surroundings and environmental effects [7].

The FCs are also a central hub for many other peripherals, such as Global
Positioning System (GPS) inputs, LED and sonar sensor, allowing for effective
automation and GPS-stabilized flights. This allows for specialized controlled tasks
to be performed on UAV platforms since the operator does not have to concentrate
continuously on correcting for changes in environmental conditions like wind.

GPS-assisted autopilot systems consist of features such as uncontrolled waypoint
flights, loiter in position flights and return home flights. The recommended FCs to
use in these applications are Pixhawk, ArduPilot, Naza or iNav flight controllers.
These types of FCs are mainly used by aerial photographers and videographers and
for autonomous missions. These are the ideal types of FCs for the purpose that is
proposed in this paper [7].

3.2 Autopilot Control

Autopilot system is a tightly integratedmesh involving both hardware and its support-
ive software. The Sperry Corporation in 1912 developed the first aircraft autopilot
[8]. They later demonstrated it with hands-off flight after two years. UAV autopilot
systems’ main goal is to reliably navigate the UAV to track a reference flight path or
route it through various waypoints [6].

UAV autopilot systems are typically closed-loop control systems, and this is made
out of two main software modules, the state observer and the controller. In general,
the micro-inertial guidance systems act as the state observer, and this includes the
gyro, accelerometer andmagnetic sensors also known as themicroelectromechanical
systems (MEMS). The MEMS sensor readings in relation to the GPS location data
are fed to a filter to calculate an approximation indicating the current states to be
used in the control stage [6].

The state estimator and flight controller (see Fig. 3) are typically comprised of
a GPS receiver, a MEMS inertial guidance system and an onboard processor which
makes up the UAV autopilot. The state estimation and control input producer are the
two essential functions for autopilot systems, as it correlates with the current state.
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Fig. 3 Functional structure of the UAV autopilot [6]

3.3 Software Platforms

The inertial sensor measurements are sent to the autopilot computer for additional
filtering and control processing. Depending on the control objectives, the autopilot
may subscribe to additional services from the relevant sensors available [6].

State Observation. To obtain an effective state observation, the autopilot process
will collect all the sensor outputs in real time. This needs to be processed in relation
to the waypoint target by passing the state observations for processing [6].

Open-Source Autopilot. Due to the popularity in motion control in the gaming
industry, MEMS inertial sensors experienced massive growth and subsequent price
drop, and this in conjunction with low-cost RC airframes made it possible for several
open-source UAV autopilot projects to bloom. Due to the flexibility in the software
and hardware, open-source autopilots have a greater advantage over its competition.
Researchers can without difficulty change the autopilot based on their own specific
project requirements [6].

The Pixhawk platform running the PX4 flight stack software has a fully featured
autopilot system. The key benefit of using the Pixhawk is that it operates on a 32-bit
architecture compared to the 8-bit architecture implemented by the older APM. In
addition, the Pixhawk is using amore powerful CPUwith increasedmemory giving it
more processing capacity and speed, and this makes the Pixhawk the superior choice
[9, 10].

Ground Station. The ground control station (GCS) software applicationmonitors
and controls flight paths loaded to the UAV autopilot, which is in charge of control-
ling the UAV. Although GCS software is the de facto tool for UAV control, not all
GCS packages operate with all autopilots. For the Pixhawk autopilot in conjunction
with the PX4 FMU, the QGroundControl (QGC) [11] station and MAVproxy [12]
are well-integrated control stations. Mission Planner, DroidPlanner and APM Plan-
ner are other well-known GCSs that can also be used for similar applications. The
aforementioned GCS packages all use the MAVLink protocol but are incompatible
with the PX4 flight stack. In addition to being used for creating flight paths, the GCS
is also used for controller tuning and sensor calibration [10].

MAVLink Protocol. For a successful autonomous mission to be performed, the
UAV should be able to transmit and receive information to and from the GCS. For
this to work the autopilot’s communication protocol, MAVLink is used. Micro Air
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Vehicle Link (MAVLink) is a lightweight messaging protocol for interfacing with
UAVs to the GCS as well as interfacing onboard on addon UAV components. To this
end, MAVLink employs a design pattern which is a hybrid publish–subscribe model
and the point-to-point model [12]. These message structures are defined in XML
files. Every XML file sets out a message set used by the specific MAVLink system,
which is called the “dialect” [12].

4 Results

The main aim is to investigate a cost-effective and compact RDF unit that can be
integrated to and leverage of UAV technology. To that end, the focus has to be
on two major aspects: one being the RDF techniques and the other being flight
automation and hardware and software. Tracking of RF signals with the use of SDRs
has been addressed in some form [4]; in addition to the advent of cost-effective UAV
technology, it opens the window to combine the two disciplines.

4.1 RDF Technique Evaluation

In this paper, a comparison is drawn between the classical methods of using a
directional antenna explored above, evaluated against other AoA-type RDF systems
which have three main measurement approaches, scanning beam or Doppler RDF,
RF amplitude evaluation or simultaneous multiple beam, and phase interferometer
techniques.

Irrespective of disadvantage of the directional antenna DF technique, this tech-
nique of amanually rotated directional antenna is still prevalent nowadays since other
techniques are considerably more expensive and a lot more difficult to implement.
When operating in the microwave frequency range, the manual RDF technique is
most likely the only suitable choice when comparing the noise, gain and expenditure
[5]. With the advent of low-cost SDRs and using the various direction-finding tech-
niques as discussed in this paper, one can drastically reduce the size and complexity
required by RDF systems [3, 4].

4.2 UAV Evaluation

For a UAV project of this nature, the key requirements are that the autopilot
implemented in the aircraft must fulfill the following criteria:

• Small dimensions and weight;
• Cost-effective;
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Table 2 UAV flight controller evaluation

UAV evaluation

Properties Pixhawk DJI iNav

Cost Low High Low

Software interface Open source API interface Open source—limited

Advance autopilot features PX4 autopilot Yes Limited

Availability Local International Local

• Waypoint following capabilities;
• Auto-takeoff and landing;
• Configurable;
• Software interfaceable.

An important part of this project is the requirement for interfacing with the flight
management unit (FMU). This is only capable with the open-source autopilot sys-
tems. This capability is enabled by the use of the PX4 flight stack software and the
MAVLink protocol (Table 2).

4.3 Proposed Hardware and Software Configuration

For the hardware configuration, it is proposed that a SDR is used to connect to a
Raspberry Pi computing unit, and this is to read surrounding RF spectrum data. To
obtain location and orientation data, it would be best obtained through a connection
with the FC, since it already houses the GPS interface as well as the other sensor
peripherals to aid in obtaining orientation, bearing and altitude. Once the platform is
airborne, an interface is required between the computing unit and the ground station
or operator, and this is to be implemented with the telemetry interface to the ground
station.

On the software development, various communication protocols are required to
effectively communicate with the Pixhawk and the SDR. This communication is
critical since all positioning and orientation information needs to be obtained from
the FC, and secondly through the interface with the SDR all related RF spectrum
information can be obtained.

5 Conclusion

Different RDF systems and techniques were evaluated to find suitable solution that
fits within the constraints of a suitable UAV platform. From the results, it is evident
that the use of the classical method with directional antenna would be an ideal fit for
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this type of application, and this in conjunction with the open-source FMU like the
Pixhawk with access to the MAVLink communication protocol opens up the ability
to integrate RF data with flight orientation data to build a RDF system for live RF
signal tracking.
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Abstract Wines are being produced since thousands of years. But, it is a complex
process to determine the relation between the subjective quality of a wine and its
chemical composition. Industries use Product Quality Certification to promote their
products and become concern for every individual who consumes any product. It
is not possible to ensure quality with experts with such a huge demand of product
as it will increase the cost. Wine-makers need a permanent solution to optimize the
quality of their wine. This paper explores the space to easy out and make the whole
process cost-effective andmore trustworthy usingmachine learning. It allows to build
amodel with user interfacewhich predicts thewine quality by selecting the important
parameters of wine which play a significant role in determining the wines quality.
Random forest algorithm is used in determining wines’ quality whose correctness
would further be escalated using KNN which makes our model dynamic. Output
of this proposed model is used to determine the wines’ quality on a scale of Good,
Average or Bad. This proposedmodel can further be applied to several other products
which need quality certification. Our prediction model provides ideal solution for the
analysis of wine, which makes this whole process more efficient and cheaper with
less human interaction.
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1 Introduction

Nowadays, demand of wine in market is growing day by day, in order to back up with
the rise in demand by accepting new inventions. Alongwith producing wines, quality
assurance certification is also a crucial issue for wine-makers. Currently, within wine
industries, quality is estimated through physio-chemical data (e.g. PH levels) and
sensory data (e.g. expert critics’ involvement) [1]. Analytical data is provided through
sensitivity analysis, i.e. the response measured when input variable is compared with
its domain value. To produce distinct type and kind of wine producers, use diverse
range of grapes and varieties of yeasts. To produce other than flavour, several other
factors are also considered to improve quality of wine.

To analyse the quality of wine, a large dataset is taken which consists of huge
variety of chemical and acidic aggregation of both red wine and white wine. By
occupying smart business science techniques,we can discover the essential and exotic
vision which could be productive for better-quality wine; this could be beneficial
in economical, in financial and in business sectors in wine production companies
[2]. Evolution of business strategies and values added were result shown by grade in
excellence in refinedmodel. Resulted produced product can be admiring if and only if
it is producedwithminimumcost alongwithmaximumquality. Thediscoveredmodel
could be used independently either as wine quality prediction or as a replacement
for human wine tasting appraisal by wine critics and could help in development of
better wines by industries.

Section 2 is literature survey which describes our research. Section 3 is method-
ology which is going to tell about the whole process flow and data description which
provides insights about the data. Section 4 is result analysis section which is going to
tell about the advantages of using this method over the existing methods. Section 5
describes the conclusion and future scope of this model.

2 Literature Survey

2.1 Documentary Research

Linear regression is easy and simple to implement practically for making predictions
in many fields. Using linear regression, the correlation between the attributes was
determined. This helped in determining the important parameters with respect to
quality [3]. After data analysis, it was found that alcohol shows maximum variation
than other parameters. Higher the concentration of alcohol leads to better quality of
wine and lowest density [4]. Two different machine learning techniques can be used
to develop the prediction model, i.e. neural network and support vector machine. The
two used is divided into two parts: red wine and white wine datasets. Both of them
consist of 12 different physio-chemical characteristics [5].
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While using KNN algorithm, it evaluates Strassen’s matrix to calculate the maxi-
mum and minimum values of attributes that consist in dataset. K-nearest neighbour,
random forests and support vector machines are evaluated on datasets. It shows pre-
cision to predict that wine quality can be improved to 90–92% from 75% [6]. How
decision tree is formed from the dataset used and mean values are evaluated from 12
different attributes [7].

There are several machine learning algorithms which are analysed to distinguish
the quality for both red wine and white wine such as k-nearest neighbour and random
forests. The best fortunate to classify data should done using random forest algorithm,
where the precision for prediction of good-quality wine is 96% and bad-quality wine
is almost 100%, which give overall precisions around 96%. It also helps us to classify
different parameters of wine with rating from 1 to 10 or good–bad. From the existing
rating, 1–4 predicts bad quality, 5–6 gives average and 7–10 predicts good quality
of wine [2].

2.2 Algorithm Analysis

It gives insights of the dependency of target variables on independent variables using
machine learning techniques to determine the wine quality because it gives the best
outcome for the assurance of quality of wine. The dependent variable is “quality rat-
ing”, whereas other variables, i.e. alcohol, sulphur, etc., are assumed to be predictors
or independent variables [6]. While hindering the effectiveness of the data model,
various types of errors have occurred like over fitting, introduced from having too
large of a training set and bias occur due to too small of a test set.

2.2.1 Random Forest

CART is a decision tree used for analysing both datasets (red and white wines).
CARTalways generates binary decision trees,which consist of twobranches, each for
decision node. The tree grows by organizing data in each decision node, by splitting
in all possible directions and selecting an optimal split. The decision tree supports a
tool based on outcome that accesses a tree-like structure for making decisions and
their desirable consequence, along with all the outcome chances, overall resource
cost and efficiency. It is one of the ways for demonstration of algorithms which
consist of provisional curb statement [4].

It is generally used for exploration operation, especially while analysing decision,
helps to identify a strategy that reaches the desired goal and has proved to be an
important tool in machine learning [7]. It is like a flowchart structure that consists of
internal node which represents “Test” attribute (e.g. if we flip a coin, it comes out to
be Heads or Tails), and every Branch represents conclusion for every tested data, as
well as leaf node represents label of class (after computing, all parameters’ decision
is taken). The classification rule is represented from root to leaf.
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Random forest is amethod of classification, regression and other tasks that operate
by constructing a multitude of decision trees at training time and outputting the class
that is the mode of the classes (classification) or mean prediction (regression) of the
individual trees [8].

Following are some of the features of random forest algorithm:

1. It runs efficiently on large databases.
2. It gives estimates of what variables are important in the classification.
3. It generates an internal unbiased estimate of generalization error as the forest

building progresses occur. Random forest is similar to the decision tree method
in that it builds trees—that iswhy known as “random forest” [7]. This is a learning
method which creates a multitude of decision trees, and outputting the class that
occurs most frequently among them and classify the output.

2.2.2 K-Nearest Neighbour

This classifier technique is dependedon learningby analogy; thismeans a comparison
between a test tuple with similar training tuples. The training tuples are described
by n attributes. Each tuple corresponds a point in an n-dimensional space. All the
training tuples are stocked in an n-dimensional pattern space. For an unknown tuple,
a k-nearest neighbour classifier searches the pattern space for the k training tuples
that are closest to the unknown tuple. K training tuples are called as the k-nearest
neighbours of the unknown tuple [2].

“Closeness” is a metric distance, likewise Euclidean distance between two points
or tuples, say, X1 = x11, x12, . . . x1n and X2 = x21, x22, . . . x2n is:

dist.(X1, X2) =
√
√
√
√

n
∑

i−1

(x1i − x2i )
2.

Standalone random forest algorithm is modelling the data with a RMSE of 0.6430
for white wine and 0.6322 for red wine. The proposed system is working in combi-
nation with KNN which reduces the RMSE of the above system. Quality formula is
developed that connects random forests with KNN algorithm.

3 Methodology

This section gives insights the dependency of target variables on independent vari-
ables using machine learning techniques to determine the quality of wine because
it gives the best outcome for the assurance of quality of wine [4]. The dependent
variable is “quality rating,” whereas other variables, i.e. alcohol, sulphur, etc., are
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assumed to be predictors or independent variables [4]. The analysis on these variables
is done in two different ways:

1. Firstly, regression algorithms are used to depict the importance of each and every
independent attributes or predictors.

2. Secondly, random forest and k-nearest neighbour techniques are used to evaluate
the value of target variable, i.e. wine quality.

3.1 Model Overview

This architectural diagram shows the overall process flow along with the components
of the system.

3.1.1 Dataset

Dataset is divided into test set and training set according to the splitting ratio. Training
set then is taken to build a machine learning model which establishes the relation
from the data of the dataset that issued to predict the quality of wine, i.e. output
(Fig. 1).

3.1.2 Model Engineering

Machine learning model is using the random forest and k-nearest neighbour to
build the prediction model. KNN is used dynamically with random forest. Output of
random forest is further processed by KNN to predict output.

3.1.3 Training

Buildmodel will undergo in training phase, whichwill train themodel corresponding
to the dataset provided with the help of algorithms used.

3.1.4 Testing

The final model output undergoes testing for its predicted output with the help of test
set that was splatted prior building the model. If the tested output have the desired
accuracy and shows it as the output, otherwise it undergoes in training.
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Fig. 1 Architectural diagram

3.2 Data Description

To analyse the quality of wine, a large dataset is taken from the research done by
Paulo Cortez, in UCI Machine Learning Repository, contributed by University of
Minho, Portugal [9]. This dataset consists of chemical information of 6499 types
of Portugal wines, in which 4989 varieties are of white wines and 1650 varieties
are of red wines. These datasets contain 1599 observations with 12 different feature
variables/attributes such as alcohols, residual sugar, chloride, density, free sulphur
dioxide, total sulphur dioxide and pH present in both red and white wines [9]. The
quality of wine is analysed as follows:

Quality = α0 + α1alcohol + α2volatile acidity + α3density

+ α4chlorides + α5pH+ ∈
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Conclusion based on the analysis of datasets is as follows:

1. The two most important features among all 12 attributes are sulphur dioxide
(both free and total) and alcohol.

2. The most important factor to decide the quality of wine is alcohol; higher
concentration of alcohol leads to better quality of wine and lower density of
wine.

3. Sulphates are added by wine-makers to prevent spoilage and has positive
correlation to wine quality.

4. Volatile acidity contributes to acidic tastes and has negative correlation to wine
quality. Citric acid is added to give a freshness test and hence has a positive
impact on wine quality.

4 Result and Analysis

After literature survey, we found that previously built models were using only single
algorithmwhich gives root mean square error (RMSE) minimum of 0.6430 for white
wine and 0.6322 for that of red wine by using random forest, and they were using
all the attributes of the wine to build the model (Table 1).

Also, we found the research gap in which we come to know the fact that accuracy
of the model can be further raised if we select only important features which play
important role in determining wine quality; along this, KNN is used dynamically
with random forest which minimizes the RMSE up to 0.541 for white wine and
0.584 for red wine of this model and is capable of predicting bad wine with 100%
accuracy and good wine with 92% accuracy. KNNRMSE calculated the same to that
of random forest and used along with it (Table 2).

Table 1 RMSE values for
random forest

Algorithm White wine RMSE Red wine RMSE

Random forest 0.6430 0.6322

Table 2 RMSE values for
random forest and KNN

Algorithm White wine RMSE Red wine RMSE

Random forest 0.541 0.584

K-nearest
neighbour

0.541 0.584
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5 Conclusion and Future Work

The classification tree provides the information that only 43% of the red wine tuples
were classified in tree created using red wine dataset. Further, only 58% of white
wine tuples were classified in tree created usingwhite wine dataset. The quality value
ranges from 4 to 7 which is classified in the decision tree. The limitation of this is that
it does not classify extreme quality values, i.e. 0–3 and 7–10. Regression tree among
another machine learning algorithms provides the best result with more accuracy. To
make wine analyser model more dynamic, KNN algorithm is used through which
we can predict quality of any produced wine. The quality value ranges from 4 to 7
which is classified in the decision tree.

Quality of wine is closer to the original value when we use only selected parame-
ters to determine the quality which mainly influences the result. Wine manufacturers
can use results to enhance the quality of wine by analysing the ranges in which
different constituents should be for best-quality wine.

The parameters used in our dataset form a complex dimensional representation
of each type of wine. But it can be possible that there are co-relations that cannot be
visible immediately or need some calculation to be more specific and classified, e.g.
PH and fixed acidity show a similar relation on quality, and hence, the datasets can be
merged, to simplify the problem. Aswe know random forest tree is the best algorithm
to analyse the datasets of wine and shows more accuracy then other algorithm, it can
be used to improve the dataset and to reduce the number of dimensions formed while
analysing wine quality.
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Internet Traffic Detection
and Classification Using Machine
Learning

Mrudul Dixit, Ritu Sharma, Saniya Shaikh and Krutika Muley

Abstract Growth of Internet resulted in increased number of Internet users along
withwide use of Internet. Besides its advantages, the disadvantage of this exponential
rise is excess data flooding on the network. To ensure good quality of service, to
maintain the speed of Internet, to secure the data flowing on the network, it has
become essential tomonitor and control the data traffic. Analysis of dataflow involves
categorizing it into different types and further filtering it.On the basis of port numbers,
payload information, source and destination IP address or statistical information, the
data packets are categorized. This paper discusses classification of Internet traffic into
different transaction protocols categories, on the basis of statistical parameters such
as inter-packet arrival time, time to live, duration of packets and number of packets
on the network. Categorizing using statistical parameters prevents invasion of packet
data and preserves data privacy. Use of machine learning reduces human intervention
in monitoring the Internet traffic. Classification of Internet traffic in the UNSW NB
15 data set is done using five machine learning algorithms, which are K-nearest
neighbours, Naïve Bayes, artificial neural network, decision tree and random forest.
The aim is to achieve maximum accuracy in minimum execution time. Amongst all
algorithms, random forest algorithm gives best result with classification accuracy of
85%. Decision tree requires least execution time and gives accuracy almost equal to
random forest algorithm.

Keywords Artificial neural network · Decision tree · Internet traffic detection ·
K-nearest neighbours · Machine learning · Naïve Bayes · Random forest
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1 Introduction

Internet is network of networks, and Internet traffic is the data flowing through these
networks in the form of packets. Internet traffic detection means to identify this data
flow and to categorize it into different types. These different types of traffic can be
classified using machine learning, to reduce the need of human operator in network
management operations. During the training process ofmodel, it establishes relation-
ships between different features of data set. To check the accuracy of trained model,
it makes output predictions on the testing data set. Supervisedmachine learning algo-
rithms train the model using labelled data. In this paper, the approach of identifying
Internet traffic is based on statistical parameters, and the detected traffic is classified
according to its transaction protocols. The considered statistical parameters are as
follows:

• Inter-packet arrival time: as the packets do not arrive continuously at the host,
there is delay in between their arrival. Inter-packet arrival time is the time span
between arrivals of two packets on the host.

• Time to live (TTL) of the packets: it is the number of hops that a packet is permitted
to travel towards the destination before being discarded by a router.

• Packet count: it is the total number of packets travelling from source to destination
or vice versa.

• Packet duration: this is the time for which the packet is present on the network.

Internet traffic detection and classification finds its application in static packet
filtering firewalls. In these firewalls, packets can be classified on the basis of:

• IP addresses: from the packet header, the source and destination IP addresses are
checked. If the transmitted and received packets verify the IP addresses, then the
packet is said to be from the authentic source.

• Port numbers: this approach focuses on the port number of the application and
then categorizes into that type commonly associated with the port. Example, port
number 80 belongs to Hypertext Transfer Protocol (HTTP). This approach is not
reliable because it cannot detect dynamic port numbers.

• Protocols: they define the rules and regulations of sharing of information between
two ormore resources. The incoming and outgoing packets are filtered on the basis
of their transaction protocols.

2 Methodology

The methodology for Internet traffic detection is as follows:

• Input original data set: UNSW NB-15 data set is generated by Cyber Range Lab
in Australian Centre for Cyber Security (ACCS) [1]. The data set comprises of
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175,335 records having 49 statistical as well as non-statistical features with 133
different types of transaction protocols.

• Extraction of statistical parameters: out of all available 49 features, this paper uses
the following statistical features to train and test the machine learning model:

1. Source/destination inter-packet arrival time (sinpkt/dinpkt)
2. Source to destination/destination to source packet count (spkts/dpkts)
3. Source to destination/destination to source time to live value (sttl, dttl)
4. Duration of packet (dur).

To prevent dominance of any one feature in resulting output, the inputs are scaled.

• Segregation of data set into input and output: the data set is segregated into input
and output. The statistical parameters (sinpkt, dinpkt, sttl, dttl, spkts, dpkts, dur) are the
input features used to train the machine learning classification model. The results
of this model will categorize the testing data according to the transaction protocol
used.

• Splitting into training and testing data set: the available data set is divided into
training data set and testing data set in the ratio of 7:3, 8:2, 9:1.

• Applying classification algorithm: the paper focuses on five algorithms, namely
K-nearest neighbours, Gaussian Naive Bayes, artificial neural network, decision
tree and random forest. These algorithms establish relationship between features
and target protocols. Thus, the output is predicted by the trained model.

• Comparing results: the results of both the algorithms are compared on the basis of
execution time, accuracy, precision, recall and F1 score values [2]. Figure 1 shows
the steps for Internet traffic detection.

Fig. 1 Block diagram of methodology used to detect Internet traffic
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3 Machine Learning Algorithms

3.1 Gaussian Naïve Bayes

Naïve Bayes algorithm is based on applying Bayes theorem to detect Internet traffic
with assumption that the features are independent of each other [3]. Gaussian clas-
sifier assumes that the attributes follow a normal distribution. So, the probability of
the new inputs is calculated using the Gaussian probability density function.

The formula of PDF of Gaussian Naïve Bayes algorithm is given as:

P(xi |y) = 1√
2πσ 2

y

e

(
− (xi−μy)2

2σ2y

)

(1)

– μ is the mean calculated for features of target protocol.
– σ is the standard deviation for features of target protocol.
– xi is target protocol.
– y is sample which contains features of target protocol.
– P is the probability of xi such that probability of y is given.

The steps for Naïve Bayes algorithm are as follows:

• In training stage, training data consisting of both input and target output is given
to the Naive Bayes classifier.

• The prior probabilities of the target output classes are calculated from the training
data.

• The likelihood probabilities of input features, i.e. probability of input features
given that probability of target output is known, are calculated.

• In testing stage, testing data consisting of new inputs is been given to the classifier.
• The posterior probability, i.e. probability of output classes given that probability
of input features is known, is calculated. Its formula is given as:

P(A|B) = P(A) × P(B|A)

P(B)
(2)

– P(A|B) is the posterior probability
– P(B|A) is the likelihood
– P(A) is the class prior probability
– P(B) is the prior probability.

Figure 2 shows the histogram of dinpkt feature of the UNSW NB 15 data set.
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Fig. 2 Histogram of dinpkt

3.2 K-Nearest Neighbours

KNN is a classification algorithm which groups together all the members of data set
showing similar properties. KNN algorithm stores the training data set in memory
and each time an input from testing data set is to be categorized and its comparison
with all other members of training data set is done [4].

To train the model:

• The similarity amongst the members is calculated by finding Euclidian distance
between their corresponding parameters.

dpkts=
√(

spkt1 − spkt2
)2+(

dpkt1 − dpkt2
)2

(3)

dinpkt=
√(

sinpkt1 − sinpkt2
)2+(

dinpkt2 − dinpkt2
)2

(4)

dttl=
√

(sttl1 − sttl2)
2+(dttl1 − dttl2)

2 (5)

• dinpkt is the Euclidian distance between inter-packet arrival time of two members.
• dttl is the Euclidian distance between time to live of two members of data set.
• dpkts is the Euclidian distance between number of packets of two members.

To test the model:

• All above distances are calculated with respect to each member of the data set.
Minimum distance indicates maximum similarity.

• Thus, all the members of the training data set showing similar properties are
categorized into one group.

Steps for determining the ideal value of number of nearest neighbours:
For values of k ranging from 1 to 10, the model was trained with KNN algorithm,

and its accuracy and error rate were calculated. Error rate is when the predicted value
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Fig. 3 Graph of error versus
K-value

of output is not equivalent to the actual value from the data set. It was found that
minimum error rate was obtained for k = 6 value of nearest neighbours. Initially for
first three values of k, error rate is found to be considerably high due to under-fitting.
For k values greater than 6, again error rate increases. This indicates the model is
over-fitting due to generalization. Figure 3 shows the graph of error rate versus K
values.

3.3 Artificial Neural Network

Artificial neural networks (ANN) are an abstract simulation of a real nervous system
that consists of a set of neural units connected to each other. A multilayer percep-
tron (MLP) is a class of feedforward artificial neural network. It consists of three
layers of nodes: an input layer to receive the signal, an arbitrary number of hidden
layer and an output layer that makes decision or prediction about the input.

Steps of implementing ANN are as follows:

• Input consists of features of Internet traffic, namely number of packets, arrival
time, time to live, etc.

• These input features are thenmultiplied byweights which are real valued numbers.
Abias is added to the summation to set thresholdweight that increases the steepness
of activation function.

• Activation function decides, whether a neuron should be activated or not. The
purpose of the activation function is to introduce nonlinearity into the output of a
neuron.

• ReLU activation function equation is:

f (x) = max(0, x)

ReLU(x) = {0 if x < 0; x if x >= 0} (6)
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• In a neural network, update the weights and biases of the neurons on the basis of
the error at the output. This process is known as back-propagation.

3.4 Decision Tree

Decision tree has a flow chart-like tree structure in which the nodes are the test on
attributes, and the branches are the outcome of the test, while the leaf node represents
the target label. The root node is the attribute which has the least uncertainty. The
root node splits into nodes until they cannot be split any further. For splitting, the
difference between entropy, i.e. purity of a branch before the split and after the split
is calculated. This difference is called the information gain. The attribute which has
the maximum information gain has been selected to split. The goal is to reduce
uncertainty.

Formula of entropy is:

Entropy(S) =
c∑

i=1

−pi log2
(pi ) (7)

– Pi is the proportion of values falling into a class level i
– c is a number of class levels.
The below formula represents information gain.

Gain(S, A) ≡ Entropy(S) −
∑

ν∈Values(A)

|Sν |
|S| Entropy(Sν) (8)

– A is an attribute we want to split
– S is the number of examples
– Sv is the number of examples for current value of attribute A.

3.5 Random Forest Algorithm

This algorithm comes under ensemble supervised learning classification category. It
comprises of multiple decision trees, formed on the basis of each feature under con-
sideration [5]. This avoids dominance of any particular feature as the result depends
on all of them equally. The advantage of random forest algorithm over decision
tree is that instead of increasing depth of a single tree, random forest has multiple
trees which avoid over-fitting. Over-fitting means the algorithm fits very closely to
a smaller data set, resulting in decreased accuracy and increased complexity. As
random forest does not closely fit with data set, a high variance in the data set is
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Fig. 4 Random forest algorithm

not generalized, thus making the model more flexible. This algorithm provides good
results with nonlinear data.

– Training in Random Forest algorithm:
the model is trained using concept of bagging that is bootstrap aggregation. In
bagging, at the time of making a decision of splitting at a node, any member of
data set is chosen randomly.Also, during training, this samemember can be chosen
again with its replacement again in data set.

– Testing in Random Forest algorithm:
implementing this algorithm, from the sci-kit learn library provides additional
feature of OOB, out of bag testing. Due to this, the members of data set which
are used for training according to bagging algorithm will not be used for testing
(Fig. 4).

4 Results

Table 1 shows the results of all five algorithms.
Minimum accuracy is obtained fromGaussian Naïve Bayes algorithm.Maximum

accuracy is obtained for random forest algorithm when 90% of data set is used for
training the model. With the increase in percentage of training data set, the accuracy
increases. But for KNNmaximum accuracy is obtained for 80% training data set and
it decreases at 90% training data set due to over-fitting

All the above results are computed on Quad-Core 2 GHz speed processor.
Figure 5 shows the comparative analysis of accuracy of all five algorithms.
Figure 6 shows comparative study of all five algorithms on the basis of precision,

recall and F1 score.
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Table 1 Results

Train–test split
data (in %)

Algorithm Accuracy (in %) Training time (in
seconds)

Testing time (in
seconds)

70–30 KNN 85.238 31.50 14.0

Gaussian NB 54.797 0.380 3.70

ANN 82.787 51.482 0.272

Decision tree 85.087 3.336 0.384

Random forest 85.099 5.132 2.203

80–20 KNN 85.306 45.42 11.69

Gaussian NB 55.151 0.410 2.660

ANN 82.773 39.297 0.156

Decision tree 85.177 2.884 0.0937

Random forest 85.196 5.813 1.77

90–10 KNN 81.647 61.30 7.190

Gaussian NB 55.754 0.570 0.750

ANN 82.930 113.40 0.0937

Decision tree 85.314 4.583 0.0468

Random forest 85.319 6.589 0.663

Fig. 5 Comparative analysis of accuracy of all algorithms
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Fig. 6 Comparative study of all five algorithms on the basis of precision, recall and F1 score

5 Conclusion

The project focuses on four statistical parameters out of the 50 parameters available
in original data set UNSWNB 15 and successfully achieves accuracy of around 85%
with random forest algorithm. Minimum accuracy is obtained from Gaussian Naïve
Bayes algorithm. This algorithm assumes the features to bemutually independent. So
this assumption proves to be false for UNSWNB 15 data set. Also, the histogram of
the features does not follow Gaussian probability distribution curve, which justifies
the reason for obtaining low accuracy. Accuracy increases with increase in propor-
tion of training data set, and hence, maximum accuracy is obtained when 90% of the
data set is used to train the model. But, for KNN algorithm, maximum accuracy is
obtained when 80% of data set is used for training and at 90% training data set the
accuracy is found to decrease due to over-fitting. KNN requires maximum training
time as compared to other four algorithms. To reduce the execution time, four com-
parisons are done simultaneously on the Quad-Core machine under consideration.
Also, to avoid capturing noise of the data set, the optimum number of neighbours to
achieve maximum accuracy was found out to be 6. Gaussian Naïve Bayes requires
least training time amongst all five algorithms. Decision tree classifier requires least
testing time. Random forest algorithm showsmaximum accuracy. Random forest and
decision tree classifiers have almost equal values of precision, recall and F1 score.
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Artificial neural network gave optimum results for three hidden layers, and rectified
linear unit (ReLU) activation function for a batch size of 3000 records iterated 700
times. Since the above results are with respect to UNSW NB 15 static data set, the
scope of the project can be further extended by implementing it on other data sets.
Also, accuracy can be further increased by ensembling different algorithms.

Thus, Internet traffic classification on the basis of transaction protocols finds
its applications in packet filtering firewalls. Deep packet inspection fails when the
contents of packet are encrypted. Hence, Internet traffic detection and classification
on the basis of statistical parameters overcomes this disadvantage of deep packet
inspection and thereby preserves privacy of user data flowing on the network. This
makes network management less complex and reduces human intervention in it.
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Secure Intelligent Optimized Link
Heuristic in Cross-Network Handover
for IoT

Anita Sethi and Sandip Vijay

Abstract Complexity management and system performance optimization are
achieved using machine learning in high level of digitized automation systems. In
this paper, we worked on enhancement of the link state heuristic performance in
terms of reliability, scalability, power consumption and capture effect with outcomes
that have demonstrated the usefulness, flexibility and configurability with security.
Handover in heterogeneous ad hoc network plays an important role in the perfor-
mance of the network. As technology advances, massive IoT devices communicate
with each other with different technologies and transmit the data to the desired device
through cloud or fog by using different technologies. Cross-domain, cross-platform,
cross-network with cross-layering can enhance the operation of smart projects. QoS
is desired for video and heavy data traffic. In this paper, we presented the handover
within HetNet with its performance. Observation shows that link state heuristic for
medium and dense area performs better. The impact of queue size, distance and
packet size is represented in the graph.

Keywords HetNet · Handover · Jitter · Throughput

1 Introduction

Real-time interaction arises the creation of on a large scale and complexity level
using advanced communication capabilities by connecting billions of devices with
petaflops of computing resources. Without human interaction, high degree of intelli-
gent automation is required for operation andmanagement of digitized industries. IoT
services, licensed and unlicensed are converged on a single next-generation packet
core platform which is automated to simplify service creation. Network resources
allotment based onper customer, per service level rather than implementing a network
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slicing for all IoT services and another for business services. Cross-domain automa-
tion and cross-work network and mass-scale network automation provide service
automation for multi-vendor networks. Distributed architecture enables multi-access
edge to compute by delivering customization optimization across entire radio access
network. Self-organizing network SON supports fully automated machine learn-
ing system to deliver improved user satisfaction and expending the value of radio
technology [1].

Numerous smart systems including network connectivity which perform specific
tasks or enable use models like smart city, smart grid/utility, industrial automa-
tion, building automation, transportation, agriculture, connected supply chain, criti-
cal infrastructure protection and control and wide area gaming for industry. Vertical
applications required highly engineered network and operate on different lifecy-
cles. Vertical network is required to remain in service for longer time than a service
provider network. Over the top, services and advanced mobile applications using
Internet connectivity become ubiquitous with high-quality services and are more
challenging tasks for mobile networks. Hard real-time applications are limited due
to the present networking architecture, for example autonomous driving. The present
architecture of VANET in 5G can resolve the challenges of air interface, security,
congestion, backhaul networking and mobility management. Intelligently utilization
of pre-fetching and caching techniques in fog computing, transforming the simple
connectivity provision to content and service provision. Network function virtual-
ization (NFV)/software-defined network (SDN) supports cloudification of network
resources in 5G enable the vehicles to bring in cloud [2] (Fig. 1).

Fig. 1 Application based IoT network layering
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At the application layer, CoAP, MQTT, XMPP, RESTFUL Services, AMQP and
WebSockets are some of protocols used in communication in IoT architecture.
Constrained Application Protocol (CoAP) supports constrained resource devices
with the synchronous request/response services keeping the overall implementation
lightweight using UDP. Both synchronous and asynchronous responses are used in
CoAP protocol in client/server architecture with unicasting and multicasting tech-
niques, as opposed to TCO to reduce the bandwidth requirements [3]. It uses its
own mechanism for reliability over UDP connection, and for quality of service, two
bits are used in the header and comfortable, non-comfortable, acknowledgement and
reset messages are communicated. CoAP was developed for M2M and IoT commu-
nications which is lightweight protocol, so no built-in security feature is included.
For security purpose, Datagram Transport layer Security (DTLS) runs at the top of
UDP and like TLS inTCP.Automatic keymanagement, authentication, cryptography
algorithm, confidentiality and data integrity are supported by DTLS [4]. Additional
packets increase the network traffic required for handshake purpose and shorten the
lifespan of mobile device.

With the objective of lightweight M2M communication, IBM released Message
Queue Telemetry Transport (MQTT) protocol runs at the top of TCP stack. Instead
of using request/response primitives used in client/server architecture, asynchronous
publish/subscribe protocol meets the requirement of IoT environment which uses
minimum bandwidth and computational resources’ utilization and no requirement
of updating client software. Quality of service is maintained by using fire-and-forget,
delivered at least once and delivered exactly once signalswhich support the reliability
to network [5] in Extensible Messaging and Presence protocol (XMPP). In network
disruption, Advanced Message Queuing protocol (AMQP) provides reliable com-
munication using asynchronous publish/subscribe communication with messaging
using store and forward feature.Atmost once, at least once and exactly oncemessages
ensure reliability.

2 State of the Art

Maximization of user data throughput, Cell-EDGE bit rate and minimization of cost
per bit and delay for both transmission latency and connection establishment with
improved spectral efficiency, reasonable power consumption and smooth mobility
are essential features of radio technology. Strengths of both optical and wireless
technology provide the seamless operation of network function virtualization, IoE,
IoT and mobile content delivery network (CDN) and software-defined network in
5G [6]. Prime objective of this paper is scalability which is a key important factor
for due to the transmission range and number of devices may reach a given gate-
way simultaneously. Due to the random access, MAC protocol combined with large
time-bandwidth product reduces the scalability and capturing the performance of
node far away from the gateway. Another important factor is the collision of the
packets and further degrades the performance of the network. Acknowledgement of
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the transmitted frame plays a vital role in performance of the network. Due to duty
cycle regulations and lost acknowledgement, reason of external interference, nodes
required to retransmit the frame which degrades the network reliability. Resources
of downlink channel are more valuable, discouraging any fine-grained scheduling of
nodes performed by gateways demands more downlink channel resources [7]. All
these factors arise the requirement of a novel heuristic at MAC and network layer to
improve the scalability and reliability of heterogeneous network.

Traffic flow plays an important role in 5G network, so modelled it carefully.
Distributed data processing, network virtualization, transparency of data and time
combined with mobility of node origin unpredictable and dynamic traffic pattern
change behaviour. Numerous traffic patterns are generated by traffic source which
is executed by traffic shaping applied by network services, SDN functionalities and
overlay network, observed under virtual platform, application, IP and physical m/c
depending of type of communication (delay-tolerant applications, personal area net-
works, M2M, client/server, P2P). Modern traffic pattern requires the deployment of
intelligent network management heuristics with customized and suitable modelling
to handle variety in flow behaviour [8]. Traffic engineering and regulating, failover
algorithms, reliability, scheduling, topology revisions are required for management
of next-generation networks. Challenge for traffic modelling is dynamic nature and
diversity of present services and applications. Some scenarios generate static and
probable patterns, e.g. software updates or replicated storage backups, and other
generate difficult to predict and high variable patterns, M2M data flows, sensor data
and distributed media services. For example, dense Zigbee sensor network, although
generating payloadof fewbytes in simulation, can generate high intense traffic in real-
time applications. In this scenario, traffic pattern generated in and across data centre
is very complex and represents big data applications which require high security and
investigation.

Numerous performancemetrics have been defined for routing protocols that can be
partitioned into node and linkmetrics like throughput, link quality, latency, hop count,
delay, Jitter, node energy. In this paper, we are addressing the congestion problem
in MANETs and enhancing the network performance when congestion occurs. In
the previous chapter, we analytical model for optimization and find out network
conditions with congestion [9]. Most of the packets are lost in the network due to
poor scheduling, and high network traffic which is not properly handled by queue
management heuristic and overflow occurs. Packet lost occurring in the network
can be handled by using best queue management heuristic. Objective function based
on congestion with link quality can enhance the performance of the network which
change the traffic based on congestion.

Between different technologies used at link layer and upper layers,media indepen-
dent entity is defined for service access points (SAP) by IEEE 802.21 standard to use
the media dependent services. In IEEE 802.21 standard, handover technique with the
help of remote interfaces and architecture with network–network and terminal–net-
work interfaces are used to transmit the information. In IEEE 802.21 framework by
using protocol stack supports seamless handover between heterogeneous technolo-
gies with objective of optimization in handover decision using minimum necessary
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Fig. 2 Handover within HetNet at different locations

interactions among devices [10]. Link layer functions, independent of technology
specifications, are provided in new link layer SAP with the help of mapping to
the corresponding technology-specific primitives. Figure 2 represents the handover
based on mobility at different locations.

Essential functionalities are added for enhanced handovers with a set of primi-
tives for triggering between local and remote link layer with mobility management
protocols Mobile IP in 802.21 framework. These are primary objectives of 802.21
frameworkwhile service continuity during the handover procedurewithout restarting
is also an important objective of the framework. During handover procedure, 802.21
framework supports handover aware application which helps in decisions; for exam-
ple, after a silence period, handover is executed in voice. Based on QoS criteria,
framework supports the necessary functions in order to take handover decisions,
e.g. handover to a new network which provides the desired QoS [11]. Information
on the candidate neighbours for handover is provided to user using 802.21 feature
for network discovery. Depending on throughput, QoS, billing or policies, handover
decisions are made for network selection.

At node level and network level, protocol stack uses the different entities for
interaction in IEEE 802.21, for example it uses media independent handover func-
tion (MIHF). Between upper and lower layers, MIHF works as intermediate layer,
whose main objective is to coordinate between the different devices using differ-
ent commands and functions involved in handover decisions. Mobile node query is
transferred by the MIF to the information server by using four messages which pro-
vide the complete information required for handover while in the same network or in
roaming through this specific geographical area. After getting the reply, it contains
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information regarding a possible WLAN network interface and starts listening for
beacons [12]. On receiving of beacon, IEEE 802.11 link layer defines the primitives
indicating the detection of a new link which is mapped with a service access point
(SoP). After receiving indication of link, handover is started with point of service
(PoS) primitive. Depending on the list of resources availability and QoS require-
ments of user, serving PoS and other candidate PoS’s result of queries are sent to
MN through messages. Media independent handover (MIH) user selects the target
network according to requirement and transmits a switch commandwhichwill trigger
a WLAN L2 connection.

In terms of processing and communication, latency is significantly increasedwhile
maintaining the security by exchanging keys and encryption techniques. In dense
network, processing speed is increased, and computational overhead is increased
due to high beacon rate due to authentication, apart from congestion. 43.2% of
computation time is spent on message check, which can be reduced by redesigning
of checking/authentication method. Overall time can be reduced by lightweight filter
security mechanism, which reduces the amount of information for checking. Group
signature and hybrid pseudonym heuristics are privacy-enhancing heuristics, used to
protect genuine users in unsecured systems [13]. Due to time delay of 1ms limitation,
faster computation techniques for security are used at the physical layer by system on
chip (SoC) or propagation randomness is exploited in secret keys. In 5G architecture,
cellular and DSRC should be tightly coupled; thus, the security protocols used can
easily share and compatible with the vehicles to communicate seamlessly.

3 Network Simulation

Optimized link heuristic with simulation attributes is given in Table 1 using NS3
simulator. In this simulation work, we used grid size of 5 * 5 with number of nodes
equal to 25 and protocol used for traffic model is UDP. Constant position mobility
model is used with RTS limit of 1500.

During the transmission of data from source to destination using OLOF where IP
address assigned to source is 10.1.1.1 and destination address is 10.1.1.25. During
this flow information, average delay, packet loss ratio, average delay and jitter and
other statistics are given in Table 2.

From Table 2, we can observe that transmitted bit rate is more than as compared to
received bit rate due to packet loss. First packet is transmitted at 3.1 ns and received at
3.1127 ns, which represents that packet is transmitted in 127 ps. Simulation results
are obtained using NS3 simulator to validate simulation result for different node
densities, queue size with different offered load (Figs. 3, 4 and 5).

Simulation attributes and parameter values are represented in Table 1. In the simu-
lation, MRHOF is the main function which is observed with ETX metrics. Simulation
time is set to 25 s, and in this period, every node periodically transmits the data
packet to sink node with packet length of 109 (Fig. 6).
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Table 1 Simulation
attributes and their values

Simulation attributes Values

Grid size of wireless ad hoc
network

5 X 5 and 2D grid

Routing protocol OLOF

Traffic flows UDP

Traffic scheduling time 1, 1.5 and 2 s

Distance 500 m

Packet size 600

RTS limit 1500

IEEE 802.11 802.11b

Propagation model Friis propagation loss model

Speed Constant speed propagation
delay model

Mobility model Constant position mobility
model

Transport layer UDP

Table 2 Statistics received
for link heuristic using grid
topology

Flow ID 10.1.1.1 → 10.1.1.25

Tx BitRate 948.226 kbps

Rx BitRate 64.9956 kbps

Mean delay 2058.04 ms

Packet loss ratio 91.9704%

delaySum 1.83166e + 12 ns

jitterSum 6.64465e + 10 ns

lastDelay 1.83166e + 12 ns

txPackets 13,023

rxPackets 890

lostPackets 10,194

timesForwarded 6230

Packet dropped no route 381

Bytes dropped no route 239,268

delayHistogramnBins 3173

jitterHistogramnBins 2603

packetSizeHistogramnBins 32

4 Result Analysis

In routingprotocolswhen a controlmessage is queued for a longduration of time, then
piggybacks all the control messages in a single transmission. Multiple transmissions
of TCs in short interval of time cause the value of jitter to zero and lead to collision
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Fig. 3 Transmitted and received packets

Fig. 4 Received packets from lower layer to upper layer at different time

Fig. 5 Throughput with
varying packet size and
distance
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Fig. 6 Packet transmission at different locations with queue performance

at the link layer. Transmission of topology control with zero or small value of jitter
represents the message that is forwarded by an attached node before the message
if forwarded by legitimate node. The affected node can inject the malicious content
in TC causes identification spoofing results in discarding the original message as
duplicate message.

5 Conclusion

Scalability, throughput, goodput, delay andpacket delivery ratio are important param-
eters for performance measurement of the routing protocols for heterogenous ad hoc
network. Proactive routing protocols have lower delay as compared to reactive rout-
ing protocols because path information is easilymaintained at each router. Depending
on scalability and transmission time, performance of OLSR, AODV, DSDV andDSR
is represented in different diagrams. Variation of pause time from 0 to 100 s within
a permanent topography of 500 × 500 metres and node density is changed from 20
to 100. Throughput, goodput, packet delivery ratio, average E2E delay and Jitter are
critical parameters in evaluating any routing protocol performance. For highmobility
scenarios, OLSR is the best routing protocol in terms of all parameters. DSDV is
very effective and simple for small-sized network and for moderate traffic scenario
AODV is the best choice.
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Remote Monitoring of Vital Parameters
with IoT-Based Sensing System

Rohini, M. A. Ansari and Nidhi Singh Pal

Abstract Being the major influential aspect within the lives of the people, health
has become an increasing cause of consciousness and concern today. In this paper,
a healthcare system has been set up and designed which enables patients to collect
daily, the vital parameters at home and sending them over the cloud with the use of
IoT i.e. Internet of things. Identification of a set of five parameters—weight, tem-
perature, heart rate, pulse oximetery, and attentiveness of alcohol in breathe, is done
by using biomedical sensors which are interfaced with Arduino Uno microcontroller
that transmits the recorded data through ESP8266 Wi-Fi module on IoT platform
i.e. ThingSpeak. The vital parameters can be visualized and monitored on devices
that include desktops, laptops, or smart phones which are connected under similar
networks.

Keywords Remote monitoring · Arduino · ESP 8266 · IoT · ThingSpeak

1 Introduction

With growing time, there is a gradual decline in the immunity of the body that
leads to many diseases and health issues in people. Continuous monitoring of the
patient is required at both hospital and home [1]. In the past number of years, a
massive improvement in the methods of diagnosis, health monitoring and alerting
the patients as well as medical professionals with improved accuracy has taken place
[2]. At present, most of the healthcare systems are based on hospitals and require the
patient to do periodic visits in order to get the vital parameters checked that affect
their health. This in turn has become a difficult and exhaustive job for the patients
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Fig. 1 Simple telehomecare system

living far away from the place where the hospitals or clinics with the required equip-
ments are located. Telemedicine has emerged as the newest technology that combines
information technology and telecommunication for medical purposes [3, 4].

2 Telemedicine

Telemedicine includes the exchange of medical information between two sites via
electronic communications in order to improve patient’s health status [4]. It provides
a better and new improved way to deliver the much-needed healthcare service effi-
ciently to the patientswhen the distance between the doctor andpatient is significantly
large. A simple telehomecare system that includes integrated measurement devices
and receiving module is shown in Fig. 1 [5]. The server of the telehomecare system
is responsible for receiving data uploaded by measurement devices, reprocessing the
data, and saving the data to the corresponding database location [6].

In this paper, a remote healthcare system has been designed for the patient to use
at home that helps to monitor and measure all the vital parameters that need to be
checked at regular intervals for maintaining the health status and lifestyle quality [7].

3 Internet of Things

IoT can be referred to the network consisting of appliances and devices inclusive
of everything from electronics to actuators allowing connectivity, interaction, and
exchange of data between them. The extension of Internet connectivity between
standard devices to even non-Internet enabled devices is facilitated by IoT [8, 9].
These technology-embedded devices can be independently controlled andmonitored
remotely. IoT has evolved as an ideal technology influencing the Internet as well as
communication technologies. With the efficient use of IoT, people can connect with
anything and at anytime by using any service, path, or network. Smart health care
plays a very eminent role in medical applications through embedding the sensors and
actuators for the purpose of monitoring and keeping track of patient’s health status
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Fig. 2 Block diagram of the IoT-based healthcare system

[10]. For monitoring the physiological status of the patient under consideration, the
clinical care units use IoT for the collection and analysis of concerned information
through various sensors.

4 Methodology and Discussion

This work is an integrated healthcare system that allows the patients to daily monitor
and collects vital signs sitting at home and sending them using IoT. Heart rate,
weight, temperature, saturation of oxygen in blood, and attentiveness of alcohol in
breathe are the five parameters that are measured by using biomedical sensors. These
sensors are connected to Arduino Uno board that consists of AVRmicrocontroller—
Atmel (8-bit). Figure 2 shows the block diagram of IoT-based healthcare system.
All the sensors are programmed using the Arduino that stores the potential data
measured by the sensors and transmits it for further processing or visualization. ESP
8266 is the Wi-Fi module that acts as a server and sends data wirelessly on the IOT
platform—ThingSpeak [11].

5 Software and Hardware Requirements

The software and hardware requirements for the healthcare system include the
biomedical sensors and other equipments. Table 1 shows the list of components
and their respective ratings [12].
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Table 1 Ratings of circuit components of the IoT-based smart healthcare system

S. No. Component Ratings

1 Arduino Uno 14 digital input/output, 6 analog inputs, a
16 MHz quartz crystal, on board. 3.3–A
3.3 V

2 ESP 8266 32-bit microcontroller, 80 MHz, 16 GPIO
pins, input voltage—3.3–3.6 V

3 MQ-3 alcohol gas sensor Operating voltage: 5 V ± 0.1, current:
150 mA, operating temperature:
10–70 °C

4 Weight sensor (HX711) 24-bit (ADC), normal operation
<1.5 mA, power down <1 µA, supply
voltage range: 2.6–5.5 V

5 Temperature sensor (LM35) Input voltage—2.7–5.5 V, linear at
10 mV/°C

6 Pulse oximeter and heart rate sensor IC
MAX30100

VDD = 1.8 V, VIR_LED+ = VR_LED+
= 3.3 V, TA = 25 °C

7 LCD display JHD 162A 8-bit data pins, supply voltage—5 V
(4.7–5.3 V)

6 Description of System Components

6.1 IoT Webpage

‘ThingSpeak’ is one of the many IoT platforms that offer a wide variety of coun-
teraction capabilities for analyzing and monitoring the data. It can be referred to a
channel that stores and processes the data collected from concerned devices. It also
provides a number of useful applications to facilitate integration with different Web
services and social network. Figure 3 shows the ThingSpeak channel that has been
created for the storage of recorded sensor data in different fields that defined each
sensor.

6.2 ESP8266 Wi-Fi Module

The Wi-Fi Module ESP8266 gives access to any microcontroller desired Wi-Fi net-
work. Figure 4 shows the ESP8266 Wi-Fi Module. This Wi-Fi module is integrated
with TCP/IP protocol stack and is a SOC (self-contained). It is a very cost-effective
board and is pre-programmed with AT command set. This makes it very easy to
connect with the Arduino directly [13].
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Fig. 3 ThingSpeak channel for storage of sensor data

Fig. 4 Measurement by
weight HX711 sensor for
41.93 kg

6.3 Arduino Uno Board

The system works with Arduino Uno microcontroller board. Arduino has total of 14
pins that are used as input/output pins. Six pins are used for PWM outputs and six
as analog inputs. It also has a power jack, a reset button, an ICSP header, a USB
connection, 16 MHz quartz crystal. USB or external power supply can be used to
power the Arduino. Figure 5 shows the Arduino Uno board used in the system.
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Fig. 5 Measurement by
LM-35 temperature sensor
for 31 °C

6.4 HX711 Weight Sensor

HX711 is an ADC of 24-bit based on patented technology by Avia Semiconductor. It
has been designed to work as weigh scales and to be interfaced with a bridge sensor
directly in industrial control applications. Load cell—a type of transducer used for
creating an electrical signal having its magnitude in direct proportion to themeasured
force. There are four strain gauges in a load cell in Wheatstone bridge configuration.
HX711 acts as an instrumentation amplifier that amplifies the electrical signal output
which is in order of millivolts (mV).

6.5 LM 35 Temperature Sensor

The temperature sensor LM35 is high precision-integrated circuit sensor. The volt-
age output of the LM35 temperature sensor has linear proportionality to the degree
Celsius temperature. Because of this characteristic, LM35 sensor is advantageous in
comparison with linear temperature sensors which are calibrated in ˚ Kelvin. Thus,
the need for subtracting a large value of output voltage of sensor to obtain tempera-
ture on Centigrade scale is avoided. It possesses low self-heating capability less than
0.1 °C in air, and only 60 µA current is drawn by it from the supply. The operation
range for this sensor is −55 to +150 °C.

6.6 Alcohol Sensor (MQ-3)

MQ-3 alcohol sensor has a perspective layer of tin oxide inside micro-tubes of alu-
minum oxide and a heating element that is inside a casing which is tubular in shape.
The ethyl alcohol present in the breadth is oxidized into acetic acid and that passes to
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the heat element. As the sensing tin oxide layer is cascaded with ethyl alcohol, there
is a decrement in the resistance. The resistance variation conversion into suitable
voltage variation can be achieved with the use of external load resistance [14].

6.7 Heart Rate and Pulse Oximetery Sensor IC

The MAX30100 is an ultra-low power operating-integrated heart rate and pulse
oximetery sensor, and it comes in a tiny 5.6mm× 2.8mm× 1.2mm 14-pin optically
enhanced system in package. It is a combination of two LEDs, a photodetector,
analog low-noise signal processing and optimized optics. The operating range of
power supply for MAX30100 is 1.8–3.3 V. It can be powered using a software.

7 Results and Discussion

(a) Readings of HX711 Weight Sensor (Weight measured = 41.93 kg)

TheweightHX711 sensormeasures up to 100 kg. The readings are shown onThingS-
peak.com. For patient 1 (age= 15 years), Fig. 4 shows the reading on Field 1 which
is equal to 41.93 kg. The x-axis shows the time of the day at which the reading is
taken, and y-axis shows the value of weight measured in Kg.

(b) Readings of LM-35 Sensor (Measured Temperature = 31 °C)

The LM-35 temperature sensor measures the temperature in degree Celsius. For
patient 1 (age = 13 years), Fig. 5 shows the reading on Field 2 which is equal to
31 °C. The x-axis shows the time of the day at which the reading is taken, and y-axis
shows the value of temperature measured in degree Celsius.

(c) Readings of MQ-3 Alcohol Sensor (Alcohol Level = 209 ppm)

The MQ-3 alcohol sensor measures the level of alcohol in ppm. The readings are
shown on ThingSpeak.com. For patient 1 (age= 18 years), Fig. 6 shows the reading
on Field 3 which is equal to 209 ppm. The x-axis shows the time of the day at which
the reading is taken, and y-axis shows the value of alcohol attentiveness in breadth
measured in ppm.

(d) Readings of Heart Rate Sensor (a. Heart rate = 88 bpm b. SpO2 = 95%)

The heart rate and pulse oximeter IC MAX30100 sensor measure the heart rate in
bpm and saturation of oxygen in blood in percentage. The readings are shown on
ThingSpeak.com. For patient 1 (age = 13 years), Fig. 7 shows the reading on Field
4 for heart rate which is equal to 88 bpm and measurement of saturation of oxygen
in blood for patient 1 on Field 5 which comes out to be 95%. The x-axis shows the
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Fig. 6 Measurement by
MQ-3 alcohol sensor for 209
ppm

Fig. 7 Measurement by heart rate sensor, i.e., 88 bpm; SpO2 = 95%

time of the day at which the reading is taken, and y-axis shows the heart rate in bpm
and % SpO2.

In the reflective method there is some fixed light reflected back to the sensor due
to finger. With each heartbeat, there is sudden increase in blood volume in the finger
and this results in more light reflection back to the sensor.

8 Conclusion

A wireless system for health monitoring with the use of sensors and mobile devices
can be implemented in a global network with the efficient use of Arduino and
ESP8266. The devices and IoT gather and exchange information facilitating the col-
lection, analysis, and monitoring of data with more accuracy. Thus, IoT can be used
for monitoring the patient and providing services in time. The proposed healthcare
system can be modified, enhanced, and extended by using other invasive as well as
noninvasive sensors for picking up essential medical potentials of a patient. This can
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be analyzed further, stored, and transferred on a global platform. More biomedical
sensors can also be added to enhance the functionality of the model.

Acknowledgements In regard to the clarification sought on the captioned matter, it is to convey
that no patient was directly enrolled for this work. However, the results of various parameters as
depicted in the paper pertain to the close group members of author only and with their permission.
The objective of this work is not to diagnose any illness or health issues of the person but to
demonstrate how the vital parameters can be measured, recorded, and transmitted with the help of
designed Wi-Fi-embedded IoT-based system on the cloud.
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Economic Load Dispatch Using PSO

Satyam Tiwari, Nidhi Singh Pal, M. A. Ansari, Dilip Yadav
and Nivedita Singh

Abstract Nowadays, electrical energy is playing vital role in human life. The eco-
nomic operation of the power system is always desirable and this can be achieved
by economic load dispatch. The economic load dispatch means allocating the power
to different generating units to minimize or reduce the total fuel cost satisfying the
different power system constraints. The main purpose of economic load dispatch
(ELD) is to allocate the total power at generating units to meet total load demand
with minimum operational cost fulfilling all operational obstacles (constraints). For
optimal dispatch of power, different evolutionary optimization techniques are being
used like CSO, PSO, etc. In this paper, PSO has been implemented on MATLAB
to minimize the total cost for 3-unit and 6-unit systems and the results are com-
pared with CSO and other evolutionary optimization techniques for different power
demands.

Keywords Particle swarm optimization (PSO) · Operational obstacles
(constraints) · Transmission losses

1 Introduction

To provide electricity at lowest price in power system, economic scheduling of gen-
erating units is very significant. With increase in cost of fuel, generation of power
is becoming expensive. So, this is a major concern of modern system to reduce the
cost of generation as well as transmission and distribution while satisfying the elec-
trical constraints. Economic load dispatch gives allocation of the total demand of
the system among the various units in service (on state) so that total cost of gener-
ation is minimum [1]. Different optimization techniques are there to optimize the
given problem and to find the least cost of generation. Nowadays, Evolutionary tech-
niques are being used for better result and less time consumption [2]. Practically,
ELD problem is non-linear-type problem due to inclusion of equality and inequality
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constrains. Many evolutionary search techniques like modified Hopfield network,
simulated annealing (SA) [3], genetic algorithm (GA) [4], and tabu search algorithm
(TSA) [5] are being used to solve non-linear complex ELD problem efficiently. Par-
ticle swarm optimization (PSO) is an evolutionary computational technique which
is based in swarm intelligence and inspired by social behavior of creatures (Bird
flock or fish) in nature to optimize a wide range of continuous linear and non-linear
problems [6].

2 Mathematical Modeling

The main goal of economic dispatch problem is that to maintain power at generating
unit in such a way that the total cost of generation at generating units is minimum
[7]. For n number of generating unit, cost function can be given as

Fi
(
Pgi

) = ai P
2
gi + bi Pgi + ci (1)

where Pgi is termed as real power generation for ith unit, (a) ($/MW2), (b) ($/MW),
and (c) ($) are fuel cost coefficients. For calculation of total fuel cost of the generation,
Eq. (2) can be used as:

FT
(
Pgi

) =
N∑

i=1

Fi Pgi (2)

where; FT (Pgi) is the total fuel cost ($/h), Fi(Pgi) is cost of fuel of ith unit, and N is
the total number of generating unit. The ELD problem has objective function as:

Minimize FT
(
Pgi

)
(3)

where, FT (Pgi) is the total fuel cost subject to different constraints.

1. Equality constraints—The power balance equation is given by [8]

N∑

i=1

Pgi Pgi = PD + PL (4)

PL is stated as total transmission loss and can be given by

PL =
N∑

k=1

N∑

i=1

Pgi Bik Pgk (5)
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where’ Bik is called transmission loss coefficient, Pgk is the power generation at ith
unit, and PD is total active power demanded.

2. Inequality constraints—Inequality constraints may be classified as
(a) Voltage constraints—Phase angle and voltages values at different nodes should

be in their limits. If limit violates, the performance of generating unit will be
affected [9].

Vimin < V < Vimax and δmin ≤ δ ≤ δmax

(b) Transformer tap setting—The transformer tap setting lies in between 0 and 1.

0 ≤ t ≤ 1

For secondary side, the relation of tap setting can be given as
0 ≤ t ≤ n where n is turn ratio.

(c) Generator constraints—In this, the parameter of active power and reactive
power must be in their stipulated limit. If thermal factor is considered, then
generation of active power is limited to its maximum and minimum limits [10].

Pimin ≤ Pi ≤ Pimax

In the same way, heating of winding inhibits the maximum reactive power
and stability inhibits the minimum reactive power.

Qimin ≤ Qi ≤ Qimax

(d) Ramp rate limit—Output power of generator cannot change instantly. This
limit tells about how power varies with time.

3 Evolutionary Optimization Techniques

Evolutionary techniques are better than a conventional technique because it requires
less computational time and gives more accurate results. Some of evolutionary
techniques are discussed as below [11]:

a. Cuckoo search optimization—CSO is inspired by the hatch parasitic tendencies
of new types of cuckoo, which gives its eggs in the host bird’s nests.

b. Genetic algorithm—GA is a search optimization technique that is used to solve
sophisticated optimization problem with a large number of parameters whose
analytical solution is difficult to obtain.
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Fig. 1 Modification of
velocity and position in PSO
[8]

c. Particle swarm optimization—It is one of the best evolutionary optimiza-
tion techniques. PSO was actuated by social conduct (behavior) of biological
organism. [12] (Fig. 1).

4 PSO Methodology

In the simulation of PSO, the population number is denoted byN in the ELDproblem.
All particles move with specified velocity Vi and their position can be represented by
Xi. The updating position and velocity of the particles can be shown in the following
equation [13]

V k+1
i = wVik + C1 × rand()1 × (

Pbesti − Xik
) + C2 × rand()2 × (

Gbesti − Xik
)

(6)

Xk+1
i = Xk

i + V k
i (7)

where Vk+1
i = velocity of particle i after modification, Vk

i = current velocity of
particle, Xk+1

i = position of particle after modification, Xi = current position of
particle, and rand() = random numbers which lies in between 0 and 1. The term
rand()1 × (

Pbesti −Xik
)
is called memory influence of particle and the term rand()2 ×

(Gbesti − Xik) is swarm influence. Vk
i should be in between Vmin and Vmax. By Vmax,

the fitness value can be calculated. If value of Vmax will be excessive high, then
particle may fly previous good solution. If Vmin will be too low, then particle may not
investigate sufficiently beyond local solution. C1, C2 is the acceleration constant.W
is termed as the inertia weight constant.
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5 PSO Algorithm

Step by step algorithm of PSO [2] for the minimum cost operation can be given as

Step 1 Specify min. and max. power limit at each generating unit. Initialize the cost
function which is total cost function of different generating units.

Step 2 Initialize all the parameters of PSO, i.e. C1, C2, Wmax, and Wmin including
position and velocity and iter = 1.

Step 3 Input the cost function, total power demand, and loss coefficient matrix.
Step 4 Evaluate cost function while substituting the initial position of each particle

and in the population, any particle which possesses best value will be called
as Pbest.

Step 5 Compare the each individual’s value of each evaluation with its Pbest. The
best value among the Pbest is denoted by Gbest.

Step 6 Update the velocity of each individual particles according to Eq. (6).
Step 7 Update each particle positions according to Eq. (7).
Step 8 At each stage, the error gradient is checked and the value of Gbest is plotted,

i.e. convergence curve 3Z 0 + 2581 till it comes with in the minimum-
specified range.

Step 9 This value of the Gbest will be the best optimal solution. The value of Gbest

will be the best cost.

The objective function for the total production cost can be written in the equation
given below [4]

Fi
(
Pgi

)
min = ai P

2
gi + bi Pgi + ci + |di ∗ sin(ei

(
Pmin
ig − Pg

)| (8)

where ei and di are cost -coefficient of valve point loading effect. For accurate-
modeling of fuel cost function, the effect of valve point has been considered. The
fix value of ei and di is taken as in standard format. The main aim of this paper is to
get the economically less fuel consumption FT

(
Pgi

)
considering the parameters like

fuel cost coefficient, loss coefficient, and coefficient of valve point loading effect.

Case-1: 3-Unit System

In Fig. 2, the 3-generators are connected at 3-buses and load L1 and L2 are having the
power demand ofPD. In ELD problem, the total power demandedmust be distributed
to the generators so that objective of minimum cost achieved. The minimum and
maximum power limits and cost coefficient associated with above 3-unit system can
be tabulated as in Table 1.

PSO parameters are tabulated in Table 2 and the loss coefficient associated with
3-unit test system is given as follows:

Bik = [
0.000218 0.000093 0.00002 0.000093 0.000218

0.000017 0.000028 0.00001 0.000179
]
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Fig. 2 Three-unit 3-bus
system

Table 1 Fuel cost coefficient of 3-unit system

Unit no. Pi (MW) Pj (MW) ai bi ci

3-bus system

1 40 80 200 7 0.008

2 60 120 180 6.3 0.009

3 80 190 140 6.8 0.007

6-bus system

125 756.79886 38.53 0.15240

150 451.32513 46.15916 0.10587

215 1049.9977 40.39655 0.02803

225 1242.5311 38.30443 0.3546

325 1658.5696 36.32782 0.2111

315 1356.6592 28.27041 0.1799

Table 2 Parameters of PSO Parameter Values

C1 2

C2 2

Wmin 0.9

Wmax 0.4

Iter 80
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Fig. 3 Six-unit 9-bus system

PSO parameters are tabulated in Table 2. The value ofC1 is 8765 andC2 is 36780.
C1, C2 and weight parameters are taken from reference paper [4].

Case-2: 6-Unit System

In Fig. 3, a typical 9-bus six generator system is shown. For the load demand of
PD generator has to supply the power according to the power balance Eq. (4). The
minimum and maximum power limits and cost coefficient associated with above
6-unit system can be tabulated as in Table 1. PSO parameters are same as case (1)
and tabulated in Table 2. The loss coefficient associated with 6-unit test system is as
following

Bik = [0.00014 0.00017 0.000150 0.00019 0.00026 0.00022

0.00017 0.00060 0.000130 0.00016 0.00015 0.00020

0.00015 0.00013 0.000650 0.00017 0.00024 0.00019

0.00019 0.00016 0.000170 0.00072 0.00030 0.00025

0.00026 0.00015 0.000240 0.00030 0.00069 0.00032

0.00022 0.00020 0.000190 0.00025 0.00032 0.00085].
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6 Results and Discussion

ThePSOalgorithmhas been implemented onMATLABwhile taking the PSOparam-
eters as shown in Table 2. The result of Gbest means best optimized cost has been
calculated for both 3-unit and 6-unit system for different load demands. The result
of PSO has been then compared with other evolutionary methods.

Case 1: 3-Unit System

Taking the Bik and data of fuel cost coefficient from Table 1 for 3-unit into consider-
ation, the result of 3-unit system for the load demand of 150, 180, and 200 MW the
minimum cost of generation is calculated and compared with other methods for the
detailed analysis of PSO. For the different demand, minimum cost of operation can
be obtained as in Table 3. Comparison of results for 3-unit cost for the load demand
of 150 MW is tabulated in Table 3.

It can be observed that from Table 3 that for 150 MW power, the value of cost
obtained from PSO gives the minimum fuel cost in comparison to other methods.
Similarly, for 180 and 200 MW fuel cost obtained from PSO method is minimum
as compared to CSO and GA methods as shown in Tables 4 and 5, respectively.
Comparison results for 3-unit cost for the load demand of 180 and 200 MW are
tabulated in Tables 4 and 5, respectively (Table 6).

The convergence of cost curve of PSO for case-1 is shown in Figs. 4, 5, and 6. It
can be observed from the above figures that PSO has fast convergence characteristics.

Case 2: 6-Unit System

Taking the Bik for 6-unit into consideration, the result of 6-unit system for the load
demand of 700, 800, and 900 MW, the minimum cost of generation is calculated and

Table 3 PSO results for different load demands

N Load (MW) P1 (MW) P2 (MW) P3 (MW) Cost ($/h)

1 150 62.410 50.323 36 1584.6

2 180 28.910 80.000 70 1799.10

3 200 80.513 44.884 71 1851.2

Table 4 Comparison of PSO
with other method

Load (MW) (150 MW)

Load (MW) PSO CSO GA

P1 62.41 32.70 30.01

P2 50.32 63.71 65.95

P3 36.00 55.90 56.53

Ploss 1.217 2.391 2.506

Total fuel cost ($/h) 1584.6 1597.77 1628.75
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Table 5 Comparison of PSO
with other method (180 MW)

Load (MW) PSO CSO GA

P1 28.91 46.33 39.04

P2 80 71.37 75.76

P3 70 65.64 70.06

Ploss 1.10 3.582 3.65

Total fuel cost ($/h) 1799.10 1833.54 1917.84

Table 6 Comparison of PSO
with other method (for
200 MW)

Load (MW) PSO CSO GA

P1 80.51 54.20 54.76

P2 44.88 79.98 80

P3 71.43 69.99 70

Ploss 3.17 4.604 4.64

Total fuel cost ($/h) 1851.2 1946.33 2024.6

Fig. 4 Convergence of 3-unit system (150 MW)

compared with other methods for the detailed analysis of PSO. It can be observed
that from Table 7 that for 700 MW power, the value of cost obtained from PSO
gives the minimum fuel cost in comparison to other methods. Comparison results
for 3-unit cost for the load demand of 700 MW, 800 MW, and 900 MW is tabulated
in Tables 7, 8 and 9, respectively, as shown below.

The convergence of cost curve of PSO for case-1 is shown in Figs. 7, 8 and 9. It can
be observed that from the above figures that PSOhas fast convergence characteristics.
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Fig. 5 Convergence of 3-unit system (180 MW)

Fig. 6 Convergence of 3-unit system (200 MW)

7 Conclusion

In this paper, the economic load dispatch using evolutionary techniques has been
implemented. The results of PSO have been compared with other evolutionary tech-
niques and it is found that the cost obtained from PSO is much lesser than the other
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Table 7 Comparison of PSO
with other method (for
700 MW)

Load PSO CSO GA

P1 15.462 36.801 17.450

P2 40.236 10.0 20.087

P3 153.573 129.56 108.29

P4 155.135 120.209 132.40

P5 203.200 209.989 225.683

P6 124.236 212.294 216.931

Ploss 8.15 18.01 20.796

Cost ($/h) 36557.5 36930.7 37069.8

Table 8 Comparison of PSO
with other method (for
800 MW)

Load PSO CSO GA

P1 21.531 25.173 23.890

P2 124.241 33.496 10.249

P3 57.350 128.330 153.321

P4 120.247 134.645 122.194

P5 270.108 274.875 275.576

P6 195.255 228.368 242.35

Ploss 11.268 24.889 27.518

Cost ($/h) 39909.6 42000.33 27069.8

Table 9 Comparison of PSO
with other method (for
900 MW)

Load PSO CSO GA

P1 37.73 28.17 37.09

P2 128.11 40.47 18.83

P3 181.94 176.83 153.42

P4 206.00 138.64 156.77

P5 172.1509 279.85 290.90

P6 161.2072 267.09 280.86

Ploss 12.86 35.46 37.81

Cost ($/h) 46538.2 47107.29 47363.66

evolutionary optimization techniques such as cuckoo search and GA. The conver-
gence of PSO has been shown in the results section. In this paper, two test systems of
3-unit and 6-unit have been taken into account and for different load demands, best
optimized cost has been estimated for the economic operation in power system. It is
also found that by using evolutionary techniques, reliability of the system increases
as well as consumption of time is much less than the other conventional methods.
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Fig. 7 Convergence of 6-unit system (800 MW)

Fig. 8 Convergence of 6-unit system (800 MW)
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Fig. 9 Convergence of 6-unit system (900 MW)
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Effective Vibration Damping Using
Self-tuning Smart Material

Gayatri R. More and Sharada N. Ohatkar

Abstract In order to avoid damage tomechanical structure, the vibration damping is
necessary. The conventional methods of damping are less effective as well as tedious.
This paper deals with passive techniques of vibration damping using piezoelectric
material. Piezoelectric materials called as smart materials are bonded to structure and
can be used as actuator as well as sensor. By rigorous variations of R and L values, a
RLC circuit is designed, which nullifies the vibrations at the frequency of resonance.
It results in 80% of vibration damping as compared to conventional methods.

Keywords Shunt damping · Vibration control · Piezoelectric material ·
Resonance · Sensor · Actuator

1 Introduction

The most effective way of reducing vibrations and noises is shunt damping. One
of the methods of passive vibration damping is the use of piezoelectric material.
Piezoelectric material is key element, which has two-way effect. It can be used as
sensor and actuator. Here we are using ‘Lead (Pb) Zincronate Titanate (PZT)’ [1],
piezoelectric patches with an appropriate circuitry to create a phenomenon called
resonance. If the system consists of series inductor—resistor circuit which is con-
nected to the mechanical structure having PZT capacitor with piezoelectric patch on
it, which creates damping vibrations when a mechanical structure is hit. Since we are
using passive elements to reduce the vibrations, this technique is called as ‘Passive
Shunt Damping’. This technique is simple, lightweight, easy to implement and low
in cost. Unlike all active techniques, this technique remains a controlled system that
is always stable in the presence of any mechanical structural vibrations.
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The term vibration damping means reducing the energy which is lost in the form
of oscillations this is the main objective of the paper. Second objective is to avoid
probability of resonance which is result of vibration. To reduce vibration, isolators
and absorbers are most widely used, but proposed design reduce the design com-
plexity. Another objective is to reduce noises due to vibrations. Here contribution
has made to meet the desired objectives.

There is one problem associated with PZT passive shunt damping technique.
Typically this requires large inductance, so that design of high capacity inductor is
troublesome. Physically designing of high capacity inductor using ferrite or iron core
and copper coil will lead to clumsy, heavy and space-consuming physical attribute.
Therefore, synthetic inductor design should come into consideration [7].

This paper will give you an introduction of piezoelectric materials and their prop-
erties, single-mode shunt damping and that of R–L circuit designing [2]. And let
us have a look at the idea of synthetic inductor. Circuit diagrams and formulae are
given to calculate the values of resistor and inductor. The points below contain some
practical readings of PZT piezoelectric shunt damping circuit on two different tuning
forks. We have taken varies inductor and resistor values into consideration. Results
conclude that 80% of vibrations are damped. This method effectively reduces the
vibrations of any mechanical structure. We can experience this effect just by giving
ears to the sounds of hitting the tuning fork when connected and disconnected with
the shunt circuit. This explains passive noise cancellation.

2 Methodology

2.1 Piezoelectric Materials

The piezoelectric materials are known as ‘Smart Materials’. This is because the phe-
nomenon of piezoelectricity. Piezoelectricity occurs when non-centrosymmetrical
crystal generates electric dipole moments when subjected to mechanical deforma-
tion. The converse is also possible, when electric field is applied, it deforms mechan-
ically. In piezoelectric material theory, these two effects are called direct effect and
indirect effect. One is when stress as a stimulus is applied and gets electric charge in
response and second, is when electric charge is applied and gets strain produced in
response. So that it is called as two-way effect, i.e., sensor and actuator [1].

2.2 Capacitance of Piezoelectric Materials

The capacitance of piezoelectric mainly depends on three parameters, area, thickness
and its material properties. Let us see, for example, piezo-stacks. Capacitance of
piezo-stacks depends on the number of layers in a stack, distance between two layers
and thickness of the stack as well as material properties.
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Following formula defines the capacitance of piezo-stack;

C = N ∗ εT33 ∗ A

ds
(1)

where, C = capacitance (F), εT33 = dielectric constant, A = surface of electrode and

N = La

d
, (2)

where, N = number of layers, La = length of piezo and d = distance between
electrodes.

From the above equations, relations of the capacitance of piezoelectric material
can be given as, if the square of N that is number of layers increases the capaci-
tance also increases. Therefore, when we compare the capacitance of a piezo-stack
manufactured with layers of 100 µm thickness and the capacitance of a piezo-stack
with layers of 1 mm thickness, then 1 mm piezo-stack will conserve 100 times more
power as well as capacitance of 100 µm piezo-stack is 100 times the other one. Here
power given to both the capacitors is same.

2.3 Natural Frequency

Every structure vibrates when force is applied, for example, hitting a tuning fork.
The fact is that each time the tuning fork is hit with mallet; it will vibrate with the
same frequency. This frequency is called as natural frequency of the tuning fork.

The periodic frequency with which force is applied is called as forced frequency.
When the natural frequency and the forced frequency are equal, then the ampli-
tude of oscillations increases continuously so as structural vibrations increase. This
phenomenon is called as resonance (Fig. 1).

2.4 Single-Mode Passive Shunt Damping Using Piezoelectric
Materials

In shunt damping, passive elements are mainly used as resistors, capacitors and
inductors. Vibrational modes damping of flexible mechanical structure and also its
efficiency very much depends on accurate selection of passive components. Shunt
damping resonant circuit can be categorized into two types [4]:

1. Single-mode shunt damping resonant circuit.
2. Multimode shunt damping resonant circuit.
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Fig. 1 Tuning fork hitting
with a mallet

If the shunt circuit contains only resistor, then that resistive shunt circuit will
become a single-order electric circuit and result will be the dissipation of energy
in the resistor; in the form of heat and that will give less damping of vibrations.
Therefore, use of resistor and inductor as a shunt circuit is used. This becomes a
two-order shunt circuit and gives impressive mechanical damping of vibrations. The
idea behind this is resonance, if the natural frequency of shunt circuit andmechanical
systemmatches, it gives effective cancellation of vibrations. This design is also called
as vibration absorber [2].

2.5 R–L Shunt Series Circuit Design

In series R–L shunt circuit, wo and ws are the natural frequencies of piezoelectric
path terminals when open and short circuited, respectively [3].

K 2
31 is generalized electromechanical coupling coefficient.

K 2
31 = ω2

o − ω2
s

ω2
s

(3)

Electromechanical coupling coefficient:

k31 = d31√
ε0kT3 s11

(4)
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Electrical resonance frequency:

ωe = δωo (5)

And,

δ =
√
1 + K 2

31 (6)

Capacitance of piezo element at constant strain:

CS
p = CT

p

(
1 − k231

)
(7)

Inductance required:

L = 1

ω2
eC

S
p

(8)

Resistance required:

R =
√
2K31

CS
pωo

(
1 + K 2

31

) (9)

The circuit diagram for parallel shunt is (Figs. 2 and 3),

Fig. 2 Circuit diagram of
R–L shunt circuit in series
fashion
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Fig. 3 Circuit diagram of
R–L shunt circuit in parallel
fashion

3 Experimental Configuration

Implementation experiments of single-mode R–L shunt circuit are performed to val-
idate the theory. Passive shunt damping circuit system is performed on tuning fork
of 512 Hz.

The tuning fork has dimensions of length 15 mm, height of 85 mm and thickness
of 5 mm. The piezoelectric patch of PZT material is bonded to the either arms of
tuning fork. PZT patch has dimensions, thickness 0.4 mm, height 50 mm and length
20 mm. PZT patch is bonded with very thin epoxy layer.

The capacitance of PZT piezoelectric is measured using impedance analyzer.
The PZT piezoelectric patch is operating in transverse mode that is in positive z
direction, along its thickness. All the parameters relating transverse mode are given
in the datasheet in the respective PZT. The tuning fork is set in motion using a
mallet. By using the cathode-ray oscilloscope (CRO), damping vibration readings
are taken. The difference between with circuit response and without circuit response
is observed.

3.1 Design of a Synthetic Inductor

Following are the steps involved to design the synthetic inductor:

1. The natural frequencies of tuning fork with PZT piezoelectric patch.
2. Calculating the theoretical and practical capacitances of system and the PZT

patch.
3. Calculating the values of inductor L and resistor R.
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Fig. 4 Circuit diagram of
synthetic inductor

But for this to make happen, the value of Inductor is in few Henries which is
very high. Designing such an inductor using the ferrite or iron core and copper wire
windings, the size of the inductor will increase and design will get clumsy and space-
consuming, to implement practically. So it is desirable to design the inductor using
passive components [5].

Synthetic inductor is implemented using op-amps, resistors and potentiometer.
The circuit is lightweight and easily uses to vary large inductance value using the
potentiometer in the synthetic inductor circuit.

There are drawbacks of this circuit designing, the power source to the circuit and
it contains several resistors, which are proportional to the inductance, this may have
some effect on the shunt circuit [6] (Fig. 4).

4 Experimental Results

When calculated the values of inductor and resistor for two tuning forks with differ-
ent natural frequencies and different PZT piezoelectric patches, here observed the
waveform on CRO hence �t is calculated,

�t = t1(un−damped) − t2(damped). (13)

In the following experiment, inductor values are set fixed and resistor values
are varying. Then the damped and undamped waveforms are observed on CRO, by
marking the coursers, observe the time readings. The readings with greater delta time
are the more appropriate reading.
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Table 1 Readings of t1 and
t2 for tuning fork 2

Tuning fork 1 (512 Hz)

PZT piezo-patch 2

t1 t2 (ms) �t

L = 3.2 H

R = 608 2.920 600 2.32

642 2.920 650 2.27

662 2.920 662 2.258

Here, In Table 1, for tunning fork of natural frequency 512 Hz is used with piezo-
patch 1 of same thickness above mentioned. According to the table, these all are very
close values and give very effective damping. So resistor of 638 � with inductor of
3.2 H will give you the best damping of vibrations and noise.

Following bargraphs are prepared using the reading over second tunning fork of
480 Hz and with another piezo-patch of same dimensions (Fig. 5).

Fig. 5 Bar graph of damped and undamped time
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Fig. 6 Bar graph of damped and undamped time

From the above results, for (tuning fork 1, piezo-patch 2) inductor value of 3.2 H
and resistor value of 702 �, best results are observed and for (tuning fork 2, piezo-
patch 2) inductor value of 3.2 H and resistor value of 608�, best results are observed.
At these values, natural frequencies of tuning fork and RLC circuit get close, and
vibrations are drastically damped (Fig. 6).

5 Conclusion

Passive shunt damping using piezoelectric material results in effective damping of
first structural mode of tuning fork. When the designed system can generate the
equivalent natural frequency similar to original system, then resonance phenomenon
happens. If we plot the FFT of our results, we get highest peak at the resonant fre-
quency. By observing the graphs, 80% of vibrations are getting reduced. By hearing
the sound of tuning fork when hitting with a mallet, effective damping is easily
distinguished.
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Performance Analysis of BIPV Solar
Panel Under the Effect of External
Conditions

Ravi Sagar, Nidhi Singh Pal, M. A. Ansari, Nivedita Singh and Dilip Yadav

Abstract In the present scenario, solar energy contributes maximum to the pool
of renewable energy. The rate of consumption of energy is increasing day by day;
therefore, the demand of energy is also increasing. To satisfy this increase in demand
of energy, building integrated photovoltaic module (BIPV) system is one of the
ways to satisfy the consumer demand by providing the energy according to the
consumption, since the BIPV system is mainly affected by the outermost conditions
the most, and therefore, in the present work, its performance is analyzed under the
effect of external conditions. In this paper, the observations under different external
conditions are taken which follow the effect of coal, dust, and shading as well as
for the normal conditions. The results are then compared and are observed that the
performance of BIPV solar panel is low under the effect of external conditions as
compared to normal conditions.

Keywords BIPV · Solar energy · Consumption · PV · External conditions

1 Introduction

Solar energy, which is an important source of renewable energy, is basically radiant
light and heat from the Sun that is harnessed using a range of ever-evolving tech-
nologies such as solar heating, photovoltaics, and solar thermal energy. It refers to
capturing the energy from the Sun and subsequently converting it into electricity
with the help of PV solar panel, which is an electrical device [1–3]. Basically, there
are two types of solar panels [4]:
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(i) Single-sided solar panel: Solar cells are installed on one side of the panel.
(ii) Double-sided solar panel: Solar cells are installed on both sides of the panel.

The performance of PV panel depends upon the intensity of sunlight falling onto
its surface.ManyPVpanelmanufacturers are ‘vertically integrated’whichmeans that
a company supplies and manufactures all the important ingredients including silicon
and wafers which are used to make solar PV cells [5]. However, the manufacturers
combine solar panels when they include sales, polymer back sheet and encapsulated
EVA material in outer parts, so that they can be more selective about what they have
to procure, though they do not always control product quality [6–9].

The PV panel is consisting of several solar cells, and each cell contains the 0.5 V.
The main solar panel components are—frame, glass, encapsulant, solar cell, back
sheet, junction box, etc. [10].

Glass is attached with a frame which makes the panel stable, and it also provides
the strength to the panel. Encapsulant is used for the protection of solar panel. There
are two types of encapsulants; the solar cells are arranged in between the encapsulant.
The back sheet has the junction box, where are basically two diodes and are used to
prevent the reverse current flow through the panel [11].

In BIPV solar panel, the solar cell is installed at both sides. Silicon photovoltaic
cells or PV cells convert sunlight directly into DC electrical energy. The solar panel
performance is determined by the type and characteristics of silicon, in which two
of the main type are monocrystalline. The construction made thus converted into the
generator based on a durable power source on the development of the construction
pipe in integrated photovoltaics (BIPV) [12]. The purpose of BIPV is to give life
with general plan objectives, for example, feeling and natural control. Apart from
this, the test is that at the time of stress planning during the time of planning, flag
management, for example, manages to gain the greatest power of the ideology and
sunlight. In creative matters, characteristics of the common BIPV have been altered
by experts, so that these types of conflicts can be resolved in the BIPV Fox Plan as
an increasing format [13].

There are extensive audits on app viding types, planning collections, reception
barriers, and process of implementation; BIPV customization has been investigated.
BIPV has not been diagnosed as a specific response. This paper tries to find the
BIPV customization capability as a method of increasing the BIPV selection. The
current paper separates custom building capabilities parameters with customization
rating, level, and technique, and evaluation of their effects [14]. A building integrated
photovoltaics (BIPV) framework comprises incorporating photovoltaics modules
into the building envelope, for example, the rooftop or the exterior. By the same
time filling in as building envelope material and power generator, BIPV frameworks
can give investment funds in materials and power costs, diminish the utilization of
non-renewable energy sources and emanation of ozone exhausting gases, and add
compositional enthusiasm to the building (Fig. 1).
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Fig. 1 BIPV solar panel (mono)

A few board producers are ‘vertically coordinated’ which implies that the one
organization supplies and fabricates all the principle segments including the silicon
ingots and wafers which are used to make the Sun-powered PV cells. However, many
board makers assemble Sun-oriented boards utilizing remotely sourced parts includ-
ing cells, polymer back sheet, and EVA material. These makers can be increasingly
particular about which segments they pick up; however, they do not generally have
authority over the nature of the items so they ought to make certain that they utilize
the best providers accessible [15].

2 Experimental Setup

The following components are required for the experimental setup to demonstrate
the observations under various working conditions:

1. BIPV Panel

Basically, building integrated photovoltaic (BIPV) alludes to photovoltaic cells and
modules which can be coordinated into the building envelope as a feature of the
building structure, and in this way it can supply ordinary building materials, as
opposed to being introduced a short time later.
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Fig. 2 Connection diagram

2. Multimeter

The multimeter is utilized for the estimation of voltage and current of PV board
display. It is chiefly used to gauge the short out current, yield voltage, and load
opposition.

3. Rheostat

It is a movable or variable resistor. It is utilized to control the electrical obstruction
of a circuit without intruding on the stream of flow.

4. Temperature Meter

The temperature meter is furnished with an estimating tip and an estimating clasp.
Since the temperature meter utilizes infrared radiation for temperature estimation,
no immediate contact with the estimating object is required. It measures the diverse
dimension of temperature of the board at various distinctive points.

5. Connecting Wires

Wires are utilized to make the association of ventures. The associations can be in
arrangement or parallel as per the requirement and are utilized to tolerate mechanical
burdens or power.

In this arrangement, the output terminal of solar panel is connected with the vari-
able resistor, and both ends of the variable resistor are connected with the multimeter
(Figs. 2 and 3).

3 Results and Discussion

The experimental observations are taken under various working conditions such
as—normal conditions, effect of coal, effect of dust, and effect of shading. The
performance under these conditions (I–V and P–V characteristics) is analyzed and
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Fig. 3 Actual demonstration experimental setup

is given through Tables 1, 2, 3, and 4 under different irradiances (478–705 W/m2).
The performance characteristics are represented through Figs. 4, 5, 6, 7, 8, 9, 10, and
11.

(i) Case-(A): Normal Conditions—at irradiance of 705 W/m2

(ii) Case-(B): Effect of Coal—at irradiance of 694 W/m2

(iii) Case-(C): Effect of Dust—at irradiance of 704 W/m2

(iv) Case-(D): Effect of shading at irradiance of 478 W/m2

Table 1 Parameters of BIPV
panel at irradiance 705 W/m2 Voltage Current Power R (�)

0 0.8 0 62.5

11 0.74 8.14 125

19.37 0.7 13.55 187.5

23.87 0.68 16.23 250

29.5 0.62 18.29 312.5

35.1 0.42 14.74 375

36.3 0.1 3.64 437.5

36.1 0 0 498
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Table 2 Parameters of BIPV cell at irradiance at 694 W/m2

V (V) I (A) P (W) R (�)

0 0.67 0 62.5

8.81 0.63 5.55 125

15 0.54 8.1 187.5

18.8 0.45 8.46 250

23.2 0.31 7.19 312.5

29.1 0.1 2.91 375

32.3 0.04 1.29 437.5

33.2 0 0 498

Table 3 Parameters of BIPV cell at irradiance of 704 W/m2

V (V) I (A) P (W) R (�)

0 0.76 0 62.5

10.44 0.68 7.09 125.3

18.32 0.63 11.54 187.3

22.7 0.6 13.62 249.8

31.8 0.41 13.03 309.5

33.4 0.2 6.68 372

34.9 0.07 2.44 437

35.7 0 0 500

Table 4 Parameters of BIPV cell at irradiance of 478 W/m2

V (V) I (A) P (W) R (�)

0 0.39 0 32

6 0.37 2.28 62.5

9.68 0.35 3.38 93.75

11.93 0.34 4.05 125

14.75 0.31 4.57 156.2

17.55 0.21 3.68 187.5

18.15 0.05 0.91 218.75

18.05 0 0 250

After comparing all the above cases, we have concluded that the maximum output
of power occurred in the normal condition and less power output occurred in the effect
of shading.
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Fig. 4 I–V characteristics at irradiance 705 W/m2

Fig. 5 P–V characteristics at irradiance 705 W/m2

4 Conclusion

The impact of external conditions on Sun-based board is negative because of its hard
molecular structure. Under the impact of coal, the yield control of the Sun-oriented
board declines. Themost extreme yield of the voltage reported is 33.5V, and the short
out current reported is 0.82 A in coal condition; whereas, the highest yield voltage
was 36.10 V in the ordinary conditions. In other external conditions, the voltage and
the current parameters have decreased and have also given the less output power. The
efficiency of solar panel is also reduced. Overall, the observations under different
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Fig. 6 I–V characteristics at irradiance at 694 W/m2

Fig. 7 P–V characteristics at irradiance at 694 W/m2

Fig. 8 I–V characteristics at irradiance at 704 W/m2
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Fig. 9 P–V characteristics at irradiance at 704 W/m2

Fig. 10 I–V characteristics at irradiance of 478 W/m2

Fig. 11 P–V characteristics at irradiance of 478 W/m2
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external conditions are taken which follow the effect of coal, dust, and shading as
well as for the normal conditions and observed that the best performance comes
out in normal conditions. However, in the future, more external conditions may be
incorporated to improve the efficiency of the BIPV panels.
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Classification of Prediabetes and Healthy
Subjects in Plantar Infrared Thermal
Imaging Using Various Machine
Learning Algorithms

Usharani Thirunavukkarasu and Snekhalatha Umapathy

Abstract In the course of recent years, the size of individuals with diabetes melli-
tus has been dramatically increased than before. There is a need for screening and
interventions which could prevent the individuals from the serious diabetic compli-
cations. Prediabetes may be a forerunner of type two diabetes mellitus, as well as a
risk factor for heart illness. The body temperature is an essential parameter used for
indicating the abnormal activity of human tissues. The thermal imaging primarily
uses the infrared radiation emitted from the body naturally. The aim of this study
was to evaluate the potential of thermography in screening the prediabetes. Sixty
subjects were recruited for this study. Group I: HbA1c is <5.7%, Group II: HbA1c is
5.7–6.4%, Group III: HbA1c is >6.5%. The plantar thermograms were captured, and
the temperature was measured at toe, metatarsal 1, metatarsal 3, metatarsal 5, instep
and heel, respectively. The HbA1c was measured using the standard biochemical
method. Three groups were categorized based on the accuracy rate obtained by five
differentmachine learning algorithms (support vectormachine, random forest, Naïve
Bayes, multilayer perceptron and k-nearest neighbour). In prediabetes group, HbA1c

exhibited positive correlation with measured temperature at toe region (r = 0.917,
p < 0.01) and the negative relationship with measured temperature at metatarsal 1
(r=−0.474, p < 0.05), metatarsal 3 and heel regions (r=−0.895,−0.901, p < 0.01).
The support vector machine has outperformed the other classifiers with good accu-
racy rate as 81.6%. The findings from this preliminary study indicate that measured
temperature from plantar thermograms may be useful in screening the population
for prediabetes.

Keywords Prediabetes · Thermal imaging · Plantar region ·Machine learning
algorithms
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1 Introduction

People at the danger zone of the future diseases have to be recognized at the ear-
liest to reduce the risk of development to disease is an essential aim of decreasing
the burden of conditions such as type two diabetes mellitus (DM). Furthermore, the
counteractive action of type 2 DM also offers the chance to decrease the danger of
cardiovascular diseases that are the most important reason for the premature death
[1]. Over the decades ago, the worldwide epidemic of type 2 DM was estimated by
the epidemiologists who observed a rapid growth in the predominance of type 2 DM
and prediabetes amongst the indigenous people living in the western lifestyle [2].
The prediabetes implies that our body is showing signs and symptoms that could
lead to type 2 DM in the forthcoming years [3]. Globally, the prevalence of predia-
betes is expanding, and it is anticipated that more than 470 million people can have
prediabetes in 2030. Around 5–10% of individuals with prediabetes are ended up in
diabetic, even though the conversion rate fluctuates by population characteristics and
long-term impact of lifestyle interventions [4]. The overall prevalence of prediabetes
in India was around 10.3%, and especially, the diabetes prevalence was observed
higher in some affluent states like Chandigarh, Maharashtra and Tamil Nadu [5].
Overall 80 million people in India and around 3.9 million people in Tamil Nadu are
suffering from prediabetes [6].

According to the World Health Organization (WHO), the prediabetes accommo-
dates the range of in-between hyperglycemia primarily based at the fasting blood
glucose (FBG) or postprandial plasma glucose (PPG) or HbA1c levels [7]. Gener-
ally, people with prediabetes do not have any signs and symptoms. The biochemical
tests such as FBG, 2 h plasma glucose and HBA1c can be used to examine the
prediabetes [8, 9]. The American Diabetes Association (ADA) sets the threshold
value for FBG (5.6–6.9 mmol/L), PPG (7.8–11.0 mmol/L) and HbA1c (5.7–6.4% or
39–46 mmol/mol) for the definition of prediabetes [10, 11]. Like diabetes, predia-
betes also builds the threat of developingmacrovascular problems like cardiovascular
complications and stroke. The prediabetes increases with the certain hazard factors,
for example, obesity, history of diabetes and gestational diabetes [12]. A common
indication for DM is the diabetic foot ulcer [13]. Though the biochemical tests for
diagnosing the type 2DMandprediabeteswere considered as a standard goldmethod.
There are some non-invasive methods still in research for assessing the type 2 DM
from the plantar region such as Ipswich Touch Test [14], 10-g Semmes–Weinstein
monofilament test [15], laser Doppler flowmetry [16] and biothesiometry test [17].
One such non-contact method is thermal imaging which is used to examine the ther-
mal patterns in the human body. The infrared thermal imaging is a clinical imaging
methodology for mapping the skin surface temperature distribution progressively
with the human body. Also, thermal imaging has been appeared to be a valuable
technique in the clinical administration of the diabetic foot [18]. Thus, the surface
skin temperature can be the good pointer for health conditions. To the best of our
knowledge, the research study in prediabetic plantar thermograms was found to be
scarce. So, our focus of this preliminary study is to evaluate the thermal imaging
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in plantar region for screening the prediabetes individuals. And, to distinguish the
healthy, prediabetes and diabetes groups based on the classification, accuracy rate
attained by the different machine learning algorithms such as support vector machine
(SVM), Naïve Bayes (NB), multilayer perceptron (MLP), k-nearest neighbour (k-
NN) and random forest (RF) using WEKA, data mining tool. The early detection of
prediabetes can secure the individuals from any perilous diabetic stages which may
lead to foot amputations.

2 Materials and Methodology

2.1 Study Population and Measurements

The camp was conducted at SRM Hospital and Research Centre, Tamil Nadu, India.
Seventy-five South Indian subjects were voluntarily registered for the study, and it
has been approved by an Institutional ethical board with an ethical clearance number
(834/IEC/2015). The inclusion criteria for this study were subjects aged between
25 and 45 years, and exclusion criteria were subjects with cardiovascular problems,
renal failure, fever, arthritis and hyper and hypothyroidism. Based on this inclusion
and exclusion criteria, sixty subjects were recruited for this preliminary screening
study, and remaining fifteen subjects were excluded from this study. The informed
consent forms were acquired from all the enrolled subjects (n = 60). The detailed
questionnaire was administered to acquire the information on health status of the
subjects participated in the study. For each participant, the baseline parameters such
as height (cm), weight (cm), hip circumference (cm), waist circumference (cm),
core body temperature (°C) and systolic and diastolic blood pressure (mm Hg) were
measured. The blood samples were collected from all the recruited participants (n=
60), and the glycated haemoglobin (HbA1c in %) was measured using the standard
biochemical method. The total study population (n= 60), mean± standard deviation
of themale subjects (n= 32) agewas 34.68± 6.92 (years) and that of female subjects
(n = 28) was 33.28 ± 7.33 (years), respectively. Based on the standard HbA1c (%)
criteria assigned by ADA [19], the sixty subjects were separated into three groups;

• Group I: n = 20 Healthy subjects (HbA1c is <5.7%)
• Group II: n = 20 Prediabetes subjects (HbA1c is 5.7–6.4%)
• Group III: n = 20 Type 2 DM subjects (HbA1c is >6.5%).

2.2 Experimental Protocol and Thermal Imaging Analysis

As per the standards and guidelines for medical imaging, specified by the Interna-
tional Association of Certified Thermographers from the USA, the infrared thermal
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Fig. 1 Overview of an
experimental setup for
thermal imaging

imaging has been captured, and the overview of protocol setup has been illustrated in
Fig. 1. The participants were guided to be in supine position without shoes or socks
for 15 min in the temperature-controlled room of 22 °C which reduces the impact
of surrounding temperature on the skin. The subjects were requested to remove the
metallic ornaments before imaging. After equilibration, the thermograms were cap-
tured at a distance of 1.1 m from the plantar region of the subjects using an infrared
thermal camera (FLIR A 305 SC, FLIR systems, USA). The images were saved and
analysed later using infrared imaging software, IRT analyser version 6.0 GRAYESS,
(Infrared Software and Solutions, Florida, USA). The software contains a variety of
analysing tools such as area, histogram, hot detection, cold detection and different
palettes. Among these various tools, the iron palette and the area tool have been cho-
sen for analysing the images. The constant area has been fixed to measure the various
spots in the plantar region. The six region of interest (ROI) such as toe, metatarsal 1,
metatarsal 3, metatarsal 5, instep and heel were chosen plantar sites from the stan-
dard template designed for the biothesiometry device. Also, the Semmes–Weinstein
monofilament 10g test has been performed in those plantar sites (toe, balls of foot,
instep and heel) to detect the protective sensation in the feet of the subjects.

2.3 Classifiers and Statistical Analysis

The neural network classifiers such as SVM, NB, MLP, k-NN and RF were chosen
from the WEKA data mining tool to perform the multiclass classification. All the
measured plantar temperature at various ROIs and baseline variables of the subjects
were fed into the classifiers. The ten cross-fold validation was performed to attain
better classification accuracy. The randomdata selectionwas done by the datamining
tool software to train and test the model in order to achieve the classification for
each classifier. The true positive rate against the false positive rate plots the receiver
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operating characteristic (ROC) curve. The accuracy was obtained based on TP, TN,
FP and FN results.

• True Positive (TP): diseased subject predicted as diseased
• False Positive (FP): healthy subject predicted as diseased
• True Negative (TN): healthy subject predicted as healthy
• False Negative (FN): diseased subject predicted as healthy.

The data were expressed in mean ± standard deviation (S.D), and the normal-
ization was checked using Shapiro–Wilk test. An independent student t-test was
computed for all the parameters. To explore the correlation among the variables, the
Pearson correlation analysis was performed using SPSS software package version
21.0, Chicago, IL, USA. The healthy, prediabetes and diabetic groups were classi-
fied usingWEKA data mining tool (Waikato Environment for Knowledge Analysis),
version 3.8.2, New Zealand.

3 Results

In the prediabetes group, it was observed that the positive correlation was exhib-
ited between HbA1c (%) and measured skin surface temperature at the toe region
(r is 0.917, p < 0.01) and the negative association was found with metatarsal 1
(r is −0.474, p < 0.05), metatarsal 3 and heel (r values are −0.895 and 0.901, p
< 0.01) regions. From Fig. 2, measured temperature difference between the left feet
of healthy versus prediabetic was found to be 0.7 °C and prediabetic versus diabetic

Fig. 2 Measured temperature at the left and right plantar region. a Sample healthy subject, b sample
prediabetic subject, c sample type 2 diabetes mellitus subject
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was found to be 1.4 °C. Also, the right foot of healthy and prediabetic obtained the
temperature difference as 0.9 °C. The prediabetic and diabetic right foot attained
the difference in temperature as 1.2 °C. The right and left healthy versus diabetic
foot obtained difference in temperature as 2.1 °C, respectively. Figure 2a–c show the
plantar thermograms of healthy, prediabetic and type 2 DM sample subject.

Among the groups, the age and blood pressure parameter showed a significant
correlation (p < 0.01) between the healthy (group I) and type 2 DM (group III).
Also, the measured plantar temperature at metatarsal 1 and heel regions exhibited a
significant correlation between all the three groups.Whereas, thewaist circumference
and core body temperature do not exhibit any significant differences are tabulated
in Table 1. Figure 3 represents the measured temperature at various ROIs in left
and right plantar thermograms. Figure 3a represents the biothesiometry template to
measure the plantar temperature at different ROIs. Figure 3b–d portrays the ROIs of
left and right plantar regions of healthy, prediabetic and type 2 DM sample subjects.
The ROIs numbered 1 and 7 indicate the toe region, 2 and 8 indicate the metatarsal
1 region, 3 and 9 indicate the metatarsal 3 region, 4 and 10 indicate the metatarsal 5
region, 5 and 11 indicate the instep region, and 6 and 12 indicate the heel regions of
sample left and right foot.

The correlation matrix for prediabetes (n= 20) is tabulated in Table 2. The HbA1c

(%) exhibited positive correlation with measured temperature at the toe region (r
value is 0.917, p < 0.01) and the negative correlation with measured temperature at
metatarsal 1 (r value is−0.474, p < 0.05), metatarsal 3 and heel regions (r values are
−0.895 and −0.901, p < 0.01). Figure 4 portrays the area under receiver operating
characteristic plot of true positive rate against the false positive rate of various classi-
fiers. Figure 4a–e is ROC of SVM, NB, MLP, k-NN and RF classifiers. The obtained
area under the curve for SVM, NB, MLP, k-NN and RF classifiers was 0.8812, 0.84,
0.8825, 0.75 and 0.8706, respectively. The SVM classifier obtained the classification
accuracy rate as 81.6% and outperformed the other classifiers, such that NB yielded
76.6%, MLP achieved 73.3%, k-NN attained 66.6%, and RF produced 71.6% as
tabulated in Table 3.

4 Discussions

The main purpose of this pilot study was to evaluate the capability of thermography
in various plantar sites for screening prediabetes individuals. Chatchawan et al. [20]
observed the decreased average plantar temperature at the right side was found as
1.87 °C between healthy and DM subjects. And the left side average temperature
difference between the healthy and DM subjects was found to be 2.65 °C. Madaras-
ingha et al. [21] has developed the system tomeasure the foot temperatures and found
greater than or equal to 2.2 °C temperature difference in plantar regions between the
normal and diabetic groups. In our proposed study, the moderate difference in mea-
sured temperature at right side plantar was found to be 0.7 °C and left side was 0.9 °C
among healthy and prediabetes groups. The higher temperature difference at both
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Table 1 Characteristics and comparisons of the study groups

Parameters Group I (N =
20)

Group II (N =
20)

Group III (N
= 20)

p-value

I
versus
II

II
versus
III

I
versus
III

Age (years) 30.55 ± 6.62 33.35 ± 6.26 35.5 ± 6.95 NS NS S

BMI (kg/m2) 24.46 ± 4.76 28.18 ± 3.48 28.58 ± 5.08 S NS S

Waist
circumference
(cm)

91.8 ± 8.71 93.55 ± 10.74 94 ± 9.21 NS NS NS

Hip
circumference
(cm)

96.85 ± 12.22 103.15 ± 9.63 103.95 ± 9.00 NS NS S

Systolic blood
pressure
(mm/Hg)

117.5 ± 11.64 134.5 ± 14.68 131.5 ± 15.65 S NS S

Diastolic
blood
pressure
(mm/Hg)

76.8 ± 7.26 85 ± 8.27 86.8 ± 10.98 S NS S

HbA1c (%) 5.34 ± 0.18 6.06 ± 0.19 8.67 ± 1.76 S S S

Core body
temperature
(°C)

36.91 ± 0.09 36.84 ± 0.22 36.90 ± 0.08 NS NS NS

Toe (°C) 27.35 ± 0.39 27.77 ± 0.30 27.73 ± 0.32 S NS S

Metatarsal 1
(°C)

28.38 ± 0.37 27.62 ± 0.35 27.22 ± 0.23 S S S

Metatarsal 3
(°C)

28.80 ± 0.37 28.66 ± 0.21 27.38 ± 0.37 NS S S

Metatarsal 5
(°C)

28.70 ± 0.17 28.46 ± 0.55 26.52 ± 4.47 NS NS S

Instep (°C) 30.65 ± 1.55 31.09 ± 2.00 30.27 ± 1.55 NS NS NS

Heel (°C) 29.62 ± 0.36 28.40 ± 0.22 27.21 ± 0.33 S S NS

S Significant (p < 0.01); NS Non Significant

left and right foot temperature was found to be 2.1 °C between the healthy and type
2 DM groups. The abatement in the plantar temperature at the right and left side
among the groups could reflect the poor blood supply in the lower limbs, probably
due to the stiffness in the posterior tibial artery. This might lead to atherosclerosis
for prediabetes and diabetes group in future when there is an increase in the HbA1c

(%) values.
Smieja et al. [22] discussed about the possible sites in the plantar region for

distinguishing the diabetic foot was the great toe, first, third and fifth metatarsals
which are observed to be insensate during the monofilament test. Likewise, in our
study, the monofilament test has been performed, and it was observed that healthy
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Fig. 3 Measured temperature at various region of interest in plantar thermogram. a Biothesiometry
study template of various ROIs, b sample healthy subject, c sample prediabetic subject and d sample
type 2 diabetes mellitus subject

Table 2 Correlation matrix
for prediabetes (n = 20)

Plantar sites (°C) HbA1c (%)

Toe region 0.917**

Metatarsal 1 region −0.474*

Metatarsal 3 region −0.895**

Metatarsal 5 region −0.192

Instep region 0.295

Heel region −0.901**

**p < 0.01 (significant correlation); *p < 0.05 (significant
correlation)

subjects have greater sensation in their feet compared to diabetic subjects. Also, the
moderate sensation has been observed in the plantar sites of prediabetes subjects.
And, the type 2 DM groups are found to have insensate feet. The loss of sensation in
the type 2 DM group could lead to the foot ulcer, and lower sensation in prediabetes
group might lead to the progress of type 2 DM in future.

Bagavathiappan et al. [23] have observed the higher temperature and loss of sen-
sation in the great toe region (32–35 °C) of the plantar surface in diabetic neuropathy
patients compared with the subjects without neuropathy (27–30 °C). The total loss
of sensation in the subjects can incline the patient to foot ulceration in the great toe
region. In our study, the instep region does not exhibit any significant correlation
among the groups, and also, the measured plantar temperature at instep region was
found to be higher between the groups indicates that the instep region might not be
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Fig. 4 Area under receiver operating characteristic plot of various classifiers. a Support vector
machine, b Naïve Bayes, c multilayer perceptron, d K-nearest neighbour and e random forest

Table 3 Performances of the different classifiers

Classifiers ROC area Sensitivity % Specificity % Accuracy %

Support vector machine (SVM) 0.8812 85.66 91.6 81.6

Naïve Bayes (NB) 0.84 82 88 76.6

Multilayer perceptron (MLP) 0.8825 79.5 97 73.3

k-nearest neighbour (k-NN) 0.75 74 87 66.6

Random forest (RF) 0.8706 76 89.6 71.66

prone to a diabetic foot ulcer. The increase in temperature at the instep region could
be due to the proper blood supply without any stiffness in the tibial artery. So, the
most prone region for diabetic foot ulcer could be the great toes and the balls of the
foot (metatarsals) and heel region due to the increased glucose levels in the blood.
There is a decrease in temperature because of the poor metabolism and blood supply
in the plantar sites. The decreased mean plantar temperature in prediabetes group
could lead to diabetic neuropathy problems in future.
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An abrupt change in the temperature at specific plantar sites of diabetic subjects
was observed by the research study conducted by Renero [24]. The temperature
differences in the plantar site might correspond to the ulceration or inflammation
complications for the diabetic subjects in the particular foot region. In our present
study, it was observed that among the diabetic group, the decreased temperature was
found at metatarsal 5, and increased temperature was found in the instep region.
This lower and higher temperature differences in the diabetic group indicate the
development of ulceration or ischemia in increased temperature regions in future.

Choi et al. [25] have developed the machine learning algorithms such as an arti-
ficial neural network (ANN) and SVM for pre-screening the prediabetes from the
datasets provided by the Korean National Health and Nutrition Examination Survey.
The SVM and ANN model have obtained 0.731, 0.729 as the area under the ROC
curve and attained the classification accuracy rate as 66.1 and 60.7%. Likewise, in
our study, we have used five different classifiers, the SVM classifier has been trained
with sequential minimization algorithm (SMO) has outperformed the other classi-
fiers with an accuracy rate as 81.6%, and area under the curve was found to be
0.8812, respectively. The strength of infrared imaging is safe, risk-free, no harmful
radiations, fast processing and non-invasive technique which can be used repeatedly.
The limitations of the study are that thermal infrared camera is expensive than other
cameras, and the sample size for this study was too small.

5 Conclusion

The mean average temperature of various ROIs in the plantar region for the study
population was measured using GRAYESS thermal software. The plantar thermo-
grams were acquired from the six plantar sites such as toe, metatarsal 1, metatarsal 3,
metatarsal 5, instep and heel regions. The HbA1c (%) was correlated positively with
the toe region (r value is 0.917, p < 0.01) and negatively with metatarsal 1 (r value is
−0.474, p < 0.05), metatarsal 5 and heel regions (r =−0.895 and−0.901, p < 0.01).
The SVM classifier has outperformed the other classifiers with good accuracy rate
as 81.6%, sensitivity as 85.66%, specificity as 91.6%, and area under ROC curve
was 0.8812, respectively. The findings from this study show that screening is more
important in identifying the prediabetes earlier and enabling prior mediations. The
pre-screening of prediabetes helps to reduce the risk of developing the type 2 DM
and ulcerations in future.
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Fog Computing using Interoperability
and IoT Security Issues in Health Care

P. Karthika, R. Ganesh Babu and P. A. Karthik

Abstract Nowadays, our day-to-day life starts with smart devices those are fall
under the Internet of thing gadgets and these gadgets are becoming a part of our
lifestyle of which the health care becomes the most crucial area. Researchers provide
a hint of technology, bymaking health care it through Fog computing in order tomake
the information transfer through IoT devices simpler. Interoperability and security
are particularly major issues raised by such impediments. In this paper, talk about
the present issues, including advantages and challenges, ways to deal with, avoid
the issues by utilizing, and incorporating gadgets in medicinal services frameworks.
Here, present the talk with regards to the Fog networking venture, which focuses on
an answer for home consideration, monitoring the patients with ceaseless ailments.

Keywords Internet of things · Security · Health care security · Fog networking

1 Introduction

Internet of things (IoT) includes a lot of advancements that empower a large scope
of apparatuses, gadgets, and objects to associate and convey information surrounded
by. People supply the majority of the substance and data found on the Internet by
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connecting through such devices. There are numerous applications for it, includ-
ing human services frameworks, which are the principal focal point of this paper.
Medicinal services frameworks utilize a lot of interconnected gadgets to make an
IoT system available to human services including checking patients and naturally
distinguishing circumstances where therapeutic mediations are required. To address
the difficulties in verifying IoT gadgets, propose utilizing AI inside an IoT passage
to help to secure the framework. AI is a zone of artificial knowledge in which PC
programs are empowered to gain as a matter of fact, models, and analogies [1]. As
learning happens, the abilities inside the program become progressively clever and
the program winds up fit for making educated choices. Inside AI, two of the most
famous methodologies are counterfeit neural systems (ANN) and hereditary calcula-
tions. ANNs emulate the neurons and neurotransmitters inside the mind to exchange
information for correspondence, learning, what’s more, basic leadership [2]. ANNs
are utilized inside IoT frameworks to screen the territory of IoT gadgets and to make
educated choices [3]. In this paper, propose the utilization of ANN to get familiar
with the sound condition of a framework and associated gadgets. The rest of this
paper is composed as pursues. Area gives a review of the territory of IoT security
what’s more, the utilization of AI inside security. The portrays our way to deal with
calculator learning inside an IoT passage. Segment discusses our experimentation
what’s more, results incorporating achievement and disappointments in calculator
learning inside the gateway.

It is commonly perceived that the constantly sick, for example, individuals with
heart disappointment, hypertension, respiratory maladies or diabetes involve restora-
tive, clinic, and crisis benefit more frequently than customary patients [4] in Fig. 1.
Data and correspondence advances are among the instruments that could help relieve
a portion of the issues related to maturing populaces, expanded rates of constant ail-
ments, and lack of wellbeing experts, and, in the meantime, encourage administra-
tion rearrangement. Present-day estimating gadgets, for example, circulating strain,
weight, and development sensors, join correspondence abilities. They can make it
systems executed for home telemonitoring. These equivalent gadgets are generally
making use of by wellbeing laborers to verify the common state of patients with
ceaseless diseases.

Fog network is a task which targets home answers for consideration/
telemonitoring of the patientswith perpetual sicknesses.Various systems and conven-
tions for general information trade among observing gadgets like circulatory strain
screens and development sensors are considered. The venture likewise includes the
plan and execution of a social insurance gave middleware. The common framework
group of data from different detecting gadgets throughout a middleware that pro-
vides interoperability and security essential with regards to the Internet of things
for medical services. Observing gadgets are associated by means of remote systems
administration innovation.
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Fig. 1 IoT-based health care system architecture being connected for gadgets

2 Devices to Be Connected

In light of necessities of a residence telemonitoring framework for the patients with
perpetual illnesses (e.g., circulatory strain, tolerant recuperation of hospitalization),
a few gadgets have been chosen (Fig. 2) to be utilized in the Fog network, so as
to screen a few parts of the patients well-being. This gadget has Wi-Fi interfaces
and highlights that empower interoperability and information transmission. Gadgets
chose to use in the task:

• A camera to be recognizing the Panasonic BL-C230AWi-Fi IP, the developments
of observed patients—The absence of development in times of the developments
is normal may demonstrate in various basic issues.

• They chose gadget could distinguish developments dependent on three unique
wellsprings of information: i. Picture, ii. Sounds, and iii. Body heat.
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Fig. 2 Fog network-based health care telemonitoring devices being connected for IoT sensors

• Each development distinguished sends forward an alarm communication that con-
veys the pictures which are to be sent to an email address or transferred to FTP
(File Transport Protocol (FTP) server.

• A remote body scale fixed with a Wi-Fi interface fabricated by integral with
programming which ascertains the patients’ level of large, bulky, and weight
record.

• The ordinary arrangement of these gadget interfaces the remote system following
gauging and send the information to a URL inside to locate the producer’s site.

• A circulatory strain gadget with the eccentricity that its activity relies upon the
association with an Apple gadget (iPhone or iPod Touch).

• The task is like the level with the distinction that this gadget is working through a
request introduced in an Apple gadget.
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Fig. 3 Architecture of Fog-network integration for interoperable IoT-health care solutions

3 Interoperability Issues

The Fog-network task was intended to convey an observing situation dependent on
Wi-Fi (802.11). First expected that different checking gadgets would most likely
speak with remote servers. This methodology, appropriate, has limited the decent
variety ofmedicinal gadgets available, chiefly as a result of propensity to utilize Blue-
tooth originality in social insurance gadgets. This prototype is the smallest effort and
utilize for little power of Bluetooth-empowered gadgets. In spite of real accessibility,
it has just discovered a couple of arrangements in the promoter, which empower the
Bluetooth (802.14)/ZigBee (802.15.4) systems and Internet connection to avoid the
interoperability issues.

In Fig. 3, the interoperability issue may be settled through the Wi-Fi/Bluetooth
passage. It is giving all administration abilities wanted, also by utilizing the Simple
Network Management Protocol (SNMP) or net administrations. It may, even human
services, gadgets worked with Wi-Fi interfaces entirely reasonable to utilize in a
flexible observing condition. It establishes that the greater part of the gadgets work
by speaking servers and restrictive framework, presently like the illustration of the
body scale.

4 Security Issues

The way of individual secret information will be gathered through telemonitoring
assume the requirement of the systems, its components for the security protection.
As featured in [5], having each ‘thing’ associated, new security and protection issues
emerge, e.g., secrecy, genuineness, and honesty of information detected and traded
by ‘things.’ This creator records the standard security prerequisites shown in Fig. 4.
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Fig. 4 Integration of security IoT-health care varying number of sensors

• Flexibility to assaults—The framework requirements to keep away from the partic-
ular purposes of disappointment and ought to change itself to hub disappointments;

• Data confirmation—As a standard, improved locations and article data should be
validated;

• Access control—Information suppliers must almost certainly actualize access
control on the information gave;

• Client protection—Measures must be taken that solitary the data supplier can
construe from watching the utilization of the query framework.

The arranged verification administrations utilize Shibboleth, created for the mid-
dleware layer for confirmation and access control an Internet2 venture [6]. By utiliz-
ing Shibboleth, it is conceivable to exploit an associate authentication administration
officially embedded by the RNP. An organization of the Brazilian research and the
training foundations going about as personality and specialist. That is substantial
for all administrations offered by the organization, in this manner, wiping out of the
required different passwords and its various enrollment forms. In case the IoT citing,
further security issues emerge to information uprightness and client protection, while
all phones are potentially focus on noxious assaults, which require further headways
as far studies and security countermeasures. On medicinal services condition, keep-
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ing gone from effective assaults to the framework. If nothing improves them are
necessary objectives as disappointments or data outlet can speak to harms to the
patients. Rather than different spaces can retain for few expenses of framework mis-
use, social insurance frameworks can’t. When touchy about data a person’s medical
issue is revealed and public harm is finished, it is difficult to repudiate the data [7].

An assailant has all around characterized objectives when concentrating on cell
phones. For the most part, assaults go for taking clients data, assault gadgets, or
notwithstanding closing behind certain applications [8]. Numerous dangers are sur-
rounding cell phones; most of the dangers are obtain from traditional figuring frame-
works and familiar for phones. Nonetheless, a small amount of dangers get fur-
ther consideration in view of the possible issues that can cause to the frameworks.
Instances of these strings are i. Man-in-the-middle; ii. Routing preoccupation attack;
and iii. Rejections of administration expect to cause battery exhaustion in the gadget.
The assaults are connected only on cell phones, speed up known factors, for example,

• Distinguishing utilization of communicating for correspondence;
• Deficiency of confirmation sources;
• Deployment of batteries as a power source;
• Versatility. Consequently, to supervise such a huge scope of the cell phones,
map and alleviate the majority of important strings in a known setting is a basic
assignment.

The observing application for which is practically like a system chief. In charge
of putting away, conglomerating, merging, and contrasting the gathered data against
chronicled arrangement. The goal limits are crossed the front-end framework issue
alarms or executed explicit strategies. If the point of breaking is crossed, upon the
contingent edge strategies, alerts are activated to empower wellbeing laborers to
quickly reply to wellbeing-connected occasions.

A wellbeing laborer ought to have the option to get to information as of a patient
utilizing his/her cell phone though the patient’s home visit. Be that as it may, get to is
not allowed from different spots or during times of inertia explicitly connected to the
patient so as to ensure understanding protection and consideringmoral contemplation
as examined in 2013 to 2022. These techniques plan to reply to security necessities
of information verification, get to control, and customer protection [10].

The social insurance application keeps running on a remote server and oversees
telemonitoring applying channels. To avert gathering of information from somewell-
being checking gadget thatmight be as yet dynamic of the subsequent period.Gadgets
were moved from a house to somewhere without appropriate enlistment can send
information to the framework, however, this information ought not be considered
on the off chance that they never again connect with a patient under is observing
[11]. Numerous gadgets that include the scene of Internet of things do not have a
one of a kind, distinguishing proof and approval of, information originating from
these gadgets must be made by applying suitable principles explicit to every unique
situation.
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Fig. 5 a Network connections, b machine-to-machine connections in 2013–2022 [9]

In Fig. 5b, IoT Fog network connection machine-to-machine connection in 2013–
2022. The outcomes creature produced are talking about the flow passages with
their showing. The underlying advance in the usage was to catch the casements that
are available in each framework comprising of the data about every single occasion
happening on the framework [12]. They are fundamentally of three sort’s applications
of the framework and security. Investigation is performed on application security, and
who work as pursues: Application catch those occasions which are the application
explicit and occasions are delegated mistake, cautioning whats more and data. Then
again the security logs identified with the legions of clients onto the windows were
effective or not.

5 Conclusion

This paper introduced a review of the extraordinary AI calculations used to verify
the IoT. The diverse AI approaches are used to verify IoT and ML. While numerous
approaches result in high exactness, SVM is less mind boggling than KNN in order.
There are as yet numerous difficulties in verifying IoT and ML in light of the fact
that AI ought to bargain between an abnormal state of security and a low compu-
tational multifaceted nature to be appropriate for the resource limited IoT and ML
gadgets. The future work to breaking down biometric-based security systems (BSS)
that apply increasingly complex classifiers such as help vector machines or profound
neural systems. This methodology can likewise help us to plan new sorts of highlight
extraction calculations or classifiers for improving execution and security quality
together.
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Comparison of Manual
and Semi-automated Method
in Measurement of Joint Space Width
Measurement in Feet Region of RA
Patients

Meghna Sampath, Snekhalatha Umapathy , Sakshi Srivastava
and Nelufer Shamsudim

Abstract Rheumatoid arthritis (RA) is a systemic life-threatening disorder and
affects the body’s self immune system and invades the smaller and larger joints.
There are different modern imaging techniques used such as magnetic resonance
imaging (MRI), positron emission tomography (PET), single photon emission com-
puted tomography (SPECT) and colour Doppler ultrasound were used to evaluate
the inflammatory conditions in RA. Still radiography (X-ray) was investigated as the
best method in diagnosis of RA. X-ray imaging has been the easiest and most used
method of diagnosis of any abnormalities in the hard tissues of the human body. The
study aimed as follows (i) to perform a manual and semi-automated segmentation
of feet region in the total population studied. (ii) To compute the features extracted
from the joint space width, joint space narrowing and erosion in the feet. The anal-
ysis of X-ray images was performed using manual method (DICOM viewer) and
semi-automated method using Mimics software. The SPSS statistical analysis soft-
ware was used to calculate mean standard deviation and standard deviation error and
further plotted accordingly. There was a significant differences found between the
manual and semi-automated methods. Furthermore, it was inferred that the semi-
automated method showed more precise readings of the joint space narrowing in RA
and normal feet and should be used more extensively for further study.

Keywords Rheumatoid arthritis · Joint space width · Semi-automated method ·
X-ray

1 Introduction

Rheumatoid arthritis (RA) is a systemic life-threatening disorder and affects the
body’s self immune system and invades the smaller and larger joints. This creates
the inflammation that leads to joint thickness, swelling and joint pains in smaller
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and larger joints. The joint spacing between bones can become smaller, and the joint
effect is usually symmetrical in RA. In India, about 0.92% population is affected by
RA [1]. Each year about 20–40 new patients per lakh population were affected, and
the females are likely to get affected frequently than males [2]. The prevalence rate
is approximately 1–2% in western part of the World [3]. The developing countries
have the prevalence rate estimated to be 1% Worldwide [4].

The different types of diagnostic methods are physical exam, blood tests and
radiographic imaging [5]. Foot radiograph is the most extensively used to visualize
the damages in smallMTP joints and bone erosion in RA patients [6]. The parameters
such as joint space narrowing width and joint erosion help to evaluate the condition
of RA better and give more precise values for every subject.

Several researchers have conducted the study in hand radiograph of RA sub-
jects using semi-automated and automated methods [7–10]. Snekhalatha et al. [11]
performed an automated hand X-ray segmentation using dual-tree complex wavelet
transform (DTCWT)-based watershed algorithm. They extracted the GLCM features
from the joint space region of the hand for the entire population [11]. Boiny et al.
[12] used X-ray scoring methods such as Sharp, Larsen and van der Heijde/Sharp
as an established manual scoring method for the estimation of disease progression
in RA [12]. Heidari [13] predicted the prognosis of RA based on the clinical and
laboratory findings. The new classification criteria of RA provide a scope for prior
treatment [13].

The study aimed as follows: (i) to implement a manual and semi-automated seg-
mentation of feet region in RA patients and normal subjects; (ii) to correlate the
GLCM features of the joint space width, joint space narrowing and erosion in the
feet for both normal and RA.

2 Materials and Methodology

2.1 Study Population and Measurements

This study was conducted by using the data collected from the Agarwal orthopaedic
hospital, Uttar Pradesh. The patients who had persistent inflammation, joint pain in
smaller joints, swelling in smaller and larger joints, arthritis and deformation in the
feet were considered as inclusion criteria for RA. The patients who had joint surgery
in the feet region or previously had a bone fracture were excluded from the study.
The study populations were categorized as follows namely: group I: Normal subjects
and group II: RA patients.
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Fig. 1 Block diagram of methodology of the proposed work

Astandardposterior–anterior viewof feet radiographwasobtained in each subject.
The geometric measurements for the joint space width were implemented using two
different approaches such as manual measurement using DICOM software and semi-
automated method segmentation and analysis using Mimics software. The overall
methodology was illustrated in Fig. 1.

2.2 Manual Measurements

The images (normal and rheumatoid) were taken in the DICOM format, and using a
DICOM viewer, the distance between the metatarsal and interphalangeal joints was
measured manually using the measurement tool available. This operation was done
for a set of 12 ft (each of RA and normal feet) approximately, and the results were
tabulated.
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2.3 Semi-automated Measurements

The same set of 12 images (each of RA and normal feet) were taken in the DICOM
format again and loaded in the Mimics software, and the measurements were done
in a semi-automated manner. Mimics are software that mostly processes only 3D
images such as CT and MRI. X-ray images being 2D had to be converted to 3D
to be processed in this software. In the Mimics software, a measured mask was
applied on the hard tissues (bone) of the feet to get more accurate measurements.
The measurement tool was then used between two joints to measure the joint space
width and joint space narrowing. The measurements were made in millimetre (mm).

The steps involved are as follows:

1. Initially, 2D radiograph of feet images was loaded in Mimics software.
2. The bone region was segmented from the tissue region using region-thresholding

method.
3. Then, measurements of interphalangeal joints (1st–5th joint) and metatarsal joint

(1st–5th) width were made using available tools in Mimics.

2.4 Statistical Analysis

The Student’s t-test was performed between the normal and RA patients using the
measured parameters. The mean, standard deviation and standard mean error were
calculated for the entire population.

3 Results and Discussion

The joint space width was measured at metatarsal and interphalangeal joints using
manual and semi-automated method was illustrated in Tables 1 and 2. Figure 2 rep-
resents the JSW measured at normal feet using manual method. Figure 3 depicts
the JSW measured at RA feet using manual method. Figure 4 represents the JSW
measured at normal feet using semi-automated method. Figure 5 depicts the JSW

Table 1 Joints spacewidthmeasured atmetatarsal joints usingmanual and semi-automatedmethod

Manual method (Dicom) Semi-automated (Mimics)

Metatarsal joints Normal RA Normal RA

MTJ 1 27.11 ± 12.96 92.97 ± 27.31 14.37 ± 14.64 42.64 ± 10.39

MTJ 2 15.64 ± 8.14 54.11 ± 18.79 9.96 ± 3.03 22.88 ± 5.26

MTJ 3 19.34 ± 9.57 66.85 ± 24.80 11.20 ± 3.88 31.09 ± 6.45

MTJ 4 33.54 ± 18.45 105.54 ± 30.98 18.16 ± 8.29 43.51 ± 7.47
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Table 2 Joints space width measured at interphalangeal joints using manual and semi-automated
method

Manual method (Dicom) Semi-automated (Mimics)

Interphalangeal joints Normal RA Normal RA

IPJ 1 32 ± 12.96 132.21 ± 39.03 16.64 ± 2.91 53.59 ± 14.45

IPJ 2 25.21 ± 12 95.44 ± 40.31 12.28 ± 3.29 32.49 ± 9.64

IPJ 3 25.73 ± 11.91 88.64 ± 47.88 14.43 ± 7.35 32.98 ± 12.12

IPJ 4 27.11 ± 12.96 92.97 ± 27.31 20.11 ± 9.15 46.98 ± 12.41

Fig. 2 JSW measured at
normal feet using manual
method

measured at RA feet using semi-automated method. Figure 6a indicates the compari-
son of manual and semi-automated method for RA and normal subjects in metatarsal
Joints. Figure 6b represents the comparison of manual and semi-automated method
for RA and normal subjects in interphalangeal joints
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Fig. 3 JSW measured at RA using manual method

Upon evaluating the measured distance between the interphalangeal and
metatarsal joints of the feet, by performing Student’s t-test and finding the mean
and median, we could infer the following:

(1) The distance between both the joints significantly increases from normal when
the patient is suffering from rheumatoid arthritis in the feet region. This is
because the skin inflates, and erosionoccurs thus increasing thedistancebetween
two consecutive joints next to each other.

(2) Normal Feet: Metatarsal—8.1–60 mm; Interphalangeal—10.8–60 mm;
RA: Metatarsal—28–129 mm; Interphalangeal—23–205 mm;

Borman et al. evaluated the foot pain and foot involvement through radiological
changes in RA patients [14]. They observed that the major cause of foot pain in RA
was due to various factors such as morning stiffness, high body mass index and pro-
longed disease duration. They found decreased foot symptoms in 24% of RA patient
who have undergone medical treatment. Simon detected marginal bone erosion at
metatarsal region in tomosynthesis method and compared with radiography [15].
The researcher observed that tomosynthesis was found to be superior to radiography
in detecting the bone erosions in feet region. The results of our research described
the significant change in specifically the joint space dimensions as a measurement of
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Fig. 4 JSW measured at normal feet using semi-automated method

RA. This helps identify the intensity of the condition better because joint space nar-
rowing progressively increases as the severity of RA increases. This gives an upper
hand at identifying the important aspects of RA especially in the feet region.

The limitation of our study includes (i) negligence of the medications factor (ii)
Focuses onlyon the front feet region.Aclear comparisonbetween amanualmethodof
measurement and semi-automated method of measurement had been implemented
in the proposed approach. The deviations when calculated shown that the semi-
automated method is more accurate. This is because of the masking feature of the
Mimics software that allows the measurement of the hard tissue region accurately.
The variation in the readings between the two methods provides a range of space for
further research using automated methods.

X-ray imaging remains oneof themost efficientmethods to diagnoseRA in the feet
region. The semi-automated andmanual methods used in the proposed approach pro-
vided an almost accurate mathematical consensus of the RA condition. This research
can further be extended using an automated segmentation method. The manual and
semi-automated method results can then be compared to find out which of them give
a better and more precise evaluation of the condition. Furthermore, these techniques
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Fig. 5 JSW measured at RA patients’ feet using semi-automated method

can be used on other joint regions of the body, and scoring can also be done based
on a standard methods.

4 Conclusion

The manual and semi-automatic methods were used to measure the joint space
width distancemore accurately usingMimics (semi-automatic) compared toDICOM
viewer (manual). This is because the bone region of the feet was distinctly segmented
in Mimics compared to DICOM viewer. At every stage, there have been various
methods used to characterize RA to get a better picture of its actual trigger and better
treatment methods henceforth. This method is one such approach and a step towards
making diagnosis and hence understanding of this medical condition better.
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Fig. 6 a Comparison of manual and semi-automated method for RA and normal subjects in
metatarsal joints. b Comparison of manual and semi-automated method for RA and normal subjects
in interphalangeal joints
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Translation into Pali Language
from Brahmi Script

Neha Gautam, Soo See Chai and Megha Gautam

Abstract The Brahmi script is widely used in ancient time for writing the various
types of religious books, information about the rules and regulation of the kingdom
of king Ashok and Pali language is used to read the Brahmi script. Pali to English
dictionary is available to understand the Pali language. However, any dictionary or
translation system related to Brahmi script to Pali script is not available. In order to
understand the content inBrahmi script, an automated system for facilitatingmachine
translation of Brahmi text to Pali language is suggested in this study. Detail research
on Brahmi script to Pali language has been accomplished, and necessary rules are
analyzed. Based on the research and analysis, this study illustrates one-to-one and
many-to-one mapping system for Brahmi text to Pali language translation.

Keywords Brahmi script · Pali language · Conversion rules ·Mapping method

1 Introduction

A machine-translation system is used to convert a target language output sentence
from a source language sentence without changing the meaning of the source lan-
guage sentence. The translator system analysis on the grammatical structure of the
input sentence and transfers it to the target language structure [1]. Various types of
translation system are available related to themodern script like English, Devanagari,
Bangla, etc., and few are available in the ancient scripts, such as Sanskrit.
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Kunchukuttan et al. [2] suggested a Brahmi-Net system; it is an online system
for transliteration and script conversion for all major Indian language pairs (306
pairs). The system covers 13 Indo-Aryan languages, 4 Dravidian languages, and
English. Apart from the English language, all languages and scripts are driven from
the Brahmi script, thus Brahmi-Net name is used for the system. However, this
system and any other translation system did not focus on translating the Brahmi
script. Brahmi script is an ancient script, and it has a very rich background in terms
of culture and religion, such as Lalitavistara (Buddhist), Samavayanga Sutra, and
Pannavana Sutra (Jain) were written in Brahmi script. So, the translator of Brahmi
script to another language can help to understand it.

Translator is used for converting a language from another language and Brahmi
is not a language. So, firstly, Brahmi script should be converted into a language then
a translation can be performed easily. Pali language was used to read the Brahmi
script [3], and Pali to English dictionary is available to understand Pali language [4,
5]. So, translation to Pali language from Brahmi script can help to understand the
Brahmi content in the modern world. Brahmi script is a way to write Pali language,
so translating process is not depended on any type of grammar, verb, etc. Thus, one-
to-one mapping is followed to build the transition system where each character of
Brahmi text is separately converted into Pali language.

Details of the previous works related to this study are given in part II. Information
of the characteristic and properties of Brahmi script is described in Sect. 3. Informa-
tion of the Pali language and relationship of the Pali language of the Brahmi script is
discussed in Sect. 4. The methodology of translation process including input, map-
ping, and output steps is presented in Sect. 5. Results of the proposed system are
presented in Sect. 6, and concluding remarks are mentioned in Sect. 7.

2 Literature

The translation process helps the researcher to translate one content into another
content such as translating one language to another language, one script to another
language, one language to another script, and one script to another script. The trans-
lation of one language to another is a tough task because languages are based on rules
of grammar, and each language has its own grammar and sentence structure. How-
ever, various studies have worked on translating one language to another language,
while other studies are still focusing on improving translation system performance.

Various translation systems have been built using major modern popular lan-
guages such as the translation of Hindi to English [6], English to Hindi [7], Telugu to
English [8], English to Telugu [9, 10], Telugu to English [11], English to Malayalam
[12], Malayalam to English [13], English to Sanskrit [14], English to Bangla [15],
Bangla to English [16], Telugu to Sanskrit [17], Malayalam-Tamil Machine Trans-
lation [18], Kannada to Telugu [19], Telugu to Marathi [20], etc. Sata-Anuvadak is
a translation system in which 11 Indian languages (Hindi, Urdu, Punjabi, Bengali,
Gujarati, Marathi, Konkani, Tamil, Telugu, Malayalam, and English) were translated
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using an English–Indian language translator and Indian-Indian language translation
[21].

As can be seen, not a single study investigated Brahmi script translation. However,
Brahmi script has been used for a long time [third BCE to the sixth century (CE)].
Brahmi script is an ancient script, and it has a very rich background. So, the translator
of theBrahmi script to another language could help the general population understand
religious books, the culture of this religion, and the rules of King Ashoka’s Empire.
However, a translator is used to convert one language into another language, and
Brahmi is not a language. Therefore, firstly, the Brahmi script should be converted
into a language so that its translation can be performed easily. Pali language was used
to decipher or read the Brahmi script [22], as a Pali to English dictionary is available
for understanding the Pali language [4, 5]. Hence, the translation of Brahmi script
to Pali language will fill this gap and help the researcher and general population to
better understand Brahmi content in the modern world.

The script-to-language translation process was performed prior to translating the
Brahmi script to Pali language. A few studies have been done in the field of script-to-
language translation, and script-to-script translation.Bangla text toBraille translation
was developed to help blind people understand the Bangla text. This system used
a mapping process to translate the Bangla text to Braille and was able to convert
all Bangla characters. The Brahmi-Net system was also developed involving the
translation of 18 languages (13 Indo-Aryan languages, 4 Dravidian languages, and
English) and the conversion of 10 scripts (Bengali, Gujarati, Kannada, Malayalam,
Odia, Punjabi,Devanagari, Sinhala, Tamil, andTelugu) [2].Brahmi-Net is considered
to be a form of language-to-language translation and script-to-script translation.
Brahmi-Net also uses the mapping process to perform script-to-script translation
because it is easy to use and yielded the best performance.

Brahmi script is a way to write Pali language, so the translation process does not
depend on the type of grammar, verb, etc. Instead, the one-to-one mapping must
be performed to build the transition system in which each character of the Brahmi
text is separately converted into Pali language. Hence, mapping is a better option for
translating Brahmi script into Pali language.

3 Brahmi Script

Brahmi script is an ancient script. Brahmi script was used from third BCE to the
sixth century (CE) [23, 24]. This script was used to write various religious books on
Buddhism and Jainism culture [25, 26]. At one time, the Brahmi script was referred to
as the “pin-man” script, that is, the “Stick Figure” script in English [26, 27]. In other
words, Brahmi characters have geometric features such as lines, curves, corners, and
dots [28] and these features can help identify the Brahmi script from other various
scripts.
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3.1 Properties of Brahmi Script

(a) A vowel that follows a consonant may take a modified shape and may be placed
on the left, right, top, or bottom of the consonant depending on the vowel. Such
characters are called compound characters [29]. Sometimes, two vowels follow
a consonant and become a new character called complex compound characters.
Both properties can be seen in the Brahmi script such as the Devanagari script
and the Bangla script.

(b) Brahmi script has 368 characters in total, including 33 consonants, 10 vowels,
and (325) compound characters making up the rest [30, 31].

(c) Brahmi script is written from left to right.

3.2 Characteristic

The shape of consonant will change according to the vowels to build the compound
characters. The features add in the consonants to create the compound characters
called “Matra.”Mostly, these “Matra” can be seen on the outer edge of the consonants
(but not always because it also depends on the shape on the consonants) or add a dot
feature (.) after the consonant.

4 Pali Language

Pali is a middle Indo-Aryan language that is in the Prakrit language group and was
indigenous to the Indian subcontinent [32]. But no one is using this language in
modern time for the communication; thus, this is called a dead language [32]. Thus,
the first Pali Dictionary to English published in 1869 and the first Pali translated text
to English released in 1872 to understand the text in Pali language [5].

4.1 Relationship Between Characters of Brahmi Script
and Pali Language

Vowel and consonants of Brahmi script and pronunciation of Brahmi script in Pali
language are also mentioned in Table 1. However, Brahmi script has the property of
compound characters where a consonant is followed by one vowel (Table 1). So, the
way of pronunciation in Pali language is also changed according to the compound
characters of Brahmi script. Pali language of the Brahmi consonant and Pali language
of the vowel are used as prefix and suffix of the compound character, respectively
(Table 1).



Translation into Pali Language from Brahmi Script 121

Table 1 Translation of Pali language from Brahmi script
 sretcarahc dnuopmoCslewoV stnanosnoC

Pali (Brahmi)  Pali (Brahmi)  Pali (Brahmi) 

Ka ( ) (+) ( ) =  ( ) 

Ka ( ) (+) ( ) =  ( ) 

Ka ( ) (+) ( ) = ( ) 

Ka ( ) (+) ( ) =  ( ) 

Ka ( ) (+) ( ) = ( ) 

Like: Ka (Pali consonant) +  (Pali vowel)=  (Pali compound character) of  
(Brahmi consonant) + (Brahmi vowel) = (Brahmi compound character) 

5 Methodology

Translation process is divided into three steps: input of the system, mapping, and
output of the system (Fig. 1), where mapping is the main step for the translation.

5.1 Input

Brahmi word is used as the input of the translation system. Length of the words and
characters in the text are not fixed. All characters of each line are read from the left
side to the right side, and all lines of the text are read from top to bottom.

Brahmi Characters 
(Input) Translation 

Mapping Table

Pali Language
(Output) 

Fig. 1 Computational model for Brahmi text to Pali language translation
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Table 2 Translation table of Pali language from Brahmi script

Brahmi script Pali language Brahmi script Pali language 

5.2 Mapping

The association of each element of a given set with an element of another set is called
mapping. In simple words, the mapping process replaces one set of words by another
set of words. The first set of elements is Brahmi characters, and the second set of the
element is the Pali language. According to Table 2, the relationship of all 368 types
of Brahmi characters with Pali characters was identified, and the Brahmi characters
were replaced with Pali characters in the mapping step.

5.3 Output Text

After the mapping step, all Brahmi characters were translated into Pali characters.
However, all characters were isolated and translated into Pali language, so the trans-
lated Pali characters were arranged according to the place of the Brahmi characters
in the word and text. Figure 2 shows the translation process as an example. Each
character of a Brahmi text was converted into Pali language using the mapping step,
and all isolated characters of the Pali language were rearranged according to the
presence of the characters in the Brahmi text. As already mentioned, that Pali is a
language, so, English phonetic characters were used to present the Pali text.

Fig. 2 Translation system

Brahmi text

Mapping

Pali text
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6 Experimental Result

All characters can be correctly translated by this system because of the mapping
step. The recognition system is capable of reading the Brahmi characters so, the
translation system showed 100% accuracy to translate the Brahmi text into Pali text.

7 Conclusion

Understanding the Brahmi text can help to understand the various religious books.
So, translation can be an useful manner to understand the Brahmi text. Translation
system from Brahmi script to Pali language is suggested by this study. Brahmi word
is used as input of the translation system. Mapping process is used to translate the
Brahmi word and mapping process just replace the Brahmi words to Pali words and
translation system is 100% capable to translate the text into Pali language by Brahmi
text.
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The Dataset for Printed Brahmi Word
Recognition

Neha Gautam, Soo See Chai and Megha Gautam

Abstract Publicly available dataset is important for character, word or document
recognition. The use of a standardized dataset will provide a fair or reliable compar-
ison between the performances of the underlying recognition algorithms. Research
on Brahmi words recognition had achieved encouraging results. However, there is no
publicly available standardized Brahmi dataset. In this paper, the steps in producing
a publicly available Brahmi dataset are presented. These steps include data collec-
tion, segmentation, storage, labeling, and statistical distribution. A total of 7,011
images of Brahmi characters were collected. The collected dataset is divided into
three classes: vowel, consonants, and compound characters. In total, there are 170
classes with 4 of these classes belong to vowels, 27 classes of consonants, and 139
classes of compound characters. The 170 classes of characters are further divided
into training and testing sets; 6,475 images in the training set while 536 images in
the testing set.

Keywords Brahmi script · Segmentation ·Writing system · Dataset · Brahmi
word recognition

1 Introduction

Automatic word recognition remains a challenging task even though the latest works
have shown significant improvements in the performance of the word recognition
systems. Optical character recognition (OCR) technology has enabled us to con-
vert scanned paper documents, pdf files or images captured by a digital camera
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into editable, automatic readable and searchable data. In order to benchmark the
recognition algorithms, a standardized dataset is required. Standardized datasets are
available for some common languages like English [1], Devanagari [2], and Chinese
[3]. Brahmi script has a wealthy archeological background and had been used in
ancient time. However, research on Brahmi character and word recognition was not
based on a standardized dataset, causing the results obtained to be questionable.

In the work of Brahmi scripts recognition, the suitable features of the Brahmi
scripts are first extracted, and next using the suitable classifier, the extracted features
will be classified. For instance, geometric features [4] of the Brahmi scripts had
been used as the suitable features for Brahmi scripts recognition, zoning method [5,
6] was applied to obtain the features of the Brahmi scripts and template matching
[6], and artificial neural network (ANN) [5] were used as classifier to classify the
extracted features. In 2016, Vellingiriraj et al. [5], who worked with Brahmi word
recognition, notified that an official dataset is required for Brahmi scripts in order
to evaluate the performance of the Brahmi scripts recognition algorithms. Currently,
researchers in Brahmi scripts recognition research are using their own datasets with
limited samples. A publicly available standardized dataset will serve as a transparent
platform for comparison of the different recognition algorithms.

The process of developing the standardized Brahmi dataset involves data col-
lection, segmentation, storage, labeling, and statistical distribution. During the data
collection, various free online resources and personal Web sites were utilized. The
collected images were of various sizes and resolutions. These images were next seg-
mented, labeled, and stored. There was no suitable technique that was found from
the literature to segment the characters from the Brahmi words and text automati-
cally. Therefore, in this study, all the characters are manually segmented from the
Brahmi word and text. The isolated characters were next labeled and stored. Similar
characters were grouped with a unique name.

The remainder work of the article is organized: the origin, the writing style of
various scripts of the world writing systems, and the details of previous studies
based on the dataset of different scripts are shown in Sects. 2 and 3, respectively.
Methodology to build the dataset including the details of the training and testing
dataset described in Sect. 4 and the conclusion of this study are presented in Sect. 5.

2 Writing Systems and Scripts of the World

In character recognition, themain distinguishing features are the characteristics of the
different writing systems and the structural properties of the characters. According
to Ghosh et al. [7], there are six prominent writing systems, as shown in Fig. 1. The
detail of these six writing systems is further explained.
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Fig. 1 World writing system [7]

2.1 Logographic System

Sub-headings should be typeset in boldface italic and capitalize the first letter of the
first word only. Section number to be in boldface roman.

2.2 Syllabic System

The logographic system uses a single symbol to represent the entire word. The
syllabic system, on the other hand, uses a set of written symbols to represent or
approximate syllables or phonic sounds, to make up words.

2.3 Abjad System

Writing system can include logographic system such as Chinese (images that repre-
sent words or ideas, sometimes with a phonetic element denoting the pronunciation);
alphabetic systems (consonant alphabets such as Arabic, or phonemic alphabets with
vowels, such as Latin); and syllabaries (with symbols for consonants and vowels
together), such as Ethiopic [8].
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2.4 Abugida System

Nearly, entire scripts in Southeast Asia and India belong to the Abugida system. The
alphabetic-like writing system in the Brahmic family of scripts originally acquired
from ancient Indian Brahmi script. Figure 1 shows the evaluation of original Brahmic
scripts which were popular in India and Southeast Asia.

Various scripts such as Bengali, Gujarati, Manipuri, Gurumukhi, and Devanagari
are derived from Brahmi script and some characteristics are also common in these
scripts to Brahmi script. Such as, all these have “Matra” or “Shirorekha” features in
compound character.

2.5 True Alphabetic

This refers mainly to the Roman script, with English as the most popular script or
language worldwide. The original alphabetic system contains letters for consonants
and vowels.

2.6 Featural System

The featural system includes phonemes composed of symbols or characters which
represent the features. Prominently, Korean Hangul is according to the featural sys-
tem. Mixing logographic Hanja with featural Hangul, the Korean script consists of
more Hangul than Hanja, as depicted in Fig. 1. Korean script is comparatively less
complicated and less compact while the Japanese and Chinese have more ellipses
and circles.

3 Literature Review

Many current scripts have already recognized by automatic recognition systems,
and some works also find out the recognition of ancient scripts. Dataset plays an
important role to build a recognition system. This literature is covered the available
standard datasets related to various popular scripts of only Abugida system because
Brahmi script is a part of this system. Abugidas include the extensive Brahmic family
of scripts of South and Southeast Asia. Various scripts including Brahmi script are
part of the Abugida system such as Devanagari and Bangla. Numerous types of work
completed related to the dataset of this system. More information about the datasets
are further discussed.
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A latest work related to Bangla character dataset [2] collected the 59,892 num-
ber of characters as the samples, where 41,536 number of compound characters,
15,000 number of primary characters as well as 3,360 number of vowels and conso-
nant. A benchmark dataset of isolated Bangla handwritten compound characters was
introduced [9]. The total number of separated characters was 55,278 including 199
various pattern shapes and 171 types of characters classes in the dataset. In the year
2012, CMATERdb1 dataset [8] developed by Jadavpur University, Kolkata, India.
This dataset used 150 page-level documents, among the 150 handwritten document
pages, 100 pages written in Bangla script with the remaining pages written in Bangla
text mixed with English words.

To introduced a character-level Devanagari script dataset [10], 750 writers con-
tributed to writing the 5,137 and 20,305 number of samples of Devanagari numerals
and Devanagari characters, respectively. An another dataset of Devanagari script,
CPAR-2012 [11] included 35,000 isolated handwritten numerals, 83,300 charac-
ters, 2,000 constrained, and 2,000 unconstrained handwritten pangrams. For Tamil
dataset, around 500 different hands contributed to write city name in Tamil script
to build the dataset (Tamil-DB). It was primarily developed dataset for the postal
automation system [12]. An unconstrained Kannada handwritten text database
(KHTD) introduced [13]. KHTD contained 204 handwritten documents produced by
51 native speakers of Kannada in four different categories. This dataset constructed
by 4,298 text lines and 26,115 words. A multipurpose dataset of handwritten sam-
ples of Tamil and Kannada [14] contained approximately 100,000 words from 600
various classes.

Few studies took multiple scripts to build the datasets, like: a handwritten isolated
numeral dataset [15], such as Devanagari, Bangla, and Oriya scripts. This dataset
comprises of 23,392 Bangla numerals written by 1,106 individual writers, 22,556
Devanagari numerals written by 1,049 persons, and 5,970 Oriya numerals written
by 356 hands. PBOK [16] was a page-level dataset which contained four different
scripts as Bangla, Oriya, Persian, andKannada. PBOKgenerated two types of ground
truths, based on pixel information and content information. PBOK developed with
a total number of 707 text pages, 12,565 text lines, 104,541 words, 423,980 charac-
ters, and 436 persons were involved to write the content for this dataset. A new study
related to the word-level numeral dataset of Bangla, Devanagari, Roman, and Urdu
script was suggested [17], and all four scripts are well used in India for the writing
purpose and communication. This dataset consists of a total of 5,659 numeral strings
comprising of Bangla (1,602), Devanagari (1,139), Roman (1,602), andUrdu (1,316)
images. Total 43 writers were involved in the building of this dataset. A new dataset
PHDIndic_11 [2] suggested, which contains 1,458 handwritten page-level images
from 11 official scripts of India, namely: Bangla, Devanagari, Urdu, Gurumukhi,
Oriya, Roman, Telugu, Gujarati, Malayalam, Tamil, and Kannada. Total 463 indi-
viduals from different places of India have written 1,458 pages. Similarly, a dataset
finds out related to railway signboards. A ‘station signboard’ database [18] which
includes the railway signboards written in five different Indic scripts: Hindi, Odia,
Urdu, Telugu, and English script. A total number of 500 images gathered related to
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ground truths which produced in a semiautomatic way. These images pose various
challenges such as illumination effect, occlusion, perspective distortion, and so on.

All discussed studies are the evidence that most studies have been conducted on
modern scripts like English, Devanagari, etc., and few studied focused on the ancient
scripts like Jawi. According to this whole discussion, it can be seen that no work
has found on Brahmi dataset. Few works can be seen related to Brahmi character
recognition [4, 6] and Brahmi word recognition [5, 19, 20] but the local dataset
used to train the system in all these systems. Although Vellingiriraj et al. [5], who
worked with Brahmi word recognition, notified that an official dataset is required for
Brahmi scripts in order to evaluate the performance of the Brahmi scripts recognition
algorithms.

4 Methodology

Ideally, any recognition system requires a dataset to train and test the system. Sim-
ilarly, the dataset will present an important part to recognize the Brahmi word with
reliable accuracy. Methodology to build a dataset discuss in this section. Steps of the
method include collect the data, isolate the useful character from the words and texts,
divided the isolated characters into group, and execute labeling process to store the
data in a proper manner for further use.

4.1 Data Collection

Finding suitable sources for the samples of Brahmi text was considered as the first
step for building the dataset in this study. Various online resources were used to
collect the images of Brahmi words and text as samples. However, only images
that were visible and noise free were considered for the sample collection. During
the collection of the samples, many images of the text and words were collected
from various Web sites and other online resources. After this step, the characters
were separated from the words and text, an essential task, because these isolated
characters were then used to train the system.

4.2 Segmentation

Segmentation process is used to isolate all the characters from the text. Segmentation
process is divided into two parts. However, this study is not found out any suitable
method for the segmentation of the characters from the Brahmi text from the litera-
ture. Singh and Kushwaha [21] suggested a technique to isolate the characters from
the text, but this method is not enough capable to segment the all the characters from
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the Brahmi text. So, all characters are manually separated from the words and text
and it considered that all features of the characters are placed together in an image.

4.3 Data Storage and Labeling

All isolate characters should be in a uniform format. So, all extract images of charac-
ters change into JPG format. Next to that decided the group and place the characters
accordingly. So, all characters that have same structure (shape) are placed together
in a folder (directory). Next to that give a unique name of all directories which are
the collections of the same types of characters.

All directories are divided into three categories: vowel, consonants, and compound
characters. All vowels are denoted by alphabet (a, b….). Similarly, all consonants
are denoted by digits (1, 2,….). Compound characters are the combination of the
consonants and vowels so, for the better understanding, every single directory of
compound character is represented by two entities: a number along with an alphabet,
where numbers represent the consonants, and alphabet (a, b….) denote vowels.

4.4 Statistical Distribution

Brahmi dataset is the combination of the various types of samples of characters.
In the dataset, 170 classes of a total number of characters where 27 varieties of
consonants, 4 types of vowels, and rest (139) belongs to compound characters. As
the knowledge, Brahmi script has 368 types of characters [19], but could not find all
kind of characters because of the lack of resources. The database consists of printed
Brahmi words composed of 6,475 images of 170 classes for the training and 536
isolated characters of 170 classes for the testing. This dataset also has 55 samples
of Brahmi text (which are not isolated) to check the performance of segmentation
methods in the future.

5 Conclusion

Brahmi word recognition dataset, a word-level samples of Brahmi script, has been
suggested. Steps to complete the dataset and converted all row samples into useful
manner are discussed to introduce the Brahmi word recognition system. Moreover,
Brahmi dataset will also able to provide reliability on the performance of the sys-
tem. Various types of words and text are collected to build the dataset. However,
characters are manually segmented from the words and text. So, the limitation of
dataset, if some more word is further added to increase the dataset, so that samples
should be isolated. Various types of vowels, consonants, compound characters, and
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complex compound characters are not part of the Brahmi dataset because of the lack
of resources. Moreover, all steps after data collection, such as segmentation, data
storage, and labeling are completed manually by this study, so further work focus to
do it automatically. Furthermore, Brahmi word recognition system can be developed
by using this dataset.
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A Fractal Boundary Wideband Antenna
with DGS for X-Band Application

Shashi Bhushan Kumar and P. K. Singhal

Abstract In the present scenario, the requirement of wideband antenna is increasing
day by day. Keeping the view, a symmetrical wideband fractal boundary antenna is
proposed in this paper. This proposed antenna with DGS structure has wideband with
a compact size of 25 mm × 25 mm. Proposed antenna was simulated using IE3d
antenna simulator software and got good result from 8.5 to 11.7 GHz. Presented
antenna is resonating at 10 GHz, achieved wide bandwidth of 3.2 GHz, which is
quite high. To validate the simulated result, the proposed antenna was fabricated,
tested, and very good result has been achieved. Simulated and measured result has
been compared, and there is a little deviation in the results due to minor changes in
the physical dimension. This antenna can be used for X-band application.

Keywords Fractal geometry ·Wideband · Fractal boundary · X-band · DGS

1 Introduction

In the present scenario, wireless communication systems require antennas with
multiband, wideband and small in physical size. A green area of researchers is
the microstrip antenna, where research has been carrying out in various directions.
Microstrip antenna has many advantages like lightweight, low profile, conforma-
bility, easy to fabricate, compatible with MMIC and cheap in cost [1, 2]. With this
advantage, the microstrip antenna attracts researcher to work on this. Due to its
lightweight and low profile, it can be shaped in any form either planar or non-planar
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structure. As it is conformal to irrespective of any surfaces, it can be used on curved
and plain surfaces as well. One of the big disadvantages of conventional microstrip
antenna is narrowband, and bandwidth is about 2–3% of center frequency. However,
the requirement of bandwidth is increasing day by day as per new technologies. To
meet the requirement of multiband and wideband, a fractal geometry has been intro-
duced in 1880 by Mandelbrot [3, 4]. Fractal boundary geometry is a novel concept
that has been used in very few geometry. Fractal geometry has beenmore popular due
to its excellent feature of self-similarity and self-affinity properties. Fractal geometry
miniaturizes antenna size [5–7]. By applying the miniaturization technique, the size
of the antenna gets reduced. It has been seen in many published papers, enhancement
in the bandwidth was not much introduced and there was much focus on circularly
polarized characteristics [8–10]. Bandwidth enhancement has been discussed with
the capacitive loading effect and EBG structure [11, 12]. Importance of bandwidth
has been a great role in data transmission. This proposed antenna achieves 3200MHz
bandwidth.

2 Antenna Design and Analysis

Apoly fractal boundary antenna has been introduced. Proposed antennawas designed
with hexagon shape on the boundary of the antenna. To get better result, ten circular
holes were cut in the antenna DGS structure. There are six holes at the center of
antenna and four holes at the center of hexagon polynomials with 2 mm and 1 mm
diameter, respectively.

Dielectric constant of substrate: 4.4, width of patch: 25 mm, length of patch:
25 mm.

Height of substrate: 1.6 mm, feed width: 2.4 mm (Figs. 1, 2 and 3).

3 Simulated and Measured Results

Proposed antenna was simulated using IE3D simulator, and return loss curve is
shown in Fig. 4. A wide bandwidth has been achieved. The proposed antenna was
fabricated with FR4 material and tested using a vector network analyzer (Fig. 5).
Figures 6 and 7 show that simulated 2D radiation pattern and measured radiation
pattern, respectively. They are in good agreement in the simulated and measured
results.
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Fig. 1 Poly fractal boundary antenna

Fig. 2 Top view of fabricated antenna
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Fig. 3 Bottom view of fabricated antenna

Fig. 4 Return loss versus frequency curve
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Fig. 5 Measured return loss versus frequency curve

Fig. 6 Radiation pattern of proposed antenna
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Fig. 7 Measured result of radiation pattern

4 Conclusion

A symmetrical fractal boundary antenna was proposed for X-band application.
Antenna was designed and simulated. Impedance bandwidth of this antenna is about
3.2 GHz, and the same antenna was fabricated, tested.Measured and simulated result
was compared. It was seen there is a minor difference in the results due to changes
in physical dimensions while fabricating manually.
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An Approach to Automated Spam
Detection Using Deep Neural Network
and Machine Learning Classifiers

Shubham Vashisth, Ishika Dhall and Garima Aggarwal

Abstract This paper presents a deep neural network model for performing spam
detection. Unlike conventional machine learning models like naïve Bayes, support
vector machines, a deep neural network is immune to various fluctuating environ-
ments. This paper also proposes the application of CountVectorizer in order to per-
form feature extraction on the text-based data. In order to increase the accuracy score
of the proposed model, hyperparameter tuning has also been done. This paper also
compares the accuracy of the proposed deep neural network to variousmachine learn-
ing classifiers like logistic regression, support vector machine, k-nearest neighbor,
Bayes, etc. Experimental results of this paper show that the proposed deep neural
network model is able to outclass all other machine learning models in terms of
achieved accuracy score, and naïve Bayes classifier is the most efficient model with
respect to its computation cost.

Keywords Artificial intelligence · Supervised machine learning · Deep neural
network · Naïve Bayes classifier · Artificial neural network · Spam detection

1 Introduction

A spam message is basically a collection of uninvited bulk messages, mostly used
for marketing and promotion directed via the system of electronic messaging. Spam
messages are one of the major contributors in making the systems insecure and
vulnerable by prompting the users to consume a malware affected entity.

Many solutions are constantly proposed with the intention to make the task of
detecting a spammessagemore precise and efficient as explained in [1]. Even though
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a perfect solution to this problem does not exist, diverse approaches and technologies
are being applied to this problem, including techniques like blacklisting, content fil-
tration, greylisting, etc., in order to achieve the desired goal. The supreme governing
factor that classifies an electronic mail or a message as a spam is based on its solicita-
tion with the user; the messages that are not relatable or associated with the user are
the ones that are being placed in the spam category. Other factors that influence this
classification are the usage of an IP address that was previously used for transmit-
ting a spam message, having low open rates, having low mailbox usage, deceptive
subjects, often used for spam trigger words or phrases, etc. Using the concept of
machine learning, it is conceivable to crack the problem of binary classification of a
message as spam or ham, i.e., not spam bymaking the model learn from thousands of
examples. This approach enables the model to perform classification tasks in a more
efficient and robust scheme without conceding on the accuracy of the application.

The main contribution of this paper is the proposal of deep neural network model
which is able to perform the task of spam detection with high accuracy score. This
paper also deals with the application of CountVectorizer, based on the process of
tokenization which allows to polish up the process of feature extraction on the text-
based dataset. Also, hyperparameter tuning has been done for the proposed model in
order to increase its accuracy and ultimately reduce the loss of the model. Another
contribution of this paper is the related comparison of the proposed deep neural
network model to the various machine learning classifiers for the task of detecting
spam messages.

The rest of the paper has been organized as given: Sect. 2 presents the prelimi-
naries; Sect. 3 discusses the related works; Sect. 4 is proposing the methodologies
and Sect. 5 presents the result. Finally, conclusion is discussed in Sect. 6.

2 Preliminaries

2.1 Naïve Bayes Classifier

Multinomial naive Bayes classifier is a supervised learning algorithm that is based
on the notion of prior beliefs and assumes independence among predictors X, with
an aim to estimate the most probable hypothesis. This classifier has shown highly
escalating results on large text-based datasets than many other classifiers like logistic
regression, SVM, decision tree, etc. This can be explained by the fact that naive
Bayes works based on Bayes’ theorem which is further based upon the concept of
conditional probability as explained by [2]. The algorithm scans the message and
searches for the contents, i.e., the tokens and then matches it against its two-word
lists to measure the chances of an ith word contributing toward a message being a
spam.
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2.2 Artificial Neural Network

Artificial neural networks have the ability to outclass all the other classifiers. Accord-
ing to [3], massive iteration numbers allow the network to discover the optimum
values of weights.

The deep and dense fully connected layers can be appended in an existing network
as depicted in Fig. 1 in order to increase the depth of feature extraction and advance
the overall accuracy of the model.

3 Related Work

Most of the existingwork in the area of spamdetection prefers Bayesian classification
and artificial neural network approach of data mining with pattern classification
of e-mail content. Accuracy score of multilayer perceptron and naïve Bayes [4]
was not quite impressive, and it could have been improved by tuning parameters
and applying data preprocessing techniques. Top reasons to make use of various
preprocessing techniques are complexity reduction, faster training of large datasets,
easy implementation, and improved accuracy score of the given model. According to
the existingwork in spam e-mail detection [5], the classificationmethods like support
vectormachines and naïveBayes have been used provingSVMtobe inappropriate for
binary decision problems. Someworks [6] performed an investigation on the efficacy
of feature selection methods on a spam dataset and suggested that feature selection
approach can be divided into two approaches of feature ranking and subset selection
which was a new way of reducing complexity. It was deduced that feature selection
removed the unnecessary attributes, hence promoting the improved accuracy score.
In order to propose a binary classifier, the technique of learning syntax of each
message using word vector training mode has been used too. Some work [7] was
focussed on implementation of deep learning techniques due to issues like spam

Fig. 1 Fully connected deep
neural network
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drifting and information fabrication and received low accuracy scores. This can be
improved by using CountVectorizer which provides a simpler way to both collect
the text and tokenize a collection of text document. It encodes the new word using
the built vocabulary and improves the score further.

4 Methodology

Machine learning algorithms are used to provide the systems with an ability to learn.
This ability to enable machines to learn artificially is made possible by using a
tremendous amount of data and various statistical techniques in order to extract fea-
tures from the recorded data. The science behind machine learning is closely related
to that of mathematical optimization, computer statistics, and even data mining. The
following steps were adopted in order to generate the models to perform binary
classification of messages as spam or ham:

(i)Data preparation and preprocessing (ii) training (iii) testing (iv) hyperparameter
tuning.

4.1 Data Preprocessing and Preparation

A file with 5572 different sample messages along with their corresponding label
was selected. As these machine learning algorithms work with numerical data, it is
essential to convert or remap the respective value of Y for each unique value of X.

Since Y can only have two binary possibilities of being either a spam or ham,
therefore a spam label is mapped as 1 and a ham label is mapped as 0 for all unique
messages or X as shown in Fig. 2.

4.2 Training

This step is also considered as the bulk of machine learning. The model is trained
using supervisedmachine learning approach as explained in [8]. The classic machine
learning algorithms like logistic regression, naïve Bayes, random forest, etc., were
initially designed in order to work with numerical figures. Therefore, there is a
need for conversion of initial text data into the numerical data without losing the
needed information before feeding it into the classifying algorithms. This problem
can be solved by using the CountVectorizer function as presented in [9]; this function
is provided by the scikit-learn library which is supported by python programming
language.
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Fig. 2 Preprocessing data

CountVectorizer enables us to tokenize a pool of text data in order to construct a
vocabulary of known words and encode the text data using the same vocabulary as
depicted in Fig. 3.

Fig. 3 Tokenizing using CountVectorizer
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Fig. 4 Batch or offline learning

After generating the required data, the machine learning model is trained using
batch learning where all the available data is fed to the system at once, and the whole
process can be automated; this learningmechanism is also referred as offline learning
as shown in Fig. 4. This batch learning system, as discussed in [10], is adopted for
training by feeding 80% of the whole dataset to each and every classifier that has
been selected, i.e., logistic regression, artificial neural network, k-nearest neighbor,
support vector machine, decision trees, random forest, and naïve Bayes classifier.

The goal now is to train the chosen models in a way that it improves its prediction
with every training step or iteration. The more data the model will be trained upon,
the more accurate the prediction will be. The basic explanation of this phase goes by
the equation y=m*x+ c, where y is the output, x is the input, and these two variables
cannot be altered, but m, the slope, and c, the y-intercept, can be altered with every
iteration based on every single data from the complete dataset. The collection of m
forms a matrix W (weight matrix) and the collection of c forms the C matrix. Both
matrices are expected to be updated for each unique value that is being fed to these
models.

4.3 Testing

Out of the complete dataset, the left 20% of the dataset is being used to test the
accuracy of all the selected classifiers.

The testing phase allows us to test the model against data that has never been used
before for training as shown in Fig. 5. This is done by evaluating values of Y, i.e.,
output label for corresponding values of X, i.e., input message and then comparing
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Fig. 5 Testing the model

the generated values of Y to the original message label. This phase is important to
check how the designed model will work in the practical world.

4.4 Hyperparameter Tuning

Since the machine learning classifiers are depended on hand-tuned parameters, it
is always possible to be able to improve the pre-examined accuracy of the existing
models. Various parameters such as learning rate, number of hidden layers, optimizer,
epochs in neural networks, the value of k in k-nearest neighbors, soft-margin constant
C in support vectormachine, etc., can heavily affect the accuracy rate for themachine
learning models. Hence, by tuning such parameters, much higher accuracy scores
can be obtained for the task of spam detection.

5 Result

The proposed deep neural network model was able to achieve a high accuracy score
as compared to some of the conventional machine learning models. This accuracy
wasmade achievable by determining the superlative hyperparameters for the selected
model.

Figure 6 shows the accuracy scores that were achieved in case of each separate
model, according to which artificial neural network was able to achieve the high-
est score of 0.9892 followed by naïve Bayes classifier with a score of 0.9883. As
observed, naïve Bayes classifier is giving an accuracy close to that of artificial neural
network, but it is feasible to use naïve Bayes due to its reduced computational cost
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Fig. 6 Accuracy scores

and time of processing. Table 1 shows the values of accuracy scores achieved by
the models. Conversion of initial text data into the numerical data which is being
encoded as integer or floating values also served as an important step in extracting
features without losing the needed using CountVectorizer.

Table 2 shows the value of hyperparameters that were being selected. These hand-
tuned features play a vital role in defining the learning capability of the network
that varies from problem to problem. The goal is to minimize the loss followed

Table 1 Accuracy
comparison of the models

Classifying model The accuracy achieved (in %)

K-nearest neighbors 92.73542600896862

Random forest 96.95067264573991

Decision tree 97.75784753363229

Logistic regression 97.9372197309417

Support vector machine 98.7443946188341

Naïve Bayes 98.83408071748879

Artificial neural network 98.9237668161435

Table 2 Hyperparameters of
the deep neural network

Hyperparameter Configuration

Number of hidden layers 3

Number of nodes per layer {100, 50, 25}
Activation function Logistic

Learning rate 0.001

Optimizer Adam



An Approach to Automated Spam Detection Using Deep Neural … 151

by the computation cost of generating the model, keeping in mind the problem of
overfitting. After trying various values of given parameters, it was observed that the
above-mentioned values for given hyperparameters are the most optimal values.

6 Conclusion

The generated deep neural network model is able to perform spam detection with
high accuracy rate. The features were extracted from the data using concept of
CountVectorizer. Hyperparameter tuning allowed the evaluation of the most opti-
mal hand-tuned features. Also, upon comparing the accuracy score of all the models,
the proposed deep neural network model was able to give the highest accuracy score
in comparison with the conventional machine learning models for the problem of
spam detection. As the future work, various data prepreprocessing strategies can be
adopted in order to increase the accuracy score.Also, the implementation of advanced
forms of recurrent neural networks like LSTMs can be done which are much more
robust for the problems that lie in the domain of natural language processing.
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Analysis and Implementation
of IWT-SVD Scheme for Video
Steganography

Urmila Pilania and Prinima Gupta

Abstract In the world of computer, the skill of sending and displaying secret data
particularly in public places faced several challenges and had receivedmore attention
now. Protecting information on communication media is a vital need in information
transmission technology. We can protect information through encryption process
over the transmission media but due to advanced computing techniques, encrypted
information can easily be detected and decrypted. So, for avoiding the unauthorized
user from accessing information, we need some more advanced techniques. For this
purpose, we use steganography which is a technique to conceal secret message over
communication networks. In this paper, IWT-SVD scheme is proposed to conceal
watermark image in video cover file. Concealing watermark in video cover file gives
higher concealing capacity. It has been shown that concealing watermark in HH and
LL sub-band results in good perceptual quality, more robustness, and less computa-
tional cost. Simulation results also show that this new scheme outperforms adaptive
steganography based on IWT-SVD in term of PSNR, MSE, and concealing capacity.

Keywords Video steganography · Transform domain · Spatial domain · Integer
wavelet transform (IWT) · Singular value decomposition (SVD)

1 Introduction

With the help of communicating device and Internet, a lot of information can be
sent from one location to another location. When secure data is sent through any
communication channel, it can be altered by unauthorized persons. The security
measures need to get enhanced to tackle interception, i.e., the illegal alteration done
by illicit persons. Although there are many technologies exist for the safe transfer
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Table 1 Description of watermarking and steganography

Term description Watermarking Steganography

Objective Copyright protection Hidden communication

Requirements Robust watermarking Hiding capacity, perceptual quality,
and robustness must be good

Source file Image/video Text/audio/image/video

Secret massage Watermark Text/image

Secret keys May exist depends on algorithm
used

Depends on embedding algorithms

Output file Watermarked object Stego file

Security Depends on watermarking
technique

Depends on embedding algorithms,
must be high

Perceptual quality Transparency depends on type of
application

Invisible

Robustness Robust against image processing
attacks

Robust against attacks

Attacks Signal processing operations File only, compression attacks,
structural attacks, visual attacks,
statistical attacks

Goal failed Watermark is erased or exchanged Communication is detected

of information like cryptography, watermarking, digital signature, fingerprinting,
and steganography [1], watermarking protects copyright material from the attackers.
Watermarking protects secret data by embedding information in the form of copy-
right protection while steganography embeds secret information inside a cover file.
Steganography is secret communication, which hides even the existence of amessage
inside cover medium from the outside world [2]. By using steganography algorithm,
we remove the unnecessary bits in the cover file and add top secret information into
those gaps. A detailed explanation of watermarking and steganography [3] is shown
Table 1.

1.1 Different Steganography Techniques

There aremany steganography techniques exist like distortion techniques, cover gen-
eration technique, spatial domain technique, and transform techniques. In distortion
technique, stego object is formed by relating a series of modification to cover file
[4]. In cover generation technique, a cover is generated for the purpose of hiding the
secret information. Based on the domain, secret information can be concealed inside
time domain as well as frequency domain of the signal. In case of spatial domain
steganography, we change some bits of the cover file from the bits of secret infor-
mation. The simplest spatial domain technique is the least significant bit. LSB offers
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high embedding capacity and provides simplest way to control the quality of stego
file but easy to detect because of its simplicity [5, 6]. After LSB technique, many
more spatial domain techniques played a vital role in information hiding like PVD,
EBE, RPE, MVD, etc. In transform domain techniques, the cover file goes through
various transformations before hiding the secret data inside it. These techniques hide
information in the frequency domain rather than time domain. Hiding information
in frequency domain is much more complex and provides more security and robust-
ness. These techniques embed data in those portions of the cover file that remain less
opened to firmness, cropping, and image processing. A number of transform domain
techniques are may be lossless or lossy, and they are independent of image format
[2, 7, and 8]. Classification of these techniques includes DFT, DCT, DWT, IWT [9],
etc.

2 Related Work

Steganography is embedding its existence [1]. Invisible ink is used to mark certain
letters in newspaper and also added sub-perceptible echo in audio at certain places
then sent it to third party.DWT technique [10] is used to hide secret information inside
the cover image. Here, we divide cover file into LL, LH, HL, and HH coefficients,
these bands keep up a correspondence to common rough calculation, horizontal, ver-
tical, and diagonal facts of cover file, respectively. Data is embedding into LL and
HH coefficient of cover file because covariance of these two bands is small as com-
pared to LH and HL sub-bands. Image steganography using IWT and GA [9] is used
for concealing information in integer coefficients with the help of mapping function,
hiding information using DWT technique [11], and then optimizing using PCA. PCA
removes correlation between the information. In combination with wavelet coeffi-
cient technique, we use PCA for efficient hiding of information. Cover message [12]
is decomposed by applying DWT technique, and then less significant wavelet band
is replaced by secret message. Review of different spatial steganography techniques
like LSB, MSB, and PVD [13] is based on different parameters. Transformation
domain techniques like DFT, DCT, and DWT are compared by author based on var-
ious parameters [14]. Data is embedded in secret image using IWT steganography
technique [15]. Instead of using DCT technique, IWT is used to embed secret image
which provides lossless compression. Secret data is embedded inside audio cover file
[16] using IWT technique which is lossless because of integer nature of audio coef-
ficients of cover file. After literature survey, analysis of implemented steganography
techniques is done in given Table 2.
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Table 2 Analysis of already existing steganography techniques

Sr. no. Title of paper Technique used Advantage Disadvantage

1 A blind CDMA
image
watermarking
scheme in wavelet
domain

CDMA and DWT High resiliency
with good visual
quality of
watermark images

Coefficient in this
technique are in
float numbers

2 Steganographic
method based on
IWT and GA

IWT and GA High embedding
capacity

More execution
time

3 Video
steganography
approach for
effective

SVD and
Advanced LSB

Good robustness
and perceptual
quality

Computational
cost is high

4 Hiding data in
video using
discrete wavelet
transform and
principal
component
analysis

Multilevel DWT
and PCA

Good
imperceptibility
and robustness is
achieved

Low embedding
capacity

5 Integer wavelet
transform based
steganographic
method using OPA
algorithm

IWT and OPA Reduce error
difference among
original
coefficients values
and modified
values

Complex because
of additional keys

6 Integer wavelet
transform for
embedded lossy to
lossless image
compression

IWT and EZW Secret information
embedding with
lossless image
compression

Computational
cost increases

7 A new approach to
hide data in color
image using LSB
steganography
technique

LSB and AES Provide
double-layer
security

Does work well on
compressed
images

8 Simulation-based
watermarking for
confidential data
security for video
signal

DCT and JPGE
image compression

Embed secret
information
without any loss
and with good
visual quality

NC varies with
quality of secret
image

9 Wavelet-based
color video
steganography

DWT and LSB Large embedding
capacity

Low PSNR value
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3 Parameters in Video Steganography

As in process of hiding, information inside cover media quality may degrade. So,
to measure the quality of stego media, some parameters are used. These parameters
are.

3.1 Peak Signal-to-Noise Ratio (PSNR)

PSNR determines quality of stego video. Higher value of PSNR represents better
quality of video. PSNR is the ratio of noise in original video to the stego video
[16, 5, 17, 18, and 19].

3.2 Mean Square Error (MSE)

MSE is a factor to find the excellence of stego object. This method is inverse of the
above method [5, 3, 19].

PSNR = 10 log10

(
MAX2

1

MSE

)

MSE = 1

mn

m−1∑
i=0

n−1∑
j=0

[I (i, j) − K (i, j)]2

Here, M and N are rows and columns of cover image, I and K are cover file and
stego image, respectively. Where MAX is the range of pixel values (R = 255 for
RGB images).

4 Proposed Work and Discussion

Existing steganography technique such as LSB, EBE, PVD, DFT, DCT, and DWT
has some shortcoming in terms of payload, computational cost, security, perceptual
quality, robustness, and loss of information during compression [18]. If we try to
improve one parameter, then other parameters got affected because of the changes.
Embedding a large amount of secret information in cover file results in lowperceptual
quality of stego video as well as computational cost increases. Existing results of
DCT technique achieved PSNR of 38.26 db and that of DWT is 35.17 db [2] which
is very low. Low value of PSNR results in less robustness and poor quality of stego
file. This poor quality of stego file may also be attacked by hackers. IWT technique
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is the one which balances all these parameters, consumes less power, and is more
efficient in terms of area. Hardware implementation of IWT is also very easy because
of its integer nature. With IWT, cover file is converted into four coefficients LL,
HH, LH, and HL. HH coefficients have more noise in it, and LL coefficients have
useful information. So, secret information is embedded inside HH coefficients of
the cover file. To validate dispersion result, compute covariance (σ XnXm) for all the
four sub-bands, by taking two at a time [10]. Covariance is statistically expressed as
follows:

σXnXm = (XnXm)c−( Xn)
c(Xm)c

From the computation, it is proved that covariance for LL and HH sub-bands
are two smallest values equated to values for the same in all other combinations of
sub-bands.

SVD is a linear algebra transform which factorizes real or complex matrix having
applications in numerous fields of image processing [8]. Digital image is charac-
terized in the form of matrix, entries in matrix give intensity value of each pixel in
image, and SVD of an image M with dimensions m × m is given below:

M = USVT

Main benefits of SVD to employ in steganography are [20]:

1 Little changes in singular values do not affect the quality of the image.
2 Singular value of image has high stability that is they do not alter after many

attacks.

4.1 Embedding Algorithm

Following steps given below explain the embedding process:

1. Take video as cover file and divide the video into N number of frames.
2. Take input as a secret image into 64 * 64 blocks at sender side which is to embed

in cover medium.
3. Using IWT scheme, find frequency domain representation of frames and convert

each frame into four sub-bands LL, HH, LH, and HL that is into low, high, and
middle frequency sub-bands (Fig. 1).

4. Conceal the secret image into HH and LL sub-band by applying IWT and SVD,
respectively, on the specific frame resulting into stego file.

5. Then apply inverse IWT and SVD on stego file to extract the secret image.
6. To find the quality of scheme, apply performance matrix PSNR and MSE.
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Fig. 1 Embedding flowchart

5 Experimental Results

Video is taken as the cover file, and the watermark is taken in the form of 64 * 64
images. Cover video file is divided into n number of frames. Then, concealing of
secret information is done inside random frames so that the attacker will not be able
to find where the watermark is stored and into how many frames. In this way, hiding
capacity as well as robustness of the system is improved. Common landmark images
like “Lena,” “Pepper,” “Nadal,” and “Mandrill,” etc., are taken as watermark. These
four different watermark images are concealed into the same video cover file into
different frames to measure the performance of planned method. For measuring the
performance of system concealing capacity, PSNR and MSE parameters are used
(Figs. 2, 3, 4, and 5).

After concealing watermark into a cover object, the following results are obtained
in MATLAB. Graph is also created to calculate the variation in the value of PSNR
and MSE. PSNR represents the quality of stego object. Higher the value of PSNR
good is the quality of stego object. Lower the value of MSE means less is the error
present between original and watermarked object. Experimental results show that
there is a little variation in the values of performance matrixes when different secret
files are concealed in the same cover file which does not affect the quality of our
proposed scheme (Figs. 6 and 7; Table 3).
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Fig. 2 a Cover file before embedding, b cover file after embedding, and c extracted watermark

Fig. 3 a Cover file before embedding, b cover file after embedding, and c extracted watermark

Fig. 4 a Cover file before embedding, b cover file after embedding, and c extracted watermark

Fig. 5 a Cover file before embedding, b cover file after embedding, and c extracted watermark
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Fig. 6 PSNR graph for watermarked image

Fig. 7 MSE graph for watermarked image

Table 3 Experimental results Test image (64 * 64) Capacity (bytes) PSNR MSE

Lena 4,75,136 54.15 0.0017

Pepper 2,94,912 55.23 0.0016

Mandrill 6,38,976 54.17 0.0017

Nadal 4,21,888 55.22 0.0016

6 Conclusion

Implementation of the proposed video steganography IWT-SVD scheme has been
done in MATLAB. Purpose of the experimental study is to measure the quality of
concealed watermarks in video cover file and to conceal watermark inside it without
any modification and damage of information. Simulation results show good perfor-
mance of the proposed scheme in terms of embedding capacity, PSNR, and MSE
for different watermark images. IWT technique takes less time and computational
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cost for embedding secret image compared to other transform domain techniques.
IWT technique consumes less power and is more efficient in terms of area. Hard-
ware implementation of IWT is very easy because of its integer nature. SVD ensures
little change in singular values does not affect the quality of watermark and has high
stability against different types of attacks.
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Handling Sparsity in Cross-Domain
Recommendation Systems: Review

Nikita Taneja and Hardeo Kumar Thakur

Abstract Cross-domain recommendation Systems (CDRS) is a significant research
areawhich has been target ofmany companies these days. From last fewyears, there is
amount of publications in CDRS domain including recommendation systems which
have been rising sharply alongside information retrieval and machine learning. Rec-
ommender systems help companies to specifically identify preferences of the user
from the collected data from various sources. These data values are then used to
identify user preferences also known as recommendations. In cross-domain, we use
the data from one domain such as movies to recommend items in other domains,
for instance, Books. There are numerous issues which recommender systems suffer
together with sparse data, synonymy, data privacy, algorithm scalability, perspective
awareness (context) and cold start problems. Data sparsity is a major issue in rec-
ommender systems, especially in the presence of novel users or items, or when user
drift exists. This paper reviews recent efforts made for CDRS sparsity and user drift
which are prevalent in most CDRSs such as user-based, item-based or knowledge
transfer. This paper formalizes the CDRS illustrates sparsity related issues which are
addressed in prior works and finally proposes for future research trail.

Keywords Cross-domain recommendation systems (CDRS) · Collaborative
filtering · Knowledge transfer · Sparsity

1 Introduction

Recommendation systems have a significant role to play in how we surf the Internet,
e.g., the recommendation given by YouTube decides which video we will see next.
This could also have some negative consequences, e.g., if we recommend users only
one type of content, they can be easily manipulated [1]. In the Web sites related to
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e-commerce, such as Amazon and many more, exploiting the evaluations of the user
would be highly significant regarding many kinds of products, so as to produce a
model which is general for the preferences of user. As a matter of fact, there could be
many correlations as well as dependencies which can exist between different domain
preferences. Despite each item treatment independently such as music and electrical
products, the knowledge of the user is obtained inside a domain which is able to be
shifted and several other domains can be used to exploit it [2].

One of the promising research areas nowadays is cross-domain recommendation
(CDR). This CDR method exploits knowledge from secondary domains such that
movies having further user preference data to enhance recommendation on a target
domain, for example—books. As depending on a large scope of existing data in most
of the cases is a key to ease the troubles of such sparse user-itemdata in the same target
domain. CDRSmay also in the sameway benefit its data owners by enhancing quality
service in same or different domains. The main cross-domain recommendation goal
furthermore is not this but, however, a join offer could be given by a system, for
example, a movie recommendation, CDs music and books, any video game which
is related somehow to the movie. In the same way, in the applications of tourism,
a cultural event can also be suggested to a client who is interested to get a room
booking in a hotel recommended. Joint recommendations are also offered by some
systems in different domains for an item, but collectively speaking, in one domain
so as to build a recommendation, the user preferences are only exploited by them
on the domain which is targeted. The three most important challenges identified for
CDRSs are

(a) Global correlations existence and their verification for the items in various
domains and user preferences.

(b) Model designing uses the user-based preferences on the domain source for the
user preference prediction on the domain targeted.

(c) For CDRs, the development of the appropriate evaluations.

2 CDRS Issues and Challenges

Cross-domain recommendation is a tough but also widely under explored research
area. Even though CDR has been considered from various angles and the exact
definition of the CDR problem has not evolved yet. A few of the existing works
have been examined and classified the in-literature cross-domain recommendation
techniques. Significant challenges of CDRS have been described in Table 1.
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Table 1 CDRS challenges and its description

Challenge Description

Synonymy When an item or product is represented with
more than two names. The CF [3] approach
which is based on memory, for example, will
be able to treat differently the comedy movie
or a comedy film

Privacy Feeding personal information often ends up in
services with better recommendation, but at
the same time can hamper data security and
privacy. Hence, the recommenders of CF are
seen to be highly prone to the issues, for
example—privacy and data security [4]

Limited content analysis and
overspecialization

The data when available in a limited form can
cause the over specialization kind of problems

Scalability For a typical recommender, it becomes
difficult to process a data which is of large
scale. Amazon.com is an example of it which
suggests products over 18 million and their
customers are over 20 million [7, 8]

Latency problem The latency problem is faced by the
recommenders of CF when there is frequent
addition of new products to the database in a
case where the suggestion is made by the
recommenders on the items already rated as
items which are added newly and are not yet
given any rating

Evaluation and the availability of online
datasets

The evaluation criteria and its design along
with the suitable evaluation selection metrics
are regarded as problems in the systems of
recommenders

Context awareness The upcoming systems of recommenders as
envisioned are supposed to make use of data
which is contextual and is collected via
infrastructure of cellular services and user’s
history

Cold start problem When a not existing before customer enters
the system this problem takes place and also
in the case when into the catalogue more
items are added

Sparsity The data of larger size which is available
regarding the catalogue of products and the
users disinclination for the item rating often
makes up a matrix of dispersed profile and
this can lead to recommendations which are
lesser accurate
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3 Causes and Solutions to Data Sparsity

For a recommendation system, its user data is prepared into a database which is
utilized via all recommender systems (RSs) to produce recommendations. These are
widely applicable in e-commerce business to offer the customers a good quality and
customized recommendations from multiple of different choices.

The collaborative filtering (CF) is known as a second-hand skill to create rec-
ommendations. The idea behind collaborative filtering is to combine the ratings of
like-minded users/customers. But, the generated matrix of user-item ratings, in gen-
eral, occurs extremely sparse due to their lack of knowledge or incentive to rate items.
Also, in the case of fresh users or fresh items, generally, receive only handful or no
ratings at all. Both of the mentioned issues will avert the CF from offering effective
recommendations because user’s preferences are complex to extract. For example,
in the given Fig. 1, each row of the matrix corresponds to one user, and each column
correlates with one item. If the user has rated the item, the position in the matrix
where the row corresponding to the user intersects with the column corresponding to
the item represents the user’s rating value for the corresponding item. Such user-item
matrix is called a scoring matrix.

Figure 1 is an example of a scoringmatrixwhich tells that the user has not evaluated
the item yet, and the final goal of the recommendation system is to forecast the score
of not rated items for any one user, and recommend the corresponding item to the
user in descending order of the score.

A widely used machine learning technique for low-rank matrix factorization is
applied to provide recommendations through a set of user ratings for a given item.
Such ratings are presented as a user-item utility matrix shown in Fig. 2 [7] and the
missing values are calculated by optimizing utility matrix on a low-rank factoriza-
tion. The idea of the matrix factorization model is that the information encoded is,
firstly, not exactly independent for items inside the columns of the utility matrix,
and secondly, for users inside the rows of the utility matrix. We need to optimize the
objective function given in Eq. 1 [7].

User/Item Item 1 Item 2 Item 3 Item 4 Item 5 Item M

User1 NIL 4 2 5 .... NIL

User2 2 1 NIL 3.5 .... 4 

User3 2.5 0.5 NIL 1 .... 3.5

User4 3.5 2.5 3 1 .... NIL
User5 1 NIL 4.5 2.5 .... 3.5
User6 1 NIL 3 NIL .... 2.5

...... .... .... .... .... .... 1.5
User N 5 2.5 NIL 1.5 .... 1 

Fig. 1 Typical user/item matrix of recommender systems
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Fig. 2 Low-rank matrix factorization
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The benefit of factorization models is the in comparison simplicity of computing
recommendations once the model is formed. But, for a huge user and item sets, this
would be difficult as it necessitates computation and storage over large number of
millions of users and items factor vectors. In addition, onemore advantage is that they
are likely to provide high performance. Disadvantage to factorization models is that
they are in comparison extra difficult to comprehend and infer to nearest-neighbor
models and are generally extra computationally intensive throughout the model’s
training phase. Although many algorithms such as eigenvector decomposition, SVD,
SVD++, TSCD, have been proposed to tackle sparsity. However, these issues are yet
to be well addressed.

4 Literature Review

The area of cross-domain recommendation is filled with a range of difficulties. So,
to resolve the cold start as well as data sparsity troubles that weighed down pre-
vious CF-based recommender systems, existing methods for CDRS systems utilize
a variety of artifacts that connect diverse domains. Consider example of affinity
networks called Mob hinter [8] which epidemically spreads recommendations from
spontaneous similarities among different users. In the paper, they paid attention on
collaborative filtering techniques where impulsive affinity associations are derived
and subjugated to provide customized advices through direct meetings among users.
Their major objective was to suggest an approach capable to compute the least num-
ber of rating constraints among users and also in-between users and artifacts required
to create precise recommendations. But authors do not considered the difficulty in
distributed and sparse situations, so the difficulty of predicting recommendations
in this area is still pending. In [9], authors give consideration to a new method for
easing this sparsity crisis by moving user-item rating patterns from a intense auxil-
iary rating matrix in further domains such as a famous movie rating Web site to a
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sparse rating matrix in a subjected domain such as a novel book ranking Web site.
There is no necessity that the users and items in both domains must be same. They
initially reduce the ratings in the supplementary rating matrix into useful knowledge.
Then, they put forward an effective algorithm to rebuild the “target rating matrix” by
increasing the codebook. Even though their projected CBT approach can deliberately
break the other contrast approaches on both the target data, it can be seen that there
is still scope of performance upgrading. However, following the temporal dynamics
[10] of buyer likings to items lift more troubles. Each user and article strictly goes via
a various sequences of modification in their properties. Furthermore, they generally
require molding all the changes in a atomic model by interconnecting users/products
to each other for classify such communal patterns based on behavior.

One more crucial challenge that has acknowledged slight thought till now is how
to comprehend what kind of content users are paying attention to. The supposition
generally considered is that buyers have a structured and up-to-date profile telling
their choices and that data is then structured by means of a shared arrangement. Still,
understanding with the work shows that often the assumptions made are not hold at
all. They thus suggest an easy method that automatically learns what user’s select
from the tags they use when they make and/or use content. To make the most of the
chances of giving significant content to attracted users, they perform a tag-expansion
method to improve content descriptions further than the folksonomy [11]. Instead
of working on centrally managed knowledge about—which users add which tags to
which resource in an entirely distributed way can be beneficial to much great level,
than utilizing of available local knowledge. In [12], it is observed that, although their
selected data is sparse for CF systems but relatively dense and related supplementary
data may in the past, present in any other enhanced application domains.

In this paper, they concentrate on the data sparsity trouble in a target domain via
transporting knowledge regarding both users and items from auxiliary data sources.
They notice that in diverse domains the user responses are generally heterogeneous,
for example, ratings versus clicks. Their algorithm first discovers a subspace where
coordinate systems are used for knowledge transmission, and then utilize the trans-
mitted knowledge to adapt to the target domain data. They have not yet extended CST
in other cross-domain settings such as—for transmuting knowledge between cine-
mas, music, books and many more. Bring up [13] and look at different item ranking
techniques which can generate recommendations that have much higher aggregate
diversity among all users along with maintaining as good level of recommendation
accuracy. In contrast to individual diversity, they began exploring the effect of rec-
ommendation systems on sales range by bearing in mind the aggregate variety of
recommendations across all users. It is observed that it is not necessary that high
individual diversity of recommendations imply more aggregate diversity. Such as if
the system suggests to every user the same top-selling articles which are not similar
to one another. In [14], they considered the job of succeeding personalized point-of-
interest recommendation in LBSNs. They first examine the spatial-temporal traits of
the LBSN datasets. They next put forward a new matrix factorization model, namely
FPMC-LR [14], to incorporate together—customized Markov chain and localized
regions, for resolving the recommendation job. Their experiment comes out on two
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large-scale LBSN datasets, the contextual information of POIs and how to integrate
social information to reinforce succeeding personalized POI recommendation was
still not performed.

In most approaches, it is supposed that user conduct in every domain is similar.
This supposition is not correct for all time because every user could have diverse
interest, such as rating items frequently in one domain than in comparison to some
other. In this paper [15] using tensor factorization technique, authors presented user-
item-domain relation via tensor of order three and used them to factorize users-item-
domains into latent feature vectors. The triumph of theirmodel is extremely reliant on
efficiently transporting knowledge from auxiliary that could be finely exploited; they
also wish for to utilize their model to new complex CDRS scenarios mainly when the
source and target domains are extra diverse. They put forward to utilize a rich feature
set of their Web browsing history and search queries to characterize users. They
employ a “deep learning” method for the applications where the likeness between
users and their favorite items is maximized by mapping users and items set to a
latent space. They expand themethod to collectively learn from features of items from
various domains and user features through bring in a multi-view deep learning model
[16]. As deep learning has newly been proposed for constructing recommendation
systems for both collaborative and content-based approaches incorporating more
user features into the user view can help in sparsity reduction.

A good user-based recommendation model CRUS [17] which is based on user
likeness, which first of all commences the trust relation among friends into cross-
domain recommendation. Although friends generally tend to have alike interests
in some domains but they may share variation in some of their interests. Taking
this into consideration, they describe all like users with the target user as similar
friends. By altering the transfer matrix in the random walk, friends having alike
interests are highlighted. However, more solutions on modifying the transfer matrix
will be implemented and evaluated. Besides, considering the interests of users can
be changed according to the time is needed.

In [18], a hybrid recommendation approach utilizing user preferences with items
is used. To solve sparsity problem a multi-criteria collaborative filtering algorithm
is used for providing somewhat better results. It also removes the problem of data
sparsity to some extent, however, multi-criteria causes each decision criterion to be
evaluated every single step causing computation complexity.

Thus, to solve such problems in [19], a preference for each item available is
predicted using fuzzy logic by finding conceptual similarity in the item-tree and the
user liking tree. However, the problem remains for n items tree matching algorithm
and the liking algorithm must run n times making it slower once again.

Also in [20], authors introduced ontology-based models for the effective recom-
mendations generation the prediction models can be induced by correlating user
liking and user items they have used a KNN CRDS, however, the problem of KNN
being that it can only correlate in neighborhood of K nearby items, thus can be
fairly inaccurate. Also, user preferences can change, thus making it inefficient in
production environment. Sparsity though cannot be easily handled by KNN; matrix
factorization is needed for same.
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Inspired by [26] similarities between users, in [21], authors computed user-user
similarity by evaluating users friend groups, and they do this by collecting informa-
tion form neighborhood of friends of larger radii. However, the computation is again
dependent on local neighborhoodswhichmay lack in producing global recommenda-
tion thusmaking sparsity in larger dataset with non-correlating users. In [22], authors
used rating patterns from the lower-level matrices from source domains which were
than transferred to the target domain, thus the knowledge extraction method was
used to enrich sparse matrix in CRDS model, their approach was effective for spar-
sity reduction, however, since then many other approaches for matrix factorization
have been proposed which can further improve on their work.

In [24], authors developed a neural model to generate knowledge transfer method
for recommending on synthetic dataset, it extracts useful knowledge from unstruc-
tured text and transfers the learned knowledge using a transfer network. Their work
needs to be implemented on real-world datasets to further check the validity. Improv-
ing on the SLIM approach [27] the authors worked on producing recommenda-
tion models using regression algorithms [28], they used high-dimensional regres-
sion models for handling model sparsity. However, for cross-domains, their dense
model cannot be fitted into memory that can produce sparse versions’ recommen-
dation models. They further extended their work in [29] by combining the benefits
of autoencoders and neighborhood-based approaches for producing accurate item
similarity matrix which can be used for neighborhood-based approaches. However,
this model will work where similarity of items in the dataset closes to zero, else the
hidden layers of autoencoder with limited capacity can produce inefficient results
also they have used very shallow encoders.

In [30], a new model is proposed to efficiently enable transfer knowledge from
unstructured text by combining hybridmethods for recommendation. TMH canwork
with unstructured text via end-to-endmode by extracting useful content using amem-
ory module. Major focus was on transfer learning from source to target domain, the
effectiveness of sparsity was not considered. In [31], top sequential pattern mining
algorithm has been used for identifying the most frequent recommendations. They
tried to extend CDR by collecting the item similarity using ontology and collabora-
tive filtering in items and users using prefix-span pattern mining. Sequential pattern
mining is efficient way to find only frequent recommendation but not for reducing
sparsity as they will face candidate generation problem.

Findings from this review summarize that where there is deficiency of data in one
domain, there is comparatively more data in some other domain. However, transfer
learning can be utilized in case both domains are related. Furthermore, both collab-
orative filtering and transfer learning can be joined to take out information from a
source domain with sufficient data to boost accuracy. This will help in giving better
recommendations in target domains (Table 2).
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5 Conclusion and Future Perspectives

Irrespective of the work and advantages one gets, there is an innovation in this
research topic and most of the part of this topic is still unexplored. Exploiting infor-
mation from lot of other domains to offer suggestion from the distinct perspectives
has been addressed in many areas which include the retrieval of information, man-
agement of knowledge, user modeling and learning via machine. The problems of
sparseness are faced by the cross-domain collaborative filtering and this is made by
shifting of rating information in various existing domains. As future work, we think
to investigate CDR for challenges including knowledge transfer and sparsity. Also,
we can focus a much better fusion of information from auxiliary sources such as user
emotions to target domains; which could result in better cross-domain recommen-
dations. One of the machine learning models is transfer learning (TL) that utilizes
information learned in one chore in a different but linked source domain, to resolve
the chores in target domain. It is specifically used when there is less high-quality
training data. So, to resolve the sparsity problem, we will focus on a novel transfer
learning approach based on human emotions.

References

1. Viktoratos I, Tsadiras A, Bassiliades N (2018) Combining community-based knowledge with
association rule mining to alleviate the cold start problem in context-aware recommender
systems. Expert Syst Appl 101:78–90

2. Melville P, Sindhwani V (2011) Recommender systems. In: Encyclopedia of machine learning.
Springer, Boston, MA, pp. 829–838

3. Al Mamunur Rashid SKL, Karypis G, Riedl J (2006) ClustKNN: a highly scalable hybrid
model-& memory-based CF algorithm. In: Proceeding of WebKDD

4. Shani G, Gunawardana A (2011) Evaluating recommendation systems. In: Recommender
systems handbook. Springer, Boston, MA, pp 257–297

5. Sarwar B, Karypis G, Konstan J, Riedl J (2002) Incremental singular value decomposition
algorithms for highly scalable recommender systems. In: Fifth international conference on
computer and information science. Citeseer, Dec 2002, pp 27–28

6. Koren Y, Bell R, Volinsky C (2009) Matrix factorization techniques for recommender systems.
Computer 8:30–37

7. All in One Tutorial via Matrix Factorization (2019). https://antk.readthedocs.io/en/latest/mf_
tutorial.html

8. Schifanella R, PanissonA,GenaC, RuffoG (2008)Mobhinter.: epidemic collaborative filtering
and self-organization in mobile ad-hoc networks. In: Proceedings of the 2008 ACM conference
on recommender systems, Oct 2008. ACM, pp. 27–34

9. Li B, Yang Q, Xue X (2009) Can movies and books collaborate? Cross-domain collaborative
filtering for sparsity reduction. IJCAI 9(July):2052–2057

10. Koren Y (2009) Collaborative filtering with temporal dynamics. In: Proceedings of the 15th
ACMSIGKDD international conference on knowledge discovery and data mining. ACM, June
2009, pp 447–456

11. Lo Giusto G, Mashhadi AJ, Capra L (2010) Folksonomy-based reasoning for content dissem-
ination in mobile settings. In: Proceedings of the 5th ACM workshop on challenged networks.
ACM, Sept 2010, pp 39–46

https://antk.readthedocs.io/en/latest/mf_tutorial.html


174 N. Taneja and H. K. Thakur

12. Del Prete L, Capra L (2010) differs.: a mobile recommender service. In: 2010 eleventh
international conference on mobile data management (MDM), pp 21–26. IEEE, May 2010

13. Kumar R,VermaBK, Rastogi SS (2014) Social popularity based SVD++ recommender system.
Int J Comput Appl 87(14)

14. ChengC,YangH,LyuMR,King I (2013)Where you like to gonext: successive point-of-interest
recommendation. In: Twenty third international joint conference on artificial intelligence, June
2013

15. Loni B, Shi Y, Larson M, Hanjalic A (2014) Cross-domain collaborative filtering with fac-
torization machines. In: European conference on information retrieval. Springer, Cham, April
2014, pp 656–661

16. Song Y, Elkahky AM, He X (2016) Multi-rate deep learning for temporal recommendation. In:
Proceedings of the 39th international ACM SIGIR conference on research and development in
information retrieval. ACM, July 2016, pp 909–912

17. Xu Z, Jiang H, Kong X, Kang J, Wang W, Xia F (2016) Cross-domain item recommendation
based on user similarity. Comput Sci Inf Syst 13(2):359–373

18. Shambour Q, Hourani M, Fraihat S (2016) An item-based multi-criteria collaborative filtering
algorithm for personalized recommender systems. Int J Adv Comput Sci Appl 7(8):274–279

19. Sen M, Udgirkar S (2016) Recommendation system for tree structure data based on fuzzy
preferences and clustering. Int J Eng Res 5(6):534–538

20. Subramaniyaswamy V, Logesh R (2017) Adaptive KNN based recommender system through
mining of user preferences. Wirel Pers Commun 97(2):2229–2247

21. Borgs C, Chayes J, Lee CE, Shah D (2017) Thy friend is my friend: Iterative collaborative
filtering for sparse matrix estimation. In: Advances in neural information processing systems,
pp 4715–4726

22. He M, Zhang J, Yang P, Yao K (2018) Robust transfer learning for cross-domain collaborative
filtering using multiple rating patterns approximation. In: Proceedings of the eleventh ACM
international conference on web search and data mining, ACM, Feb 2018, pp 225–233

23. Lian J, Zhang F,XieX, SunG (2017)CCCFNet: a content-boosted collaborative filtering neural
network for cross domain recommender systems. In: Proceedings of the 26th international
conference on world wide web companion. International world wide web conferences steering
committee, pp 817–818

24. Hu G, Zhang Y, Yang Q (2018) MTNet: a neural approach for cross-domain recommendation
with unstructured text

25. Lai KH, Wang TH, Chi HY, Chen Y, Tsai MF, Wang CJ (2018) Superhighway: bypass data
sparsity in cross-domain CF. arXivpreprint arXiv:1808.09784

26. Taneja A, Arora A (2018) Cross domain recommendation using multidimensional tensor
factorization. Expert Syst Appl 92:304–316

27. Wu G, Volkovs M, Soon CL, Sanner S, Rai H (2018) Noise contrastive estimation for scalable
linear models for one-class collaborative filtering. arXiv preprint arXiv:1811.00697

28. Steck H (2019) Collaborative filtering via high-dimensional regression. arXiv preprint arXiv:
1904.13033

29. Steck H (2019) Embarrassingly shallow autoencoders for sparse data. In: The world wide web
conference. ACM, May 2019, pp 3251–3257

30. Hu G, Zhang Y, Yang Q (2019) Transfer meets hybrid: a synthetic approach for cross-domain
collaborative filtering with text. In: The world wide web conference. ACM, May 2019, pp
2822–2829

31. Anwar T, Uma V (2019) CD-SPM: cross-domain book recommendation using sequential
pattern mining and rule mining. J King Saud Univ-Comput Inf Sci

http://arxiv.org/abs/1808.09784
http://arxiv.org/abs/1811.00697
http://arxiv.org/abs/1904.13033


Enabling Edge Computing
in an IoT-Based Weather Monitoring
Application

Kavita Srivastava and Sudhir Kumar Sharma

Abstract Internet of Things (IoT) applications employ several sensors for gathering
data. These sensors are often placed at hard to reach locations since they need to be
left unmonitored. Sensors collect data in real time and send it to a cloud server
for further processing. Often the sensors generate a large volume of data which is
redundant in nature. Transferring sensor data to a cloud server for processing leads
to high bandwidth consumption, delay, and increase in operational cost and data
security issues. Edge computing allows the sensor data to be stored and analyzed
on an edge device, and only the data summary is sent to the cloud server. In this
paper, an edge computing approach for managing and analyzing data in a weather
monitoring application is proposed. The application has been built using a Raspberry
Pi system. The computation has been performed by creating Microsoft Azure IoT
Hub resource and Microsoft Azure IoT Edge solution. Results have been compared
with AzureML cloud platform.

Keywords Edge computing · IoT Hub · IoT edge · Internet of Things · Device
Provisioning System · Edge runtime · Edge modules

1 Introduction

Edge computing is an enabling technology that leverages Internet of Things (IoT)
applications by providing a wide range of services. An IoT application solution is
built by using one or more sensor nodes comprising microcontroller units (MCU)
and some provisioning of data storage, analysis, and prediction. Often these facil-
ities are provided by a cloud computing service. This makes the centralization of
resources in IoT application. This scheme has certain drawbacks. It is not suitable
for IoT applications which require quick response. For instance, suppose a weather
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monitoring application is designed to collect temperature and humidity, data detects
a sudden rise in temperature and causes an alarm to ring. If the data has been sent to
cloud service for analysis, it would cause delays making the system ineffective.

Edge computing performs the analysis of data near to device location. It means
the analysis has been done at the place where data is collected. Edge computing
benefits the IoT applications in several ways.

• It makes application distributed in nature. We can aggregate data of several nodes
which are placed in the neighborhood of each other on a single edge device. Hence,
for one IoT application consisting of thousands of nodes, we can use several edge
devices.

• Employing edge devices results in less data to be transferred to the cloud, thereby
reducing the requirement of data storage on cloud and less utilization of network
bandwidth.

• The edge computing makes application more secure since data is stored only on
the edge device and can be processed offline.

• The application becomes more scalable since we can easily employ more sensor
nodes targeted to an existing edge device or to a new edge device.

In this study, we have proposed an edge computing-enabled weather monitoring
application built from Raspberry Pi board and DHT11 temperature and humidity
sensor. We have used Microsoft Azure IoT Edge for stream analysis and Microsoft
AzureML for comparative analysis.

Rest of the paper is organized as follows. Section 2 provides the related research
in edge computing. Section 3 discusses the architecture of edge computing-enabled
IoT application. Section 4 provides workflow of implementation, Sect. 5 provides
experiments performed, and Sect. 6 provides results and discussion.

2 Related Work

In the context of IoT, edge computing has not been explored much by the research
community. Dupont et al. [1] presented Cloud4IoT platform for IoT functions migra-
tion horizontally and vertically. They explained two use cases for health care and
remote engine diagnostic for roaming and offloading, respectively. Higashino et al.
[2] have pointed out a number of challenges in edge computing like creation technol-
ogy, networking technology, processing technology, and content curation technology.
They discussed their ongoing research on disaster mitigation using edge computing
concepts. Pan et al. [3] discussed IoT applications benefited from edge cloud. They
discussed several benefits and challenges of using edge cloud infrastructure. Babou
et al. [4] proposed a home edge computing (HEC) architecture for providing data
storage and processing capability near user locations. They demonstrated their work
on EdgeCloudSim simulator. Ramljak et al. [5] presented Bayesian reasoning-based
framework for minimizing data transfer between edge and cloud. They provided
BelifeCache modular framework to support their work. Zeng et al. [6] proposed a
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system for edge-based computing on visual sensors for face recognition application.
Hsieh et al. [7] presented a Docker container-based managed platform for smart city
applications. They described the deployment of three different applications of air
quality monitoring, image recognition, and sound classification. Hu et al. [8] pro-
posed a retail point-of-sale system based on blockchain technology. Here, a node in
blockchain network works as edge computing server. Sanchez et al. [9] proposed a
system of performing computation through convolution neural networks (CNN) on
edge devices which are placed near the camera sensors. Yu et al. [10] described edge
computing based on containers which provide lightweight virtualization. They have
used Docker container and deployed the container through Kubernetes orchestra-
tion tool. Merlino et al. [11] suggested an OpenStack-based middleware platform.
They described how containers at edge, fog, and cloud level can be discovered and
combined.

3 Architecture

An IoT solution is basically comprised of three parts—things, insight, and action.
Things include devices, sensors, industrial PCs, gateways, and everything collecting
the data. Insights include real-time analysis of data, historical insight, and making
predictions. IoT projects are still complex to start with. They are incompatible with
existing infrastructure anddifficult to scale.Azure IoTprovides secure, fast, open, and
scalable solutions. With azure IoT, we can enhance and scale our IoT applications
effortlessly. Azure IoT provides a way to establish bidirectional communication
between cloud to device and device to cloud messages. Figure 1 shows the layered
architecture of edge computing-enabled IoT application.

The architecture of application has three layers—device layer, edge layer, and
cloud layer. These layers are explained below in detail.

Fig. 1 Architecture of edge computing-enabled IoT application
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3.1 Device Layer

Device layer is composed of sensors and microcontrollers. Sensors directly collect
data from the environment. The sensors are employed for a wide range of use cases.
We need to install Docker container on device node.

3.2 Edge Layer

Edge layer has three components—Iot Hub, Device Provisioning Service, and IoT
Edge Runtime. IoT Hub provides services to devices and applications. It is responsi-
ble for establishing communication among sensor devices and backend application.
We can monitor and control devices using IoT Hub, determine device status, and
detect device failure from cloud. Device Provisioning Service is a way to register
devices on cloud with zero touch. Device Provisioning Service can provision up to
millions of devices. AzureDevice Provisioning Service eliminates the need of human
intervention completely. It also provides security and scalability. Device Provision-
ing Service provides automatic configuration and load balancing. Edge runtime is
responsible for providing basic services such asmanagement, connectivity, and secu-
rity for devices which may be operating offline. Capabilities of runtime are provided
in the form of modules which perform specific actions such as stream analytics or
storage solution. Edge runtime modules can be chained together for pipeline pro-
cessing of data. Modules are implemented as Docker containers. Custom modules
can be written in the language of your choice such as C#, Java, or Python. All devices
connected through IoT Hub run IoT Edge Runtime. Modules in edge runtime are
deployed according to application use case.

3.3 Cloud Layer

Edge layer can provision millions of devices and filter the streaming data before it
reaches the cloud layer. However, cloud layer is required for further processing of
data. Cloud layer provides big data storage, business analytics, andmachine learning.

In the next section, implementation of the application has been explained.

4 Implementation

An IoT solution requires IoT sensor nodes and a backend application running on
cloud. Microsoft Azure IoT solution provides the facility for controlling and mon-
itoring IoT devices. The communication between device and backend needs to be
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bidirectional. For instance, in case of weather monitoring application, sensor nodes
collect data and send to the cloud. If any abnormal behavior is detected like sudden
rise in temperature along with sudden fall in humidity, it may be an indication of
fire outbreak. The backend cloud application must send a notification to the device
causing an alarm to ring as well as a notification on user’s mobile phone should also
be sent.

Microsoft Azure provides a number of IoT-related services including IoT Central
(a SaaS solution), IoT solution accelerator (PaaS solution), IoT Hub, Device Pro-
visioning Service, IoT Edge, Azure Digital Twins, Time Series Insights, and Azure
Maps for providing geographic information to applications. IoT Edge is suitable
when we need to analyze data on the IoT devices rather than using cloud service
to analyze data. By doing this, we can perform the computation on edge, and only
few messages need to be sent to the cloud for storage. In our weather monitoring
application, we have utilized the service of Azure IoT Edge. The hardware part of
our application consists of Raspberry Pi board and DHT 11 temperature and humid-
ity sensor. We have connected the sensor with Raspberry Pi board and installed the
Raspbian operating system. Then, we have installed Docker container on Raspberry
Pi followed by IoT Edge Runtime. After that we can login into Azure account and
create IoT Hub resource, create a resource group, select a region nearest to the device
location, and specify size and scale. We can obtain connection string to be used in
the application code. Then, we registered the device by specifying device ID. Then,
we have linked Device Provisioning Service to IoT Hub. For that, we have created a
C# console application and installed Microsoft.Azure.Devices.Provisioning.Service
library. Sincewewant to analyze data on the device edge rather than on cloud,wehave
configured IoT Edge. The workflow of application configuration and deployment is
shown in Fig. 2. The application starts by fetching data from device. It computes the
average of both temperature and humidity values. If the difference between current
value and average is more than 10, amessage is generated and sent to the cloud. Next,
the application plots the data fetched. Figure 3 shows the computation flowchart.

5 Experiments

The device data has been collected for a period of one month in winter season
of January 12, 2019, to February 10, 2019. It has been observed that variation in
temperature and humidity values is rare for a particular day. This results in very few
messages being sent to cloud for further processing. Plot of Day 1 shows the effect
of turning on a heating device which resulted in some increase in temperature and
decrease in humidity value. The same pattern followed for each day.

The results have shown that in spite of collecting large amount of data by sensor
node, only few messages have been sent to the cloud backend. The data has been
analyzed at IoT Edge before sending to the cloud. In order to perform a compara-
tive analysis of computing on edge versus computing on cloud, we have performed
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Fig. 2 Application workflow

Fig. 3 Computation flowchart

regression analysis on cloud by utilizing AzureML platform or machine learning.
The cloud experiment model is shown in Fig. 4.

The data has been uploaded using datasets module of AzureML Studio. Next, in
experiment module, this dataset is divided into training set containing 80% of total
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Fig. 4 Regression analysis with AzureML

data and test set containing remaining 20% of data using split data function. A linear
regression model is added to the experiment with online gradient descent method
with learning rate= 0.1 and number of training epochs= 10. A train model function
is added, and temperature column is selected from dataset. A score model function is
added to the experiment to find predicted values in test dataset. Finally, an evaluation
model function is added to measure the accuracy of trained dataset. The experiment
is executed, and the results are shown in Fig. 5.

6 Results and Discussion

Figure 5a shows the plot of telemetry data obtained on edge device. Figure 5b shows
the data of the same day visualized on the cloud server. Figure 5c indicates that scored
labels have shown very small variation in data with standard deviation of 0.1675.
Figure 5d shows the evaluation metrics.

The results indicated that analysis on edge and cloud is mostly similar; however,
edge computing provides several benefits over cloud computing. Edge computing
results in substantial reduction in bandwidth utilization and latency. It makes our
application fast and cost effective.
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Fig. 5 Comparative analysis on edge and cloud

7 Conclusion and Future Work

The edge computing has emerged as a technology that can be utilized in between the
sensors node collecting data from environment and the cloud computing services.
Edge computing has tremendous potential of making our IoT applications work
efficiently by causing the resource utilization efficiently. Edge computing results in
making IoT application distributed in nature by managing the data near the location
where it is generated.

In this study,wehaveusedMicrosoftAzure IoTEdge for edge computing.Wehave
employed temperature and humidity sensor with Raspberry Pi board and collected
the data. The data has been processed by the edge device which can be a laptop or PC.
The results have shown that very few messages have been transferred to the cloud
service indicating abnormal conditions. The edge device has successfully analyzed
the data. The resulting application is fast and cost effective.

Our future work will involve integrating more sensor nodes for collecting data
and employing other edge modules.
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Green Cloud Job Scheduling and Load
Balancing Using Hybrid Biogeography
Based Optimization and Genetic
Algorithm: A Proposed Approach

Yashika Sharma and Sachin Lakra

Abstract In the present era, technology plays a very significant role in human life. It
makes human life easier and has become a crucial part of it. Like air, water and food,
technology has become a necessity for human survival. Specifically, technologies
related to the areas of computer science and the internet play a very wide role in day-
to-day life. Everyday new internet technologies and computing devices are being
launched into the market and they define the working style of human beings. With
this ever-increasing demand and usage of technology; the amount of carbon footprint
is also increasing as a byproduct of technology. The increased amount of carbon
footprint accounts for considerable global warming. Energy requirement for the huge
number of computing resources is also huge and so is themagnitude of heat produced
resulting in global warming. Thus, there is an urgent need of a transition towards
green computing. IT Companies/industries should integrate green agenda in their
products. Green IT is not a technology itself but it is a transition from conventional
computing to green computing. This transition may help to curb negative effects on
the environment.

Keywords Cloud computing · Energy efficiency · Load balancing

1 Introduction

Green Computing is about optimum utilization of the available resources minimizing
power usage. There are various approaches to achieve the optimal utilization: Hard-
ware approach and Software approach. The hardware approach comprises of change
in equipment design, equipment recycling, application architecture and power man-
agement, etc. On the other hand, software approaches include virtualization, cloud
computing, grid computing, algorithm optimization, etc.
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Nowadays a new era is taking hold in the IT marketplace, which is introducing
computing services to the user on demand in a pay-per-use manner anytime every-
where. However, consumers need to be linked to a fast-speed internet connection to
be able to harness these services. This era is known as “Cloud Computing”. Cloud
computing is making the provision of computing facilities as a provider as opposed
to a product, in which shared assets, software programs and statistics are provided
to users over the network. Cloud computing vendors supply software through the
internet, which may be given the right of usage through web browsers. At the same
time, business software and information are saved on servers at a distant location.
Cloud computing can offer three types of carrier modes, inclusive of “IaaS”, “PaaS”
and “SaaS”. The above mentioned facilities/services of Cloud Computing eliminate
the need of individual drives and software thus minimizing the usage of resources
such as water used for cooling data centers. Cloud computing is thus making a pave-
ment for the transition towards Green IT from conventional IT; an eco-friendlier
and energy efficient way of computing. Thus, reducing “SaaS” is a provider which
furnishes programs available on the cloud-computing infrastructure to users, hosted
through carrier companies. “PaaS” refers to services, which offer high-degree inte-
grated surroundings to layout, construct, run, take a look at, install and replace the
packages created by the use of development languages and tools, including, Java,
python, internet, etc., supplied by way of provider companies to the cloud. “IaaS”
refers to the offerings supplied to customers to hire electricity, garage, community
and different primary computing resources, using which customers can install and
run any software program including working structures and programs. The beauty of
cloud computing is that anytime anywhere anyone can access the available services
by paying subscription charges to the service provider. Clients need not bother about
the service maintenance, updated versions, etc. (Fig. 1).

Fig. 1 Architecture of cloud computing
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2 Related Work

Dastjerdi et al. [1], describe that since a cloud service individually cannot fulfill
all of a user’s needs, a framework of cloud offerings is required. A cloud carrier
framework, which would include multiple duties such as innovation, realizing com-
patibility, choice, and deployment, is a complicated technique and users would find
it difficult to select the optimal technique out of hundreds and if not hundreds, of
all feasible compositions possible. The service framework in the cloud would raise
new challenges because of diversity of customers with distinctive knowledge need-
ing their programs to be rolled-out throughout different geographical places with a
number of constraints.

Hung et al. [2], describe that to obtain good overall performance, numerous servers
in cloud data centers (DCs) work in synch to ensure high availability and reliability
of cloud computing offerings, specifically, in phases of multitasking. Creative and
efficient methods are needed for handling the collapse of such computing nodes. A
good amount of research work has been done to deal with such hassles, however,
it cannot always assure necessary minimal performance. The authors, in this paper,
have developed a scheduling set of regulations, primarily based on fee and bandwidth,
which ensures the possibility of green recuperation on heterogeneous computing
environments.

Menzel et al. [3], describe that with increasing vendors supplying a huge range
of computing facilities, the movement of existing system towards the new era would
require finding a right combination of computing facilities and virtual machines
(digital system) descriptions. A better way, therefore, for internet applications is to
automate the assessment ensuring the service excellence without compromising the
contradictory choice standards such as throughput and price.

Prasad et al. [4], give a cloud aid obtaining technique that presentlymaynot bemost
effective, but automates the process of selecting themost appropriate cloud company.
Further, it implements dynamic pricing. Three viable mechanisms are advised for
procurement of cloud beneficial useful resource: Cloud-Dominant Strategy Incentive
Compatible (C-DSIC), Cloud-Bayesian Incentive Compatible (C-BIC), and Cloud
Optimal (C-OPT). C-DSIC is a technique primarily founded on theVCGmechanism.
The C-BIC mechanism achieves price range balance but does not fulfill individual
rationality. In C-DSIC and C-BIC, the cloud vendor who gives the lowest price per
unit QoS is asserted the winner. In C-OPT, the cloud provider with the least virtual
charges is stated the winner.

Rahman et al. [5], describe the explosive boom of cloud computing in modern
years which has led to a big growth in both the amount of website visitors and the sort
of issuer requests to cloud servers. This boom style of load poses crucial stressful
situations to the cloud load balancer in inexperienced balancing of the burden, which
is already a daunting process. The cloud load balancing is an area which is well-
researched in which several solutions to balance load had been proposed.

Sarbazi-Azad et al. [6], describe this bankruptcy introducing the fundamental prin-
ciples of marketplace-oriented cloud computing structures and affords a reference
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version. The model, together with the present-day technologies offered within the
chapter, make a contribution toward the mainstream adoption of Cloud computing
era.

3 Problem Definition/Need of Study

Scheduling in the context of cloud computing structures is a great challenge. A
disbursed answer is desired usually for this, since it is not always commonly realis-
tic, viable and cost-effective to preserve one or extra idle services simply to satisfy
the desired requirements. It is not feasible to assign jobs to appropriate servers and
customers in my opinion for efficient scheduling as cloud has a complex structure
and components are available at some stage in a massive distributed environment.
Scheduling algorithms are categorized as static and dynamic. Static algorithms are
generally suitable for homogeneous environments and might produce great conse-
quences in given environments. However, they may not be commonly suitable and
cannot meet the dynamic modifications to the attributes at some level within the exe-
cution time. Dynamic algorithms are more suitable and think about one-of-a-type of
attributes previous to and during run-time. Scheduling is the system of enhancing the
overall performance of a system through a redistribution of load amongst processors.

3.1 Hybrid Cloud

A hybrid cloud is a framework in which a commercial enterprise employer provides
and manages various types of resources in-house and has other types provided exter-
nally. A corporation would possibly use a public cloud’s offerings and provide for
archived statistics, however, continue to preserve in-house storage for operational
client records. This deployment version helps businesses to make use of secured
packages through website hosting on the local cloud, at the same time taking part
in value addition through maintaining shared statistics and programs on a general
cloud available publicly. This is themodel that is likewise used to handle the situation
of cloud bursting, in which the cloud infrastructure defined private seems unable to
cope with overload and calls the public cloud to handle the load (Fig. 2).

3.2 Features of Cloud Computing

The key features of cloud computing can be listed as below:
On-Demand and Self Provisioning. This is wherein the cloud provides com-

puting abilities based totally on the users’ needs. Users’ needs may change often,
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Fig. 2 Structure of the hybrid cloud

due to which it is referred to as “on-demand”. The pro of this is that, most of these
provisioning strategies do not need human intervention.

Shared Infrastructure. The use of a virtualized software model, allows the shar-
ing of networking abilities, services and storage. The infrastructure of cloud, no
matter what the deployment model is, ensures the provision of maximum of the
available infrastructure to its customers.

Dynamic Provisioning. Run time provisioning permits for the availability of
offerings based totally on contemporary demand necessities. This is completed rou-
tinely by the use of software automation, permitting the growth and compaction of
carrier functionality, as required. The resulting dynamic scaling needs to be carried
out at the same time while keeping excessive ranges of reliability and safety in mind.

Network Access. The capacities of systems are to be provided to clients through
a network and can be accessed from one-of-a-kind devices which include desktop
computers, cell phones, smart phones and pill devices. Deployments of offerings
within the cloud consist of the use of commercial enterprise programs on the one
hand, and the use of modern-day software on the most recent smart phones, on the
other hand.

Resource Pooling. The issuer pools its computing resources to serve a few con-
sumers. The usage of amulti-tenant version,with one of a kind physical and digital set
of resources, is dynamically assigned and reassigned in line with user requirements.

Elasticity and Flexibility. Cloud infrastructure may be made available to the
system user in a short time period. Suppose the traffic on a website is increasing on
regular basis and net website online traffic increases up to one hundred percent. If
the website is hosted on a personal server, there may be a strong possibility for it to
in reality “go down” and prevent completion of work due to software and hardware
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barriers. In such instances, the Cloud dynamically allocates necessary resources
which will ensure an easy operation, and when the load decreases oncemore, sources
are automatically restored to their original state.

Managed Metering. Managed metering is aimed to focus on managing as well
as optimizing the provider. It also provides statistics of reporting and billing. In this
way, clients are charged for the services they have used and are billed accordingly.
More precisely, cloud computing permits for the scalable deployment and sharing of
offerings, as desired, from almost every possible location and for this the purchaser
may be charged entirely for real utilization.

3.3 Challenges of Cloud Computing

The following are a number of disturbing situations associatedwith cloud computing,
and although a number of those may additionally cause a slowdown whilst turning
in extra services within the cloud. A majority of the situations can also provide
opportunities, if resolved with due care and interest inside the Cloud.

Data Location. It is because of cloud computing technology that cloud servers
are allowed to live everywhere. For this reason, companies would not recognize
the coverage area of the particular server used to keep and approach the available
applications and data. It is far more essential to remember the fact that most of the
cloud provider carriers (CSPs) can also especially outline where records are to be
placed.

Cloud Security Policy. Some CSPs may additionally have a good deal less trans-
parency as compared to others. The clarification for thismismatch is that the policies
can be proprietary. Due to which, problems with the organization’s data compliance
needs may arise. The corporation wants to have distinctive records of the service
level agreements (SLAs) that stipulated the degree of safety supplied by using the
CSPs.

Lack of Standards. The cloud has documented interfaces; however, there are no
standards related to those in existence, and as a result it may happen that maximum
clouds may not communicate with each other.

Continuously Evolving. Customer necessities are constantly developing along
with the requirements for interfaces, networking, and storage. Because of this a
“cloud,” mainly a public cloud, does no longer continue to be static and is likewise
constantly evolving.

4 Cloud Scheduling

Cloud Scheduling seeks “the best” technology time table for the datacenters to supply
the required call for transmission losses at minimum production value. Numerous
investigations on cloud load balancing have been undertaken till date, as higher
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solutions could bring about extensive good value advantages. Previously a number
of derivative-based procedures such as Lagrangian multiplier technique had been
implemented to solve such problems. Those strategies require that incremental price
curves are monotonically growing in nature. However in exercise, the input output
traits of cutting-edge producing gadgets are extraordinarily nonlinear due to dynamic
loadings, ramp-charge limits, multi-fuel alternatives, and many others. Their traits
must be approximated to satisfy the necessities of classical dispatch algorithms.
Because of such approximation the answer is handiest sub-most excellent and hence
a big quantity of sales loss occurs over time. Fantastically nonlinear traits of these
call for solution strategies that have no regulations directly to the form of the gasoline
value curves.

4.1 Optimization as a Solution to Cloud Scheduling

Biogeography based Optimization (BBO) is a recently proposed metaheuristic
method for solving difficult combinatorial optimization problems. Biogeography
depicts the way species drift from one island to any other, the way new species
evolve, and the way species grow to be nonexistent. A habitat is any island (vicinity)
that is geographically remote from other islands. Areas which might be well suited
as houses for biological species are stated to have an excessive habitat suitability
index (HSI). Factors that affect habitat suitability index consist of rainfall, range of
flora, topographic capabilities, land vicinity, and temperature. The variables that rep-
resent habitability are known as suitability index variables (SIV). Suitability index
variables may be considered as the independent variables of the habitat, and habitat
suitability index can be calculated using these variables. This characteristic of BBO
set of rules may be utilized to address the scheduling problem in clouds. Various
characteristics of jobs such as cycles required for execution, priority, and arrival can
be taken into account to get the optimum throughput possible for the job. The same
concept can be repeated on various jobs in parallel and iteratively to get optimal
solution. The BBO algorithm offers well dispensed and parallel processing solution
to the cloud balancing problem. The Genetic algorithm operators, namely, mutation
and crossover are to be incorporated into the BBO algorithm as part of the research
work being proposed.

4.2 Architecture of Scheduling and Load Balancing

Figure 3 shows the design of scheduling and load balancing in the proposed work, in
which the scheduler/load balancer needs the reason to discover the most appropriate
VirtualMachine (VM) and allocate the jobs from users towards selectedVM(s) based
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Fig. 3 Architecture of resource allocation via load balancing and scheduling

on some fitness function or a given set of rules. The scheduler allocates jobs to the
most appropriate VM(s), the VM being used minimum at that specific job arrival
time.

It is the task of Load Balancer to identify the migration of various users’ job
from a fully utilized VM to an empty VM or at run-time, every time load Balancer
identifies a free Virtual Machine using the status information available. A resource
monitor is needed such that it communicates with every VM’s resources and can
collect the VM’s capability (current load, maximum load (in MIPS)) on each VM,
and no. of jobs in waiting or in current execution/queue at the VM. The task needs
are given by the cloud users which include the length of the tasks (MIPS) designated
to be executed and transfers the needs to the scheduler for decision making.
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4.3 Working of Load Balancer

The working of a load balancer is depicted in Fig. 4. The various steps involved are:
Step 1 ImportingWorkLoadTraces. The first task of load balancer is to identify

the incoming tasks to it and for this the cloudMAP reduce traces can be utilizedwhich
are available from OpenCloud[x] accessible at “http://ftp.pdl.cmu.edu/pub/datasets/
hla/dataset.html”, OpenCloud is a research cluster at Carnegie Mellon University
(CMU) managed by the CMU Parallel Data Lab.

Step 2Cleaning ofWorkLoadTraces. As the data set contains various unwanted
and noisy data, preprocessing will be done to clean the data set.

Step 3 Creation of Workload Matrix. The workload matrix is created from
Hadoop logs which can be understood by MATLAB and optimization algorithms
can be applied.

Step 4 Optimization. In this phase for each log item a selected optimizer under
test is applied, the optimizer set of optimizers will be GA, BBO and Improved BBO
algorithms. This phase provides the thresholder Load Balancing cost of the algorithm

Fig. 4 Proposed flow chart
of the green cloud load
balancing algorithm

http://ftp.pdl.cmu.edu/pub/datasets/hla/dataset.html
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and optimal load assignment to VM (or identity of VM where we can transfer the
tasks).

Step 5Assignment andEvaluation. The fittestmostVM is selected for execution
and various SLA (Service Level Agreement) violations are evaluated for example
if the job actually performed in specified time or not, how much cost it took for
the given tasks MIPS, how much Energy it Consumed? Which Algorithm was more
Green Power?

4.4 Expected Outcome

The proposed algorithm aims to develop an optimized scheduling solution for the
cloud environment which will provide maximum utilization of the available band-
width and will minimize the idle time. This will ultimately lead to an enhancement
in energy efficiency and reduction in the carbon footprint of the scheduling solution.

5 Conclusion

Cloud Computing is a way to move towards Green IT by eliminating the need of
individual hardware and by providing a robust platform over the network. The cloud
infrastructure can further be made more cost and energy efficient by scheduling its
resources effectively. The dynamic nature of the cloud infrastructuremakes it difficult
to improvise the system using an approximation or calculus based solution rather
the utilization can be optimized using heuristic optimization techniques. Different
optimization techniques/algorithms can be implemented and can be analyzed for
the performance. Two or more optimization techniques/algorithms can be combined
together and a hybrid technique or algorithm can be implemented to optimize the
resource utilization and load balancing of the cloud infrastructure.
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Detection of Hazardous Analyte Using
Transparent Gate Thin-Film Transistor

Ajay Kumar, Amit Kumar Goyal, Manan Roy, Neha Gupta, MM Tripathi
and Rishu Chaujar

Abstract The work mainly focuses on the detection of a hazardous analyte like sili-
con carbide using TGTFTwhich has an ITO gate, a bio-receptor of silicon nitride and
further compared with the same device with an additional analyte, i.e., silicon car-
bide added into it. Transfer characteristics and some more electrical properties have
been simulated and compared. The drain current (Id) of the analyte TFT increased by
21.59% in contrast to the device which has air. A substantial increment of 17.34% in
the electric field of the analyte-added TFT was observed in contrast to the air-filled
TGTFT. Some changes were observed in valence band energy (VBE) and conduction
band energy (CBE) of analyte device and without analyte device. The addition of
analyte changes chemical composition of interface, i.e., changes the electron con-
centration at interface and therefore altering the effect of specific gate voltage as
potential of the interface changes resulting in different results from the one with no
analyte. Therefore, changes in the electrical properties of the device pave the way of
hazardous analyte detection.

Keywords TGTFT · ITO · Bio-receptor · Analyte

A. Kumar (B) · A. K. Goyal · M. Roy
ECE Department, JIIT, Sector 62, Noida, UP, India
e-mail: ajaykumar@dtu.ac.in

A. K. Goyal
e-mail: amit.goyal@jiit.ac.in

M. Roy
e-mail: manankkt@gmail.com

N. Gupta
AHS Department, AGITM (NIEC), New Delhi, India
e-mail: gupta.neha@niecdelhi.ac.in

M. Tripathi · R. Chaujar
EE Department and Applied Physics Department, DTU, New Delhi, India
e-mail: mmtripathi@dce.ac.in

R. Chaujar
e-mail: chaujar.rishu@dtu.ac.in

© Springer Nature Singapore Pte Ltd. 2020
D. K. Sharma et al. (eds.), Micro-Electronics and Telecommunication
Engineering, Lecture Notes in Networks and Systems 106,
https://doi.org/10.1007/978-981-15-2329-8_20

197

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-2329-8_20&domain=pdf
mailto:ajaykumar@dtu.ac.in
mailto:amit.goyal@jiit.ac.in
mailto:manankkt@gmail.com
mailto:gupta.neha@niecdelhi.ac.in
mailto:mmtripathi@dce.ac.in
mailto:chaujar.rishu@dtu.ac.in
https://doi.org/10.1007/978-981-15-2329-8_20


198 A. Kumar et al.

1 Introduction

Biosensor is frequently used as an analytical device for chemical substances detection
that incorporates a biological component with a physicochemical detector [1, 2]. The
sensitive biological elements like tissues, organelles, microorganisms, antibodies,
enzymes, cell receptors, andnucleic acid, are biologically developed chemicalswhich
interact, tie, or detect with the analyte under the simulation [3]. Bio-TFTs [4–6] are
generally designed by a transistor device coupled with the bio-sensitive layer that
can successfully detect hazardous biomolecules such as proteins and nucleic acids.
By using field-effect transistor (FET), a bio-TFT has configured. Bio-TFT acts as a
transducer which separated SiO2 (e.g., an insulating layer) from receptors or probe
molecules (e.g., the biological recognition element) [7] which are biased to the target
molecule called analyte. Silicon carbide can affect badly when breathed in. Silicon
carbide can cause irritation in the eyes and nose on contact.

TFTs are widely used as imaging sensor arrays (ISAs) and active matrix displays
applications with low power consumption [8, 9]. For the latest upcoming dynamic
displays, staggered top-gate thin-film transistors (STG-TFTs) have been recognised
to be the most persuasive option. To improve the gate controllability, a transparent
material has been used in the gate. Many transparent materials with their oxide com-
ponents are available; indium tin oxide (ITO) [10–18] is the frequently used trans-
parent material due to its electrical and conductive properties like higher mobility
[19], moderate temperature fabrication, uniform structure, and fluent transparency.
It also requires lower deposition temperature [20, 21], low resistivity (10−5 � cm),
with high hall mobility (53.5 cm2 V−1 s−1), and high concentration (1021 cm−3) [22].
In display matrices of TGTFT, Si is widely operated as the substrate. Although it
shows a lot of hardships like heavy base and imprudent fragile built, Si is replaced
with a unique substrate, which is universally accepted to fabricate screens which are
light, thin, and non-breakable.

2 Device Design and Simulation Methodology

The design for TGTFT incorporated in the work is presented in Fig. 1. Figure 1a
depicts the top geometry of the device; however, Fig. 1b reflects the three-dimensional
geometry of the TGTFT. The device specifications are shown in Table 1.

ATLAS device simulator is used for this work [23]. For the simulation purpose,
FLDMOB (parallel electric field dependence) and KLASRH model are considered
[23]. The following models and equations [23] are used for the TGTFT simulation
process.

1. Poisson’s equation

div(ε∇ϕ) = −ρ (1)
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Fig. 1 a Two-dimensional structure of TGTFT; b three-dimensional top view of TGTFT

Table 1 TGTFT design
parameters

Parameters Width (nm) Thickness (nm)

Gate 10 0.02

Oxide 24 0.02

Channel 24 0.09

Source 4 0.02

Drain 4 0.02

Substrate 24 0.07

where E is permittivity, ϕ is potential, and ρ is space charge density.
2. Current continuity equation

For holes,

∂p

∂t
= 1

q
div

−→
J p + G p − Rp (2)

For electrons,

∂n

∂t
= 1

q
div

−→
J n + Gn − Rn (3)

where
−→
J p is holes’ current density, and

−→
J n is electrons’ current density; G p is

the generation rate for holes (p), and Gn is the generation rate for electrons (n);
Rp and Rn are holes and electrons recombination rates, and ‘q’ is the charge.

3. Recombination

3.1 Shockley-Read-Hall (SRH)
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RSRH = pn − n2
ie

τp[n + niee
(−(ETRAP/kTL ))]+

τn[p + niee
(−(ETRAP/kTL ))]

(4)

where ETRAP changes in the fermi levels; τ n is electron lifetime; and τ p is
the hole lifetime.

3.2 Auger recombination

RAuger = AUGN
(

pn2 − nn2
ie

) + AUGP
(
np2 − pn2

ie

)
(5)

where AUGP = 1.8 × 10−31 cm6/s and AUGN = 8.3 × 10−32 cm6/s.

4. Parallel electric field-dependent mobility

μ(E) = μ0

[
1

1 + (μ0E/υsat)β

]1/β

(6)

3 Simulation Outcomes With Explanations

Figure 2a illustrates the transfer characteristics of the TGTFTs with and without
analyte. When the hazardous analyte is placed on the gate, then the current changes;
this change detect the presence of hazardous analyte in that particular environment.
Moreover, the switching ratio (Ion/Ioff) of TGTFT has been evaluated with analyte
and without analyte, and it increases in the presence of analyte as compared to one
filled with air and is shown in Fig. 3a owing to increase in Ion (Fig. 2).

The detection of the presence of analyte in the environment has been detected
by the change in threshold voltage (V th), and it is found to be 0.2 V for the TGTFT

Fig. 2 TGTFT’s transfer
characteristics with and
without analyte
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Fig. 3 a TGTFT’s Ion/Ioff with and without analyte; b TGTFT’s V th with and without analyte

without analyte and 0.3 V for TGTFT with analyte and is depicted in Fig. 3b, and the
parallel value of Id is also presented in the graph. The change in threshold voltage
reflects the presence of analyte.

Figure 4a reflects the electric field of TGTFT with analyte and then without
analyte, and Fig. 4b reflects the contour diagram of electric field for the TGTFT.
The electric field is showing peaks at the ends of the source and drain near which
the junction evolution happens. The electric field of source is more than that of
drain due to pinch-off phenomenon at the drain surface. The addition of analyte
changes chemical composition of interface, i.e., changes the electron concentration
at interface and therefore altering the effect of specific gate voltage as potential of
the interface changes resulting in different results from the one with no analyte. In
physics language, the electron mobility concludes how fast an electron can move
through a metal or semiconductor when hauled by an electric field. It is higher at
source and drain as they indulge moving charge carriers n+ and is shown in Fig. 5a
and its contour in 5b.

The addition of analyte changes chemical composition of interface, i.e., changes
the electron concentration at interface and therefore altering the effect of specific

Fig. 4 a Electric field along the channel for TGTFT and CTFT; b contour diagram of electric field
of TGTFT with analyte
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Fig. 5 a Electron mobility along the channel for TGTFT and CTFT; b contour diagram of electron
mobility of TGTFT

Fig. 6 a Surface potential along the channel for TGTFT with and without analyte; b contour
diagram of surface potential for TGTFT with analyte

gate voltage as potential of the interface changes with respect to the potential when
analyte is absent. The potential along the channel of transparent gate TFT was found
more than that of without analyte, i.e., air-filled device, and is depicted in Fig. 6a
and mobility contour of TGTFT in Fig. 6b. The change in potential of surface iden-
tifies the existence of hazardous analyte in the environment. Furthermore, electron
concentration is observed in the presence of hazardous analyte and with air filled.

From Fig. 7a, it is observed that in the presence of hazardous analyte, the concen-
tration of electron increases which causes change in drain current as shown in Fig. 2,
switching ratio (SR) as depicted in Fig. 3a and threshold voltage (shown in Fig. 3b).
The same result is clearly reflected in the contour plot of electron concentration as
shown in Fig. 7b.
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Fig. 7 a Electron concentration along the channel for TGTFT with and without analyte; b contour
diagram of electron concentration with analyte

4 Conclusion

Here, the three-dimensional schematic of TGTFT is made with the help of ITO gate
and Au (Gold) contacts along with a bio-receptor of silicon nitride and is compared
with the same device with additional analyte, i.e., silicon carbide in it, to detect
its presence. Drain current to input voltage and other electric effects is studied.
The Id of the analyte TFT increased by 21.59% in contrast to the basic structure.
Substantial increase of 17.34% in the electric field of the analyte-added TFT in
contrast to conventional TFT is seen. The VBE and CBE of TGTFT are also varied
in analyte device than without analyte structure. The addition of analyte changes
chemical composition of interface and therefore altering the effect of specific gate
voltage resulting in different results from the one with no analyte. Finally, because
of changes in the property of device that contains the silicon carbide analyte, its
presence can be detected.
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A Robustness Analysis of Different
Nonlinear Autoregressive Networks
Using Monte Carlo Simulations
for Predicting High Fluctuation Rainfall

Tien-Thinh Le, Binh Thai Pham, Vuong Minh Le, Hai-Bang Ly
and Lu Minh Le

Abstract In this study, the main objective is to carry out the robustness analysis of
an artificial intelligence (AI) approach, namely nonlinear autoregressive neural net-
works (NAR) usingMonte Carlo simulations for predicting the high fluctuation rain-
fall. Various algorithms of theNAR includingLevenberg–Marquardt (LM), Bayesian
regularization (BR) and scaled conjugate gradient (SCG) were developed. Statistical
criteria, namely coefficient of determination (R2), root mean squared error (RMSE)
and mean absolute error (MAE), were used to quantify the impact of fluctuations
on the prediction output. Results showed that SCG algorithm was not sufficiently
robust, while LM and BR methods exposed a strong capability in forecasting daily
rainfall. In addition, prediction using BR was slightly better than LM, especially in
terms of standard deviation of R2, RMSE and MAE distributions over 500 Monte
Carlo realizations.

Keywords Statistical analysis · Nonlinear autoregressive neural networks ·
Rainfall · Training algorithm · Fluctuation

1 Introduction

Rainfall has a direct impact on various domains including agriculture [1], water
resource management [2] and hydroelectricity [3]. Heavy rain was also the principal
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cause of many natural disasters, for instance, flood [4] or landslide [5]. Such atmo-
spheric process production exposed high order of fluctuations in time as measured in
meteorological stations [6, 7]. Consequently, this variability makes analysis of rain
phenomenon more complicated, especially in forecasting [8].

Recently, artificial intelligent (AI)-based models have been widely proposed for
forecasting rainfall, especially using artificial neural networks (ANN) [9, 10]. Chat-
topadhyay et al. [11] have developed anANNmodel trained using conjugate gradient
descent technique for predicting the average summer monsoon rainfall in India. In
another study, Chand [12] introduced a statistical comparison between a neural net-
work and a traditional autoregressive integrated moving average method for the fore-
cast of rainfall pattern in Hyderabad region, India, for a 104-year period. Dabhi and
Chaudhary [13] have improved the neural network in rainfall prediction by reducing
the stochastic noise in meteorological data using wavelet techniques. However, rain
is one of the most fluctuated nonlinear problems of the atmospheric processes [14],
and therefore, the study on the prediction of rainfall taking into account high order
variations of data remains challenging for researchers, particularly from statistical
point of view. For that reason, the main objective of this work is to develop a robust
and efficient neural network model in order to track the nonlinear behavior of rainfall
time series as well as its fluctuation level using Monte Carlo method. With this aim,
a nonlinear autoregressive neural network (NAR) was proposed and validated using
the data collected from the meteorological stations. Three training algorithms such
as Levenberg–Marquardt (LM), Bayesian regularization (BR) and scaled conjugate
gradient (SCG) were, respectively, used to train the developed AI models. Monte
Carlo simulations were finally performed in order to evaluate the robustness of each
training algorithm under a high order of data fluctuations.

2 Material and Method

2.1 Methods Used

In this study, a prediction model based on nonlinear autoregressive neural networks
(NAR) was adopted for investigating rainfall time series. In such model, a stochastic
difference equation was introduced to correlate previous and future values of the
atmospheric random process [15]. In this case of meteorological phenomena, the
stochastic equation is nonlinear because of the behavior of the considered time-
dependent variable, i.e., rainfall [16]. In the literature, NARhas also been constructed
for predicting various time series data such as industrial index of production [17] or
air temperature [18].

Various criteria, namely coefficient of determination (R2), root mean squared
error (RMSE) and mean absolute error (MAE), were used in this research in order
to quantify the performance of NAR model. Details of formulation of such criteria
could be found in [19].
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Fig. 1 Monte Carlo method for accounting variability of input under statistical analysis of output
result

In this paper, three training algorithms such as Levenberg–Marquardt (LM),
Bayesian regularization (BR) and scaled conjugate gradient (SCG) [20–22] have
been used in order to evaluate the performance of NAR model under high fluctua-
tion of data. Monte Carlo method [23] was applied to statistically characterize the
quality of prediction model using each previously mentioned training algorithm. A
schematization of Monte Carlo method accounting variability of input on the output
result is presented in Fig. 1. A convergence function was also introduced in order to
estimate the stationary domain of Monte Carlo runs, as in the following [24]:

f = 1

NMC

NMC∑

i=1

Gi , (1)

where NMC is the number of Monte Carlo runs and G is the random variable of
interest (such as R2, RMSE, MAE in this paper). The convergence function was
helpful in order to detect optimal number of Monte Carlo realizations and ensure a
reliable statistical analysis later.

2.2 Data Used

In this work, values of rainfall time series (in mm) were collected from a rain gauge
at Cao Phong district, Hoa Binh, Vietnam, for a period between 2006 and 2013. High
order of data fluctuation is shown in Fig. 1. First 70% of data were used for training
the NAR model, and last 30% values were served for the testing part (Fig. 2).
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Fig. 2 Time series form of
rainfall data

3 Results and Discussion

Rainfall data were used to train the NAR model using three training algorithms
presented in the previous section. 500 Monte Carlo runs were also conducted in
order to take into account data fluctuation’s influences on the efficiency of training
algorithms. Distribution of quality parameters for the testing part such as R2, RMSE
and MAE was obtained over 500 Monte Carlo realizations. Convergence function of
R2, RMSE andMAE is presented in Figs. 3, 4 and 5, respectively. Statistical analysis
was finally applied in order to evaluate the performance of each training algorithms.
Summary of statistical information is highlighted in Table 1, including quantiles
Q25, Q50, Q75, mean and standard deviation of R2, RMSE and MAE distributions.

As observed in Figs. 3, 4 and 5, all three criteria such as R2, RMSE and MAE
reached the stationary solution over 500 Monte Carlo realizations. It means such
number of runs was enough to explore statistical behavior of the problem. It is
also seen that NAR model using SCG training algorithm exhibits highest order of
fluctuation around the stationary solution with respect to all three criteria R2, RMSE
and MAE. Such observation was confirmed regarding statistical analysis in Table 1

Fig. 3 Convergence
function of R2 over 500
Monte Carlo realizations
using three training
algorithms
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Fig. 4 Convergence
function of RMSE over 500
Monte Carlo realizations
using three training
algorithms

Fig. 5 Convergence
function of MAE over 500
Monte Carlo realizations
using three training
algorithms

Table 1 Summary of statistical information

Criteria Algorithm Q25 Median Q75 Mean StD

R2 BR 0.584 0.863 0.863 0.737 0.189

SCG 0.573 0.710 0.778 0.645 0.192

LM 0.842 0.854 0.861 0.832 0.105

RMSE BR 3.776 3.779 7.052 5.325 2.362

SCG 5.083 6.226 8.468 8.115 6.744

LM 3.815 3.936 4.081 5.342 7.499

MAE BR 2.000 2.002 2.319 2.121 0.174

SCG 2.839 3.590 5.053 5.157 5.943

LM 2.103 2.220 2.324 3.390 6.763
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(mean of R2 is the lowest value, while mean of RMSE and MAE are the highest
values). It could be deduced that SCG algorithm was not robust and efficient to take
into account fluctuation of rainfall data using NAR prediction model.

On the contrary, BR and LM algorithms exhibited strong capability for predicting
rainfall. As indicated in Table 1 for mean value, mean of R2 distribution is 0.737 and
0.832, mean of RMSE distribution is 5.325 and 5.342, mean of MAE distribution is
2.121 and 3.390 using BR and LM algorithms, respectively. In the case of standard
deviation, StD of R2 distribution is 0.189 and 0.105, StD of RMSE distribution is
2.362 and 7.499, and StD of MAE distribution is 0.174 and 6.763 using BR and LM
algorithms, respectively. Note that high value of standard deviation obtained using
LM algorithm is the consequence of large outlier values in the distribution. It means
that the LM algorithm was sensitive to outlier in this problem and could generate
extreme values of prediction. However, NARmodel trainingwith LM algorithm gave
the best results with respect to the mean value of R2 and RMSE distributions.

To conclude, from overall statistical analysis with respect to distribution of R2,
RMSE and MAE over 500 Monte Carlo runs, nonlinear autoregressive neural net-
works using Bayesian regularization algorithm for training were the most robust and
efficient (i.e., low coefficient of variation of all three R2, RMSE and MAE distribu-
tions). Similarly, BR was proved as the most effective training technique in terms
of predictive ability in the work of Kayri [25]. In a series of paper, Okut et al. [26,
27] have also demonstrated the highest capability of BR algorithm in capturing non-
linear relationships in data. In other investigations, BR technique exhibited the best
performance in comparison with other training methods [28, 29], especially for time
series data [30, 31].

4 Conclusion

In this paper, a robustness analysis of the NAR using different algorithms (LM, BR
and SCG) was done for the prediction of high fluctuation rainfall. Monte Carlo sim-
ulations were used to evaluate the convergence of these algorithms. Various quality
assessment criteria, namely R2, RMSE and MAE, were used in order to evaluate
the performance of the developed model. Results showed that BR algorithm was the
most robust and efficient for the prediction of rainfall comparedwith other algorithms
(LM and BR). The developed model was a potential candidate for the prediction of
rainfall and could contribute to improve water resource management in many fields
such as urban drainage systems, agriculture and hydroelectric production. However,
in the future study, the influence of other meteorological variables such as tempera-
ture or relative humidity should be taken into account as they play also an important
role in the rain process. Beside, noise reduction techniques might also be interested
in order to reduce the impact of outlier data on training AI model.
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Daily Rainfall Prediction Using
Nonlinear Autoregressive Neural
Network

Vuong Minh Le, Binh Thai Pham, Tien-Thinh Le, Hai-Bang Ly
and Lu Minh Le

Abstract In this paper, a prediction model using Nonlinear Autoregressive Neural
Networks with external variables (NARX) was proposed in order to forecast daily
rainfall at Hoa Binh city, Vietnam. For this aim, eight-year time series of meteorolog-
ical data were first collected, involving temperature, wind speed, relative humidity,
solar radiation as input variables and daily rainfall as output variable. NARX-based
daily rainfall prediction model was then constructed and validated using various cri-
teria such as coefficient of correlation (R), rootmean squared error (RMSE) andmean
absolute error (MAE). Results show a good statistical correlation between measured
and predicted rainfall values, i.e., R = 0.8846, RMSE = 5.3793 mm, and MAE =
3.0218 mm. Therefore, it is reasonably stated that the developed model is promising
for the forecast of daily rainfall.

Keywords Nonlinear Autoregressive Neural Networks · Rainfall · Artificial
intelligence · Forecasting
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1 Introduction

Rainfall is now one of the most important factors which have major effects on trans-
port infrastructures in any urban area [1, 2]. Transport of goods and people can be
vulnerable to climate change, especially to extreme daily rainfall. Indeed, high pre-
cipitation intensity may yield a lot of perturbations in the transport network [3, 4].
For example, it can cause flooding which damages transport infrastructures, delays
traffics or worst destroys drainage systems, rail rails [5, 6]. In recent years, many cli-
mate change-related events have happened which badly influenced the transportation
infrastructures, for example, the extreme precipitation in Baden-Württemberg, Ger-
many in 2013 which has huge impacts on road infrastructures [7]. Being a state with
one of the most developed economies in Europe, the extreme precipitation in Baden-
Württemberg has damaged and destroyed roads, buildings and civilian houses. In the
report analyzed after the flood, the precipitation had a record of 22.75 trillion liters
over Germany in only 4 days. Today, rainfall forecasting is still a challenge and a
very important task influencing the economic development of any urban area.

Many artificial intelligent (AI) approaches have been introduced in the past
decades in order to be able to forecast several meteorological parameters associ-
ated to climate change such as solar radiation using artificial neural network [8],
wind power using statistical method [9] or especially the precipitation [10]. In [11],
Chang et al. have proposed a neural-fuzzy network-based model for forecasting the
watershed rainfall on the upstream of the Tahan River in northern Taiwan, allowing
to predict the rainfall with lead time of 1–2 h. Kisi and Shiri [12] have proposed a
precipitation forecasting technique usingwavelet-genetic programming andwavelet-
neuro-fuzzy conjunction models at the Aegean region in the west of Turkey. An AI
model using rule-based fuzzy inference system has been also used for rainfall fore-
casting in the Cairo airport station, Egypt [13]. The method allows predicting the
rainfall up to 2–6 h ahead of the event, and the prediction results are quite satisfactory.
Despite the fact that several AI techniques have been proposed and have produced
very promising results on rainfall forecasting, this type of meteorological event still
remains as one of the most stochastic nonlinear phenomenon in nature.

In this paper, a Nonlinear Autoregressive Neural Networks (NARX) model has
been proposed in order to rigorously take into account the nonlinear behavior of
precipitation time series to predict daily rainfall at Hoa Binh city, Viet Nam where is
one of themost prone regions in Vietnam for floods [14] because of its typical climate
and location. Hoa Binh is currently faced with several problems mainly expanding
urbanization, especially for drainage systems. More recently, various master plans
have been proposed to develop infrastructures for the city. The weather forecasting
systems play now an essential role in order to prevent natural disasters like flood.
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2 Material and Method

2.1 Method Used

In this work, Nonlinear Autoregressive Neural Networks (NARX) model was con-
structed and validated for predicting daily rainfall. The principal idea of this model
is to predict future values of precipitation time series based on its history involving
other meteorological variables such as temperature, wind speed, relative humidity
and solar radiation [15]. Such external variables exhibit significant influences on the
time series of interest and they are needed to be taken into account [16, 17]. NARX
model has been broadly used for forecasting time series in various domains of sci-
ence, for instance for energy consumption [18], for daily solar radiation [19], for air
pollution [20] and for electric loads [21]. In this paper, NARX model was trained
using Levenberg–Marquardt algorithm [22].

Three quality assessment criteria such as coefficient of correlation (R), root mean
squared error (RMSE) and mean absolute error (MAE) were introduced in order
to quantify the performance of the developed NARX model. R was widely applied
to exposure linear correlation between predicted and measured vector data [23].
R yields a value between 0 and 1, where 1 is total correlation and 0 means zero-
correlation. RMSE calculates the average square root of squared deviation between
the predicted and actual values [24] while MAE measures the absolute normalized
deviation between the predicted and measured data [25]. As an interpretation, low
values of RMSE and MAE expose good correlation between two vectors such as
predicted andmeasured data.R, RMSEandMAEwere calculated using the following
equations [26]:

R =
√
√
√
√
√

∑N
i=1

(

ti − t
)

(oi − o)
√

∑N
i=1

(

ti − t
)2 ∑N

i=1 (oi − o)2
, (1)

RMSE =
√
√
√
√

1

N

N
∑

i=1

(ti − oi )
2, (2)

MAE =
∑N

i=1 |ti − oi |
N

, (3)

where N is the number of observations, ti and t are actual and mean actual values
while and oi and o are predicted and mean predicted values, respectively, (i = 1:N ).
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2.2 Data Used

In this study, daily meteorological data including precipitation intensity (mm), max-
imum temperature (°C), minimum temperature (°C), wind speed (km/h), relative
humidity (–) and solar radiation (mJ/m2) were extracted from a meteorological sta-
tion at Hoa Binh city, Vietnam, for a period of 8 years between 2006 and 2013. The
rain gauge was located at Latitude 20.763 m and Longitude 105.312 m. Time series
form of rainfall data is presented in Figs. 1 and 2, which exhibit large order of nonlin-
earity and fluctuation. In terms of statistical fluctuation, coefficient of variations of
maximum temperature, minimum temperature, wind speed, relative humidity, solar
radiation and rainfall intensity are 25.12, 29.04, 25.90, 13.76, 42.80, 134.51 (%),
respectively. Data were split into two parts, first 70% values were used for training
NARX model and last 30% values were used for testing the performance of NARX.
Rainfall time series of the training part is shown in Fig. 1 while rainfall time series
for the testing part is visualized in Fig. 2.

Fig. 1 Time series for
measured data and output of
NARX for the training part

Fig. 2 Time series for
measured data and output of
NARX for the testing part
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3 Results and Discussion

Figure 1 shows the results of training part while Fig. 2 explores the testing rainfall
time series usingNARXmodel. Figure 3 presents error distribution andFig. 4 exposes
scatter regression plot between output of NARXmodel and measured values. Statis-
tical parameters such as R, RMSE, MAE, mean, median and standard deviation of
error including slope of linear fit were indicated in Table 1. As observed in Figs. 1 and
2, a strong correlation between measured and predicted data was obtained for both
training and testing part. Regarding Table 1 for the training part, R= 0.9355, RMSE

Fig. 3 Distribution of error between predicted and measured rainfall

Fig. 4 Scatter plot of output versus measured rainfall values for: a the training part and b the testing
part. R and linear fit are also indicated
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Table 1 Summary of
statistical analysis

Statistical variable Training data Testing data

R 0.9355 0.8846

RMSE (mm) 3.3395 5.3793

MAE (mm) 2.0780 3.0218

Error mean (mm) −0.0014 −0.3754

Error median (mm) 0.3016 0.2645

Error StD (mm) 3.3403 5.3692

Slope 0.87 0.78

Intercept 0.87 1.6

Slope angle (°) 41.02 37.95

= 3.3395, MAE = 2.0780, for the testing part, R = 0.8846, RMSE = 5.3793, MAE
= 3.0218. These results confirmed the high performance of the proposed NARX
model. The prediction model exhibited also a strong capability in order to predict
nonlinear information inside data, including both rainy and no rainy days (Figs. 1
and 2).

Figure 3 presents the distribution of error—Error = (Output-Measured) (reso-
lution of 5 mm). Both training and testing parts show a zero-high concentrated
distribution (i.e., there were almost 70% of population at bin-zero). As highlighted
in Table 1, error mean=−0.0014 and−0.3754, error median= 0.3016 and 0.2645,
error standard deviation = 3.3403 and 5.3692, respectively, for the training and
testing data.

Figure 4 presents measured and predicted rainfall in a scatter form including
linear fit with two controlled parameters such as slope and intercept. As indicated in
Table 1, slope = 0.87 and 0.78, intercept = 0.87 and 1.6, slope angle (°) = 41.02
and 37.95, respectively, for training and testing data.

In conclusion, NARX model was a potential candidate for forecasting rainfall in
HoaBinh city, Vietnam, as a contribution for the drainage infrastructure system. Such
model was constructed and validated in accounting also other important meteorolog-
ical variables such as temperature, wind speed, relative humidity and solar radiation.
Suchmodelingmethodologywas relevant without dropping any significant statistical
information within a context of atmospheric process. NARX was also proved as the
most efficient model for forecasting daily rainfall in Nilgiris, India, when comparing
with other algorithms such as forward back propagation neural network, cascade-
forward back propagation neural network or distributed time delay neural network
[27]. In other investigations, NARX technique exhibited also highly capability in
predicting and exploring the relationship between meteorological variables [28, 29],
especially for rainfall time series [30–33].
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4 Conclusion

In this research, the NARX model was constructed for predicting daily rainfall at
Hoa Binh city, Vietnam. Meteorological data including temperature, wind speed,
relative humidity, solar radiation and rainfall were collected for an eight-year period.
First 70% of data were prepared to train the NARX model while last 30% of data
were used for testing the performance of the developed model. R, RMSE, MAE,
mean and standard deviation of error including slope of linear fit were introduced in
order to assess the quality of NARX model. The developed NARX model provided
efficient information and could be used to improve the weather warning systems.
In further researches, sensitivity analysis of external variables on the prediction of
rainfall should be investigated in order to better understandmeteorological processes.
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Demographic Analysis of World
Population Using Various Predictive
Algorithms

Ishan Bhatt and Kartik Ramaswamy

Abstract This project describes, in detail, the different regression models used in
the analysis of population on various parameters like HDI, GDP, energy consumption
and Internet usage. Population analysis can be useful in providing demographics of
an area, help in targeted marketing and also help government to identify the areas
of weakness of a country. Here, we have taken major countries and their various
parameters like HDI, GDP, etc., and applied the regression models on them to find
the most suitable one.

Keywords Population analysis · GDP · HDI · Internet usage · Regression analysis

1 Introduction

The United Nation collects variety of data from numerous countries generating a
massive data set with millions of data points. The data sets, we have, consist of
details from every country and contain information about health personnel, human
development index, population growth, Internet usage, GDP, GDP in research and
development, expenditure on health, expenditure in education, energy consumption,
employment and education at all three levels. We are examining twenty countries,
and these countries had the highest GDP in 2018. All these research fields are chosen
in such a way that very useful information and insights can be derived from them,
and also, we can predict the future growth of countries. All these data sets are very
crucial to understand overall performance of a country and also to find out areas of
improvement. These data sets are closely linked to people; that is, we can understand
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overall growth of a country with the help of its citizens. Population analysis is very
important in the field of data mining because change in population leads to the
change of demography, social actors, consumer market, economy, etc. Few decades
ago, population analysis was very complex process and was not simple to perform
various calculations, but nowwith the help of advance computers the process became
quite easy as compared to the past.

Population development is impacted by numerous variables that fall into the wide
domains of statistic qualities, financial conditions, transportation framework, charac-
teristic comfort, etc. It is seen that various factors have different effects on population
change over time in rural, suburban and urban areas. It relies on the general pattern
of population redistribution forms, nearby elements and geography. In general, an
efficient analysis of population ought to think about the different variables and their
impacts. The analysis ought to have the adaptability to recognize and join variables
at a given point in time and space, not to hold to a particular set of drivers in all con-
ditions. The discoveries have essential impact on population analysis. In the last few
decades, population of the world is growing tremendously. Now it is necessary, and
in fact it is very important to understand people. At present, estimated population is
2.5 billion and still counting. Understanding people in terms of caste, creed, religion,
colour, country, sex, preferences and many more is difficult to anticipate.

2 Related Work Done

Human development index is a widely used tool by UNDP in their annual human
development reports. The work of human development index was closely related
to the famous Indian economist Amartya Sen. In earlier times, human development
index was calculated by three basic parameters such as health, education and income
of citizens of a country. Frommany years, countries are rankedwith respect to human
development index, and it can be seen in [1].

In [2], a close relationship between GDP and HDI is explained by author. In other
words, we can say that HDI and GDP are coupled together and operated on similar
grounds. But in [3], author explained in detail the basic difference between both GDP
and HDI.

We can say that although they operate on similar grounds, they do have differences
and basic and most important difference is in attitude. GDP views growth in terms
of money, that is, import, export, government expenditure, but HDI is more complex
tool that merges three fields together.

In [4], new-age HDI 2010 is mentioned in entire journal presented by UNDP in
2011. It includes poverty and several other areas which we should focus upon other
than GDP and HDI. It also focuses on regional insights.

In [5], population growth is mentioned. A detailed study is conducted by pub-
lisher to understand population growth, and author also created an empirical view
on population. In [5], heat maps and growth trends from eighteenth century are also
shown. In [6], the generally adopted curve of population growth is explained with
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brief explanation of environmental resistance. In [7], population growth is explained
in economic point of view.

In [8], importance of Internet and daily uses of Internet are explained. In [9],
interrelationship between human development and Internet usage is explained. We
came to understand that Internet is now among the most used service, contributes
a lot to human behaviours and is also closely linked to human development and
country’s economy.

In [10], authors explained in detail how literacy is closely linked to numerous
aspects of a country. In [11], authors linked energy consumption to economic growth
of a country. All the data sets are gathered from certified websites of UNDP from
[12] to [13].

3 Methodology

The population is analysed on basis of HDI [3], GDP, Internet usage [7], literacy
rate, employment, etc. We selected top 20 countries with highest GDP according to
UN data [13]. We applied following regression models:

• Simple Linear Regression: It considers one independent variable and other one
a dependent variable and finds a direct function which attempts to anticipate the
reliance of the dependent variable qualities as an element of the independent fac-
tors. It is most normal and most generally utilized technique that enables us to
comprehend and think about the connections between two things that can be said
to be subject to one another.

Y = β0 + β1X (1)

β0 = Ȳ − β1 X̄ (2)

β1 =
∑n

i=1 (xi − x̄)(yi − ȳ)
∑n

i=1 (xi − x̄)2
(3)

In given Eqs. (1), (2) and (3), the betas are said to be the coefficients. These coef-
ficients are of need so as to make predictions with our model. To discover the
parameters, we have to limit the total of squared errors.

In Fig. 1, the red dots are the genuine information and the blue line is linear model.
The dark lines represent the errors between the anticipated and the genuine qualities.
The blue line is hence the one that limits the whole of the squared length of the dark
lines.
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Fig. 1 Model complexity graph

• Polynomial Regression: It is another method in which the relation or dependency
between the variables that are dependent and independent is shown with help of
curve or in simple language with help of degree of “n”, where n is chosen as (y)−1.

It is visible that the linear graph is not able to show the patterns in the data. This
shows that it is an instance of under-fitting. A statistical model or an algorithm is
said to have under-fitting when it can’t catch the hidden pattern of the information.
Under-fitting demolishes the exactness of our model. In order to solve the issue of
under-fitting, we are required to enhance the complexity of the model. To produce a
higher-order condition, we can include powers of the initial features as new features.
The linear model is modified to the following as shown in Eq. (4)

Y = θ0 + θ1 + θ2x
2 + · · · (4)

With the help polynomial feature class which is a part of Scikit-learn, we will
convert the original features into higher-degree terms.

Bias alludes to the mistakes because of the model’s simplistic approach while
fitting the information. A high bias implies that the model is unfit to catch the pattern
in the information and this outcome in under-fitting.

Variance alludes to the mistakes because of the composite model endeavouring
to fit the information. High variance implies that the model goes through the greater
part of the information and this outcome in over-fitting the information.

We can see from the given below figure that with the increase in the complexity
of the model, bias diminishes, variance rises and vice versa. In an ideal scenario,
the model should have low variance and low bias. It is not possible to have both in
practice. Hence, in order to attain a good, proper model that executes well on both
the train and test data, a trade-off is made as shown in Fig. 2.
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Fig. 2 Internet consumption of India to understand the model

• Decision Tree: It is a decision-making and predicting tool that uses a tree-like
model of decisions. It contains root node and various other branches calculated
using some algorithms.

It is a technique which is mainly used for classification and as regression model
from decades. It provides the best predictive results in comparison with linear regres-
sion, polynomial regression and exponential regression. Decision tree model works
by dividing the entire plot into several subparts, and then, these parts are considered
as separate entities. This division of working area has to terminate when some criteria
of the classifier are met or when the classes, it has divided into, are pure and cannot
be divided further. There are 3 nodes in decision tree

• ROOT NODE: It has no incoming node and many outgoing nodes. It is the node
where entire decision tree begins

• LEAF NODE: No outgoing nodes and many incoming nodes. It is where entire
decision tree terminates

• INTERNAL NODE: Also known as intermediate nodes.
• Random Forest Regression: It builds many decision trees and merges them to
create stable predictions. It is very complex to create; however, it can create highly
useful and very accurate predictions. Random forest is the best-known regression
technique as it is a flexible algorithm which gives good results in less time without
much modification. The biggest problem with decision tree was that it over learns
from the data and provides rigid solutions. Random forest, on the other hand,
clubs many miss-fitting decision trees into one model creating a forest. It is also
one of the most used algorithms because it is very easy in both classification and
regression tasks. Coding for random forest is also very short, precise and simple.
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The biggest advantage of random forest is that it performs both the works of
classification and regression which are usually done separately in different machine
learning algorithms. It is very easy to apply random forest on a raw data and get
result in no time; however, in any other regression technique, first of all a coder has
to simplify and classify the data and then has to apply any regression technique.
Random forest not only skips the classification steps from coding but also creates
more optimum result.

The best nature of random forest technique is that it is quite simple to quantify
relative significance of each element, whereupon their decision trees are developed.

This should be possible utilizing Sklearn, it’s incredible to which it gives capaci-
ties to measure relative significance of tree nodes, utilizing this package it is likewise
simple to decrease in variations over every one of the trees. Sklearn package auto-
matically computes scores of each feature and kill the result so that output will be
between 0 and 1.0 means there is absolutely no importance and one mean that there
is complete importance.

4 Implementation

Data mining is the process of discovering predictive information from the analysis
of large databases. Following services offered by Python used were,

• NumPy: It is a tool which is used to performmathematical functions. It consists of
complex mathematical functions which help in performing functions with lesser
lines of code.

• Pandas: It is a tool which is used to perform analysis and manipulation of data. It
has various functions and data structures using which we can manipulate tables.

• PlotLy: It is used for creating visuals like graphs. It also provides statistical and
analytical functions.

• Scikit-learn: Scikit-learn is the library in python which is just the tool which
allows data scientist to tap into this and draw conclusions. It is told as the most
used library. By the use of this library, programmers can not only build models
but also do operations like scaling, normalizing, etc., using this package. They can
draw conclusions about how the model works and the accuracy of the model.

5 Results

5.1 Linear Regression

See Fig. 3.
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Fig. 3 Internet consumption of India (linear regression)

5.2 Polynomial Regression

See Fig. 4.

Fig. 4 Internet consumption of India (polynomial regression)
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Fig. 5 Internet consumption decision tree regression

5.3 Decision Tree

The output for year 2011 was 76 and is less accurate as compared to random forest
as shown in Fig. 5.

5.4 Random Forest

The output for year 2011 was 78.25 which was quite accurate, thus, indicating that
random forest is much better than decision tree as shown in Fig. 6.

We can see from the above results that random forest gives the best result as
compared to any other model. So we are going to examine every parameter using
random forest regression model.

Fig. 6 Internet consumption in random forest regression
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6 Conclusion and Comparison

We can conclude this study in two ways. First of all is technical where we can com-
pare model’s accuracy in prediction and we can also list out various advantages and
disadvantages of all regression models. Second is fundamental where we can com-
pare same various aspects such as energy consumption and GDP to find out overall
growth of various countries. Fundamental conclusion can be used by lawmakers,
policy makers, marketers and many other people to understand people and growth
effectively.

Technical conclusions are as follows:

(1) Linear regression

a. Advantages:
i. It has low space complexity.
ii. It is easily understandable.
iii. Good interpretability.

b. Disadvantages:
i. It is limited to linear relations only.
ii. It looks at the mean of the dependent variable.
iii. It is sensitive to outliers.
iv. The data used should be independent.

(2) Polynomial regression

a. Advantages:
i. It can fit a wide, big range of curvature.
ii. It provides many functions using which we can fit our data.
iii. It is quite flexible and easy to handle in cases where development of

model is empirical in nature.
iv. It gives one of the best approximation relations between the variables.

b. Disadvantages:
i. It is highly sensitive to outliers; i.e., even if there are one or two outliers,

the result gets seriously affected.
ii. There are not many validation tools to check the data for outliers.

(3) Decision tree regression

a. Advantages:
i. It is quite easy to understand.
ii. It is easy for generating the rules.
iii. It can be used for categorical as well as numerical data inputs.
iv. It does not require lot of data preparation.
v. It helps in reducing the overall complexity of the problem.
vi. It is extremely fast in classifying the records that are not known.

b. Disadvantages:
i. It might suffer from over-fitting.



232 I. Bhatt and K. Ramaswamy

Table 1 India’s growth in
various fields

Field Growth rate (%)

Energy consumption 6.925

Internet consumption 29.026

GDP 5.9904

Population growth 1.96

Human development index 1.968

ii. In case, the decision tree is large, then pruning is necessary.
iii. For a small change in set, it leads to selection of different attributes and

decision trees.
iv. It performs classification using rectangular partitioning, so it often fails

to handle correlated data properly.
v. There can be delay, and also, the technique may not reduce the amount

of risk involved.

(4) Random forest regression

a. Advantages:
i. Decision tree tends to overfit ondatawhich reduces its prediction ability.

Random forest on the other hand combines many such decision trees
and reduces the problem of over-fitting.

ii. Variance in random forest is also very less which means it is suitable
for large amount of data.

iii. Extremely flexible.
iv. Highly accurate.
v. It maintains accuracy even when some part of population is missing.
vi. It requires no preparation in input of data.

b. Disadvantages:
i. Complex coding.
ii. Time-consuming.
iii. It requires more computational resources than any other algorithm.

Fundamental conclusions are as follows (Table 1).
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Attribute-Based Access Control Schemes
in Cloud: Performance and Research
Directions

S. Sabitha and M. S. Rajasree

Abstract Disclosure of sensitive data leads to identity theft and violation of privacy.
The untrusted cloud service provider (CSP) may try to disclose/misuse the data. It is
necessary to provide access control and security over the outsourced and shared data
to hide it from the CSP and unauthorized users. Traditional access control schemes
are prone to security threats in the cloud environment. Attribute-based access control
schemes (ABAC) are well suited for the cloud environment. Attribute-based encryp-
tion (ABE) is a promising cryptographic solution to provide fine-grained access
control over the shared data. It selectively shares the data among the users and hides
data from the CSP and unauthorized users. It preserves the privacy of users and the
security of data being shared. Users can decrypt the data only if their attributes are
satisfiedwith the access policy associated in the ciphertext. This paper presents a com-
prehensive survey of the ABE schemes. Taxonomy, performance comparison, and
applications of ABE schemes are dealt with. The taxonomy and performance com-
parison help the selection of the most suitable ABE scheme based on specific usage
scenarios. Thus, the survey opens up very interesting avenues for further research in
this area, which are also discussed.

Keywords Cloud computing · Attribute-based encryption · Access control · Data
sharing · Access policy

1 Introduction

Cloud computing is gaining more attention due to its features such as multi-tenancy,
virtualization, and elasticity. It attracts the IT business, organizations, and common
people to outsource their data, application, and computation to the cloud and helps
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them to reduce the initial investment cost. Cloud users may be competitors of the
same business; they may try to get the data of their opponents to gain more benefits
or to defend the opponents. Lack of security and access control are the main reasons
behind this problem, which prevent users from widely adopting and utilizing the
cloud without any fear.

The management of cloud computing is done by untrusted CSP. Due to this,
organizations and IT business solution providers hesitate to outsource their data to the
cloud. Data storage on cloud data center reduces the storage burden of user devices
and improves data access convenience. But it restricts the user’s physical control
over the data. Sensitive and confidential data in the cloud need to be protected from
unauthorized access. So the users generally store their data in an encrypted form.
Promising cryptographic access control schemes protect data from unauthorized
access while keeping it confidential. These access control schemes enable the data
owner to revoke users’ access permissions.

The ABE scheme is used to provide attribute-based access control as well as
hiding data residing in the cloud [1]. The data owner can predetermine the recipient
groups in this scheme [2, 3]. It is a fine-grained access control mechanism and better
than the role-based access control scheme. Role-based access control is not thatmuch
suitable for fine-grained access control. In this scheme, permissions are associated
with roles that are assigned to users. Rolesmay change depending on the situation and
time. Setting up an initial role structure is difficult and inflexible in rapidly changing
domains.

The paper is organized as follows. Section 2 describes the taxonomy of various
attribute-based access control schemes. Performance analysis of ABE schemes is
described in Sect. 3. Section 4 discusses the future research directions in ABE.
Then, the last section concludes the survey.

2 Taxonomy of Attribute-Based Access Control Schemes

Attribute-based access control schemes are analyzed andclassifiedbasedon the archi-
tecture and essential features required for ideal attribute-based encryption. Figure 1

Fig. 1 Classifications of attribute-based access control
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shows the taxonomy of attribute-based access control. The classification of ABE
schemes is based on characteristics such as the type of access control, architecture,
type of revocation, revocation security issue, means of revocation, access policy, and
expressiveness of access policy. We have elaborated existing taxonomy by incorpo-
ratingmore additional characteristics such asmeans of revocation and expressiveness
of access policy.

(1) Type of access control: KP-ABE and CP-ABE are the general classifications of
ABE schemes. (i) In KP-ABE, the user’s secret key is determined by the access
structure and ciphertext is associated with a set of attributes. Consequently, the
users are allowed to decrypt the ciphertext only if their key’s access structure is
satisfied with the attributes associated in the ciphertext. (ii) In CP-ABE, access
structure is associated with the ciphertext and the user’s attributes decide their
secret key. The user can decrypt the ciphertext only if their key’s attributes
satisfy the access structure associated with the ciphertext [2].

(2) Architecture: ABE schemes are classified into three categories based on the
architecture: Centralized, decentralized, and hierarchical. (i) Centralized ABE
scheme has only one central attribute authority who is in charge of creating
and distributing keys among users. (ii) Decentralized ABE scheme has multiple
attribute authorities who are in charge of creating and distributing keys to the
users [4]. Users can get their key from any attribute authority. It eliminates
the risks involved in centralized ABE schemes. (iii) Hierarchical ABE scheme
consists of root authority and domain authorities arranged in a hierarchical
manner, which is responsible to distribute the keys to the users [5].

(3) Type of revocation: Revocation prevents users from accessing data once their
attributes are revoked. There are two types of revocation methods in an ABE
scheme: attribute revocation and user revocation. (i) In attribute revocation, the
user cannot access the data after their attributes get revoked. (ii) In the case of
user revocation, the ABE scheme prevents the user from accessing data if he/she
gets revoked.

(4) Revocation security issue: ABE scheme suffers from two security issues: back-
ward security issue and forward security issue. (i) Backward secrecy issuemeans
that the user who newly joins the system and has sufficient attributes is able to
decrypt the ciphertext which was encrypted and shared before he/she joined
the system. (ii) Forward secrecy issue means that the user who revoked the
attributes is able to decrypt any new ciphertext that needs the dropped attribute to
decrypt [6].

(5) Means of revocation: There are four means of revocation: access control list
(ACL), user-level revocation, attribute-level revocation, and timed attribute-
level revocation. (i) In the access control list, the authorized user details are
maintained in the ACL. Only those users who are in the access control list
are able to access the data. (ii) In user-level revocation, authorization of users
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is dropped based on their identity. (iii) In attribute-level revocation, autho-
rization of users is dropped based on their attributes. (iv) In timed attribute-
level revocation, a time-based attribute is used to revoke the authorization of
users [7].

(6) Access policy: The access policy is represented using an access tree with
attributes as leaves and threshold gates as internal nodes. The internal nodes are
represented in two types: monotonic and non-monotonic. A monotonic access
structure is constructed from “AND logic,” “OR logic,” and other threshold
gates. But a non-monotonic access structure supports “NOT gate” also. How-
ever, monotonic policies do not support this feature. This problem is resolved
by defining the negation of all individual attributes.

(7) Expressiveness of access policy: Access policy expressiveness is of two types:
access tree and LSSS matrix.

The taxonomy of ABE schemes based on the features supported in various liter-
atures such as [2, 4, 5, 8–15] is shown in Fig. 2. It gives a clear understanding of
various developments in ABE.

Fig. 2 Taxonomy based on features of ABE
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3 Performance Analysis of Attribute-Based Access Control
Schemes

Table 1 compares the characteristics of existing attribute-based access control
schemes, viz. access structure representation, type of access control, policy expres-
siveness, type of revocation, and means of revocation. It reveals the method used for
user revocation. (1) Access structure representation: It can be a monotonic boolean
function, conjunctive normal form (CNF), and disjunctive normal form (DNF). (2)
Type of access control: KP-ABE and CP-ABE are the encryption schemes used for
attribute-based access control. (3) Policy expressiveness: Access policy is expressed
using either access tree or LSSSmatrix. In access tree, leaf nodes represent attributes
while internal nodes are threshold gates like AND, OR, etc. Linear secret shar-
ing scheme (LSSS) is a matrix-like representation. Each row of matrix maps to an
attribute. (4)Type of revocation:Oneof themajor challenges inABEscheme is to pre-
vent the users fromaccessing the ciphertext even after their attributes and user permis-
sion gets revoked. User revocation and attribute revocation are types of revocations.
(5) Means of revocation: Different means of revocation exists, namely user-level,
attribute-level, timed attribute-level, access control list, and boolean function.

Table 2 describes the notations used for the following comparisons. Table 3 com-
pares the performance in terms of computation time of existing ABAC schemes in
the cloud. It reveals the overhead exerted by the scheme at the data owner’s side as
well as at the user’s side due to the encryption and decryption process.

Table 1 Comparison of characteristics of attribute-based access control schemes

Scheme Access policy
representation

Type of
access
control

Expressiveness
of policy

Type of
revocation

Means of
revocation

RNS [16] Monotonic
boolean
function

CP-ABE LSSS matrix User
revocation

Attribute-level

BSW [2] Monotonic
boolean
function

CP-ABE Access tree Key
revocation

Timed
attribute

YWRL
[17]

Monotonic
boolean
function

CP-ABE Access tree User
revocation

Access
control list
(ACL)

LYRL [18] CNF boolean
function

KP-ABE Access tree User
revocation

Attribute-level

LYZRL
[19]

CNF with
wildcard

KP-ABE Access tree User
revocation

Attribute-level

(continued)
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Table 1 (continued)

Scheme Access policy
representation

Type of
access
control

Expressiveness
of policy

Type of
revocation

Means of
revocation

SW [20] Monotonic
boolean
function

KP-ABE Access tree No No

GPSW
[21]

Monotonic
boolean
function

KP-ABE Access tree No No

CN [22] DNF CP-ABE Access tree User
revocation

Boolean
function

GHW [23] Monotonic
boolean
function

CP-ABE LSSS matrix No No

W [1] Monotonic
boolean
function

CP-ABE LSSS matrix No No

HUR [6] Monotonic
boolean
function

CP-ABE Access tree User
revocation

Attribute-level

RSN [4] Monotonic
boolean
function

CP-ABE LSSS matrix User
revocation

Attribute-level

YJR [24] Monotonic
boolean
function

CP-ABE LSSS matrix Attribute
revocation

Attribute-level

ZNS [25] Monotonic
boolean
function

CP-ABE Access tree No Attribute-level

4 Research Directions

Research gaps with respect to attribute-based access control scheme are identified.
Various research scopes and open problems still exist in the attribute-based access
control scheme. Some of them are listed below:

1. Design an efficient attribute-based access control scheme with less commu-
nication and computation complexity while preserving forward and backward
secrecy.

2. Efficiently manage dynamic updates of attributes and shared ciphertext.
3. Efficiently manage user and attribute revocation without redistributing the keys.
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Table 2 Description of notations used

Notations used Purpose

|G1|, |GT | Bit length of an element in group G1, Gt, respectively
∣
∣Z p

∣
∣ Bit length of an element in Zp

r1, r2 Set of attributes associated with ciphertext and secret key. respectively

|msg| Size of the message

n Number of elements

m Number of attributes in access structure

u Size of an attribute universe

N ′ Total number of possible statements of attributes

l Number of attribute type in public domain (PUD)

N Number of attribute authority (AA) in public domain (PUD)

TP Time taken for one pairing operation

TH Time to hash using function H

nu Number of users in the system

E0, ET Exponentiation in group G0, GT respectively

Table 3 Performance comparison in terms of computation time of ABE schemes in cloud

Scheme Encryption Decryption

SW [20] r1G1 + 2GT r1Tp + (r1 + 1)GT

GPSW[21] r1G1 + 2GT r1Tp + (n + 1)GT

CN [22] (n + 1)G1 + 2GT (n + 1)TP + (n + 1)GT

BSW [2] (2r1 + 1)G1 + 2GT 2r1Tp + (2r1 + 2)GT

NYO [26] (2 N′ + 1)G1 + 2GT (3n + 1)TP + (3n + 1)GT

W [1] (3r1n + 1)G1 + 2GT (1 + n + n)TP + (3r1 − l)G1 +
3GT

KAKM [27] (n + 1)G1 + 2GT 2Tp + 2GT

YWRL [17] (u + l)|G1| + |GT| (u + 1)TP + r2G1

LYRL [18] O(r1) O(mTp)

RNS [16] O(r1) O(mTp)

HUR [6] (2m + 1)|G1| + |GT | (2r2 + 2)Tp + r2k|G1| + log m

HN [28] O(r1 + log nu) O(r2)

YJR [24] O(r1) O(1)

RSN [4] (3 m + 1)E0 + 2mET + TP + (2 l
+ 2)E1 + 2tE2 + TH

2mTP + TH + O(mh)
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5 Conclusion

A comprehensive literature survey has been done on ABAC schemes. We have ana-
lyzed the ABE schemes based on the essential requirements of an efficient access
control mechanism. The ABE schemes are classified into three major categories
based on the architecture of the schemes. A taxonomy of available ABAC schemes
is presented. Various ABE schemes are compared based on important features, per-
formance, etc. Compared to the traditional access control schemes, ABAC schemes
are more suitable for the cloud computing environment. Most of the schemes are able
to ensure privacy, security, and access control for the data storage and sharing in the
cloud. The comprehensive analysis of ABE schemes thus presented open up several
interesting and challenging research directions. These future research directions are
also discussed.

References

1. Waters B (2011) Ciphertext-policy attribute-based encryption: an expressive, efficient, and
provably secure realization. In: Cryptography-PKC 2011. Springer Berlin Heidelberg, pp 53,
70

2. Bethencourt J, Sahai A, Waters B (2007) Ciphertext-policy attribute-based encryption. In:
Proceedings of the IEEE symposium on security and privacy, pp 321–334

3. Xu S, Yang G, Mu Y, Deng RH (2018) Secure fine-grained access control and data sharing for
dynamic groups in cloud. IEEE Trans Inf Forensics Secur

4. Ruj S, Stojmenovic M, Nayak A (2014) Decentralized access control with anonymous
authentication of data stored in clouds. IEEE Trans Parallel Distrib Syst 25(2):384–394

5. Deng H, Wu Q, Qin B, Domingo-Ferrer J, Zhang L, Liu J, Shi W (2014) Ciphertext-policy
hierarchical attribute-based encryption with short ciphertexts. Inf Sci 275:370–384

6. Hur J (2013) Improving security and efficiency in attribute-based data sharing. IEEE Trans
Knowl Data Eng 25(10)

7. Huang Q, Yang Y, Shen M (2017) Secure and efficient data collaboration with hierarchical
attribute-based encryption in cloud computing. Future Gener Comput Syst 72:239, 249

8. Hur J (2013) Attribute-based secure data sharingwith hidden policies in smart grid. IEEETrans
Parallel Distrib Syst 24(11):2171–2180

9. TengW,YangG,XiangY,ZhangT,WangD (2015)Attributebased access controlwith constant-
size ciphertext in cloud computing. IEEE Trans Cloud Comput 99:1–11

10. Chase M, Chow SSM (2009) Improving privacy and security in multi-authority attribute-based
encryption. In: Proceedings of the 16th ACM conference on computer and communications
security, pp 121–130

11. Muller S, Katzenbeisser S (2008) Distributed attribute-based encryption. ICISC, Lect Notes
Comput Sci Springer 5461:20–36

12. Lewko AB, Waters B (2011) Decentralizing attribute-based encryption. In: Proceedings of the
Annual international conference on the theory and applications of cryptographic techniques
(EUROCRYPT), pp 568–588

13. Ruj S, Stojmenovic M, Nayak A (2012) Privacy preserving access control with authentication
for securing data in clouds. In: 12th IEEE/ACM international symposium on cluster, cloud and
grid computing, pp 556–563

14. Wan Z, Liu J, Deng RH (2012) HASBE: a hierarchical attribute-based solution for flexible and
scalable access control in cloud computing. IEEE Trans Inf Forensics Secur 7(2):743–754



Attribute-Based Access Control Schemes in Cloud: Performance … 243

15. Wang G, Liu Q, Wu J (2010) Hierarchical attribute-based encryption for finegrained access
control in cloud storage services. In: Proceedings of the 17th ACM conference on computer
and communications security (CCS), pp 735–737

16. Ruj S, Nayak A, Stojmenovic I (2011) DACC: distributed access control in clouds. In: IEEE
10th international conference on trust, security and privacy in computing and communications
(TrustCom), pp 91–98

17. Yu S, Wang C, Ren K, Lou W (2010) Attribute based data sharing with attribute revocation.
In: Proceedings of the 5th ACM symposium on information, computer and communications
security (ASIACCS), pp 261–270

18. Li M, Yu S, Ren K, Lou W (2010) Securing personal health records in cloud computing:
patient-centric and fine-grained data access control in multi-owner settings. In: Proceedings of
the sixth international ICST conference on security and privacy in communication networks
(SecureComm), pp 89–106

19. Li M, Yu S, Yao Z, Kui R, Lou W (2013) Scalable and secure sharing of personal health
records in cloud computing using attribute-based encryption. IEEE Trans Parallel Distrib Syst
24(1):131–143

20. Sahai A, Waters B (2005) Fuzzy identity-based encryption. In: International conference on
advances in cryptology (EUROCRYPT), pp 457–473

21. GoyalV,PandeyO,SahaiA,WatersB (2006)Attribute-based encryption for fine-grained access
control of encrypted data. In: ACM conference on computer and communication security, pp
89–98

22. Cheung L, Newport C (2007) Provably secure ciphertext-policy attribute-based encryption. In:
ACM conference on computer and communication security, pp 456–465

23. Green M, Hohenberger S, Waters B (2011) Outsourcing the decryption of ABE ciphertexts.
In: Proceedings of the USENIX security symposium, vol 3

24. Yang K, Jia X, Ren K (2012) Dac-macs: effective data access control for multiauthority cloud
storage systems. In: IACR cryptology ePrint Archive, pp 419–429

25. Zhao F, Nishide T, Sakurai K (2011) Realizing fine-grained and flexible access control to
outsourced data with attribute-based cryptosystems. In: Seventh international conference on
information security practice and experience (ISPEC), pp 83–97

26. Nishide T, Yoneyamma K, Ohta K (2008) Attribute-based encryption with partially hidden
encryptor-specified access structures. In: ACNS, pp 111–129

27. Keita Emura, Atsuko Miyaji, Akito Nomura, Kazumasa Omote, Masakazu Soshi (2009) A
ciphertext-policy attribute-based encryption schemewith constant ciphertext length. LectNotes
Comput Sci 5451:13–23

28. Hur J, Noh DK (2011) Attribute-based access control with efficient revocation in data
outsourcing systems. IEEE Trans Parallel Distrib Syst 22(7):1214–1221



Junctionless Gaussian Doped Negative
Capacitance SOI Transistor:
Investigation of Device Performance
for Analog and Digital Applications

Hema Mehta and Harsupreet Kaur

Abstract In this work the performance of Junctionless Gaussian Doped Nega-
tive Capacitance Silicon-on-Insulator (JLGDNCSOI) transistor has been explored
to examine the suitability of device for various analog and digital applications. The
Negative Capacitance phenomenon of ferroelectric layer along with vertical Gaus-
sian doped channel significantly enhances the performance of JL devices. To explore
the electrical characteristics of JLGDNCSOI transistor TCAD models along with
Landau-Khalatnikov equation which takes into account properties of Hafnium oxide
based ferroelectric layer such as coercive field and remanent polarization have been
used. It has been demonstrated that device exhibits substantially improved trans-
fer characteristics, output characteristics, transconductance generation factor, output
conductance and unity gain frequency.

Keywords Ferroelectric · Gaussian doped · Junctionless · Negative capacitance ·
Unity gain frequency

1 Introduction

Over the last few years, the scaling of CMOS devices has led to remarkable growth
of microelectronic industry [1]. However, further reduction of device dimensions
is limited due to various critical challenges such as complex fabrication procedure
‘for sharp S/D junctions, poor gate controllability, high leakage currents leading
to significant power dissipation etc. [2–5]. Therefore, to overcome these issues,
various new device designs such as Silicon-on-Insulator (SOI) technology, Junc-
tionless (JL) device (without source-channel and drain-channel junctions) etc. have
been researched extensively [5–7]. It has been well reported in literature that JLSOI
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devices exhibit superior performance at nanoscale dimensions [8, 9]. However, in
bulk JLSOI devices it is difficult to completely deplete the channel, thereby, resulting
in high leakage currents [9].

1.1 Literature Review

In order to suppress the leakage currents Mondal et al. [9] demonstrated JLSOI
device with vertically Gaussian doping (GD) profile in channel and it was reported
that device exhibits significantly high ION /IOFF ratio along with improved gate con-
trol and steeper transfer characteristics [10, 11]. However, JLGDSOI device cannot
achieve sub-60 mV/decade due to Boltzmann limit [12]. Hence, in order to further
elevate the performance of JLGDSOI devices, in our previous work [13], we had
incorporated gate insulator of ferroelectric (FE) material and the impact of Neg-
ative Capacitance (NC) phenomenon possessed by FE layer along with Gaussian
doping profile parameters (projected range, straggle) was explored on Junctionless
devices. It was demonstrated that due to FE layer andGaussian doped channel, device
exhibits voltage amplification capability along with sub-60 mV/dec subthreshold
swing [14, 15], thereby, signifying its potential for ultra low power applications.
Further, recently, Seo et al. has experimentally investigated FE FinFET for neuro-
morphic applications [16].Also,Agarwal et al. has demonstrated negative differential
resistance in NCFETs for analog applications [17]. In addition, Liang et al. has anal-
ysed the performance of NCFET based on a compact SPICE model [18]. Various
other studies have been carried out [19, 20] focusing on NCFETs to examine the
advantages of incorporating FE layer in nanoscale devices and circuits.

Therefore, in this work the suitability of Junctionless Gaussian Doped Negative
Capacitance SOI transistor (JLGDNCSOI) for various digital and analog applications
has been explored by obtaining several key figure of merits such as drain current (Id),
transconductance (gm), transconductance generation factor (gm/Id), output conduc-
tance (gd) and unity gain frequency (f T ). The characteristics have been obtained for
a range of doping profile parameters (projected range, straggle) and bias voltages by
using Landau-Khalatnikov equation [21] with TCAD models [22]. Doped Hafnium
oxide is considered as FE material in this analysis since these materials exhibit high
coercive field (Ec), low remanent polarization (Pr) along with high scalability [23,
24]. It has been demonstrated that JLGDNCSOI exhibits substantially elevated per-
formance in terms of steep transfer characteristics, high gm and gm/Id values, high
saturation current values and f T , thereby, indicating the potential of device for a
variety of electronic circuit applications.
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2 Device Structure and Simulation Approach

The schematic of Junctionless Gaussian DopedNegative Capacitance SOI Transistor
(JLGDNCSOI) is shown in Fig. 1a where, tferro is thickness of Hafnium oxide based
ferroelectric layer, tinterface denotes thickness of interfacial layer between FE layer
and silicon channel and tsi denotes silicon channel thickness. The Gaussian profile
distribution in channel is expressed as [9–11]:

Nd(x) = Npk exp

(
−

(
x − Rp√

2σ

)2
)

(1)

where,Nd(x) is the doping concentration in channel in vertical direction,Npk denotes
peak doping concentration, Rp denotes projected range and σ denotes straggle. The
electrical characteristics of JLGDNCSOI for different values of Rp, σ and bias volt-
ages is obtained by following simulationmethod shown in Fig. 1b. The device param-
eters have been obtained using TCAD models [17] consrh, auger, bgn, conmob, fld-
mob and prpmob along with Landau Khalatnikov equation which is expressed as
[16]:

Vferro = 2 tferroQg
(
a + 2bQ2

g

)
(2)

where, Vferro is voltage drop across FE-HfO2 layer, Qg is the total charge density,
a = 2a0tferro and b = 4b0tferro, a0 and b0 are Landau parameters of FE-HfO2 layer
[18–20].
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Fig. 1 aSchematicOFJunctionlessGaussiandopednegative capacitanceSOI transistor (JLGDNC-
SOI). b Numerical simulation method
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3 Results and Discussion

The characteristics of JLGDNCSOI [13] have been obtained for device parameters
peak doping (Npk) = 1019 cm−3, tinterface = 1 nm, tsi = 10 nm, dielectric constant of
interfacial layer= 3.9, metal workfunction= 5.1 eV, gate length= 20 nm, thickness
of buried oxide layer = 20 nm and drain bias voltage = 0.1 V unless otherwise
specified. The impact of doping profile parameters on various figure of merits have
been explored for JLGDNCSOI transistor and the results have been compared with
JLGDSOI. Figure 2 shows transfer characteristics of JLGDNCSOI and JLGDSOI
in both log and linear scale (secondary axis) for different values of straggle. It can
be noted from Fig. 2 that curves for JLGDNCSOI are steeper than JLGDSOI due to
NC phenomenon which results in improved switching characteristics. Also, it can be
observed that OFF current increases significantly with increase in straggle since it is
difficult to deplete the channel with higher σ due to more number of carriers. Further,
it can be noted that the peak observed in Id–V gs characteristics of JLGDNCSOI due
to NC effect decreases with increase in σ . This is attributed to suppression of impact
of NC effect on device due to increase in average number of carriers. Also, it can be
noted from linear scale that ON current for JLGDNCSOI increases about 1.5 times
as compared to JLGDSOI, thereby, signifying that JLGDNCSOI exhibits superior
performance. In addition, ON current is maximum for σ = 6 nm, since the average
number of carriers will be high as compared to σ = 3.5 nm. However, OFF current
increases significantly for σ = 6 nm and NC effect suppresses, thereby, indicating
that an optimum value of σ is required to achieve maximum enhancement in device
characteristics. In Fig. 3 impact of projected range on transfer characteristics of
JLGDNCSOI and JLGDSOI have been shown on both log and linear scale. It can
be noted that characteristics are steeper for JLGDNCSOI with Rp = 0 nm i.e. when
peak doping is at surface and decreases gradually in vertical direction. This is due
to the fact that for device with Rp = 0 nm, channel is easily depleted as number of
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Dashed line : JLGDSOI 
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Fig. 2 Drain Current with gate voltage for different values of straggle (σ ), tferro = 8 nm, Rp =
0 nm, Npk = 1019 cm−3, �σ = 3 nm, �σ = 4.5 nm, ◯σ = 6 nm
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Fig. 3 Drain Current with gate voltage for different values of projected range (Rp), tferro = 8 nm,
σ = 3 nm, Npk = 1019 cm−3, �—Rp = 0 nm, �—Rp = 1 nm, ◯—Rp = 2 nm

carriers decrease significantly in vertical direction which aids in depletion of channel
and consequently results in enhancement of impact of NC phenomenon on device.
Also, the peak observed decreases with increase in Rp indicating that the voltage
amplification capability of device decreases as projected range increases. Further,
it is clearly evident that ON current for JLGDNCSOI is significantly higher than
JLGDSOI for all values of projected range and maximum current is obtained for
JLGDNCSOI with Rp = 2 nm. But for higher values of Rp leakage current increases
and NC effect decreases. Therefore, it is of crucial importance to optimize doping
profile parameters to achieve maximum capacitance matching, thereby, resulting in
elevated device performance.

Figure 4 shows variation of transconductance generation factor (gm/Id) with V gs

respectively for different values of straggle for V ds = 0.5 V. The peak observed in Id-
V gs characteristics translates into a peak in gm/Id characteristics of JLGDNCSOI FET

□ σ = 3 nm
∆ σ = 4.5 nm
ᴏ σ = 6 nm 

tferro = 8 nm
Rp = 0 nm
Npk = 1019 cm-3

Solid line : JLGDNCSOI
Dashed line : JLGDSOI

Fig. 4 Transconductance generation factor (gm/Id) with gate voltage for different values of straggle
(σ )
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as can be clearly seen in Fig. 4. It can be observed that gm/Id values for JLGDNCSOI
are much higher than JLGDSOI FET. However, the magnitude of peak observed
decreases with increase in straggle due to suppression of NC effect as was also
observed in Fig. 2.

In Fig. 5 impact of projected range has been demonstrated on gm/Id. It can be noted
that transconductance efficiency for JLGDNCSOI is significantly high in comparison
to JLGDSOI FET for all values of projected range and maximum value is observed
for JLGDNCSOI with Rp = 0 nm. Also, the magnitude of peak observed in gm/Id
decreases with increase in Rp as was also observed in Fig. 3. Figure 6a, b shows
output characteristics of JLGDNCSOI and JLGDSOI FETs at different gate bias
voltages. It can be seen from Fig. 6a that saturation current of JLGDNCSOI FET is
significantly higher as compared to JLGDSOI FET.Also, saturation current increases
with increase in applied gate bias voltage for both JLGDNCSOI and JLGDSOI FET,

Solid line : JLGDNCSOI
Dashed line : JLGDSOI □ Rp = 0 nm

∆ Rp = 1 nm
ᴏ Rp =2 nm

tferro = 8 nm
σ = 3 nm
Npk = 1019 cm-3

Fig. 5 Transconductance generation factor (gm/Id) with gate voltage for different values of
projected range (Rp)
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Fig. 7 Unity gain
frequency with drain current
for both JLGDNCSOI and
JLGDSOI devices
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but increase in current for JLGDNCSOI is significantly high, thereby, indicating
superior performance of JLGDNCSOI FET for a wide range of bias voltages and
device parameters. In addition, it can be noted from Fig. 6b that output conductance
for JLGDNCSOI is also high in comparison to JLGDSOI FET and the values increase
further with increase in gate voltage. Figure 7 shows variation of unity gain frequency
with drain current for both JLGDNCSOI FET and JLGDSOI FET and it can be
noted that unity gain frequency for JLGDNCSOI FET increases due to increase
in gm values for the device. Hence, it can be observed that JLGDNCSOI exhibits
substantial improvement in key figure of merits such as switching characteristics,
transconductance efficiency, saturation current andoutput conductance and is suitable
for future CMOS analog circuit applications.

4 Conclusion

In the present work performance of Junctionless Gaussian Doped Negative Capaci-
tance Silicon-on-Insulator (JLGDNCSOI) transistor has been investigated for a wide
range of doping profile parameters and bias voltages. The study primarily focuses on
evaluation of analog parameters such as drain current characteristics, transconduc-
tance generation factor, output conductance and unity gain frequency. The electri-
cal parameters have been obtained by self consistently solving Landau-Khalatnikov
equation with TCAD models. The gate stack consists of hafnium oxide based ferro-
electric layer along with an interfacial layer of silicon dioxide. It has been demon-
strated that incorporation of Gaussian doping profile and ferroelectric layer signifi-
cantly elevates the performance of JLGDNCSOI FET in terms of various electrical
parameters. Also, it is crucial to obtain optimum values of doping profile parame-
ters i.e. straggle, projected range to obtain enhanced impact of NC phenomenon on
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device performance. The results obtained clearly indicate suitability of JLGDNCSOI
for various analog and digital circuit applications.
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Development of a Down-Converter
for a Software-Defined Radio
Environment

Bruce Alistair van Niekerk, Tariq Ekeramodien Kahn and Vipin Balyan

Abstract The development of a down-converter is investigated that can be used
for a software-defined radio (SDR) environment. The paper also compares down-
conversion receiver architectures, and an alternative front-end receiver architecture is
proposed. The proposed front-end receiver will extend the range of the typical SDR
to the X band which will help reduce the complexity and cost of higher-frequency
SDRs.

Keywords Front-end · Down-conversion · Software-defined radio

1 Introduction

In 1991, Joseph Mitola conceived the name software-defined radio (SDR). The
intention was to have most of the receiver/transmitter sections implemented and
processed through software into a binary format, through a converter for receivers
termed analog-to-digital (ADC) converter and for transmitters termed digital-to-
analog (DAC) converter. The ideal configuration is to have the SDR placed directly
after the antenna. The limitations of the ADC prevent this, and consequently, the
desired receive signal has to be frequency shifted to lower practical frequency stan-
dard termed the intermediate frequency (IF) where the lower practical frequency is
transferred to the ADC and digitized to a baseband signal for processing as in [1].
The receiver front-end is the portion of the receiver that translates the desired input
signal to the lower in frequency IF signal. The receiver front-end as in Fig. 1 is also
known as the analog-to-baseband part of a receiver [2]. The general components of
this subsystem as in Fig. 1 that follow directly after the antenna [3] are:

• Band-pass filter (BPF): component that limits the input signal to what is known
as a band-limited signal. It also isolates the mixer from the antenna and prevents
the mixer from radiating through to the antenna.
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Fig. 1 General front-end

• Low-noise amplifier (LNA): component that amplifies the band-limited signal by
adding minimal noise.

• Local oscillator (LO): component which is used as a reference signal.
• Radio frequency (RF) mixer: component that mixes the band-limited signal with
the reference signal to a lower usable frequency that the ADC can sample and
correctly digitize for processing.

There are many receive architectures that can provide the IF signal to the ADC.
The concern with most of the receiver architectures is that there is a signal at a
specific frequency that will always interfere with the desired frequency after down-
conversion is done. This specific frequency is known as the image frequency as seen
in Fig. 2 and cannot be filtered out by any type of filter once it is down-converted
with the desired frequency [4]. The receiver architectures that suppress this image
frequency are the:

Fig. 2 Image problem
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• Homodyne/direct-conversion/zero-IF receiver [5].
• Superheterodyne/heterodyne receiver [6].
• Low-IF receiver [7].
• Hartley image-reject receiver [6].
• Weaver image-reject receiver [6].

All these different receiver architectures have their methods of dealing with the
image frequency, but only one receive architecture is best suited for the mobile SDR
environment.

2 Receiver Architectures

2.1 Homodyne/Direct-Conversion/Zero-IF Receiver

This category of frequency translation was first implemented in 1924 in a single
vacuum tube receiver, then again in 1947 for a carrier-based telephony system. It was
only until 1980 that this receiver architecture was used in a radio paging receiver.
This architecture is distinctive of having the LO in sync with the desired RF to create
a zero-frequency baseband signal [5]. This process eliminates the need for a BPF
filter before and after the mixer as seen in Fig. 3. The image frequency is mixed
down to zero. Consequently, the image and desired RF can be distinguished by their
amplitude [8] (Fig. 4).

Also, in Fig. 3, the quadrature of the LO is used. This is to detect frequency
and phase modulation schemes [6] and to prevent negative-frequency half-channels

Fig. 3 Homodyne receiver
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Fig. 4 Superheterodyne receiver

from folding over to the positive-frequency half-channels after the down-conversion
[8]. The negative-frequency half-channels are not used and filtered out with the
LPF centred on 0 Hz [8]. This receiver architecture therefore has an advantage of
eliminating the BPFs before and after the mixers. Namely, the image-reject filter and
channel-select filter, shown in Fig. 5, are expensive and difficult to implement [9].

This receiver architecture also has its disadvantages. The desired frequency is
frequency translated to a lower baseband signal. This presents a great deal of inter-
ference on the desired signal at baseband level, even though the image is completely
non-existence after the LPF. Other disadvantages are listed below:

Fig. 5 Low-IF receiver
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• LO-RF feedback: the LO signal interferes with the RF port when the LO-RF
isolation is not satisfactory. The LNA will then amplify this interfering signal
called direct current (DC) which consequently saturates the LNA and therefore
restricts the desired RF signal from being enhanced [6].

• Even-order distortions: since RF mixers are nonlinear devices, they produce inter-
modulation distortion (IMD) products when the input RF port and LO port signals
mix, giving a range of even and order harmonic products. The third-order products
are only odd-order products of high concern, but only regarding IP3 of the receiver
chain. On the other hand, all the even-order products can add to the baseband signal
at DC and is known as the IP2 of DC receivers [10].

• Flicker noise/1/f noise: this is a type of noise that exists in all electronic components
adds the DC offset and is inversely proportion with frequency [6].

2.2 SuperHeterodyne/Heterodyne Receiver

In 1918, Edwin Howard Armstrong first implemented this receiver architecture [9].
This receiver architecture in Fig. 4 initiates by band-limiting the desired RF signal
into the LNA which amplifies and adds minimum noise to the band-limited signal.
The image signal is then attenuated from the band-limited signal by the image-reject
BPF. The band limited signal is mixed with the LO through the RF mixer, which
results in the wanted IF and many other unwanted IMD products. The channel-select
BPF removes the IMD products after the RF mixer. The stages to follow are usually
the LO quadrature stage to allow phase and frequency modulation detection as in
the homodyne receiver [11]. The advantage of having this arrangement is that the
receiver has a very high ability to select the desired RF signal from a band-limited
signal (receiver selectivity) and has a high ability to detect weak signals (receiver
sensitivity). Both high receiver selectivity and high receiver sensitivity cannot be
achieved simultaneously; therefore, a trade-off must be made [11].

High receiver sensitivity and thus good image rejection are achieved by allowing
the IF signal to be as high as possible in frequency, away from the desired RF signal.
To achieve this, the channel-select BPF after the RF mixer as in Fig. 4 requires a
high Q factor because of the higher frequency. A high Q-factor filter is expensive,
difficult to implement and has a higher insertion loss. High receiver selectivity is
achieved by allowing the IF signal as low as possible and close to the desired RF.
This creates relaxed requirements for the channel-select BPF. The downside to this
is the high Q factor needed for the image-reject BPF Fig. 4 before the mixer which
has a narrow bandwidth requirement. High Q-factor BPFs are difficult to implement
and result in bad image suppression. Towards satisfying both high sensitivity and
high selectivity simultaneously, the double superheterodyne receiver was created.
The first LO frequency translates the desired RF signal to a higher IF. This satisfies
the sensitivity parameter, and the second LO frequency translates the higher IF signal
to a lower IF signal which satisfies the sensitivity parameter [12].
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2.3 Low-IF Receiver

The concept of this receive architecturewas to eliminate the image-reject filter like the
homodyne receiver, but still have the selectivity and sensitivity as the superheterodyne
receiver [13]. The process as in Fig. 5 initiates by filtering the input signal to a band-
limited signal that is inputted to the LNA. This band-limited signal is provided to
the LO quadrature to provide phase and frequency modulation detection. The IF is
lower than normal in the range of kilohertz, therefore the use of a poly-phase filter
Fig. 5 is needed for image rejection and channel selection. The poly-phase BPF
has an asymmetric frequency response. This characteristic filters out all negative
frequencies [9].

The advantage of having this architecture is that there is no LO self-mixing, DC
offset andflick or 1/f noise influences [13]. Thedisadvantage of using this architecture
is that the wanted IF signal in the kHz is very close to the image signal and therefore
needs a complex poly-phase BPF as in [14] to filter out the unwanted image signal.
This consequence is that there is now very little room for I/Q balance mismatch [13].

2.4 Image-Reject Receivers

The previous receive architectures all rely on passive components such as filters to
remove the image frequency prior to the frequency translation process by the RF
mixer to the respective IF and baseband signals. The following receive architectures
rely on changing the phase of the band-limited signal so that when they combine,
the wanted signals that are in-phase increases in power, while the unwanted image
signals that are out-of-phase cancel out each other [15].

Hartley Image-Reject Receiver

The process as in Fig. 6 initiates by filtering the input signal to a band-limited signal
that is inputted to the LNA. This amplified band-limited signal then becomes down-
converted by the quadrature of the LO for phase and frequencymodulation detection.
This down-converted signal consisting of I and Q signals gets filtered by an LPF to
limit higher frequencies from entering the stages to follow. Then, the I signal is phase
shifted by 90°, while the Q signal is not shifted at all. Lastly, the I and Q signals
combine to form a suppressed unwanted signal and an unambiguous wanted signal.

The advantage of using this architecture is that the component count is reduced
with no image-reject BPFs. The disadvantage of this architecture is that the phase
shift section and the LO must have decent phase and amplitude stability to suffi-
ciently suppress the unwanted signal. Because of analog component tolerance, it
is difficult to implement an accurate 90° phase shift; thus, a different approach is
achieved by implementing 45° phase change on both the I and Q signal paths via
a resistor capacitor-capacitor resistor (RC-CR) network configuration. This RC-CR
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Fig. 6 Hartley image-reject receiver

configuration though is affected by temperature variations which impact the phase
and amplitude of the phase shifting [15].

Weaver Image-Reject Receiver

D. K. Weaver invented this receive architecture Fig. 7 which was to improve on the
Hartley image-reject receiver by replacing the RC-CR network with an additional
quadrature of the second LO. This receiver architecture operates the same as the
former but with the second LO stage that converts the IF signal from the first LO
into I and Q components. These components are added and subtracted to cancel the
unwanted and promote the wanted signals.

The benefit of this architecture over the former is more stability under process
and temperature variations. The disadvantage is still the same as the former where
the LO needs to be phase and amplitude stable to ensure proper image rejection. The

Fig. 7 Weaver image-reject receiver
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addition of the down-conversion stage also requires more mixers and therefore more
power to operate [15].

2.5 Summary and Conclusion

All receiver architectures use BPFs, which require high Q values for adequate filter-
ing. This increases the cost and design complexity of the down-converter. Therefore,
the least amount of BPFs needs to be allocated to decrease the cost and difficulty
of the design. All receiver architectures use LOs, which is essential in translating
the higher desired signal into a lower usable frequency. This unfortunately advances
the current required for the translation process. Therefore, the least amount of LOs
are needed for lower current usage and consequently lowering the cost. Poly-phase
filters are used in the low-IF architecture to reduce adjacent and channel inference.
These filters are more complex and inadvertently consume more power which rules
out the consideration of this receive architecture. In Table 1, the Hartley architecture
is seen to use the average amount of components.

The intention of this investigation is to deliver a receiver front-end for the mobile
SDR environment that is simple to develop, uses the minimum amount of current
and is less costly to implement. Research was completed in [16] where a front-end
was added to the RealtekRTL2832U chipset SDR to extend the range to 6 GHz. The
proposed design is different where it will as in Fig. 8:

• Detect signals up to X Band.
• Include a high IP3 LNA, which will allow the BPF before the LNA to be removed.

Table 1 Number of components

Receiver
architecture

LNA LO BPF LPF Mixer Phase
shifter

Combiner Components

Homodyne 1 1 1 2 2 0 0 7

Superheterodyne 1 1 3 0 1 0 0 6

Double
superheterodyne

1 2 4 0 2 0 0 9

Low IF 1 1 2 0 2 0 0 6

Image-reject
Hartley

1 1 1 2 2 1 1 9

Image-reject
Weaver

1 2 1 2 4 0 1 11
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Fig. 8 Conceptual front-end for the software-defined radio

• Include a MMIC I/Q mixer combined with MMIC IF quadrature hybrid combiner
to form a Hartley image-reject mixer.

This reduces the number of components down to 4 compared to 9 inTable 1. Lastly,
a RF switch is added, increasing the component count to 5 to allow the switching of
the low- and high-frequency signals to the SDR.
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Analysis for Time-Synchronized Channel
Swapping in Wireless Sensor Network

M. Prathap, Gashaw Bekele, Melkamu Tsegaye and P. Karthika

Abstract The Internet of Things (IoT) is not just a promising inquire about subject
yet in addition a sproutingmodern pattern. In spite of the fact that the essential thought
is to bring things or articles into the Internet, there are different methodologies, in
light of the fact that an IoT framework is exceptionally application situated. This
paper displays a remote sensor network (WSN)-based IoT stage for wide territory
and heterogeneous detecting applications. The stage, comprising of one or differ-
ent WSNs, entryways, a Web server, and a database, gives a dependable association
between sensors at fields and the database on theWeb. TheWSN is fabricated depen-
dent on the IEEE 802.15.4e time opened channel jumping convention, since it has
the advantages such as multi-jump transmission, impact-free transmission and high
vitality proficiency. Notwithstanding the plan of at equipment for range expansion,
synchronization conspires and a burst transmission highlight is likewise displayed
to support the system limit and decrease the vitality squander. Accordingly, the pro-
posed stage can satisfy the high throughput necessity for high rate applications and
the prerequisite of long battery life for low-rate applications in the meantime. It has
built up a testbed in our grounds to approve the proposed framework.

Keywords Mobile ad hoc network · AODV (Ad hoc on demand distance vector) ·
DSDV (Destination-sequenced distance vector)
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1 Introduction

The Mobile Ad hoc Network (MANET) is an accumulation of remote hubs speak-
ing with one another in the nonattendance of any foundation. Study halls, combat
zones and catastrophe help exercises are a couple of situations where MANETs can
be utilized. MANET explore is making progress because of the omnipresence of
little, cheap remote conveying gadgets. Since, very few MANETs have been sent,
the vast majority of this examination is recreation based. These recreations have a
few parameters counting the portability model and the conveying traffic design. In
this paper, it has considered the center around effect of versatility models on the pre-
sentation of MANET steering conventions. It recognizes that the conveying traffic
design likewise has a noteworthy effect on the directing convention execution and
merits an examination all alone.

In any case, as in many investigations in this territory, so as to confine the impact
of portability, fix the imparting traffic example to comprise of haphazardly picked
source-goal sets with sufficiently long session times. Numerous past in versatility
design works was randomly accepted to be waypoint. In the present test system
(ns-2) dissemination, the portability model executed as per the following: At each
moment, in a hub haphazardly picks a goal and consistently to moves toward with a
speed picked arbitrarily from [0, Vmax], where the most extreme of Vmax reasonable
speed for the each portable hub [1]. The utilizing of the majority reproductions the
random waypoint model depends on this standard usage. For the remainder of the
paper, allude to this fundamental execution as the random waypoint model. Later
on, MANETs are relied upon to be sent in heaps of situations having complex hub
portability and availability elements. For instance, in MANET on a front line, the
development of the fighters will be impacted by the authority. In city-wide MANET,
the hub development is confined by hindrances ormaps. The hub portability attributes
are the application explicit. Generally, differing portability attributes are required to
significantly affect the execution of the directing conventions like DSR [2], DSDV
[3] what is more, and AODV [4]. Irregular a waypoint is very much structured model
be that as it may, it is deficient to catch the accompanying qualities:

1. The development hubs among the spatial reliance.
2. Dependence on the temporal of development of a hub after some time.
3. Obstructions of existence or snags obliging versatility.

In Fig. 1, investigation is center around the effect of the previously mentioned
portability attributes on convention execution. While doing in this way, propose
a nonexclusive structure to efficiently breakdown the effect of versatility on the
exhibition of directing conventions for MANETs.
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Fig. 1 Channel swapping in wireless sensor network using MANET framework

2 Related Work and Comparison

The past work on the exhibition investigation of the versatile specially appointed
steering conventions is diagramed. It is seen that a few papers think about under four
conventions in their examination while some others do not consider. A few papers
change portability however do not think about speed as a significant variable. Sys-
tem burden or shifting quantity of the hubs is a major factor which is the directing
presentation of the impromptu conventions; however, not many papers have made a
far-reaching examination over it. For occasion, Payal [5] makes an exhibition corre-
lation of the steering conventions for specially appointed systems with the number
of hubs to be fixed. They are looking for standard Djikstra calculation with AODV,
OLSR and DSR. As indicated by CBR sources, the exhibition of parcels effectively
conveyed is very high (over 90%). In spite of the fact that this is valid, in any
case, increment in rush hour gridlock load altogether diminishes the general parcel
conveyance proportion. This is mimicked and contemplated in our examination.

In Fig. 2, the point considers to the versatility model and randomwaypoint model,
the ideal model for managing MANET systems hubs can move toward an any path.
Ganesh Babu and Amudha [2] give execution assessment looking at three steering
conventions—AODV, DSR and OLSR. This paper basically talks about interactive
media transmissionmore than 50 hubs and breaks down the execution of the directing
conventions. Dissimilar to our recreation situation it gives an examination over a
broad scope of hubs, this paper [5] has a number of hubs consistent and pursues
a Manhattan Grid model contradicts the arbitrary waypoint model considered in
this exploration. Execution likes the parameters bundle conveyance proportion, start
to finish delay and steering overhead have been broke down yet for the most part
these parameters plotted are against the number of associations which considered
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Fig. 2 MANET framework

the primary variable by Payal [5]. As per [6], delay time fundamentally decides the
versatility rate of the model on the grounds that as respite time increment, versatility
increments. Along these lines delay time considered as the standout among for most
significant variable dissecting portability rate of exploration. A generally amazing
correlation between the DSR, DSDV and AODV is made in [7], and the system load
is expanded by five hubs for each reenactment. Ganesh Babu and Amudha [7] look at
just three conventions dissimilar to this exploration which thinks about all the four.
It has thought about a limit of 20 hubs not at all like this examination which analyzes
the system investigation up to 70 hubs. Moreover, Ganesh Babu and Amudha [7]
do not plainly state what number of sources and recipients are conveying and TCP
specialist is utilized. It is additionally not clear, the greatest speed of the hubs is
when examination of the steering conventions is made. Just two specially appointed
directing conventions DSR and AODV are examined in [8] contrasted with four
conventions which have been done in this examination.

It for the most part examined the between layer associations between the physi-
cal and the MAC layer and their presentation suggestions. The vast majority of the
recreation parameters and execution parameters were comparatively contrasted with
this exploration. They have additionally incorporated the random waypoint model
and the spine model, keep running for 50–100 hubs with various reenactment time
for each measurement. Speed has fluctuated between the 0–20m/s and the number of
sources between as 10–30. It has discovered DSR showed altogether low-level steer-
ing, load than theAODV and equivalent to the consequences of this examination. The
paper sees AODV beats DSR as far as parcel conveyance proportion notwithstanding
when the system load is expanded which is tantamount to the outcomes that drawn
by this examination. Be that as it may, this paper carefully follows to correlation of
just two specially appointed directing conventions and not gives examination with
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proactive steering calculations like the OLSR and the DSDV. An exhibition exami-
nation between all the four MANET directing conventions DSDV, AODV, DSR and
OLSR gives in [9]. Anyway for the paper depends on hypothetical investigation and
does not give anything identified with recreation and the result examination. This
paper does not talk anything explicit about execution investigation identified with
the OLSR convention.

3 Proposed Model and Performance Parameters

A model is planned dependent on a portion of significant presumptions that not
considered by these papers referenced in the past segment. The whole research is
partitioned into the three stages—portability, system burden and speed to make a
far-reaching execution examination of the portable specially appointed steering con-
ventions. Three noteworthy execution parameters—normal throughput of the system,
bundle conveyance portion and number of parcels dropped—are considered to decide
the presentation of the impromptu directing conventions. In the first and second stage,
is reenacted to confirm precision of the conventions. Be that as it may, OLSR is added
to break down its exhibition against different conventions. In the first stage, versatility
is viewed as keep the quantity of hubs and CBR sources steady. In the second stage,
greatest speed for the fundamental variable and presentation parameters are plotted
against the speed. The third stage manages system thickness to decide the specially
appointed steering conventions perform against different system loads. The CBR
sources are generally taken to 33% the quantity of hubs to look after consistency.

LC(i, j) =
T∑

t=1

C(i, j, t) (1)

where

LC → Link Change
i, j → i and j is the number of times the link between them transitions
C(i, j, t) is an indicator random variable.

If the nodes between link i and j is down at the is time t − 1, the time comes up
is t

LC = ΣN
i=1Σ

N
j=i+1C(i, j)

P
(2)

where

N → It is the value of LC(i, j) averaged over the number of node
P is number of the pairs I, j is such that X(i, j) = 0.
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This model decides the exhibition examination of the steering convention in a
changed scale of systems it incorporates little, medium and vast systems. Delay
time is considered as one of the fundamental variables for examination since most
extreme versatility change is a standout among the most significant factor is the
moving nodes [6]. The total bundle investigation given the quantity of parcels sent,
dropped, got and sent is broke down to check exhibition of the versatile impromptu
steering conventions under different traffic condition.

PA(i, j) =
∑T

t=start(i, j) A(i, j, t)

T − start(i, j)
(3)

where

PA is Average Path Availability
If T—start (i, j) > 0 otherwise 0

PA = ΣN
i=1Σ

N
j=i+1PA(i, j)

P
(4)

Figure 3a, b demonstrates the situations with three unique sizes of system . It is
expected that anything underneath 25 hubs is a little system, 25–50 is medium, and
50–100 hubs are an extensive system.

In a little system situation as appeared in Fig. 3a, b, the quantity of hubs framing the
arrange is normally less. There are 16 hubs and the hubs are haphazardly moving in
various ways. The circles around the hubs are remote transmission run and dependent
on the scope of the diverse portable hubs, the goal for the information transmitted
from the source. In a medium of system situation as appeared in Fig. 3 the quantity
of hubs making the organize are 35. They are bigger than the little system situation
and diverse steering conventions act in various ways attributable to the difference in
the system conditions. Figure 4 demonstrates an expansive system situation which

Fig. 3 a Small network scenario using of 16 nodes; b medium network scenario using of 35 nodes
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Fig. 4 Large network
scenario consisting of 70
nodes

comprises of 70 hubs. In such expansive systems, it is hard to accomplish 100%parcel
conveyance division. This is checked in the inevitable areas of this examination.

4 Performance Parameters

In the three primary executions, parameters that considered for this exploration—nor-
mal throughput, parcel conveyance division of the quantity—are bundles dropped.
Normal throughput decides the steadiness system in various rush hour gridlock con-
ditions. Bundle conveyance portion records to the level of parcels conveyed when
arrange is exposed to various traffic rules. Number of bundles dropped is the con-
sidered if to watch the quantity of bundles got is influenced more sent by the parcels
or the dropped bundles. These three parameters assessed through in three periods
of examination it makes exhibition investigation of the specially appointed steering
conventions. It is giving the portion of channel limit utilized for valuable transmission
for (data bundles accurately conveyed to the goal) characterized as all out number
of the bundles gotten by the goal. It is truth a proportion of viability of a directing
convention estimated in bits/second.

Throughput = (Number of bundles sent ∗ 8 ∗ 512)/Simulation Time (5)

It is the proportion of information bundles got to parcels sent. It informs us
regarding the division of the parcels conveyed from source to goal when the sys-
tem is exposed to various traffic conditions. It likewise gives a thought regarding the
quantity of parcels dropped or sent by the steering convention.
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Fig. 5 Performance analysis by varying speed

Parcel Delivery Fraction = Number of bundles Received/Number of parcels sent
(6)

The parameter which is essential significance is stop time. In Fig. 5, interruption
time fundamentally decides the portability rate of the model, as delay time builds
the versatility rate decrease [6]. Respite time for measure it was taken by everyone
of moving hubs before they are begin transmitting parcels. At the point g when the
respite time is huge and hang tight time of the hubs is huge, the versatility is low
on the grounds that the hubs are not persistently sending parcels. At the point of
respite time is to low, the hang tight time to the hubs is to low and subsequently the
versatility is huge. It implies the hubs are continually sending parcels with no hold
up time.

5 Conclusion

A standout among the most encouraging system that has risen up out of the inno-
vation world is the versatile specially appointed system or MANET. It is a sort of
multi-bounce arrange. Remote naturally, MANETs do not have a particular system
framework. It is a gathering of remote cell phones that speakwith one anotherwithout
the assistance of any outsider spine like to base station or switch. It tends to difficult
the envision for the every hub in sort of system speaks to each other without having
the switch. The MANETs, hubs with changes for area time, arrange themselves to
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get data transmitted from the source to goal without assistance it any switch or the
base station. Subsequently, are effective information transmission, it is basic to com-
prehend the kind of steering that is being utilized by these systems. Since it has no
particular switches are deal with the undertakings, it is very well may be grand errand
for the hubs to proficiently decide a way to advance and course their parcels and they
are steady movement. The future work it makes a far-reaching execution investiga-
tion of the different versatile specially appointed directing conventions. More than
160 reenactment situations have been directed and upwards of six execution param-
eters are used and looked at in three changed sizes of system to make it an exhaustive
investigation.
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Adiabatic Design Implementation
of Digital Circuits for Low Power
Applications

Bhavika Mani, Shaloo Gupta and Hemant Kumar

Abstract This paper presents the comparative analysis of average power dissipation
for conventional CMOS and different adiabatic logic techniques like efficient charge
recovery logic (ECRL) and positive feedback adiabatic logic (PFAL) based digital
circuits like inverter, NAND, NOR, 2:1 MUX, EXOR, and full adder. These circuits
are based on reversible logic thatworks onACpower supplywhich can be trapezoidal
or sinusoidal voltage source. The analysis of average power and delay is carried out
at 180, 90, and 45 nm technology files for different frequencies. The result shows the
significant reduction in power dissipation up to 26, 36, 16, 59, 73, 99% for inverter,
NAND gate, NOR gate, EXOR gate, 2:1 MUX, and full adder circuits, respectively
with adiabatic logic comparatively CMOSwithin specified frequency range of 1 kHz
to 1 MHz and also manifests till what extent the power can be reduced so as to avoid
degradation in performance. The design and simulation are performed on cadence
virtuoso EDA tool.

Keywords CMOS · Adiabatic logic · Four-phase power clock · ECRL · PFAL

1 Introduction

In the area of integrated circuit design, the growing technology and demand neces-
sitate the immediate effort in the development of low power VLSI design circuit.
Several approaches have been established to minimize power dissipation in which
adiabatic logic is proposed as a novel class of logic circuits that is based on AC (i.e.,
time-varying) power supply in place of constant DC supply used in conventional
CMOS technology [1]. In today’s context, researchers are taking effort to acquire
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several optimization techniques and principle of energy conservation to design VLSI
circuit that led to develop a new approach of switching logic compare to conven-
tional CMOS technique which is adiabatic switching logic. Adiabatic logic circuits
are circuits with low power significance, and to conserve energy, it uses reversible
logic. In the load capacitor, stored energy is recycled and retrieved to time-varying
(pulsed) power supply instead of dissipating the stored energy to ground [2].

In 2016, K. Srilakshmi compared the performance of ECRL, PFAL, 2PC2AL, and
CAL adiabatic logic families based on bulkCMOS and FinFET by designing aBrent-
Kung adder of 4-bit. The result illustrates that by replacing bulk CMOSwith FinFET,
up to 76–97% of power savings can be attained [3]. Later in 2017, the work proposed
by Mei Han used LT Spice tool to simulate 4 × 4 multiplier based on two-phase
clocked CMOS (2PC2AL). It shows power dissipation can be reduced comparatively
CMOS circuit in the range of frequencies that is from 100 Hz to 100 MHz [4]. The
work recommended by Samik Samanta in 2017 calculates the power dissipation
and compares the DFF, TFF, and BCD counter based on cascaded adiabatic logic.
Power dissipation of DFF based on CMOS and various energy recovery logics is also
calculated. The result specifies that better performance is obtained in PFAL-based
DFF [5]. The proposed work focuses on designing various digital circuits by using
conventional CMOS and different adiabatic techniques for comparative analysis of
power dissipation and delay. Comparison between two adiabatic logic styles—ECRL
and PFAL—is also described in this paper. It also demonstrates the reversible logic
concept.

In Sects. 2 and 3, we discussed the conventional CMOS and four-phase adia-
batic logic, respectively. Section 4 presents the discussion of results along with the
design parameters used in implementation of digital circuits and also some graphical
representation to show relation between different parameters. The whole work is
concluded in Sect. 5.

2 Conventional CMOS

Conventional CMOS logic uses constant DC power supply while adiabatic logic is
based on the usage ofACpower clock or sinusoidal power supply, due to this adiabatic
circuit is capable to recover the energy to power supply from the node capacitor. AC
power clock consists of four phases of clock, i.e., evaluate, hold, recovery, and wait
with phase difference equals to T /4 where T is clock period.

Energy transfer takes place in conventional CMOS logic circuits from power sup-
ply to output and from output to ground with every switching. During the transition
from 0 to VDD at output, from power supply the energy is drawn which is equal to
CLOADVDD. Output node capacitance is charged up to VDD, i.e., half of the energy
equal to (CLOADV 2

DD/2) is stored in load capacitor and in the PMOS network and
the rest half of the energy is dissipated. During the transition from VDD to ground at
output, no energy is consumed from the power supply and while during the charging
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phase, energy in the load capacitor will be dissipated in NMOS network [6]. There-
fore, there is no possibility to recover the energy in conventional CMOS circuits.
Primarily, there are two kinds of power dissipation:

Dynamic Power Dissipation
Due to transition from logic 0 to logic 1 at output and vice versa, switching activ-
ity occurs in device and because of such phenomenon switching (dynamic) power
dissipation occurs. Operation of circuit is defined with consideration that the circuit
consists of NMOS and PMOS and input switches from logic 0 to 1 and logic 1 to 0,
and load capacitor is placed at output. Dynamic power can be defined as

Pdyn = CLV
2
DD f (1)

where CL is representing load capacitance, VDD denotes the power supply, and f is
frequency.

Static Power Dissipation
In this type of power dissipation, the current flows in the circuit even when the
power supply is turned off, i.e., it depends only on logical state of circuit and not on
switching activity. Static power dissipates due to leakage current. It can be defined
as

Pstatic = IstaticVDD (2)

where Istatic denotes the current flowing in the circuit when no switching activity
occurs and VDD is the DC power supply.

3 Adiabatic Logic

Instead of employing a constant DC power supply, adiabatic logic utilizes time-
varying sinusoidal power supply or constant current source that enables it to recover
the stored energy at output node in load capacitor to the power supply [6]. By using
adiabatic technique dissipated power in circuit is conserved as energy and reused
back. According to desired applications and system, this approach is used for mini-
mizing power dissipation. The principle of adiabatic switching states is that there is
need of power supply during transition from logic 0 to 1 but no need of power supply
in case of transition from logic 1 to logic 0 due to use of sinusoidal power supply
as input. So power dissipation can be reduced. Adiabatic technique does not allow
instantly switching from logic high to low and vice versa. By using this approach,
true and complement output both will be obtained in same circuit. Adiabatic cir-
cuits use four-phase power clock or combined power supply and clock that make it
capable to retrieve the stored energy in load capacitor to power source. Four-phase



278 B. Mani et al.

Fig. 1 Four-phase power
clock

power clock has a phase difference which is equal to one-fourth of period. Operation
contains four phases: evaluate, hold, recovery, and wait (Fig. 1).

In Evaluate Phase, power supply goes slowly to V dd from 0 and evaluation of
output will be done. In compete Hold Phase, the output is kept reasonable when
power clock remains high and provides constant input signal. In Recovery Phase,
power supply goes slowly to 0 from V dd, and energy is recovered from charged load
capacitor to power source. In Wait Phase, power clock remains low that maintains
the output at low value [7].

Figure 2 represents RC model for adiabatic switching, where constant current
source or time-varying (sinusoidal) power supply is used to charge the load capacitor
in place of constant voltage source used in conventional CMOS approach. We are
assuming here that the period T of ramp signal is much greater than time constant
RC of the circuit, i.e., T � RC. Therefore, the voltage across the load capacitor V c is
nearly following the supply voltage that results in the difference of potential across
resistor R, which is almost zero [8].

Voltage across capacitor,

VC(t) = 1/C · I (t) · t (3)

During 0 to t, average current value

I (t) = C · VC(t)/t (4)

From 0 to time T, total energy in resistor,

Fig. 2 Principle of adiabatic
switching
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Fig. 3 Adiabatic logic gate
implementation topology

Ediss = RC/T
(
CV 2) (5)

where V is supply voltage swing and T is period of power clock.
Figure 3 represents a general circuit topology that implements adiabatic func-

tion. For charging and discharging process the output node capacitance in adiabatic
logic circuit pull-up network denoted by functional block F and pull-down network
denoted by functional block of inverted F are used that ensures at the end of every
cycle stored energy at output node can be recycled and recovered back by power
supply. V pwr is used in place of V dc [9].

Adiabatic circuit is characterized by two fundamental classes:

Fully Adiabatic Circuit
The circuit in which complete charge stored in output node capacitance is retrieved
back by power supply is termed as fully adiabatic circuit. The circuits are as follows:

• Split rail charge recovery logic (SCRL),
• Pass transistor adiabatic logic (PAL).

Partially Energy Recovery Adiabatic Circuit
The circuit in which only some amount of charge is carried back to power supply and
remaining transferred to ground is termed as partially adiabatic circuit. The circuits
are as follows:

• 2N-2N2P adiabatic logic,
• Efficient charge recovery logic (ECRL),
• Source-coupled adiabatic logic (SCAL),
• Positive feedback adiabatic logic (PFAL),
• NMOS energy recovery logic (NERL).

ECRL The structure of standard CMOS-based ECRL is similar to differential sig-
naling with cascode voltage switch logic (CVSL). To evaluate the functions, this
structure uses pair of NMOS devices, and to hold state, a latch combination of
PMOS devices is used. It is called a quasi adiabatic logic as it is not possible to
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Fig. 4 Schematic for ECRL
logic block

completely recover the power clock using the PMOS devices. Based on a latch of
PMOS transistors, we have ECRL circuits where the power clock is directly supplied
to the source terminals and the gate of PMOS devices is coupled to the drain of other
and these nodes result in the output signals which are complementary in nature. A
series of NMOS devices are there to evaluate the function [10–12] (Fig. 4).

PFAL PFAL is the abbreviation for positive feedback adiabatic logic. Against vari-
ations in technological parameter, it has a good robustness. An adiabatic amplifier is
the fundamental element of PFAL gate and consists of a latch which is the combina-
tion of two PMOS P1-P2 and two NMOS N1-N2 which prevents the degradation of
logic level at nodes on the output, i.e., out and/out. The logic function is implemented
using the two n-trees. PFAL uses four-phase clock F. At high frequency during the
charging phase of the capacitor, a minimization in the dissipation of energy can be
attained by placing the functional block in parallel combination with the pull-up tran-
sistors of the adiabatic amplifier which results in decrement in equivalent résistance.
This is the major advantage of PFAL logic over ECRL [13] (Fig. 5).

4 Results and Discussion

Table 1 describes the design parameter used in implementation of combinational
circuits. Constant pulsed power supply (square pulse) used in CMOS technique
while sinusoidal power supply is used in different adiabatic techniques like ECRL
and PFAL. Various input combinations are used to design circuits for which required
specifications like time period, rise time, fall time, and delay time are provided.
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Fig. 5 Schematic of PFAL
logic block

Table 1 Design parameters

Type CMOS Adiabatic logic

45 nm 90 nm 180 nm 45 nm 90 nm 180 nm

NMOS (Width) 120 nm 120 nm 2 µm 120 nm 120 nm 2 µm

PMOS (Length) 45 nm 100 nm 180 nm 45 nm 100 nm 180 nm

Supply voltage 1.1 V
DC
power
supply

1.2 V
DC
power
supply

1.8 V
DC
power
supply

1.1 V AC
power
supply at
different
frequencies

1.2 V AC
power
supply at
different
frequencies

1.8 V AC
power
supply at
different
frequency

Table 2 concludes the result for given combinational circuits with different tech-
nology (45, 90, 180 nm) using different techniques at different frequencies of
100 kHz. It shows the significant power reduction in ECRL and PFAL adiabatic
technique comparatively CMOS.

Table 3 draws the parallels between power dissipation in ECRL and PFAL adi-
abatic technique using different frequencies. From the table we can observe, for a
specified range of frequency from 1 kHz to 100 MHz, ECRL contributes less power
dissipation comparatively PFAL. PFALproves to be better power reduction technique
than ECRL above certain frequency.

Graphical Representation to Represent the Relationship Between Different
Parameters
By increasing the channel length of inverter designed with different methodology
as shown in Fig. 6, it is examined that power dissipation is also increased almost
linearly. But this power dissipation is less with adiabatic techniques when compared
to that of CMOS technique.

The graphical representation of power dissipation and supply voltage is shown in
Fig. 7 for the case of inverter circuit, and it concludes that when the supply voltage
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Table 3 Comparison of power dissipation between different adiabatic techniques at different
frequencies (180 nm technology)

Circuits Adiabatic Frequency

Logic 100 MHz 10 MHz 100 kHz 10 kHz 1 kHz

Inverter ECRL 7.04 mW 1.865 µW 1.325 nW 17.98 pW 982.3 fW

PFAL 44.55 mW 246.6 µW 1.620 nW 116.6 pW 14.92 pW

NAND ECRL 9.664 mW 2.275 µW 12.87 nW 13.69 pW 3.18 pW

PFAL 48.60 mW 77.5 µW 1.238 nW 318.9 pW 38.10 pW

NOR ECRL 6.79 mW 2.80 µW 44.76 nW 305.9 pW 5.203 pW

PFAL 65.99 mW 79.84 µW 2.415 nW 824.1 pW 86.35 pW

EXOR ECRL 1.47 mW 178.6 µW 1.181 nW 13.64 pW 63.90 fW

PFAL 84.3 mW 207.3 µW 3.8 nW 439 pW 51.77 pW

2:1 MUX ECRL 1.345 mW 2.978 µW 3.946 nW 209.4 pW 23.03 pW

PFAL 84.67 mW 144.7 µW 5.870 nW 267.6 pW 34.64 pW

Full adder ECRL Sum 149.1 mW 607.8 µW 13.41 nW 388.7 pW 59.0 pW

Carry 99.10 mW 385.6 µW 8.918 nW 122.0 pW 22.12 pW

PFAL Sum 153.5 mW 210.5 µW 15.06 nW 342.3 pW 57.47 pW

Carry 103.4 mW 199.4 µW 19.49 nW 136.2 pW 26.24 pW

Fig. 6 Relation between
average power dissipation
and channel length for
different techniques

across any circuit is reduced, the power dissipation in the circuit will also reduce, so
we can say that power consumption is directly proportional to supply voltage.

From Fig. 8, it is seen that power consumption is minimum in case of ECRL and
maximum in PFAL for the particular range of frequency, i.e., 1 kHz to 100 MHz.
The applications of both the techniques depend on the range of frequency in which
the circuit is to be operated.

Figure 9 demonstrates the trade-off between average power and delay for both
CMOS and adiabatic techniques at 100 kHz. It concludes that average power is
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Fig. 7 Comparison of average power dissipation at different supply voltages by using different
techniques

Fig. 8 Comparison of power dissipation between different adiabatic techniques at different
frequencies for inverter circuit

indirectly proportional to the delay of the circuit, i.e., when the power is reduced,
correspondingly delay will increase.

Figure 10 shows that the number of transistors used in adiabatic techniques is
greater than that of CMOS technique [14, 15]. This increase in transistor count,
i.e., area overhead in ECRL and PFAL, is compensated with reduction in power
dissipation.
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Fig. 9 Trade-off between average power and delay in CMOS and different adiabatic techniques at
100 kHz

Fig. 10 Average power dissipation (nW) against transistor count (area)
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5 Conclusion

From the implementation and simulation of various combinational circuits, we con-
clude that adiabatic logic circuit hasmore advantageover conventionalCMOScircuit.
The proposed work shows the simulation result of inverter, NAND, NOR, EXOR,
2:1 MUX, and full adder using conventional CMOS and ECRL, PFAL adiabatic
techniques with different technology like 45, 90, and 180 nm. All the designed cir-
cuit with adiabatic technique shows significant power reduction over conventional
CMOS. Inverter, NAND gate, NOR gate, EXOR gate, 2:1 MUX, and full adder cir-
cuits designed with ECRL techniques save 26%, 36% 16%, 59%, 73%, and 99%,
respectively, comparatively CMOS within specified frequency range of 1 kHz to
1 MHz. PFAL shows significant power reduction comparatively ECRL above cer-
tain frequency. The entire efficiency of adiabatic circuit largely depends upon the
power clock efficiency. Thiswork can be extended if the energy efficiency of resonant
drivers for the power clock generation can be increased to drive adiabatic circuits, so
that they can have a good scope to become an integral part of large digital systems.
Research on MEMS-based resonators is being carried out by some researchers from
the field of mechatronics.
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Abstract Universities/higher educational institutions are finding ways to increase
the student-faculty interactions beyond the traditional classroom, helping institutions
to gather the information to enhance the student learning experiences with the help of
learning analytics. These interactions are captured using the virtual learning environ-
ment through which institutions learn from the student interactions and behavioral
patterns within those systems. This helps the institutions for better retention rate,
prediction of the results and focus on weak students. Many institutions have placed
an early detection system for management and faculty to engage with the students
and figure out the problems faced by the students and provide a remedy to improvise
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for the faculty members. Most of the institutions rely mainly on one system such
as the learning management system to capture the student interactions thus creat-
ing a gap. The Internet gives an edge to its users for practicing, learning, by doing,
this leads to the emergence of video-based learning technologies that are practiced
and used in several ways, such as flipped classrooms. Student faces a doubt often
in their phase of learning, to clear their doubts they refer to multiple sources to get
the information and knowledge. These videos provide complete skill sets, students
due to lack of skill set they use these sources for their specific problems. This paper
discusses literature and background studies on the big data used in institutions of
higher education. It establishes a framework based on the latest trends in this area
that can help stakeholders to predict their business needs.

Keywords Learning analytics · Big data · Virtual learning environment · Learning
management system · Education data mining · Prediction

1 Introduction

Learning is always a challenge for students and teachers in a monotonous environ-
ment in which a conventional/traditional teaching method is involved. Ubiquitous
devices and smartphone culture are increasing among students, create an environ-
ment where knowledge flows in both directions and not in one way. Nowadays the
technologies and infrastructure for the ubiquitous devices pave way to get benefit
from these technologies in higher educational institutions (HEI) for better teaching
and learning. This also creates an opportunity frommaking the classroom away from
traditional to smart classrooms. Due to the fast-changing methods adopted by the
institution for teaching and learning, learning management system (LMS) will not
be enough to handle the needs of the learners. Video analytics (VA) along with the
LMS and learning analytics (LA) can help the institutions with better analysis of
their learners and decision making. This study focuses on proposing a framework
based on the work that has been done in the field and how to integrate different tech-
nologies to get the maximum output. The aim of the study is to enhance the teacher
and student education system. Learning analytics focuses on the data that came from
the learning management system (LMS) and other technological systems [1].

2 Literature Review

2.1 Education

Social, economic and technological advances in response evolved the education sys-
tems. Education is progressing through society and the changesmade by it. Education
has gradually progressed and transformed from person-to-person learning system to
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a more focused one-to-many system, providing additional opportunities to learners
in catering them with the use of technology. ICT has played a vital role in changing
the world rapidly from agricultural society to an industrial society that is named as
Industry 4.0 era. Learners in response to these rapid developments and changes must
acquire the necessary skills and ability to adapt to the social changes, redefining
Industry 4.0 to Education 4.0.

Industry 1.0 was a completely agrarian society with limited tools and machinery.
Informal methods of education which steadily established into schools, work distri-
bution in this era were merely on the skills set possess by an individual. Education
1.0 responded to Industry 1.0 needs where knowledge is comprehensively trans-
ferred from the teacher to the learner (one-to-one). Industry 2.0 was with industrial
revolution where energy resources were utilized, and improvements were made in
working processes. Mass education has emerged (one-to-many) due to the inven-
tion of the printing press. This created the culture of scientific inquiry but lacks in
creativity. Education 2.0 responded to the needs of Industry 2.0 where learning was
more focused on learning the technologies and how to apply it in the work as a tool.
Industry 3.0 was economically fast changing due to the communication networks
and fast exchange of information, thus creating the world as a global village. Educa-
tion 3.0 addressed the need for a technological society where technology supported
for self-learning and creating knowledge. Interactive learning enhanced the student
learning experience with a wide variety of Internet-enabled tools such as LMS. Var-
ious free and open-source tools have added further enhancement in the development
of various teaching and learning aids bymeans of authoring and customization as per
the requirements [2]. Industry 4.0 is blending new technologies creating innovation
knowledge. This era caters to the needs of institutions with eLearning tools and creat-
ing newways to advance deliverymethods through virtual means of communications
[3–6].

2.2 Understanding Big Data

In the era of education 4.0, HEIs are using innovative producing technology, eLearn-
ing tools, availability of virtual communication and advanced delivery methods.
Creating an opportunity to gather a large volume of data not only about their learners
and their educational system itself [6]. Different systems produce the information
either structured or unstructured through the number of educational systems they use.
Thus, creating a lot of attention from academia and the IT sector the need of big data.
The information generating from these systems is at a rapid pace and exceeds the
boundary to cope up with the needs and demands of a HEIs [7]. Student information
systems (SIS) store the data, which in nature is in large amount; includes interactions
between learners and different education technologies and in different databases [8,
9]. The data extracted from technology-based systems are useful for the collection,
analysis and deduction of data that has attracted the attention of university admin-
istrators and academics, researchers and authorities. Implementing the streaming
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server, which aims to aid the video learning mechanism as there is a lack of systems
using technology which provide capturing and analysis of video interactions. Due to
the high volume of raw data on students produced by these systems, the selection for
analysis and the availability of qualitative data are created in a complex way [10].
Education data mining (EDM) is used to evaluate this information, which is widely
used to analyze the performance of students [11].

2.3 Educational Data Mining

EDM is also referred to the discovery of Knowledge in Databases (KDD), finding
new patterns that can be useful for analysis and concluding from HEI systems. The
approaches that encourage KDD are divided into five categories which require anal-
ysis. Prediction refers to forecasting and understanding the behavior of the student.
Consequently, the results of education draw from a single data aspect a combination
of other related data. Classification, regression and density estimation are common
techniques used for prediction. Clustering is to find the data set that can be grouped
into complete data sets in other categories. Relationship, finding relationship between
the number of variables in the data sets is determined. The association rules mining,
casual data extraction, sequential pattern and correlation mining are the methods
used in a relationship. Distillation recognizes and classifies the data characteristics
for human inferences in the visualization form. Model discovery is a model valida-
tion technique, used in another analysis as a component.Model methods of discovery
can be a prediction, clustering or mining relationships [12].

2.4 Learning Analytics

Analytics is referred to as data utilization, quantitative analysis, explanatory, pre-
dictive models and to use tools to deal with complex issues. LA deals with data
analysis on the learner and their activities to enhance the student learning experi-
ence [13]. Implementing LA allows HEI to recognize their learners and the barriers
to their learning thus ensuring institutional success retaining a large and diversified
student population, operational facilities, fundraising and admissions. Student suc-
cess is a key factor in accelerating academic institution resources management. LA
measures, collects, analyzes and reports learner data, understand, optimize learning
and the settings in which the learning takes place [14].

LA provides the opportunity not only for teacher to provide information to the
students but assist the teacher to understand the behavior of the student in acquiring
those skills and knowledge in a better manner. LMS is used as an aid in a suitable
learning environment for the learning and teaching. LA becomes as important when
the data is based on distributed sources [15]. LA plays a vital role in students learning
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behavior and their perspective toward learning. LA relies on the digital footprint left
behind by the students on the LMS; this data is available to the teacher and the
administrator of the system.

Different theories have revealed that there exists a relationship between LA and
LMS. Some suggest that learning takes placewithin theLMS systems by the students.
However, this leads to low interaction as most LMS only caters to this type of data
from different activities performed within the LMS such as quizzes and discussions
some suggest that student behavior on the LMS can be useful for LA but this totally
ignores the learning taken place outside the system.

LA aims to assist the teacher to use and improve the skills in teaching and learning.
Providing different activities is required for student in their course of studies. Data
from systems such as Moodle or SIS, which includes statistics on students who
have been logged in time, assessment of course requirements by students, material
reading time spent on the system, time taken to complete the activity, time taken to
complete themodule assessments, participation in the forumdiscussions and requests
by students, but these are only a few [16].

2.5 Video Analytics

Many platforms are available to cater the needs of visual learners such as YouTube.
Video analytics with the help of streaming server can add more benefits alongside
with LMS. It will provide stakeholders for better prediction of students, improving
student’s success factor and enhancing the learning and learners experience. Blended
learning will boost the two analytics and be moving toward research-based learn-
ing. Real-time visualization using the dashboard helps improve the performance,
effort and time of students by providing information on their learning trends and the
knowledge they gain. Tools and technology give information quicker access to enable
learners and educators to assess their progress, performance and ways of achieving
better results. Therefore, the learner’s goal is achieved. LA’s advantage helps teachers
enhance teaching and learning to understand students better [17]. LA also supports
and assists educational institutions to achieve their student’s performance, enhanc-
ing good knowledge is based on the forms of education tailed by the LA and data
mining techniques in educational institutions [18]. The idea of using LA is to retain
students. Providing personalized learning experiences, helping to predict the perfor-
mance of learners, suggestions for learners increasing the reflection and awareness
of learners with relevant learning resources, detecting unwanted learning behavior.
Video learning analytics allows understanding and improving the effectiveness of
video-based learning as a tool and use practices [18]. Exploring student interactions
with video-based learning, extraction of valuable information about students and
predicting their success based on their interactions.
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3 Proposed Model

The literature review shows that two categories must be considered to predict the
performance of students, namely academic information and student activity. Both
academic information for students and student activities have a good relationship
with VLE to understand student’s learning trends and patterns [19, 20]. It can be
investigated the life cycle where the first step is to identify the datasets, after the
process it can either be used for processing the datasets and apply the DM techniques
which can later be used for visualization purposes. Furthermore, VLE can be used
to gather student’s activity and behaviors by using LMS and VSS. This gives the
opportunity for the stakeholders to understand the true picture in the learning process.
This is an iterative process and output can be used as input for future decisionmaking
as shown in Fig. 1.

The proposed framework which an institution can use to apply business intelli-
gence (BI) and DM used to forecast and predicted the problems they might face.
As for HEI’s they normally have the student information system (SIS) which pro-
vides the student information, VLE such as Moodle can be used to get the student
activity on the VLE and student behaviors can be acquired from the VSS. Classifica-
tion is the most appropriate technique for predicting student performance and DM.
Visualization can be used which is for all the stakeholders of the HEI’s.

Fig. 1 Proposed framework
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4 Implementation

Middle East College (MEC) is a private institution in the Sultanate of Oman, having
around 5000 students enrolled in different disciplines of science and engineering.
MEC uses SIS to store information related to students enrolled, Moodle as VLE
for teaching and learning activities. Shifting from Education 3.0 to Education 4.0
integrating knowledge with innovation such as innovative eLearning tools is a need;
college initiative for the flipped classroom was fruitful. The need of eLearning tool
was missing which was solved by an in-house video streaming server. Delivery
of video content over multiple connected devices solves the problem of delivering
flipped content to the classroom. Figure 2 shows the Moodle where the link for the
streaming videos is uploaded for students to go through before the commencement
of the class. Figure 3 shows the streaming video from the streaming server which

Fig. 2 Moodle course fall 2018

Fig. 3 Streaming video
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is made by module leader teaching the module. The video can be accessed not only
within the campus but outside the campus. Thus, giving an opportunity to students
not only they can access within the campus but also at home or while traveling.

5 Conclusion

Big data along with the technological tools, it can have not only for prediction of
students performance but also forecasting the course beforehand the commencement
of the classes. These possibilities aid to provide a better learning environment for the
students and for teachers a plan to conduct the lectures based on the learners. Blended
or flipped learning can take place which enables students to better understand the
concept not only in the class but beyond the class. This will equip students prepared
for the automated world [21]. With the help of this framework, it will meet the
requirements of the future.

6 Future Works

The need for the Education 4.0 era is to integrate these technologies on a common
platform. SIS data is structured data in nature,Moodle data is structured in nature and
VSS data is unstructured in nature. Integrating these on a common platform with the
use of big data can help the educators to better understand the learners. Importing the
data in real time and analysis on the go is a challenging task. Efficiency and efficacy
of the system will be tested before moving ahead.
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Realization of a Dual Stop Band for ‘S’
and ‘X’ Bands From the Complimentary
Geometry of the Dual Pass Band
(S and X Band Application) FSSs

Amanpreet Kaur and Komalpreet Kaur

Abstract Interference from the nearby wireless communication bands may weaken
the desire frequency signals. Hence, to overcome orminimize the problemof interfer-
ence from nearby wireless communication bands, a dual stop band unit cell structure
of FSS that realized from the pass band geometry of FSSs, is proposed. Compli-
mentary structure of the FSS unit cell offers transmission characteristics which are
complimentary of the original transmission characteristics. For example orignal FSS
unit cell have single square shaped structure that imprinted on substrate offers stop
band transmission characteristics. In addition complimentary of the square loop that
is square shaped slot in substrate offers pass band transmission characteristics. There-
fore, the stop band transmission characteristics from pass band can be realized by
simply replacing the metal elements of FSS unit cell structure by slots/aperture of
the same size and geometry (i.e. complimentary of the original FSS unit cell struc-
ture). But here, it is important to mention that the resultant frequency response of the
complimentary structure will not be exactly opposite to that of frequency response
of original structure. Therefore, the FSS unit cell is optimized to get the desired stop
band response for S and X bands.

Keywords Frequency-selective surfaces (FSS) · Transmission parameters ·
Complimentary structure · Angle of incidence (AOI) · Polarization mode

1 Introduction

Wireless communication technology has covered many progressive paths and has
upgraded performance and proficiency in the communication environment in terms
of removal of unwanted signal from the desired ones [1, 2]. To overcome orminimize
the problem of interference of the unwanted signals from nearby frequency bands,
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microwave special filters have been proposed that are called FSS [3]. FSS allows
the specific frequency bands to pass through and block or stop the unwanted elec-
tromagnetic signals from unwanted frequency band. FSSs are also used to diminish
the volume and expand the capability of anti-jamming of some multiband electronic
systems [4]. FSS is an array of periodically arranged metallic patches or apertures on
the dielectric substrate that shows total reflection and transmission, respectively [5, 6]
However, the transmission response of the FSS structures are basically a function of
frequency, angle of incidence (AOI) [7] and polarization [8] of the incomingwaves. In
addition to this, the inter-element spacing, periodicity, size and geometry of the unit
cell structure of FSS also affect its performance [9]. It is always desirable to use FSS
structures with multi-resonance bands so as to have their employability for multiple
wireless applications at the same time. There are a number of different geometries of
FSS unit cell structures which have been introduced by different researchers such as
fractal geometry-based FSS structure [10], double [11] andmultiband FSS structures
and multilayer [12] FSS structures. It is always appreciable to design a FSS structure
which offers independency for both polarization [13] and angle of incident. Their
inherent features that result from their specific design make them a potential candi-
date to use as spatial filters in a variety of microwave applications such as radomes
and satellite communication. Therefore, with the purpose of design a FSS unit cell
structure with stop band characteristics for the ‘S’ and ‘X’ wireless communication
bands; The proposed FSS unit cell structure (flower shaped design with outer square
loop) offers dual stop band frequency response for both S and X bands.

2 Unit Cell Design

In this section, the design procedure and optimization of the complimentary FSS
unit cell structure for dual pass band to realize the dual stop band characteristics for
S and X band is presented. Step-by-step changes in the complimentary structure to
obtain the dual stop band frequency response are shown in Fig. 1.

Figure 1 depicts the different steps for the realization of required stop band FSS
from the pass bandgeometry of FSSas depicted inFig. 1a. The steps include replacing
the metal part of the pass band unit cell element with slot/aperture and slotted part
withmetal one to get the complimentary structure as depicted in Fig. 1b. For obtaining
the required stop band transmission response, the centre square of the complimentary
unit cell (b) is made wider as depicted in Fig. 1c. In addition to it, a wider slot is
cut from centre square that offers better results for X band without affecting the
S band transmission response. Then, one single square loop element on the back
side of the substrate is added that increases the bandwidth of both S and X wireless
bands, as depicted in Fig. 1d, e, respectively. Finally, one small patch of dimensions
0.5 mm × 0.5 mm is added at the centre of the square slot that offers smoothened
transmission response for both S and X bands. Final optimized FSS unit cell for
stop band characteristics is also depicted in Fig. 2. The optimized unit cell metallic
elements are imprinted on the FR4 dielectrics substrate with thickness 1.57 mm and
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Fig. 1 Step-by-step development of the final unit cell structure of FSS

Fig. 2 Top view of the unit cell structure of FSSs
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Table 1 Specified and
optimized parameters of unit
cell of FSSs

Specification Dimension (mm)

Thickness of outer loop 0.25

Length of flower-shaped structure (L1) 8.44

Width of flower-shaped structure (W1) 8.44

Slot thickness (t1) 0.44

Length of inner patch (Li) 1

Width of inner patch (Wi) 1

Thickness of substrate 1.57

Thickness of copper 0.035

dimensions (L×W) 13× 13 mm2 and dielectric constant 4.4. Outer metallic square
loop (Lo × Wo) having dimension of 12.5 mm × 12.5 mm. In addition to this, the
optimized parameters of the unit cell structure of FSS are mentioned in Table 1.

3 Simulation Results

The transmission characteristics of the required stop band have been shown in Fig. 3.
From here, it is observed that to realize the band stop transmission characteristics
from pass band, unit cell of FSSs has to go through different stages, as shown in
Fig. 1, where every parameter of the unit cell structure affects the transmission
characteristics. Figure 3 shows the first stage complimentary structure of the unit
cell that is shown in Fig. 1a.

It is seen that the transmission characteristics are complimentary of the pass band
but do not cover the entire S and X bands. Therefore, optimized complimentary
structure of FSS is obtained for stop band characteristics that covers the entire S
and X bands. At the second stage, the broadened centre square of the inner flower-
shaped structure gives the transmission characteristics that do not alter the stop band
response for ‘S’ band but shifts the resonance frequency of ‘X’ band towards the

Fig. 3 Transmission characteristics (stop band) of FSSs
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higher frequency as shown in Fig. 3 (dotted blue curve). At the third stage, a slot is
cut from the inner square, and single square loop of metal pattern on the back side of
substrate is added. It is seen that it again does not alter the ‘S’ band frequency response
but broadens the bandwidth of ‘X’ band frequency response. With the addition of
square patch at the center of FSS unit cell, the bandwidth becomes wider and offers
the transmission stop band characteristics for the entire S(2.06–4.44 GHz) and X
(7.9–12.4 GHz) bands.

3.1 Parametric Study

To obtain the required stop band characteristics from complimentary structure of
the proposed pass band FSS structure, various parameters of the unit cell structure
of FSS such as length (L1) of inner flower-shaped structure, its slots thickness (t1),
length (L2) of the inner slot and small inner patch (Li) have been optimized, and
effect of each parameter on the performance has been explained in this section.

Variation in the length of inner flower-shaped structure. Figure 4 depicts the
effect of variation in length of the flower-shaped structure of FSS unit cell element.

It is observed that smaller length (L1) of inner flower-shaped structure offers more
effects on the S band of the transmission characteristics without much affecting the
X band. As the length L1 goes on increasing from 8.42 to 8.46 mm, change in the
transmission characteristics of both S and X band is observed. It is observed that best
results are found at L1 = 8.44 mm and is therefore selected.

Variation in the length (Li) of the small inner metallic patch of FSS structure.
From Fig. 5, it is observed that the inner patch affect the S band frequency response
more without much affecting the frequency response of X band. Best results are
found at Li = 1 mm and is therefore a selected parameter.

Fig. 4 Variation in the length of inner flower-shaped structure
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Fig. 5 Variation in the length (Li) of the small inner metallic patch of FSS structure

4 Conclusion

In this article, a complimentary and optimized structure of dual pass band, i.e. S
(1.44–4.64 GHz) and X (6.32–12.17 GHz) is proposed that offers dual stop band
transmission characteristics for S (2.06–4.4 GHz) and X (7.93–12.45 GHz) bands.
From the simulated results, it is verified that the outer square loop of the unit cell struc-
ture excites the S band while inner flower-shaped geometry excites the stop band for
X band applications. In addition to this, the inner small metallic patch is responsible
for overall smoothness and enhancement in bandwidth. A single dielectric substrate
(FR-4) has been used to generate the dual band (S and X band) characteristics. The
proposed FSS structure is miniaturized in size and have simple geometry that is easy
to fabricate. It can be used in many potential applications such as military applica-
tions, defence, wireless communications, air surveillance radar and many other S
and X band applications.
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Defect Prediction of Cross Projects Using
PCA and Ensemble Learning Approach

Lipika Goel, Mayank Sharma, Sunil Kumar Khatri and D. Damodaran

Abstract Cross-project defect prediction (CPDP) is a technique of detecting defects
in softwaremodules inwhich the training and the testing projects for the classification
model are different. The effective prediction leads to a more reliable software. The
merging of dataset from varying sources results to an imbalanced dataset. The com-
plex structure and the imbalance datamake it a challenge for an effective cross-project
defect prediction. To overcome these issues, in this paper, we propose a cross-project
defect prediction framework. In the first stage of this framework, PCA is applied for
dimensionality reduction of the dataset into two components. In the second phase,
SMOTE technique of data sampling is applied to handle the class imbalance prob-
lem. Then the ensemble classifiers random forest and XGBoost are applied for an
effective defect-prediction model. We have conducted the experiments on eight open
source software projects. The results are compared with few baseline techniques.
The results indicate that the proposed framework gave comparable performance of
cross-project defect prediction to some baseline methods.

Keywords SMOTE · Cross-project defect prediction (CPDP) · Ensemble
learning ·Within-project defect prediction (WPDP) · PCA · Class imbalance
learning
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1 Introduction

In software industry, the list of software modules is prioritized for testing. This
limits the testing resources required and detects the higher number of defects with
minimal efforts [1]. The quality and the reliability of the software are enhanced,
thereby improving the software maturity and process [2]. In the past few decades,
much of the study is done on within-project defect prediction. In WPDP, the defect-
prediction model is trained on the old releases of the same project [3]. In many
practical circumstances, data of the old releases of the projects are unavailable. This
leads to the motivation for research of CPDP [4].

In CPDP, the projects which do not have historical data of releases can use the
data from the other projects to build the defect-prediction model. In this, the training
and the testing are done on two different projects [5]. The limitation of WPDP can
be overcome by CPDP. CPDP is now much under study in this decade, because this
paper proposes a framework for CPDP. In this, PCA is applied for dimensionality
reduction of the dataset into two components. In the second phase, SMOTE technique
of data sampling is applied to handle the class imbalance problem. Then the ensemble
classifiers random forest and XGBoost are applied for an effective defect-prediction
model.

The main objectives of this paper are to infer the following:

RQ1. Whether principal component analysis method of feature extraction effective
in CPDP?
RQ2. How does CPDP perform after suitable proposed framework as compared
traditional defect-prediction process?

The paper is divided into six sections. The literature survey is summarized in
Sect. 2. The brief about the datasets, dimensionality reduction, data sampling tech-
niques, the performance measures used in the experiments, and the models are stated
in Sect. 3. Section 4 describes the proposed methodology. The results are analyzed
and discussed in the Sect. 5. The conclusion is stated in Sect. 6.

2 Literature Review

Turhan et al. [6] implemented nearest neighbor filter for reducing the difference
in distribution of the data. He then applied NB classifier for prediction of defects.
Zimmermann et al. [7] gave a novel direction to the research in this field. He proposed
cross-project defect prediction and used decision tree and logistic regression for
defect prediction.

Ma et al. [8] proposed new approach of transfer Naïve Bayes (TNB) algorithm.
He worked on homogeneous set of cross project metric and applied TNB. The results
showed comparable results to WPDP. Nam et al. [9] further in the direction of trans-
fer learning also proposed a novel approach named as transfer component analysis
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(TCA) for dimensionality reduction and data distribution. The results outperformed
compared to other baselines. Herbold [10] commented that training data set selection
plays an important role in CPDP. He used strategy based on distance and NN filter-
ing for selection of the training data. Jing et al. [11] gave new dimensions to CPDP.
Nam et al. [12] proposed that when two projects have different set of metrics, then
it is termed as heterogeneous projects. The prediction on heterogeneous projects is
called heterogeneous defect prediction. He proposed a novel metric matching and
selection approach for selecting the set of features. Lin et al. [13] in 2015 stated
that negative samples reduce the performance of the model. He proposed a double
transfer learning approach to eliminate the negative samples, thereby enhancing the
performance of the model.

The difference of defective and non-defective classes leads to the problem of
class imbalance learning. Ryu et al. [14] in 2016 proposed a novel combination of
cognitive boosting and SVM to reduce the class imbalance learning problem. Zhang
et al. [15] in 2016 focused onheterogeneousmetrics, thereby performedunsupervised
learning.Xia et al. [16] proposed novel-HYDRAmodel (hybridmodel reconstruction
approach) for defect prediction in cross projects. Herbold et al. [17] investigated the
cross-project defect prediction approaches.

3 Imperative Knowledge

3.1 Description of Metrics and Dataset

The datasets used in this paper are http://openscience.us and www.Promisedata.org.
We have selected the projects with homogeneous (same) set of metrics, therefore,
performing homogeneous CPDP.

3.2 Dimensionality Reduction

The technique of reducing the dimension of the feature space is known as dimension-
ality reduction technique. The principal component analysis is a technique of feature
extraction. In feature extraction, we create new independent variables by combin-
ing the old independent variables. These new independent variables can predict the
dependent variable. PCA also combines the input variables by eliminating the least
important variables and retains the most vital and important parts of all the variables.
In PCA, each of the new variables will be independent of each other.

Data Sampling Technique
In this paper, we have used SMOTE for sampling of the data for handling the class
imbalance problem. SMOTE [18]—SMOTE is oversampling method of sampling.

http://openscience.us
http://www.Promisedata.org
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The new occurrences of the class with the minority instances are created. Instead of
repetition of the data, new synthetic instances are created. This leads to the balanced
data. It handles the issue of over-fitting.

3.3 Ensemble Learning Modeling Approach

Among the various ensemble learning models, we have used random forest and
XGBoost for classification. Random forest is a bagging algorithm [19], whereas
XGBoost is a boosting approach. Random forest is a bagging technique that is applied
to decision trees. It is an ensemble of weak decision tree models. To classify a class
each tree votes, the forest chooses the classification which has the highest number of
votes XGBoost is an implementation of gradient boost decision trees. It is known as
extreme gradient boosting. The performance of the model and the execution speed
are improved using XGBoost classifier.

3.4 Performance Measures

To determine the effectiveness of the model performance measures are used.
The following are the parameters of the confusion matrix [20]:

• TP: true specimen forecasted as true.
• FP: false specimen forecasted as true.
• TN: false specimen forecasted as false.
• FN: true specimen forecasted as false.

4 Proposed Methodology

The experiment is conducted in twofold: Whether the PCA technique of feature
extraction is effective in CPDP? Secondly, whether CPDP perform after suitable
proposed framework as compared traditional WPDP? The proposed methodology of
the framework is in Fig. 1. Two experiments are conducted to answer the above-stated
questions.
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Fig. 1 Proposed model
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4.1 Experiment 1

For varying combinations of the dataset, the model is trained. The model is trained
with imbalanced dataset. Random forest and XGBoost are used as classifiers for
classification. Various performance measures were evaluated.

4.2 Experiment 2

For all the different combinations of the dataset, the model is trained. After prepro-
cessing of the datasets, PCA was employed for dimensionality reduction into two
components. Then, the SMOTE is implemented to handle class imbalance nature of
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the dataset. Random forest andXGBoost are used for classification. The performance
of each classifier is computed.

5 Results

In the result section, the results acquired from the experiments are tabulated. It is
tabulated in Tables 1, 2 and 3. Table 1 summarizes the results with no dimension-
ality reduction method and no sampling method being implemented to train data.
Random forest and XGBoost are used as a classifier to the cross projects. Table 2
tabulates the results using the proposed framework. Table 3 tabulates the results with
no dimensionality reduction technique and no data sampling technique in WPDP.

Table 1 Results of CPDP without PCA and SMOTE-experiment 1

Classifier Project Accuracy Precision Recall F-score ROC value

Random forest ivy-2.0 0.81 0.76 0.82 0.77 0.523

ant-1.7 0.85 0.82 0.86 0.84 0.541

camel 1.4 0.78 0.75 0.79 0.73 0.554

jedit-4.1 0.86 0.78 0.76 0.77 0.52

camel 1.6 0.81 0.86 0.63 0.7 0.651

XGBoost ivy-2.0 0.74 0.72 0.8 0.75 0.507

ant-1.7 0.88 0.83 0.88 0.84 0.529

camel 1.4 0.78 0.77 0.79 0.72 0.544

jedit-4.1 0.88 0.78 0.79 0.78 0.504

camel 1.6 0.78 0.86 0.67 0.73 0.673

Table 2 Results of CPDP using the proposed framework

Classifier Project Accuracy Precision Recall F-score ROC value

Random forest ivy-2.0 0.82 0.78 0.82 0.79 0.574

ant-1.7 0.86 0.83 0.87 0.84 0.544

camel 1.4 0.91 0.81 0.81 0.8 0.624

jedit-4.1 0.87 0.8 0.88 0.85 0.614

camel 1.6 0.84 0.86 0.84 0.85 0.671

XGBoost ivy-2.0 0.81 0.77 0.75 0.76 0.598

ant-1.7 0.88 0.86 0.89 0.86 0.587

camel 1.4 0.82 0.85 0.85 0.83 0.695

jedit-4.1 0.87 0.79 0.78 0.78 0.558

camel 1.6 0.81 0.87 0.83 0.84 0.695
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Table 3 Results of WPDP without PCA and SMOTE

Classifier Project Accuracy Precision Recall F-score ROC value

Random forest ivy-2.0 0.83 0.79 0.83 0.81 0.678

ant-1.7 0.87 0.84 0.88 0.86 0.556

camel 1.4 0.93 0.83 0.85 0.84 0.621

jedit-4.1 0.86 0.82 0.89 0.85 0.612

camel 1.6 0.86 0.85 0.88 0.86 0.667

XGBoost ivy-2.0 0.83 0.78 0.76 0.77 0.589

ant-1.7 0.87 0.85 0.91 0.88 0.599

camel 1.4 0.81 0.86 0.88 0.87 0.693

jedit-4.1 0.87 0.78 0.79 0.78 0.598

camel 1.6 0.83 0.88 0.85 0.87 0.699

The recall, accuracy, F-measure, and precision are used for evaluation of the model.
The explanation to above-stated research questionnaire is as below:

RQ1. Whether the PCA technique of feature extraction is effective in CPDP?

Ans: From Tables 1 and 2, the average accuracy for cross-project defect prediction
without using PCA and SMOTE is lower by 4.62% than the accuracy value using
the proposed framework. The precision and recall also showed similar results. The
precision is higher by 4.54% and recall by 4.32% using the proposed framework.
The results improved for F-measure. The F-score is improved by approx. 4.5%when
using the proposed framework. It can be concluded that PCA along with SMOTE as
proposed in the framework enhances the forecasting ability of the model.

RQ2. How does CPDP perform after suitable proposed framework as compared
traditional WPDP?

Ans: From Tables 2 and 3, the following inferences can be made:

• 0.91 is the highest accuracy achieved forCPDPusing the proposed framework. The
value is proportionate to the highest accuracy of 0.93 obtained for within-project
defect prediction.

• The highest precision is 0.86 for CPDP which is almost equivalent to the value of
0.88 for within-project defect prediction.

• The Recall was as high as 0.91 for within-project defect prediction. The highest
recall in the case of CPDP is 0.89, which is proportionate to within-project defect
prediction.

• The F1-score has the highest value of 0.86 for cross-project defect prediction. This
is approximately close to 0.88 achieved for within-project defect prediction.

The above considerations infer that cross-project defect prediction using the
proposed framework is comparable to within-project defect prediction (Fig. 2).
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Fig. 2 Comparative
performance measures of
average accuracy, ROC and
F-score

6 Conclusion

CPDP is a popular research domain in software reliability. The limit in the availability
of historical data of the projects leads to the motivation of the cross projects. Many
dimensionality reduction techniques have been proposed. This paper focuses on
PCA for feature extraction. The class imbalance problem degrades the performance
of the CPDP predictive model. In the paper, SMOTE technique for over sampling
is implemented. An analysis is done to infer whether dimensionality reduction tech-
nique can improve the predictive performance in CPDP. Besides this, the results of
traditional WPDP were compared to the proposed framework. Sixteen open source
object-oriented projectswere used to conduct the experiments. The results concluded,
the principal component analysis technique of dimensionality reduction improved
the performance of the classifier. Besides, these results also inferred that the pro-
posed framework which used PCA and SMOTE technique gave comparable results
to WPDP.

In the future, validation of the conclusion can be done on different real-time data
using various other projects. Furthermore, validation of the results on projects with
different metrics, i.e. heterogeneous cross projects can also be focused. A novel
framework with improved dimensionality reduction approaches can be implemented
for more application domains.
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Performance Analysis of Square
and Triangular CNT Bundle
Interconnects Driven by CNTFET-Based
Inverters

P. Uma Sathyakam, Ananyo Banerjee and P. S. Mallick

Abstract This paper proposes the use of triangular cross-sectioned CNT (T-CNT)
bundle interconnects for VLSI circuits. The geometry of T-CNT bundles has
the advantage of offering least possible crosstalk between adjacent interconnects.
The performance factors like propagation delay, power dissipated, crosstalk delay,
crosstalk power, On/OFF time of the output waveforms and the output waveform
swing are analyzed and compared with traditionally used square CNT (S-CNT) bun-
dle interconnects. Results show that T-CNT bundles offer lesser power dissipation
at longer lengths >1000 µm. Also the crosstalk delay is lesser for T-CNT bundles
compared to S-CNT bundles. Both the types of interconnects are driven by GAA
CNTFET based inverter circuits.

Keywords Interconnects · Carbon nanotubes · CNTFET · Delay · Crosstalk ·
Power dissipation

1 Introduction

Miniaturization of devices in integrated circuits is underway to improve the perfor-
mance of futuristic electronic devices and applications [1]. Beyond the CMOS tech-
nology, large-scale integration of circuits is possible due to innovations in design of
new transistors using new materials that have the potential to drastically change the
process technologies for IC fabrication in a big way [2]. Performance factors like
delay, power dissipation and crosstalk can be optimized by using nanoscale devices
like CNTFETs [3]. Further, the performance of interconnects is of paramount impor-
tance that decides the overall performance of integrated circuits. In an attempt to
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combine the benefits of advances in nano-fabrication processes and to minimize the
component size in ICs, we propose to use triangular CNT bundles as VLSI intercon-
nects. In fact, we have proposed the use of T-CNT bundles as VLSI interconnects due
to their inherent advantage of lesser propagation, crosstalk delay and power dissipa-
tion [4–6]. Fabrication of ‘V’-shaped grooves by Smith et al. [7] has encouraged us
to propose this new geometry of CNT bundle interconnects. The basic performance
analysis of triangular CNT bundle interconnects shows that they can outperform
traditionally proposed square CNT bundles [4–6].

Many types and geometries of CNT bundles are proposed earlier. We earlier pro-
posed the use ofmixedCNTbundles that contain both single-walled andmulti-walled
CNTs in it [8]. This type of bundles proved to be advantageous than SWCNT and
MWCNT bundle interconnects [9]. Later, we also proposed CNT interconnects with
air-gaps where the dielectric medium is considered as air. This is advantageous as the
dielectric constant is unity between adjacent wires and the electrostatic coupling can
be reduced [10]. Crosstalk-induced delay and noise effects are studied when semi-
conducting CNTs are used as shields around CNT bundle interconnects [11]. It was
also proposed earlier the use of semiconductingCNTs aroundmixedCNTbundles for
crosstalk reduction [12]. Lastly, emerging ultra low-k (ULK) materials as dielectrics
for CNT interconnect technology is proposed and reviewed [13]. The impact of
performance of SWCNT bundle interconnects when shielded by semiconducting
materials is also analyzed and simulated [14]. Results are encouraging.

In this paper, we compare the performance of square CNT (S-CNT) bundles and
triangular CNT (T-CNT) bundles when they are driven by CNTFET-based inverters.
Factors like propagation delay, power dissipation, crosstalk delay, crosstalk power
and power delay product are compared in this paper.

2 Proposed Interconnect Models

Carbon nanotube interconnects are modeled as equivalent single conductor transmis-
sion lines (ESC-TL). Since a single CNT is having very high resistance of around
6.45 k�, bundles of CNTs are proposed as interconnects [8, 9]. Figure 1 shows
the schematic diagrams of S-CNT and T-CNT bundle interconnects placed over a
grounded substrate.HB is the height of the bundle andWB is the width of the bundle.
Each CNT is having a diameter d and Sp is the inter-CNT distance in a bundle. Ht is
the height at which the CNT bundle is placed from the ground plane. Table 1 shows
the dimensions and the geometrical parameters of the CNT bundles.

The width of the bundles is considered as same for the ease of comparison. So,
the number of CNTs in T-CNT bundles will be lesser than that of S-CNT bundles.
This makes the intrinsic resistance of T-CNT bundles to be higher than the S-CNT
bundles as evident in Table 2. The ESC-TL parameters of CNT bundle interconnects
are listed in Table 2.

The ESC resistance is the CNT bundle resistance which is the sum of quantum
resistance and scattering-induced resistance. TheESCkinetic inductance is due to the
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Fig. 1 Geometry of a square CNT (S-CNT) bundle and b triangular CNT (T-CNT) bundle
interconnects

Table 1 Dimensions and
geometry of the CNT bundles

Parameter S-CNT T-CNT

Number of CNTs in the bundle 564 300

Number of CNTs facing ground 24 24

Width of the bundle (nm) 34 34

Height of the bundle (nm) 34 29.4

H/W aspect ratio (AR) 1 0.864

kinetic energy of the electrons and their Fermi velocity. The intrinsic ESC quantum
capacitance is due to the density of states available at Fermi level. It must be noticed
that the electrostatic capacitance is same for both S-CNT and T-CNT bundles as the
width of both the bundles is same. The expressions of these ESC parameters per unit
length are discussed earlier in many papers [3–6].

3 Transient Analysis

Now, we perform HSPICE simulations of the proposed ESC-TL circuits of the inter-
connects. We use a standard driver-interconnect-load model for simulation as shown
in Fig. 2 [9].

The driver circuit is an inverter made of CNTFETs from the VS-CNTFET library
by Stanford University [15]. We give an input pulse of 0.71 V with an ON time and
OFF time of 50 ns, rise and fall time of 0.1 ns and a period of 100 ns.

Table 3 enlists the ON and OFF times of the output waveforms of the DIL model
for different interconnects lengths. The ON time is higher for S-CNT bundle inter-
connects at higher lengths compared to T-CNT bundle interconnects. On the other
hand, the OFF time is slightly higher for T-CNT bundles for all lengths compared
to S-CNT bundles. The ON and OFF times are significant for circuit operation as it
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Fig. 2 Circuit model of driver-interconnect-load model used for simulations

Table 3 Timing and output waveform swing of proposed interconnects

Length (µm) ON time (ns) OFF time (ns) Swing

S-CNT T-CNT S-CNT T-CNT S-CNT T-CNT

500 50.083 50.105 49.92 49.89 Excellent swing Good swing

1000 50.117 50.072 49.89 49.91 Good swing Good swing

1500 49.857 48.893 49.91 49.95 Delayed
waveform

Delayed
waveform

2000 47.695 42.631 50.12 51.54 Delayed
waveform

Better waveform
(delayed)

Fig. 3 Propagation delay a rising delay b falling delay

can yield information on the power dissipated by the device and interconnects. Fur-
ther, the power dissipated can be reduced by identifying longer ON/OFF times and
sizing the CNTFET device geometry accordingly to optimize the ON/OFF timing.
Secondly, the swing of the output waveform is very important. Generally, the swing
is good for smaller lengths of smaller than 1000 µm, while it degrades for higher
lengths. Particularly, when the circuit is operating at very low voltages (<VTh), the
swing may not be from Vdd to 0V or vice versa [3].
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Fig. 4 Power dissipated by
the interconnects

Figure 3 shows the rising and falling propagation delays of S-CNT and T-CNT
bundles interconnects at different lengths. In both the cases, the delay increases as the
length increases. The delay is higher for T-CNT bundle interconnects compared to
S-CNT bundle interconnects. This is due to the fact that the resistance of the T-CNT
bundles is higher than S-CNT bundles as evident from Table 1.

Figure 4 shows the power dissipated by the interconnects at different lengths.
Again, the power dissipated increases as the length increases. However, the T-CNT
bundles dissipate lesser power at lengths greater than 1000µm. This can be due to the
fact that, long T-CNT bundles have lesser quantum capacitance (CQ.ESC) compared
to S-CNT bundles. So, this is one of the advantages of using T-CNT bundles for
low-power interconnects applications, where speed is not the primary constraint.
Furthermore, the ON time of T-CNT bundle interconnects is lesser than S-CNT
bundles as evident fromTable 3,which is also accountable for lower power dissipated.

4 Crosstalk Analysis

Adjacent interconnects are capacitively coupled to each other. When signals pass
through them, electrostatic crosstalk happens and the propagation delay induced is
called as the crosstalk delay. Here, we employ an aggressor-victim model where the
interconnect that is energized is the aggressor and the one that is connected to the
ground is the victim as shown in Fig. 5.

From Fig. 6a, it can be seen that the crosstalk delay is higher for T-CNT bun-
dle interconnects than the S-CNT bundle interconnects. This is because of the
higher resistance of the wires. Moreover, the crosstalk power dissipated by the cou-
pled interconnects decreases when the wire length increases, which is due to the
lesser coupling capacitance between adjacent interconnects for T-CNT bundles than
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Fig. 5 Aggressor-Victim model of capacitively coupled interconnects

Fig. 6 a Crosstalk delay of coupled interconnects b power dissipated by coupled interconnects

S-CNT bundles. Also, the smaller ON time of the output pulse indicates that the
power dissipated is lesser for T-CNT bundles as the length increases.

5 Conclusions

This paper discussed the implications of using T-CNT bundle interconnects in VLSI
circuits and the performance is compared to traditionally proposed S-CNT bundles.
Overall, it is found that T-CNT bundles perform better at longer interconnect lengths
(>1000 µm) in terms of crosstalk delay and power dissipated. On the other hand,
S-CNT bundles are better performers in terms of propagation delay. The crosstalk
delay is lesser for T-CNT bundles as they are least coupled because of their geometry.
Further, the ON/OFF timings and the swing of the waveforms are analyzed to find
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out their implications on the performance of the interconnects. It was found that the
timing and swing influences the power dissipated by the interconnects and it follows
a reverse trend w.r.t length compared to traditionally achieved power dissipation
trends in literature.
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A Current Tunable Third-Order
Oscillator Using CCDDCC

Sunil Kumar Yadav, Manoj Joshi and Ashish Ranjan

Abstract This paper reports a tunable sinusoidal oscillator using current-controlled
differential difference current conveyor (CCDDCC) with grounded capacitor and
resistor. The proposed oscillator circuit has the following advantages, viz. minimum
number of active components, suitable for high-frequency operation and electroni-
cally tunable frequency of oscillation (FO) and condition of oscillation (CO) using
bias current of CCDDCC. The workability test has been examined using PSpice with
0.18 µm CMOS technology.

Keywords Current-controlled differential difference current conveyor
(CCDDCC) · Third order · High-frequency oscillator · Electronically tunable

1 Introduction

An ever-increasing demand of a portable system with lightweight and low-cost elec-
tronic devices in consumer electronics increases the interest of researchers to design
a low-supply voltage-based high-accuracy electronic device. To fulfill these advance
demands of consumers, a current mode approach has become a line of interest in
analog integrated circuits due to its high-performance parameter in comparison with
traditional voltage mode op-amp [1–3]. Therefore, the existence of modern applica-
tions for analog circuits for lower voltage swings and low-supply voltage by using
the current mode approach has contributed a new era of research in analog circuit
design. Simultaneously, the interface between different active blocks that works for
different modes is also analyzed and implemented in several literatures. Some of
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active current mode blocks are used for the realization of filter [4, 5], Schmitt trigger
[6], Colpitts oscillator [7], chaotic oscillator [8–10] and instrumentation amplifier
[11], active inductor [12] and many more circuit designs.

Oscillators are broadly used in various advance signals processing as an individ-
ual unit in communication system, control system, instrumentation and measure-
ment systems [13, 14]. Also, quadrature oscillator allows us for critical and accurate
applications in telecommunication instrument, viz.modulators, transmission of radio
signal, quadrature mixer, etc. In the last two decades, third-order oscillators can be
implemented in various signal processing circuits by using active devices, viz. CCII
[15], DVCC [16], OTA [17], CDTA [18–21], CCCII [22], CCCDTA [23], VDTA
[24], OTRA [25], DVCCTA [26], MCCFTA [27], MO-DVCCTA [28], CDBA [29],
etc. In the literature, many current tunable oscillators generate continuous periodic
oscillating waveforms whose frequency is controlled by the biasing current (IB) as
well as the phase shift between the two output waveforms. Most of the literature
comes with more than one active block to realized third-order oscillators, lack of
electronically tunable and low-frequency operation. However, in most of the realiza-
tion the CO and FO are not controlled electronically and independently which are
not suitable for oscillator with variable frequency. The literature reveals that there
are many circuits designed [15–29] to have some of the mentioned features above,
but there is none of them having all the features.

A new active building block is an advance modification of CCII termed as Dif-
ferential Difference Current Conveyor (DDCC) [30]. The properties of DDCC and
CCII can be utilized in the realization of current mode circuit termed as current-
controlled differential difference current conveyor (CCDDCC). The main advantage
of CCDDCC block is that the internal resistance of X-terminal is depending on bias
current (IB) because of this there is no need to add any external resistance at this
terminal.

In this paper, a current tunable oscillator using CCDDCC as the active building
block is reported. The proposed sinusoidal oscillator is realized with single CCD-
DCC with grounded passive components. The simulation results are well demon-
strated through PSpice circuit simulator using 0.18 µm CMOS technology process
parameters.

2 Circuit Description

2.1 Circuit Topology of CCDDCC

A complete circuit topology of CCDDCC is shown in Fig. 1. It includes circuit sym-
bol, equivalent electrical circuit and CMOS implementation of CCDDCC.Moreover,
the port characteristics can be examined by the following set of voltage and current
equations as:



A Current Tunable Third-Order Oscillator Using CCDDCC 327

Y1

Y3

Y2

X

Z1+

Zn+

Z1-

Zn-

CCDDCC

iy1

iy2

iy3

iZ

ix

iZ

iZ

iZ

IB

+

-+

+

-

-

IB
X

Y1

Y2

Y3

iy1

iy2

iy3

VY1

VY2

VY3
izix

ix

ix

ixix

iz

iz

iz
Z+

Zn-

Z-

Zn+

.

.

..

.

..

.

RX

M1
M2 M3M4

M5 M6

M7

M8 M9 M10 M11

M12 M14

M13

M15

M16

M17

M18

M19

M20

M21

M22

M23

Y1 Y2

Y3

IB

x
z

VB

VDD

VSS

(a)
(b)

(c)

Fig. 1 Current-controlled differential difference current conveyor (CCDDCC). a Circuit symbol,
b equivalent electrical circuit, c CMOS-based internal structure

IX = ±IZ , VX = IX RX − VX1 − VY2 , IY = 0 (1)

where RX is the intrinsic resistance CCDDCC at X-terminal port and mathematically
expressed as:

RX = 1

gm19 + gm20

(2)

where gm19 and gm20 are transconductance terms for transistor M19 and M20 and the
matched transistor (M19 and M20) gives the RX values as:
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Fig. 2 Proposed third
oscillator using CCDDCC

CCDDCC

Y1

Y2

Y3 X

Z

C1

C2

C3 R2

R1

RX = 1√
8μCox

(
W
L

)
IB

(3)

where μ, Cox, W and L are well-known electrical parameters of a MOS transistor.
The intrinsic resistance RX can be adjusted by the bias current (IB) of CCDDCC.

2.2 Proposed Current Tunable Third-Order Oscillator

Anactive design for a third-order oscillator usingCCDDCCwith passive components
is given in Fig. 2. In general, a third-order oscillator can be characterized by the
polynomial equation (q(s) = 0) as:

q(s) = As3 + Bs2 + Cs + D = 0 (4)

A routine analysis of Fig. 2 provides a third-order characteristic equation as:

s3C1C2C3R1R2RX + s2[C3RX (C1R1 + C2R2 + C1R2) − C1C2R1R2]
+s[C3RX + C3R2 − C1R1 − C2R2 − C1R2] + 1 = 0

}
(5)

By comparing Eq. (4) and (5), its gives the coefficients A, B, C and D as:

A = C1C2C3R1R2RX

B = C3RX (C1R1 + C2R2 + C1R2) − C1C2R1R2

C = C3RX + C3R2 − C1R1 − C2R2 − C1R2

D = 1

⎫
⎪⎪⎬
⎪⎪⎭

(6)

By putting the value s = jω yields:



A Current Tunable Third-Order Oscillator Using CCDDCC 329

−Ajω3 − Bw2 + C jω + D = 0 (7)

To achieve theCOandFO, the real and imaginary part of Eq. (7) gives fundamental
oscillator characteristics as:

−Aω3 + Cω = 0

−Bω2 + D = 0

}
(8)

From Eq. (8), CO and FO are written as:

AD = BC

ω =
√

C
A =

√
D
B

}
(9)

By assuming, C1 = C2 = C, C3 = 6C, R1 = R and R2 = 2R provide the modified
characteristic equation as:

2s3C3R2RX + s2[5C2RRX − 2C2R2] + sC[RX − 3R] + 1 = 0 (10)

Hence, the modified CO and FO may be obtained:

FO: f = 1

2π

√
RX − 3R

2C2R2RX
(11)

and

CO : RX − 3R

2C2R2RX
= 1

5C2RRX − 2C2R2
(12)

As observed by Eq. (11) and (12), the CO and FO can be adjusted by RX which
is a function of IB.

3 Simulation Results

The workability test of the proposed design is verified by using PSpice. Figure 2
showsproposed current tunable third-order grounded capacitor oscillator using single
CCDDCC as the active device with 0.18µmCMOS technology parameter, and given
supply voltage to the active block is ±1.25 V. In the realization of proposed circuit,
the range of bias current IB can be taken from 100 nA to 100 µA. For this range of
current, the X-terminal resistance will be from 12 to 1 k�. On the basis of frequency
requirement, the value of resistance on the terminalX can be adjustedwith IB (60µA)
of CCDDCC. The passive component values being adjusted to C1 = C2 = 20 pF, R1

= 5 k�, R2 = 10 k� andC3 = 120 pF to obtain the output of the sinusoidal oscillator



330 S. K. Yadav et al.

Fig. 3 Output waveforms of
the proposed oscillator

Fig. 4 Frequency spectrum
of the proposed oscillator

with FO range in MHz. The transient response of the proposed oscillator is shown
in Fig. 3. The obtained FO from the PSpice simulation is f ≈ 2.8 MHz. That agrees
well with the theoretical value (3 MHz). Also, Fig. 4 shows the frequency spectrum
of the proposed oscillator output. Finally, a brief comparative study of the oscillator
is investigated in Table 1 in terms of the active and passive component, technology
used, electronically tunable and maximum range of frequency. It reveals that the
proposed circuit uses only single active block to implement the third-order oscillator
[27]. However, it uses minimum number of passive components in comparison with
[15, 16, 25]. In comparison with circuits [15–17, 25, 29], proposed circuit provides
electronically tunability. Also, proposed oscillator works in high-frequency range (in
MHz).

4 Conclusion

A third-order high-frequency tunable sinusoidal oscillator is designed by usingCCD-
DCC. The proposed oscillator has the following features realized by using single
active components, and all the capacitors are grounded and provide electronically
tunable CO and FO. Finally, the theoretical observations of the reported oscillator
are well verified through PSpice simulator.
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Table 1 Comparative study of the different chaotic circuits

References Active
elements

Technology
parameter
(µm)

No. of
active
elements

No.
of R
+ C

Electronically
tunable

Maximum
range of
frequency
(Hz)

Supply
voltage
(V)

[15] CCII – 3 3C
+
3R

No ≈ k 5

[16] DVCC 0.5 3 3C
+
3R

No 7.96 M 2.5

[17] OTA 5 3 >3C No 2 M 3

[18] CDTA 0.18 3 3C Yes – 1.25

[20] CDTA 0.18 3 3C Yes ≈ M 2.5

[22] CCCII 0.5 3 3C Yes 8 M 2.5

[24] VDTA 0.35 2 3C Yes 1.10 M 2

[25] OTRA 0.25 3 3C
+
4R

No 315 k 2.5

[26] DVCCTA 0.25 2 3C
+
2R

Yes ≈ M 1.25

[27] MCCFTA 0.25 1 3C Yes 90 k 1

[28] MO-DVCCTA 0.18 2 3C
+
2R

Yes 2.1 M 0.9

[29] CDBA 0.5 2 3R
+
2C

No 500 k 2.5

This work CCDDCC 0.18 1 3C
+
2R

Yes 2.8 M 1.25

C = capacitor, R = resistor
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Parametric Classification of Dynamic
Community Detection Techniques

Neelu Chaudhary and Hardeo Kumar Thakur

Abstract The community detection in a given network is the idea to find a cluster
in the structure. A community is the most densely populated part of the graph.
The observed network is mostly sparse having multiple dense partitions in it, for
example, a protein–protein interaction network where different proteins interact with
each other. Here, communities can be detected by finding the cluster of proteins in
the network to find different functional modules. Another example is of Facebook
friendship network. Several authors try to find the structure and communities in this
type of network. Multiple clusters in one network can also be detected which can
overlap with each other. This paper covers the classification of different community
detection techniques in dynamic networks and then compares them on the basis
of different features, e.g., parallelization, network models, community instability,
temporal smoothness, etc.

Keywords Community · Dynamic community detection · Community instability ·
Temporal smoothness

1 Introduction

1.1 Dynamic Graphs

The scientific literature dedicated to community detection is modeled on static net-
work that is static or unchanged with time [1]. These approaches do not fit the
evolving or changing nature of the real-world phenomena. For example, the social
network which is dynamic in nature, i.e., evolves with time, contains a temporal
dimension which contains valuable information to analyze. These are the dynamic
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networks which contain dynamic communities that also change with time. To find
communities in dynamic network is the challenging task as both nodes and edges can
join and leave a dynamic network at any instant of time. These approaches track the
local topologies of the network. In this paper, we discuss the dynamic community
detection techniques on dynamic networks.

1.2 Community

Community is a set of entities in a complex network that shows the similar set
of actions with the other entities of that set (community). To detect and analyze
community in complex network is a typical problem as this type of networks is not
well posed. These are the cluster of nodes which can overlap with each other; i.e.,
one node can be a part of different clusters or communities as shown in the figure.
Dynamic community thus can be defined as a dynamic cluster of nodes which can
change or evolve over time.

1.3 Community Life Cycle

A community or a cluster of node goes through stages in its life cycle by the time of
its appearance to the stage of vanishing. These transformations can be categorized
in different stages, i.e., begin, vanished, extension, shrink, merge and split as shown
in figure. In addition to these operations, two more operations were added that is
continue when community remains unchanged and re-emergence when a community
vanished for some time and then reoccurs as if it has never stopped. Among these
operations, some (merge, split and re-emergence) are dealt with different strategies
in community detection. For example, for merge operation several strategies can be
followed, i.e., absorption when one community vanished and other one remains or
replacement when both communities vanished and a new one creates and leads to
immediate disruptions of communities.

2 Dynamic Community Detection

For a evolving graph that is dynamic in nature, a community is also dynamic and is
defined as a set of different pairs of nodes and period (N, P) such as N = (v1, v2, v3 …

vn) and P = (P1, P2, P3 … Pn); then, DC = {(v1, p1), (v2, p2), (v3, p3) … (vn, pn)}.
Here, time period pn consists of the starting and ending time of node vn that remains
connected in a community. Pn = ((ts0, te0). (ts1, te1)….. (tsN, teN)) with ts < te
for all nodes.
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The dynamic community detection in complex network also depends on the sev-
eral features that affect the complexity of analysis. Based on these features, various
approaches of community detection can be classified. These features are as follows.

2.1 Network Models

Networkmodeling process affects the crucial role in shaping network topologies.We
can differentiate the time-evolving networks with the static networks as shown in
Fig. 1. The static networks depict the complete temporal networks where a snapshot
shows the static view of dynamic process. The dynamics can slowly increase by
considering weights on edges and nodes. This leads to the aggregate networks but
covers only limited dynamics. Thus, a series of time-ordered network snapshots [2]
are considered for modeling which also covers the perturbations in topologies. The
temporal networks however avoid aggregation but give complete and exact view of
dynamics of network. As the expressivity increased, the complexity to analyze that
type of network is also increased as shown in Fig. 2.

Fig. 1 Community life cycle

Fig. 2 Network models
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2.2 Network Memory

The analysis of dynamic networks depends highly on the type of system memory.
Dynamic data like emails or calls can be transformed into relation network depicting
each edge with time duration to consider. This transformation can be taken as syn-
chronized snapshots or changing temporal networks [1]. The storage can be perfect
memory network type nodes and edges can only join but the existing edges and nodes
will also remain intact, i.e., perfect memory. It can be a limited network type where
nodes and edges can disappear with time.

2.3 Community Instability

Community instability is the major concern in the area of dynamic community detec-
tion. There can be multiple decompositions in complex network communities. This
generates the ambiguity in the partitions of communities [3]. But mostly algorithms
generate the partitions assigning nodes to one community only for simplification.
But nodes often belong to multiple communities as discussed early in overlapping
of communities. Also, the partition selection process is arbitrary in nature. Differ-
ent types of selection lead to different results. All these lead to the complexity in
identifying the decomposition in stable networks due to community instability.

2.4 Temporal Smoothing

Smoothing is the process to solve the instability of communities to a great extent. This
process can be done explicitly requiring certain level of similarity in partitions t with
partition t − 1. The smoothing can be implicit [4] which does not explicitly integrate
the partition similarity but considers this similarity by optimal construction. The
smoothing can also be done by bootstrap by searching stable partition in communities
by running same algorithm on the same network.

3 Classification of DCD Techniques

The dynamic community detection can be classified in different perspectives. We
discuss the following of them:

3.1 DCD can be classified in classes [5] such as two-stage approach where each
cluster when detected at one time stamp is then matched across multiple time
stamps. Another class is evolutionary clustering where community detection at
time t is based on the previously found communities in that topology. It can be
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a coupling graph in which a typical community detection technique runs on a
graph constructed by adding edges between different instances of nodes.

3.2 Another classification is based on high level that is online and offline meth-
ods. Most of the algorithms are online which can be identified as temporal
smoothness methods as discussed previously or dynamic updated that instead
of running a new process update the process according to methods found in
previous time stamps.

3.3 One approach to classify DCD techniques is based on what are the dynamic
communities and not restricting on the techniques used to find them [1]. These
classes are:

Instant optimal: This class considers those communities that depend on the cur-
rent state of the network. Communities found at t are considered optimal at that
instant with respect to the structure or topology of the network. These classes are not
temporally smoothed, thus limiting by the community instability. Mostly, network
snapshots are used for these techniques where complete network is not considered
but only the changes in between are effective. The advantage of this approach is that it
can be directly used on the existing works as communities are instant optimal. Also,
this type of detection technique offers parallelization where communities at each
step are found parallel which leads to fast process otherwise to a time-consuming
process on large networks. The authors used this approach [2, 6, 7].
Temporal Trade-off: The main difference between temporal trade-off and instant
optimal approaches is that formal approach considers the communities found in
previous time stamp also to detect the communities in current time stamp. It is an
iterative process which first initializes and then just updates the existing one. It
however cannot be parallelized as in optimal as previous communities also play a
significant role in detecting current communities (e.g. [8–11]). Both types of network,
i.e., snapshot and temporal, can be used for this approach. The main advantage of
this approach is the ability to smooth the instability of community as compared to
instant optimal.
Cross-time: This approach does not consider independently the various steps of
dynamic network; instead, it is done in one single process taking all states of the
network in account at that time. Examples of these approaches are network transfor-
mation and community detection on transversal network (e.g. [12–14]). It is a novel
technique based on assumptions on the basic nature of dynamic communities; thus,
operations like merge and split can be applicable to these techniques. Also, these are
not real-time community detection technique due to requirement of complete knowl-
edge of previous stages of network. Both snapshot network and temporal network
can be used for this approach. The main advantage of cross-time approach is that it
does not suffer from community drift and instability problem as the previous one.
Also, they are more capable to deal with slow evolution and local anomalies.

In Table 1, we have classified different dynamic community detection approaches
and compare these approaches on the basis of several features like network model
used, community instability, coherency, temporal smoothness, etc.
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4 Conclusion and Future Work

In this paper, we discussed the dynamic communities and what are the different
ways to detect them in dynamic network. We also explain the different stages of the
dynamic community life cycle and the types of network models these communities
used. Comparison between these models is also discussed based on the features like
real-time impact and complexity. Then, we classify the different dynamic community
detection techniques or approaches based on certain features like networkmodel, type
of memory used, community instability, temporal smoothing, etc. We also discussed
the advantages and limitation of each approach as compared to each other. Further,
we propose the approach for the dynamic community techniques that overcome the
problem of community drift and community instability and should also have the
perfect memory and coherent in nature. All these features are lacking in advanced
temporal smoothness techniques also. This will lead to more optimized and fast
community detection approach that can be used in multiple applications like social
networks and mobile applications.
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A Low-Profile Compact Ultra-Wideband
Antenna for Wireless Applications

Preeti Pannu and Devendra Kumar Sharma

Abstract The proposed design is composed of simple ultra-wideband (UWB)
monopole antenna. The structure consists of semi-rectangular ground plane and
rectangular patch on opposite side of the FR4 substrate. In order to achieve ultra-
wideband characteristics, half ring-shaped tapered microstrip feed is utilized at the
patch. By introducing a square slit at lower edge of the rectangular patch, wide band-
width can be easily realized. The bandwidth can be further enhanced by creating
defect in ground structure. The most impressive feature of the proposed design is its
compactness (17 × 25 mm2). Also, this antenna structure has reflection coefficient
S11 < −10 dB and voltage standing wave ratio VSWR ≤ 2 in the whole realized
band from 2.1 to 15.8 GHz. The overall antenna structure is simulated on substrate
having dielectric constant 4.4. The bandwidth of proposed antenna is wide enough
to be used in wireless communication applications such as Wi-MAX (3.3–3.8 GHz),
WLAN (5.1–5.8 GHz), and X-band communication systems (7.25–7.75 GHz).

Keywords UWB · MIMO · VSWR · DGS

1 Introduction

UWB antennas are extremely in demand for their low transmission energy, high data
rate, high image resolution, high target characterization, etc. These characteristics
make them most attractive for UWB communication. UWB systems make use of
very small pulses for transmission and reception. UWB based systems which got
license by FCC (Federal communications commission) in 2002 provide very high
bandwidth, low gain, and low cost and utilize for multiple wireless applications
in the range of 3.1–10.6 GHz. UWB systems include various wireless applications
such as 3.6 GHz IEEE 802.11y Wireless Local Area Networks (3.65–3.69 GHz),
5 GHz IEEE 802.11a/h/j/n WLAN (5.15–5.825 GHz), and 7.5 GHz X-band (7.1–
7.9 GHz) [1]. Also, UWB antennas are gaining high attention in biomedical field
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[2, 3]. In study, various patch shapes (square, rectangular, circular, octagonal, and
elliptical) with various feeding techniques (such as CPW, microstrip line, proximity
feed) are proposed for obtaining ultra-wideband [4–8]. In literature, various meth-
ods to obtain ultra-wideband are discussed. The most common method is the use of
defected ground structure (DGS). This includes cutting of symmetric half-circular
slits from rectangular ground plane [9], T-shaped inverted slot in the ground structure
[10], hexagonal slot in the ground plane [11], triangular notch loaded defected ground
plane [12], and open T-shaped slot [13]. Another approach is modification in radi-
ating element by insertion of slots and slits such as O-slot in rectangular monopole
[14], heart-shaped patch [15], dumb-bell-shaped defected metallic structure [16],
and Koch fractal geometry in patch [17]. In order to enhance antenna bandwidth, the
third method focuses on modifications in feeding structure which includes semicir-
cular radiator fed by tapered feed line [18], and modified feed wrench in shape [19].
Moreover, fractal-shaped geometry is also surveyed to obtain the UWB response
with low iterations [20, 21]. In [22], low-profile heart-shaped antenna consists of
triangular-shaped patch is proposed but it does not able to achieve the lower cutoff
frequency of UWB. Referenced in [23], proposed monopole antenna has wide oper-
ating range from 2.7 to 25 GHz but it was large in size. Therefore, it is quite difficult
to design compact UWB antennas and to achieve its lower cutoff frequency. Here, a
compact rectangular-shaped radiator with square slit at its lower edge for UWB com-
munication is communicated. The proposed design is composed of defected ground
structure in order to achieve wide bandwidth as well as lowest cutoff frequency of
UWB antennas. Also, a half ring-shaped feed line is used to achieve wideband char-
acteristics. Various parameters such as S11 parameter, voltage standing wave ratio,
and impedance bandwidth are analyzed. Table 1 shows comparison in terms of size
and bandwidth with some previous reported designs.

Table 1 Comparison of
proposed layout of UWB with
other reported

References Size (W × L
geometry) (in mm2)

Operating band (in
GHz)

[23] 36 × 43 2.7–25

[22] 33 × 35 3.5–20

[17] 22.5 × 22.5 2–10.6

[16] 32 × 25 2.85–15.25

[15] 39 × 36.6 3.5–17.8

[14] 29 × 17 2.9–10.70

Proposed 17 × 25 2.1–15.8
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2 Antenna Layout

The planned layout is demonstrated in Fig. 1. It consists of rectangular-shaped patch
(highlighted with yellow color) with common ground structure (pink color) as repre-
sented in Fig. 2. The radiator is fed by 50� taperedmicrostrip line of size (LF ×WF).
The proposed antenna design has total area of 17 × 25 mm2 (i.e., denoted as LS ×
WS) and has printed on low loss FR4 substrate with 4.4 relative permittivity, 0.02 loss

Fig. 1 Proposed geometry
highlighting patch

Fig. 2 Geometry of ground
plane
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Table 2 Parameters values
used for proposed antenna

Parameter Values (in mm) Parameter Values (in mm)

Ls 25 LP 10.4

W s 17 WP 14.5

a 2 R1 3.2

R2 4.4 Lf 10.6

c 3.5 b 2

LG 9.1 WF 2.4

tangent, and 1.6 mm thickness. The overall wideband is achieved through modified
feed line. Major design issue of UWB antennas is to get resonance at lower/upper
cutoff frequency and keeping compactness of the layout. This can be obtained by
increasing current path in radiator, so we take slot in radiator as well as in ground.

This design provides wideband of 2.1–15.8 GHz and also maintains compact-
ness of the antenna. Designing and optimization are done by using high-frequency
structure simulator (HFSS). The optimized parameters are given in Table 2.

3 Results and Discussion

3.1 Results

Figure 3 represents the return loss characteristics S11 in plot 1 and VSWR in plot 2
of the UWB proposed design. The reflection coefficient S11 is less thatn −10 dB for
entire ultra-wideband (2.1–15.8 GHz) as well as it shows dual-band characteristics.

In plot 1, maximum return loss of −15 and −22 dB is obtained at 2.9 GHz and
13.4 GHz, respectively. In plot 2, Voltage Standing Wave Ratio is less than equal to
2, considered most suitable value for most antenna applications for entire operating
band. The utilization of half ring-shaped microstrip line provides improvement in
bandwidth.

3.2 Various Design Stages

The evolutionary stages involved in proposed structure are shown in Fig. 4, whereas
Fig. 5 shows corresponding return loss graphs. In step 1, simple rectangular radiator,
half ring-shapedmicrostrip line, and simple ground plane are used (shown asAntenna
I of Fig. 4).
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Fig. 3 Simulated results for VSWR and return loss
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Antenna I Antenna II

Antenna III

Fig. 4 Evolution of proposed design

This Antenna I gives a UWB response but not in 5–7.5 GHz band represented
in Fig. 5a. In step 2, a square slit from the lower side of the radiator is cut down.
This design (Antenna II) gives entire UWB range but not covering band ranging
from 6 to 7.5 GHz (Fig. 5b). Finally, by using asymmetric rectangular slot of (b ×
c) in the ground plane, Antenna III is obtained which covers entire wideband. This
spectrum gives an impedance bandwidth varying from 2.1 to 15.8 GHz. In Fig. 5a,
Antenna I shows triple-band characteristics with return loss of −16.8 dB, −24 dB,
and −44 dB at 3 GHz, 10.2 GHz, and 12 GHz, respectively, whereas Antenna II
shows dual-band characteristics with return loss of −16.2 dB and −25 dB at 3 GHz
and 12 GHz, respectively.

The best suitable geometry for wideband is Antenna III with lower cutoff fre-
quency 2.1 GHz and covering entire UWB band, whereas in case of Antenna I and
Antenna II, it is difficult to maintain wideband at 5–7.5 GHz frequency band. The
reason behind this is distribution of different surface current due to different geome-
try of ground plane and patch. The current distribution of Antenna III is represented
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Comparison result for S11 and VSWR of Antenna 

Comparison result for S11 and VSWR of Antenna(b)

(a)

Fig. 5 Return loss and VSWR for different antenna design techniques

(Fig. 6). The current distribution is shown at 6.5 GHz. The surface current distribu-
tion of the proposed design changes due to the incorporation of slit in radiator and
slot in ground plane.
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Fig. 6 Current distribution of Antenna III

4 Conclusion

A single port miniaturized 17 × 25 mm2 UWB antenna layout is proposed. It has
simple design composed of rectangular patch and defected ground structure. The
defects in ground plane have great impact on the −10 dB bandwidth for entire
UWB. The use of slit in patch provides ultra-wideband characteristics. The insertion
of modified tapered feed line further improves the bandwidth. The proposed antenna
has S11 < −10 dB from 2.1 to 15.8 GHz and VSWR < 2. The simulated results are
quite attractive for various wireless applications.
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Weather Monitoring System Using Smart
Sensors Based on IoT

Suresh Kumar, M. A. Ansari, Shivam Pandey, Pragati Tripathi
and Mukul Singh

Abstract The system obtained in this paper is an advanced result for monitor-
ing weather conditions in certain places and anywhere in the world. Prepared with
physical equipments, cars, structures and sensors, electronics, software, and other
network-related matters make these items in statistical collection and conversation.
Sensor control through environmental monitoring information and sensor tempera-
ture, humidity, light intensity, rainfall, MQ-135 pollution sensor, and BMP180 air
pressure sensor send information to web pages and then sensor data as graph data.
The latest data design of the implemented system can enter the Internet anywhere in
the world.

Keywords GSM SIM 900A module · ATmega328P · DHT11 sensor · LDR
sensor · Raindrops module ·MQ-135 gas sensor · BMP180 sensor

1 Introduction

In an IoT enabled weather surveillance system, the microcontroller applies six
weather parameters using each sensor. These sensors are temperature and moisture
sensor (DHT 11 sensor), light sensor, rain surface sensor, pollution sensor (MQ-135
gas sensor), and air pressure sensor (BMP180). Then send these parameters to the
Internet via IoT techniques. The process of sending data to the Internet using the
GSM SIM900A module is repeatedly repeated over a time interval. Then users need
to look at some of theWeb sites to view this data [1]. Themicrocontroller is theMCU,
which receives and processes the humidity and temperature data from the DHT11
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sensor and gives it to the GSM SIM900A module. The GSM SIM 900A module is a
Wi-Fi module, which is one of the major Internet platforms. It can send data to IoT
cloud [2, 3]. With the reduction in the cost of devices supporting Wi-Fi, this trend
will only accelerate [4]. In cloud services, people can use this data to communicate in
a variety of ways, such as using the bell or sending them an email or sending an SMS
[5]. As mentioned earlier, IoT only allows human-to-human interaction but does not
interact with the human-to-device and device-to-device interaction [6]. Local lev-
els and major changes in energy consumption will become an integral part of any
country’s energy policy [7].

2 Internet of Things (IoT)

Internet of things (IoT) is a related quantity environment that is connected to the Inter-
net. In IoT, “objects” can be cars with a core monitor or built-in sensor, e.g., things
are given to IP addresses and they have the capacity to accrue data on the network
[8, 9]. Technology embedded in objects helps work together with the core state or
external environment, which impacts choices [10]. Entrenched (such as sensors) by
electronics, Internet connectivity and other types of hardware can interconnect with
others on the Internet and IoT can control tenuously. There are technical changes in
the information commerce in rapports of the Internet (IoT) [11, 12] (Fig. 1).

3 Implementation

IoT-based weather monitoring system with smart sensors completes implementation
setup, and components can be described in Table 1. The complete implementation
setup of IoT-based weather monitoring system with smart sensor is shown in Fig. 2.

Fig. 1 Internet of things (IOT)
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Table 1 Rating of components

S. No. Components Description

1 GSM SIM900A module Operating voltage +5 V, used for establishing
communication

2 Microcontroller Supply voltage +5 V, CPU type 8-bit AVR, pin count 28,
max. operating frequency 20 MHz

3 Voltage regulator Power supply +5 V, use a simple feed-forward

4 DHT11 sensor Operating voltage 3.5–5 V, used for temperature and
humidity

5 Raindrops sensor Operating voltage 5 V, used for detection of rain

6 LDR sensor Operating voltage 5 V, used for light

7 MQ-135 gas sensor Operating voltage 5 V, used for air pollution

8 BMP180 sensor Operating voltage 5 V, used for air pressure

Fig. 2 Complete setup of the device

4 Methodology

In this IoT-based weather monitoring system with smart sensors, it uses different
types of parameters such as GSM SIM900A, voltage regulator, and air pressure
sensor (BMP180 sensor) which are given below [12].

4.1 GSM SIM 900A

A GSM or GPS module is a chip or circuit that will be used to find communication
among a mobile device and computing machine. This is the international standard
for mobile that is used for communication across a wide range. In a GSM/GPRS
modem, you have an internal TCP/IP stack to allow the Internet to connect to the
GPRS [13]. It is appropriate for SMS, voice, and database transfer requests in the
M2M interface’s SIM900A module as shown in Fig. 3.
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4.2 Temperature and Humidity Sensor (DHT11)

It feels the temperature around it. This is a four-pin device. This sensor includes
a component for measuring resistive type humidity and an NTC temperature
measurement component [14]. The DHT11 sensor is shown in Fig. 4.

4.3 Raindrop Module

This is used to feel the rain. This can also be used to measure rain intensity. This
module treats humidity above the analog output pin and provides a digital output
when humidity is high. More water or less resistance means less output voltage. We
can stop using this code [15]. The raindrops module is shown in Fig. 5.

4.4 Light-Dependent Resistor (LDR) Sensor

The LDR is an element which has variable resistance which changes the severity
of light. A light-dependent resistor (LDR) is a lightweight device resistor [16]. The
LDR light can be applied to sensitive detectors circuits and switching circuits that
turn on by light as shown in Fig. 6.

Fig. 3 GSM SIM 900A

Fig. 4 DHT 11 sensor
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Fig. 5 Rain level sensor

Fig. 6 Light-dependent
sensor (LDR)

4.5 Voltage Regulator

Power supply is an electrical expedient that electronically transfers electromagnetic
power. The basic function of the control source is to transform a type of electric
energy into other forms, so it is sometimes known as an electrical converter.

Consumer electronics use small and separate power supplyACadapter or different
types of electric bricks, wall tablets, or chargers. AC adapter is used with electrical
appliances which require electricity, but the power does not contain internal ingre-
dients to achieve voltage and power. Internal power supply internal circuit design is
such as used for internal or internal supply [6]. In this paper, a 12VDC adapter to
run the setup is shown in Fig. 7.

Fig. 7 Voltage regulator
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Fig. 8 MQ-135 gas sensor

4.6 Pollution Sensor (MQ-135 Gas Sensor)

An air pollution sensor is a device that senses and filters air pollution in the immediate
area. It can still be used for the inner and outer environment. These sensors can still
be finished at home or received from some finished goods. Sensors are very exclusive
in the past, but with technical development, the population is more affordable and
grows more in all of these sensors. These sensors can help serve many purposes and
help focus on environmental problems outside the human eye circle. MQ135 content
is SnO2, and this is a special ingredient.MQ-135 gas sensor sensors such as ammonia
nitrogen, oxygen, alcohol, vertical compounds, sulfur, and smoke [17]. TheMQ-135
gas sensor is shown in Fig. 8.

4.7 BMP180 Sensor

The pressure sensor is expedient for the measurement of gas or liquid pressure.
Increasing pressure is a look of power needed to prevent a liquid, and gener-
ally, according to the unit per unit area, BMP180 barometer combines pressure,
temperature, and height [6, 17–19]. A BMP180 air pressure sensor is shown in
Fig. 9.

5 Implementation and Working

The system implementation involves the ATmega328P microcontroller as the core
processing unit for the entire system and all sensors and plans can be connected to
the microcontroller. The core connection types are shown in Fig. 2. The second pin
is DHT11 which is a detail pin, can mention to temperature and humidity heights up
to pin 5 of the microcontroller. Pins 1 and 4 DHT11 are V cc and Gnd, and Pin 3 is not
connected.
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Fig. 9 BMP180 sensor

The sda and scl pins are the air pressure sensor pins that are connected to the 28
and 27 pin microcontrollers. The fourth pin and air pollution sensor are V cc and Gnd,

the third pin has no connection, the second pin of the air pollution sensor is the data
pin, and it can send the pollution value to the 26 pin microcontroller. Pins 1 and 4
of the rain level module are V cc and GND, the third pin has no connection, and the
second pin of the rain module is a data pin that can send rain values or not to the
24 and 23 pin microcontrollers. The microcontroller produces the temperature and
humidity equal and sends it to theWi-Fi component. The Tx and Rx pins of the GSM
SIM900A are connected to the second (Rx) and third (Tx) microcontrollers. Brand
certain the GSM SIM 900A input voltage must be 3.3 V, not 5 V (otherwise it will
damage the device). The block diagram of the system is given in Fig. 10, and the
working flow chart is given in Fig. 11.
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Fig. 10 Block diagram of
the system

6 Result and Discussion

The flowchart which we have used in the proposed system. First of all, connect to
sensors needed for microcontrollers and then process sensor data using microcon-
trollers and embedded C. Send monitoring parameters (temperature and humidity
sensors, LDR sensors, rain sensors, air pollution sensors, air pressure sensors, etc.)
to the cloud usingmodulesWi-Fi. Develop an application to read data fromWi-Fi and
save that data to the cloud. Plot the values on the graph and display the monitoring
parameters on the web page. In the data source collected by the weather monitor-
ing system, we have developed four graphs showing variations between weather
parameters (Fig. 12). The various measurements and sensing may be discussed as
follows:

Case 1—Temperature: The first graph is plotted of temperature which depends on the
conditions of the surroundings. In this graph, temperature is represented with respect
to time as shown in Fig. 13. This graph is drawn according to the data available from
Fig. 12.
Case 2—Temperature and Humidity: The second graph is plotted between tempera-
ture and humidity whose values depend on the conditions of the surroundings. When
humidity is low, the temperature is high and vice versa as shown in Fig. 14.
Case 3—Light Intensity: The day and night conditions are detected by the LDR sen-
sor, and the output graph from the LDR sensor tells what kind of lighting conditions
are present in the surroundings as shown in Fig. 15.
Case 4—Raindrops: The rain level sensor at the weather monitoring station tells
about rain conditions in the environment and is the channel on web page as shown
in Fig. 12. Successively, it displays results based on the number of water drops on
the rain sensor module.

a. If the rain device panel really rains, it will start and the “RAINING”
determination will still be sent to the consecutive display.
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Fig. 11 Flowchart of the working process
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Fig. 12 Channel on web page

Fig. 13 Representation of temperature
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Fig. 14 Representation of temp. and humidity

Fig. 15 Representation of lighting data

b. If the sensor panel has water droplets on it, the solution still starts and “RAIN
WARNING” will still be sent to the sequential display.

c. If the sensor panel dries up, the “NO RAIN” resolution continues to be sent to
the sequential display.

Case 5—Air Pollution: The air pollution sensor in the weather monitoring station
tells us about the value less than 135 ppm when the pollution is normal and value is
greater than 135 ppm when the pollution is high as shown in Fig. 16.

7 Conclusion

Based on the IoT-based weather reporting system, which gives us ATmrga328P
values with different parameters such as temperature, humidity, light, pollution, air
pressure, and rainfall. It can be got wherever from a laptop, PC, or smartphone as we
have industrialized an application that classifies evidence. By using sensor devices
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Fig. 16 Representation of air pollution

in the environment, we can convey the environment into real life, interrelating with
other objects to complete the network. Then assembly data and study results will be
obtainable to end users via Wi-Fi. This perfect can be used to screen effluence in
emerging cities and manufacturing sectors.
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Brain Tumor Detection Using Image
Processing Based on Anisotropic
Filtration Techniques

Aditya Garg, Aditya Bajaj and Roshan Lal

Abstract Whether it is common cold or something as big as a brain tumor, a timely
detection of a disease goes a long way in curing of a disease or even the survival of
the patient. There are just so much more options available at the initial stage than at
the last. There are various ways to detect brain tumor such as neurological exams,
computerized tomography (CT), positron emission tomography (PET), andmagnetic
resonance imaging which have various steps that if not applied carefully may or may
not yield helpful results, and these steps are pre-processing which includes noise
removal, image enhancement, filtering, edge detection, etc., segmentation, feature
extraction such as thresholding and image subtraction, and finally, area estimation.
For filtering, we are going to be using anisotropic diffusion filtering techniques which
reduces the contrast with nearby neighboring pixels.

Keywords CT · PET · MRI · Clustering techniques · Anisotropic filter

1 Introduction

1.1 Magnetic Resonance Imaging

It is generally known as MRI which is a diagnostic technique that utilizes the proper-
ties of magnetism and radio waves to develop detailed images of the various organs
of human body. The magnetic field aligns the protons present in hydrogen atoms of
our body, which on interaction with the radio waves results in a spinning of protons

A. Garg (B) · A. Bajaj · R. Lal
Amity University, Noida, UP, India
e-mail: adityagarg011@gmail.com

A. Bajaj
e-mail: adityabajaj63@gmail.com

R. Lal
e-mail: rchhokar@amity.edu

© Springer Nature Singapore Pte Ltd. 2020
D. K. Sharma et al. (eds.), Micro-Electronics and Telecommunication
Engineering, Lecture Notes in Networks and Systems 106,
https://doi.org/10.1007/978-981-15-2329-8_37

365

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-2329-8_37&domain=pdf
mailto:adityagarg011@gmail.com
mailto:adityabajaj63@gmail.com
mailto:rchhokar@amity.edu
https://doi.org/10.1007/978-981-15-2329-8_37


366 A. Garg et al.

creating a faint signal, and these signals are then used by the computer to develop an
image. The images are quite detailed and can help in detection of even the slightest
of changes in the structure.

1.2 Tumor of the Brain

Consider a large accumulation of waste, now think of this in terms of a human body.
Accumulation of abnormal cells in a part of a body is tumor. Normally, cells in our
body have a fixed life cycle which ends with their death, but some cells have their life
cycles altered due to radiations or some other unknown reasons. As a result, instead
of dying they just keep on existing without any use, and as time goes by, they keep
on adding resulting in a mass called tumor.

1.3 Problem Definition

MRI is an imaging technique used to detect disorders/abnormalities of our body.
MRI utilizes strong magnetizing field and bursts of radio waves to cause excitations
within the protons/hydrogen atoms present in our body. Protons when hit with the
radio waves of selected frequencies get excited and start resonating, thus disturbing
the magnetic field. On coming back to this ground state, these protons release energy
which gets caught by the receiver present within the scanner.

As different parts of the body resonate at their own specific frequency, we can
have slices of images for the body to make up a whole picture. Similarly, different
tissues have a different rate of relaxation (i.e., time taken by protons to get back to
the ground state). Two times are measured for every scan: First is the T1 which is the
time duration required for the magnetic alignment to fall back to the relaxing state,
while the other is T2 which is the time required by the spin to get back to the resting
phase.

More than one type of radio waves can be used in conjunction to highlight or hide
different types of tissues. Consider, for example, fat tissue layers usually which do
not have any kind of abnormalities, so together with the area-specific frequency, we
use a fat suppressing pulse to remove signal emitted by that fat layer.

1.4 Project Definition

The first step in image processing is pre-processing, which involves basic operations
such as contrast enhancement, noise removal, deblurring, smoothing, and so on.
The second step consists of two steps: thinning and thresholding. Thresholding is
the process of converting any form of an image to a binary image, and this is done by
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considering a threshold value and comparing the value at each pixel to that threshold.
Thinning is used to reduce the thickness of the boundaries to just a pixel thick this
helps in clearly marking the boundaries.
The third step is filtering; it is used to remove small uncertainties or deformities at
pixel level by giving the whole image a certain texture.
The fourth step is morphological operations; it is in this step that we scan the density
of the image to determine whether the brain has a tumor or not.
The fifth step is marking the tumor, outlining, and overlapping the tumor region on
the original input image.
The sixth andfinal step is bounding the tumor in a bounding box for easier detection.

1.5 Objective

The objective of this report was to scan an input image for tumor detection and mark-
ing of that tumor over the original input image. These image processing techniques
are used inMRI for tumor detection in brain. The techniques used in these image pro-
cessing are thinning, thresholding, anisotropic diffusion filter, k-means segmentation
techniques, and morphological operations [1].

2 Literature Review

In this section, we are going to be discussing the various brain tumor detection
and segmentation techniques used for MRI scans for brain tumor detection. Several
studies have been performed and are reported in literature for detection of brain
tumor. Some of the works are as follows:

In year 2010, Ehab F. Badran, Esraa Galal Mahmoud, and Nadder Hamdy pub-
lished a work, “An Algorithm for Detecting Brain Tumors in MRI Images.” In this
paper, they proposed a computer-based method that can be applied on MRI images
of a brain for defining the tumor region and classification of tissues. This computer-
based method uses various operations like pre-processing, image segmentation, fea-
ture extraction, and classification of different types of tumor with the help of neural
network and artificial intelligence.

In year 2010, T. Logeswari and M. KARNAN described their work in, “An
Enhanced Implementation of Brain Tumor Detection Using Segmentation Based
on Soft Computing.” They have described in detail the process of segmentation by
dividing the process into two phases. In the first phase, MRI image of brain is col-
lected. Using the pre-processing technique, image is then converted into standard
form. In the second phase for image segmentation, hierarchical self-organizing map
(HSOM) method is applied on image [2].
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3 Research and Methodology

3.1 Limitations to Existing Systems

1. Only large tumors can be diagnosed
We get very clear and vivid images of the tissues, but with the present methods, it
is very difficult to detect tumors or cancer cells at an early stage, when the tissue
is small.

2. Image is not 100% accurate
We use different filtering techniques to normalize the uncertain pixels. Thus,
there is some loss of data which leads to a not so accurate image.

3.2 Solutions in Proposed System

1. Detection at an early stage for tumors
As we are using differential filtering and k-means clustering techniques, we are
going to be taking in small clusters of cells at a time. Thus, even the small tumors
or cancer cells can be detected before they develop into a full-blown tumor.

2. Better and accurate image after pre-processing
With the use of anisotropic diffusion filter, we are reducing the blurring effect
caused by the other filters such as the gaussian blur filter generally used in image
processing. This improves the quality of image significantly and helps us in
achieving accurate images after pre-processing.

3. Region-based growing
It is very important to know whether the tumor is growing or not, and in order to
get some information about this, we are using k-means clustering technique that
selects various seed locations and then observes the neighboring cells and study
them. Then it decides whether to include them in the cluster or not.

4 Proposed System

4.1 Getting an MRI Image

First and foremost, important thing we need for image processing is an image, and
for doing so, we have various commands in MATLAB. The one we are going to use
is uigetfile, applying these commands opens up a dialog box which asks you to select
a file from one of the pre-decided formats. Once the file is selected, its address gets
stored in a local variable that refers to the image wherever it is used/called upon.
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4.2 Anisotropic Diffusion Filter

The anisotropic diffusion filter is an iterative method deployed to restore the inten-
sities of MR images. This is achieved with the help of edge-stopping functions, and
the anisotropic diffusion filter is far more capable than any of the previously used
filtering techniques such as the gaussian filter, gobel filter, and so on.

At its definitive form, anisotropic diffusion filter or ADF is a type of a repetitive
algorithm that mimics the diffusion process as follows:

I t+1
s ≈ I ts + (λ/|ηs|)

∑

p∈ηs

[
g
(∣∣∣∇ I ts,p

∣∣∣, γ
)
∇ Is,pt

]
(1)

where I ts represents the intensity of a pixel (S) from an image (I) at any instant t, λ is a
scalar that relates to the rate of diffusion, γ is a +ve constant selected in accordance
with the need of smoothness, ηs represents the set of neighboring pixels of (S),
g(·) is an edge-stopping function, and ∇I ts,p represents the magnitude of an image
directional gradient from pixel (S) to (P) at any instant t. To simplify the process
for understanding, we will replace ∇Is,pt with N whenever the pixel information and
the number of repetitions are irrelevant to the context of the image. Noise pixels get
filtered at a much more faster rate than the pixels that make up the edge for two main
reasons. First is that the gradients of the opposite direction nullify their effects, in
accordance with the equation and that usually happens to the pixels at the edge, but
this is not the case with the noise pixels. Second is that anisotropic diffusion filter
has an effect that can be considered big enough only when the number of neighbors
with high gradient magnitude in the same direction is large. As noise pixels are
not collected at a particular region and more evenly spread throughout the image,
thus keeping their intensity distinct from the neighboring pixels. Edge pixels, on the
other hand, have a much more similar pixel signature to most of their neighboring
pixels [3].

4.3 Image Thresholding

Image thresholding is the simplest form of image segmentation, and using threshold-
ing what we are doing is converting the image into a binary format. What happens
in binary format is that each pixel can have either of the two states, either it can be in
the foreground (i.e., defining the picture), or it can be in the background (i.e., helps in
defining the boundaries of the image). This helps us to remove unwanted intrusions
that will lead to difficulty in tumor detection later in morphological operations. There
are various ways in which we can apply thresholding andMATLAB has some inbuilt
thresholding functions, but the general rule for thresholding is

If f (x, y) > T then f (x, y) = 0 else f (x, y) = 255 (2)
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What this does is if the value at a particular pixel is less than the threshold value,
then that pixel is considered in the background, or else if the pixel value is above the
threshold value, then it is considered in the foreground [4].

4.4 Thinning

One of themost essential parts of image processing is to represent the structural shape
of the brain, and for this, we need to have a good way to determine the boundary of
our image. One way to accomplish this is by reducing it to a graph. This is done by a
process called skeletonization or thinning.We can describe thinning as the extraction
of the skeleton up to an extent that the image preserves the points necessary for image
processing and reconstruction.

Thinning gives us some pretty good advantages in optimization of our image
processing algorithm as it reduces processing time, and unimportant features and
noise can be easily filtered out. As the whole amount of data gets reduced, it takes
less time for data processing and easy handling of data.

4.5 Segmentation Technique

Segmentation technique is used to divide the image into various contours for analyses
of different abnormalities. For doing so, we apply different clustering algorithms
such as k-means, fuzzy c-means, hierarchical, mixture of gaussians, and now neural
network. Here, we are using the k-means clustering algorithm, and clustering is
a method to divide the total pixels into a specific number of groups. In k-means,
we divide the pixels into exactly k number of groups, and further, the algorithm is
divided into two phases. During the first phase of the algorithm, we calculate all the
k-centroids corresponding to each cluster, and in the second phase, we select each
point in the cluster which has nearest centroid to the respective data point. As the
grouping is done, we try to find the centroid for each of the new clusters and the above
process is repeated again. Thus, k-means is an iterative method, which minimizes
the sum of distance from each object to the center of the cluster centroid. k-means
is easier to implement, but at the time of designing a k-means algorithm, we should
take care of the computation’s complexity [5].

5 Comparative Study

Now that we have learned about the various techniques that can be used to implement
image processing such as region-based segmentation (i.e., we are applying filtration
technique on individual pixel in the neighborhood), clustering-based technique (i.e.,
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Table 1 Comparative analysis

Parameters Segmentation technique

Region-based
technique

Clustering-based
technique

Threshold-based
technique

Anisotropic
diffusion filter
and
threshold-based
technique

Processing time Moderate Moderate Low Moderate to
high

Accuracy Moderate Moderate Low to moderate High

Noise Low Low Moderate Very low

we are grouping pixels into cluster and then applying filtering techniques onto them),
and finally threshold-based segmentation that considers each individual pixel and
check itwith the threshold limit to seewhether to keep it in background or foreground.
We are implementing region-based techniquewhich compares the selected pixel with
its neighboring pixels and applies filtering technique on them [6] (Table 1).

6 Result and Discussions

Now that we have read and understood the process of how image processing is done
and how we detect tumor. Let us look at some results of how each and every step
helps in the detection of tumor and image processing.
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7 Conclusions

7.1 Limitations of the System

1. Very small tumors or cancer cells that are just starting to grow are undetectable
by this method.

2. Tumors that have holes in themor have hallowbody are not yet detectable through
this method.

7.2 Advantages of the System

1. Gives very accurate nearly 97% accurate image after pre-processing and filtering
of image is done.

2. Patient does not have to go through any ionizing radiations.
3. Gives an idea about the regional growth of tumor.
4. Gives a clear and specific enlarged image of the abnormal area.

7.3 Implications for the Future

In the future, we would like to further look at different and more advanced segmen-
tation techniques such as mixture of gaussian techniques. We would also like to use
artificial intelligence and neural network in helping us in better detection of tumor.
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Sales Terminal Interactive Device
for Disabled People

Priyam Shah, Harsh Patel, Roshni Rao and Manan Shah

Abstract ‘Disability’ is a state of body where it lacks any vital senses or organ
functioning which limits a person’s usual activities or movements. Due to a dis-
ability, any individual had to suffer a lot, as a disabled person had to be dependent
on some other individual. It is generally observed that disability not only affects
their physical condition, but it also exacerbates their mental condition as they are
treated differently than normal humans in society. Being treated differently by society
also affects their psychological health which is generally seen in disabled children.
Several times, it is quite difficult to find teachers who are prepared for students
with special needs in every geographic area which overall affects their education.
The current work proposes how modern hardware along with the implementation of
appropriate technology can be made useful to disabled people up to a great extent.
The present invention relates to devices operable by the deaf, mute or people having
low vision. The present invention more particularly relates to a multi-use simple,
low cost and efficient point of sale terminals operable by the deaf, mute or people
having low vision. The device can also be implemented at several public as well
as private platforms where there is limited interaction. The device has an enormous
scope of implementation at a departmental store, shopping malls and movie the-
atres, where range to employ such PWD person at the job position like cashier, store
inventory manager and at several other places using present invention. The device is
customizable, easy to use, efficient, economical and robust.

Keywords Disability · Deaf · Mute · Low vision person · IOT · Sales terminal ·
Employment
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1 Introduction

Approximately, 15% of the world’s population experience some or other forms of
disability and generally developing countries experience a higher rate of disability
between 110 million and 190 million people, i.e. approximately one-fifth popula-
tion experience significant disabilities. Government of India is a signatory to the
promulgation adopted in the meeting to launch the Asian and Pacific decade of
disabled persons year 1993–2002 at Beijing from 1st to 5th year December which
had to implement a law for the benefit of the disabled citizen. Hence, the persons
with disabilities (Equal Opportunities, Protection of Rights and Full Participation)
act 1995 were passed in the parliament [1]. Disability includes vision impairment,
deaf or hard of hearing, physical disability, mental health condition and acquired
brain injury. Present work focuses on three types of disability, i.e. deaf, mute and
low vision. Technological inventions are rapidly advancing in every field. However,
surprisingly there are very few researches or inventions which are conducted for
disabled people.

Young people transition from a state of the dependent minority to an independent
adult identity has been measured in terms of a developmental stage model. The key
markers of adulthood have commonly been regarded as leaving full-time education
and entering the labour market, moving out of the parental home to establish an
independent household [2]. However, in the case of deaf and mute people, they lack
quality knowledge and education which have direct effects on their upcoming future.
Generally, it is seen in disabled children who have limited long-termmemory, and, in
normal education sessions, they experience the difficulty to retain a learned concept.
It is necessary to design certain activities for disabled children which on the one end
introduce novelty and create new challenges, and on the other end include moments
in which children repeat and consolidate what they have previously understood [3].

Disable person finds quite difficult to get proper employment which affects their
social life as well and if they can find a job then sometimes it is seen that these
jobs are below dignity jobs which overall sabotage their confidence towards work.
However, it is understood that disable people are more focused as well as dedicated
to their jobs. Due to the expected deterioration in the working-age group, especially
in European countries, people with disabilities are now more often acknowledged as
a valuable resource in the workforce, and research work in the field of disability and
their employment facility is more important than ever [4].

POS is an efficient method to automate the checkout method, providing faster and
better customer experience. It can be found almost in every retail store, restaurants,
clubs and bars and supermarkets [5]. Point of sale (POS) terminals have been in the
market for many years now but there are hardly any devices or inventions which
enable a low vision, or a deaf or mute operator to interact with customers without
the need of an additional helper. If a person has low vision, is deaf or mute, it is very
difficult for him to get employment in any industry as communication with them
is crucial, and thus, the person has to be dependent on some alternative sources of
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income which may be not sufficient to earn his livelihood which leads them to happy
life.

The present paper discusses regarding the device which is specially designed for
mute, deaf person people, and the device has been developed which enables a person
with relatively low vision (not blind) to view the screen placed at the sales terminal
(counter) of shopping malls, theatres, departmental stores, offices, etc. The device
has ‘braille’ engraved on it so such low vision people can also operate the system
efficiently. Systems have been developed which enable a person with low vision (not
blind) to view the screen placed at the point of sale counter of departmental stores,
shopping malls, offices, etc. Such people can be trained to use braille script also.
The device is designed keeping in mind the needs of disabled people so that they can
easily learn and operate the device without any technical expertise.

2 Technology Aspects and Methodology

Improvements for varied human and organizational problem-solving attempts,
through the design, development and implementation of systembased on certain tech-
nological aspects along with enhanced efficiency and effectiveness of information
for strategical, tactical and operational situations are termed as ‘Technology’.

‘Smart billing system’ has a great implementation in the shoppingmalls involving
some automation in the customarily practiced process. Malls and supermarkets are
self-service shops offering a wide variety of food and household products. Moreover,
the system developed by using Raspberry processor has excellent efficiency as well
as the productivity, and also this system reduces the overall time and increases the
productivity of the store [6]. Python is a programming language that helps you to
integrate systems more effective and lets you work swiftly; also Python provides
excellent support of ‘Tkinter Library’ which will be helpful for the system [7].

2.1 Screen

The screen will display the output from the processor. Screen size will be 5′′ inch
LCD screen. The screenwill display the samemessagewhich is played in the speaker
on pressing the corresponding button. The screen will also project those inputs which
are given from screen-2. The screen will also include GUI and animation for better
understanding and representation to PWD person (Fig. 1).
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Fig. 1 Design of the device which is operated by the PWD person

2.2 Status Bar

The functionality of status bar is specially designed for the deaf person. The status
bar contains three lights red, orange and green. The status bar will display the light
according to the input given on screen-2. Suppose the customer standing at the point
of sale terminal is not willing to take specific goods, then he will press the ‘No’
button and immediately on the status bar red light will be displayed. So, the deaf
person can get the idea that the customer is not willing to take that product/goods. On
the other end, if the customer standing at the sales terminal presses the ‘Yes’ button,
the green light will be displayed on the status bar. Also, the orange light indicates
that the customer standing at the sales terminal has not given any input (Fig. 1).

2.3 Buttons with Engraved Braille

Visual impairment may result in a restricted field of vision or in a diminished ability
to see the sharpness of detail, read standard-size print, determine colour or depth
perception, see contrasts, adjust to changes in light glare or locate objects. Visual
loss can affect a person’s daily activities, leisure pursuits, education, vocation and
social interaction [8]. According to standards of Indian Government, the person who
has 40% or more blindness comes in the category of ‘low vision’. Thus, braille
enables the low vision person to use the device with great ease. There are several
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buttons on the device; on pressing each button an audio recording will be played.
Audio recording is to help the mute person to interact with the customer standing at
the sales terminal. Every button is engraved with the braille [A–Z] or [1–9] so that
the person who has low vision can recognise each button and use the system with
ease (Fig. 1).

2.4 Audio Action Bar

Functionality of the audio action bar is placed for convenience of the deaf person as
the deaf person is unable to listen any voice in the surrounding. However, he will
not be able to listen when the audio clip is played whenever he presses any button
of the device. Thus, the audio action bar gets incremented automatically along with
the audio so whenever the audio is completed the audio status gets ‘full green’ so
the deaf person gets idea that audio clip has been completed (Fig. 2).

This customer-end screen, i.e. (screen-2) at the billing terminal fromwhich person
who is standing at the counter for billing purpose can interact with the PWD person
side device. This device contains a 7′′ touch screenwhichwill display all themessages
and instructions, and even the audio clip which is played is printed on the screen
(Fig. 2).

Fig. 2 Screen which will guide the customer of the shop at sales terminal
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2.5 Yes/No Button

Yes/No button has significance to help customer standing at the sales terminal to
provide his input to the PWD person standing as a cashier or store manager. Suppose
some audio clip is played ‘Asking if customer needs a carry-bag or not?’ then question
arises who a person will who is deaf will get an idea if customer needs the bag or
not! In that case if customer presses Yes/No button, the result will be displayed on
the status bar of device used by PWD person.

2.6 Language Toggle

Language toggle button is placed for the ease of the customer standing at billing
terminal. Using language toggle button, customer standing at billing terminal can
select the preferred language in which they want to interact. The audio clip will also
be played in the same language which customer has selected prior, and the screen
will also display the message in same language which customer has selected. Thus,
it overall increases the customer satisfaction while interacting with device, and also
the market can easily adopt the system.

3 Comparative Analysis

Traditionally, there are certain stores across the nation who have employed PWD
person at the billing counter or at the sales terminal of their respective stores. Tra-
ditionally, a play card or selection card is placed on the counter, and the customer
needs to point the goods/items they are willing to purchase, according to that the
PWD person will generate a bill and place the order. But, there are certain back
drops in this system such as the PWD will not be able to properly understand the
customer’s needs. In traditional methodology, low vision person who are 40% blind
will not be able to work at such platforms as the low vision person will not be able
to see the things clearly! (Fig. 3).

Contrary to traditional methodology, the present invention has higher benefits as
the system completely digitalized the sales terminal. System also provides language
selection option which is helpful for customer so that they can communicate in
their preferred language, and the system also incorporates certain features which are
helpful for deaf/mute and low vision person to work on it as discussed earlier. System
can also be implemented at store inventories, billing terminal and with cash counter
attendant. Present invention also has certain functionality which reduces time of both
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Fig. 3 Deaf/mute lady working as a counter attendant/cashier at leading food chain
KFC. Source https://www.thestar.com.my/news/community/2014/07/22/disabled-shine-at-work-
impairments-do-not-deter-them-from-excelling-in-their-duties; http://azonlifestyle.blogspot.com/
2016/01/kentucky-fried-chicken-operated-by-deaf.html

Fig. 4 Author’s invention

customer and the PWD person attending them. Audio action bar, language toggle,
status bar and button with engraved braille are not possible in traditional cardboard
or play card methodology.

Thus, using the present invention can help PWD person can get a better job
opportunity to work at places where customer interaction plays a crucial role. And
the device is economical as well as feasible for corporation which implements at
their desk (Fig. 4).

https://www.thestar.com.my/news/community/2014/07/22/disabled-shine-at-work-impairments-do-not-deter-them-from-excelling-in-their-duties
http://azonlifestyle.blogspot.com/2016/01/kentucky-fried-chicken-operated-by-deaf.html
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4 Economic Analysis

The present paper has provided a detailed economic analysis of the devices and points
presented which has application for deaf, mute and low vision people describing
the various aspects of the potential business benefits and opportunities that will
lead to the economic benefit of the product. Cost-benefit analysis (CBA) is widely
used administrative evaluation tool, though academics remain sceptical. This volume
collects prominent contributors from law, economics andphilosophy for discussionof
cost-benefit analysis, specifically its moral foundations, applications and limitations
[9]. Moreover, the cost-benefit analysis (CBA) which is also stated as benefit-cost
analysis (BCA) is a systematic approach for strengths and weakness estimation to
determine options and to provide the best feasible approach for achieving benefits
along with preserving savings.

4.1 Raw Materials Cost

Basic raw material costs provide a better indication for the resource use within an
economy than the production and material costs registered by producers. The basic
costs do not include the added value from component-supplier production chains.
In addition, basic raw material costs also are a better indicator for the potential
behavioural effects of pricing such resources [10].

The raw material cost consists of the cost of the processor, cost of the LCDs,
cost of power supply unit (PSU), cost of 3D body printing, cost of designing and
manufacturing custom PCB board and circuitry for the device. Cost also consists of
designing and manufacturing custom button which has braille embedded on it so it
is helpful for low vision person.

4.2 Utilities and Operating Labour Cost

The cost of utilities (CUT) includes the cost of maintenance as well as the cost of
labour. Proper maintenance for any device is a necessity for efficient and fault-free
functioning. The requirement of an on-board support team can resolve any issue in
the device or any sort of hardware failure (Fig. 5).
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Fig. 5 Costing hierarchy

5 Challenges

Challenges faced by disabled workers are lack of understanding of the needs of
employees with disabilities in the workplace. It is generally seen that most of the
employers were unaware with and insensitive to the needs of their workers with
disabilities. Work environment for disability friendly hindered the movement of
employees with disabilities [11].

The main challenge which author will encounter is to train such PWD person to
work with the device. Team needs to conduct separate training programmes for mute,
deaf and low vision person so they can be trained to work with our device. Now, the
device will act as a mediator between the PWD person standing as a cashier or any
such platform where customer interaction is essential and the consumer who is there
to bill his purchased goods or trying to interact with PWD person standing in front
of him.

Future Trends
Emerging future trends in the interaction of identity and disability are a homogeneous
whole. There are certain issues whose identity relates to the type of impairment expe-
rienced with disable people and the range which impairment covered by ‘disability’
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is enormous. Though categorising disabilities is problematical, this following para-
graph will focus on three types of disability in order to demonstrate how different
impairments can relate to issues of identity: intellectual disabilities and deafness.

The device provides an interconnection between all the systems working within a
specific area to provide the performance boost to system functioning so the authorwill
try to create a private network for the system which can enable the interconnectivity
between them. Also, the devices for store inventory authors are planning to apply
several ‘data analytics algorithm’, to keep a track record about goods sold and to
provide a statistical report for the sales of a particular entity in the company. Thus,
the PWD personal can act as a helping hand for the store’s inventory management
which is overall beneficial for the companies [12, 13].

6 Conclusions

The paper has presented the work on the device which proves to be useful for the
disabled people; the paper also includes several technical aspects methodology along
with the proposed design of the device and comparison with traditional techniques.
The device lets the disabled people work at the sales terminal of the store where
customer interaction is a crucial factor. The device economic feasibility is presented
along with the estimated costing, as the costing factor is crucial for market survival.
Hence, the device proves to be beneficial as well as sustainable to the global market.
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Ranking of E-Commerce Sites in India
Using Decision-Making Approach

Kajal Sharma and Sanjay Kumar Dubey

Abstract The advent of the technological advancements has set up a stage for mul-
tifarious online businesses in India, therefore, changing the course of the ordinary
shopping trends in the direction of online shopping. India has a total of 560 million
end users of the Internet and has been emerged as the second largest applicant in this
domain. As per a study in 2011, the retail market of India was estimated at 470 billion
dollars. The E-commerce sites cater the innumerable needs of the shoppers. From
such a big list of these sites, to pick one, it is termed as a multi-criteria decision-
making (MCDM) problem which makes it hard for the online shoppers to come to
a conclusion that which site is the best to go with. With the objective of exercising
judgment upon the ranking of the E-commerce sites so as to free the shoppers from
the tedious job of selection of a particularWeb site, this paper uses AHPmethod used
to assign the criteria weights which in turn assist in generating the ranking of the
Web sites. The end result is substantiated by a dint of entropy method calculations.

Keywords E-commerce · AHP · Entropy · MCDM

1 Introduction

E-commerce is an acronym for electronic commerce that deals with goods and ser-
vices over the Internet with the support of the electronic mediums. It cannot be
merely termed as buying and selling items online rather involves a chain of numer-
ous processes such as developing, marketing, selling, delivering and paying [1]. India
witnessed the inception of the E-commerce via IRCTC that enabled an online ticket
booking system and since then, it has become one of the largest growing sectors in
India [2].
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The abrupt increase in the Internet users has significantly contributed to the growth
of E-commerce as well, recording 6 million new entrants per month. Rising from
a market worth of about $3.9 billion way back in 2009, the growth hits the figure
of $12.6 billion in 2013. The online retail revenue of India is expected to cross the
magical figure of $100 billion by the year 2020. The motivation behind the retail
chains to get into this online business is that it gives the customers the liberty to shop
anytime from anywhere. According to an analysis, the 4% of India’s GDP share is
going to be form E-commerce alone by 2020 [3].

The upward growth trajectory of an E-commerce site not only relies upon a single
factor, rather its success is a blend of numerous significant factors [4]. In this paper,
four major factors that are inescapable for governing the success of the Web sites are
selected. These factors were picked after a survey was conducted with a couple of
people including the expert web developers, along with the regular online shoppers.

The uncertainty is usually dealt withMCDMmethods. The variants of theMCDM
methods available are analytic hierarchy process (AHP in short), fuzzy set theory,
analytic hierarchy process (ANP in short), fuzzy TOPSIS, compromise programming
(CP) and Elimination Et Choix Traduisant la Realite (ELECTRE), etc. In this paper,
AHP is being used that was proposed by Saaty and is often termed as Saaty method
[5]. Instead of designating the exact decision, AHP searches for the best alternative
to meet the target requirements.

1.1 Development of the Hierarchy Model

The MCDM method involving AHP is adopted to rank the sites. The problem is
fragmented into certain levels which inclusively fabricate a hierarchical structure.
This hierarchical model is constructed by keeping the goal at the first level and
further the criteria or sub-criteria and the alternatives at the second and third level,
respectively [6] (Fig. 1 and Table 1).

1.2 Factors for Determination of the Best E-Commerce Site

A. Approachability or Comfort of Use (Fc1)—The cognitive effort to use a Web
site must be relatable. The relevant factors like checkout process, transaction
options, browser compatibility and embedded interactive content must be taken
into consideration. According to a recent study by MarketingSherpa, it has been
concluded that 60% of the customers abandon their shopping carts before the
checkout process due to the complications embedded in them [7]. The interactive
web content in India has risen by 155% over the past two years.



Ranking of E-Commerce Sites in India Using Decision … 389

Fig. 1 Proposed hierarchical structure

B. Shipping and Delivery (Fc2)—The safe and quick delivery is the vital factor
on which the customers rely upon. During the shipment process, the products
are more vulnerable to damages and ensuring a secure delivery to the customers
becomes crucial. Low-cost shipment plays a vital role in ensuring satisfaction
to the end users.

C. Transparency (Fc3)—The online reviews by genuine customers only must be
published on the Web sites. Generally, 50% of the customers like to see the
reviews before jumping onto the decision of buying a certain product [7]. The
radical essence of customer satisfaction is the transparency of a particular site
[8].

D. Knee-jerkResponseTime (Fc4)—It is an arduous fact that theWeb sites usually
tend to lose 40% of the customers if the site takes more than 3 s to load [7]. Slow
speed of a site discourages a buyer and affects the rankings too.
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Table 1 Selected criteria and sub-criteria

S. No. Criteria Sub-criteria Checklist

1. Approachability or
comfort of use

i. Checkout process
ii. Transaction options
iii. Browser compatible
iv. Embedded interactive
content

i. How convenient the
checkout process is?
ii. Whether the site offers
multiple transaction
options?
iii. Is the site compatible
to the browser?
iv. The content makes the
user interaction
trouble-free?

2. Shipping and delivery i. Safe delivery
ii. Quick delivery
iii. Low-cost shipment
iv. Cashless proceedings

i. The delivered product is
damage-free?
ii. Site offers hasty
delivery system for its
customers?
iii. Does the site offer fair
shipment price?
iv. Are there cashless
proceedings available?

3. Transparency i. Online reviews
ii. Product value
iii. Reporting process
iv. Product images

i. Are the reviews
published on the site are
by a genuine consumer?
ii. Is the product value
demanded at the time of
checkout process is same
as it was displayed
initially?
iii. Does the site provide
updates on product
tracking before it is
shipped?
iv. The product received
by the consumer is same
as shown in the image?

4. Knee-jerk response time i. Query interrogation
ii. Load time of site
iii. Product navigation
iv. Home page
downloading

i. How fast the site
resolves the query: what
the consumer is trying to
find?
ii. How much time does
the site take to load?
iii. How effortlessly the
consumer is able to find
the product demanded?
iv. How quick the
homepage is downloaded?
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2 Adopted Methodology

AHP is one of the most efficient tools in the scenarios involving complex decision-
making problems. Sooner after its evolution, the method was adopted in the military
analysis [5]. The process initiates with the pair-wise comparison of the alternatives
based on some shortlisted factors [9].

2.1 Implementation of AHP and Its Calculations

See Tables 2, 3, 4, 5, 6 and 7.

Table 2 Pair-wise comparison matrix for approachability (Fc1)

Site 1 Site 2 Site 3 nth root E.V (W)

Site 1 1 3 5 2.466 0.637

Site 2 1/3 1 3 1 0.258

Site 3 1/5 1/3 1 0.405 0.105

Sum 3.871 1.000

(λmax)avg = 3.037, C.I = 0.0185, C.R = 0.0319

Table 3 Pair-wise comparison matrix for shipping and delivery (Fc2)

Site 1 Site 2 Site 3 nth root E.V (W)

Site 1 1 9 5 3.557 0.751

Site 2 1/9 1 1/3 0.333 0.070

Site 3 1/5 3 1 0.843 0.178

Sum 4.733 0.999

(λmax)avg = 3.029, C.I = 0.0145, C.R = 0.025

Table 4 Pair-wise comparison matrix for transparency (Fc3)

Site 1 Site 2 Site 3 nth root E.V (W)

Site 1 1 4 5 2.714 0.674

Site 2 1/4 1 3 0.908 0.225

Site 3 1/5 1/3 1 0.405 0.101

Sum 4.027 1.000

(λmax)avg = 3.086, C.I = 0.043, C.R = 0.074
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Table 5 Pair-wise comparison matrix for knee-jerk response time (Fc4)

Site 1 Site 2 Site 3 nth root E.V (W)

Site 1 1 1 7 1.913 0.515

Site 2 1 1 3 1.442 0.388

Site 3 1/7 1/3 1 0.362 0.097

Sum 3.717 1.000

(λmax)avg = 3.086, C.I = 0.043, C.R = 0.074

Table 6 Pair-wise comparison matrix for criteria

Fc1 Fc2 Fc3 Fc4 nth root E.V

Fc1 1 2 1/3 1/4 0.639 0.116

Fc2 ½ 1 1/6 1/8 0.319 0.058

Fc3 3 6 1 1/2 1.732 0.314

Fc4 4 8 2 1 2.828 0.513

Sum 5.518 1.001

(λmax)avg = 4.021, C.I = 0.006, C.R = 0.006

Table 7 List of indices assigned

Fc1 Fc2 Fc3 Fc4 Index assigned

Wp 0.116 0.058 0.314 0.513 –

Site 1 0.637 0.751 0.674 0.515 0.593

Site 2 0.258 0.070 0.225 0.388 0.304

Site 3 0.105 0.178 0.101 0.097 0.104

3 Validation of Result

The result can be verified by employing Shannon’s entropy method (Table 8).

First Step:

As a first step, a matrix of criteria weights for each factor is made: [10, 11].
β = 1/ln(n), which is a constant value. Therefore, β = 1/ln (3) = 0.91023.

Table 8 Determinant matrix Site 1 Site 2 Site 3

Fc1 0.637 0.258 0.105

Fc2 0.751 0.070 0.178

Fc3 0.674 0.225 0.101

Fc4 0.515 0.388 0.097



Ranking of E-Commerce Sites in India Using Decision … 393

Fig. 2 Dependency of each site on Fc1, Fc2, Fc3 and Fc4 (factors) results in providing the ranking
of the Site 1, Site 2 and Site 3 (E-commerce sites) respectively

Table 9 List of ranks Site 1 Site 2 Site 3

R3Ii values 0.66992 0.19966 0.13001

Ranking I II III

Second Step:

Si = 0.91023
∑n

k=1(α ∗ ln(α)), where α = Wrc: r = no. of rows and c = no. of
columns [11, 12]. Hence, S1 = 0.79505, S2 = 0.64482, S3 = 0.75830, S4 = 0.85142.

Third Step:

Ci = [1 − Si]. (C1 = 1 − 0.79505 = 0.20495; C2 = 0.35518, C3 = 0.2417, C4 =
0.14858).

Fourth Step:

In this step, the corresponding weights are computed: Wti = Ci/
∑

Ci [11].
Wt1 = 0.21564, Wt2 = 0.37371, Wt3 = 0.2543, Wt4 = 0.15633.

Fifth Step:

It consists of calculation of ranks and henceforth validating outcome [11].
R3 Ii = ∑

Ai j ∗Wti j for all i, j = 1 to k. (R3I1 = 0.66992, R3I2 = 0.19966, R3I3
= 0.13001) (Fig. 2 and Table 9).

4 Conclusion

With the objective of evaluating the ranks of the E-commerce sites, this paper uses a
technique employing AHP calculations. The entire study is based upon the determi-
nation of the factors that can ace the ranks of the sites. A contrast is obtained among
the factors on which the various sites depend. Taking those factors into considera-
tion, AHP is being implemented and the rankings are fetched. The latter result is
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then verified via entropy calculations. Although, it does not cover the entire pool of
such sites but based upon the most crucial factors it has been able to pick the sites
that majorly take those factors into consideration. To conclude, it can be inferred
that AHP extended with entropy acts as a preeminent approach for the ranking of the
E-commerce sites and assists people in selecting the best site to shop online, thereby
saving their valuable time.
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Computing Diet Composition for Patients
with High Cholesterol Using
Decision-Making Approach

Garima Rai and Sanjay Kumar Dubey

Abstract Cholesterol is a blendedmixture that presents in tissues of the humanbody.
Cholesterol and by-products of cholesterol are essential constituents of cell mucosa.
A sudden increase in the level of cholesterol leads to increased risk of coronary
heart diseases. Cholesterol is not required to be consumed as a part of the daily
diet; human body can exaggerate cholesterol on its own. Cholesterol supports the
proper functioning of human metabolism. Cholesterol is essential to build healthy
body cells. Sudden increase in the level of cholesterol does not have any notable
indication. Increased cholesterol levels in blood can only be suspected through a
blood test. Factors such as poor diet, obesity, lack of exercise, smoking, age, and
diabetes cause poor cholesterol level in the human body. Poor cholesterol level can
cause complications like chest pain, heart attack, and stroke. Human liver secrets
about 80% of the human body’s cholesterol and the other comes from the dietary
constituents such as fish,meat, eggs, and dairy products. The proposedwork suggests
the dietary patterns to recommend a diet for patients with poor cholesterol level. This
diet will help in maintaining a good cholesterol level. Analytic hierarchy process is
used as a technique to implement this proposed work. Estimation of ideal diet has
been recommended to patients with poor cholesterol level. The final outcomes reveal
the ideal diet plan for the patients with a bad cholesterol level. This recommends the
diets to be consumed by the patients at breakfast, lunch, and dinner. Fuzzy methods
are used to validate our work. The final results are in match with the results obtained
by analytic hierarchy process.
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1 Introduction

This instruction file cholesterol is present in all the cells of the human body. Choles-
terol is essential for brain, skin, and other human body organs to perform their
functions efficiently, but poor cholesterol levels due to too much consumption of
fatty dietary products can cause serious health issues. Some dietary products such as
fruits, vegetables, and grains are not compromised of any cholesterol. An elevated
cholesterol level is a notable mark for the risk of various heart diseases. As per recent
statistical data, 71 million American adults have elevated cholesterol levels. Every
one out of three adults has cholesterol conditions under control, and half the number
of poor cholesterol patients gets the treatments. Maintaining a good cholesterol level
helps in preventing the human body from numerous heart diseases like coronary
diseases and bypass surgery.

We can maintain a healthy lifestyle by doing exercise on a daily basis or by
including aerobics, jogging, and skipping habits such as smoking help in regulating
the good cholesterol level in the human body. Elevated cholesterol levels are one
of the major supporters in the burden of deaths in developing countries. In 2017,
16.9 million deaths recorded from coronary diseases due to poor cholesterol levels.
Year 2018 estimates 17 million as of early death rates from coronary diseases. As
per the latest statistical estimates, urban population is mostly to suffer from a high
cholesterol level because of their poor lifestyle and eating habits. Annually, 10 mil-
lion deaths are recorded due to coronary diseases caused due to poor cholesterol
levels. In urban population, it is mostly the people above the age 20 mostly having
elevated cholesterol levels. 2015–2016 reported more than 12% of adult age 20 and
above that had total cholesterol above 20 mg/dl. In the USA, a little more than a half
takes the benefits of medicine for cholesterol. As increased in the level of cholesterol
level does not have any symptoms, most of the people do not know that the level of
cholesterol has increased in their blood until an alarming stage is reached. One of the
best ways to monitor your cholesterol level is to maintain a habit of regular checkup.
A blood test named “lipid profile” measures the level of cholesterol in the human
body. The blood test requires to fast means not to eat or drink for 8–12 h before
the test. The test evaluates low-density lipoprotein (LDL), high-density lipoprotein
(HDL), triglycerides, and total cholesterol. Low-density lipoprotein is also called bad
cholesterol; high-density lipoprotein is known as good cholesterol; and high-density
lipoprotein takes it back to the liver from the bloodstream. Low-density lipoprotein
takes cholesterol from liver to the bloodstreams. In order to measure the choles-
terol levels in the milligrams, the unit is deciliter. Adults are suggested to get their
cholesterol levels examined in every 3–5 years of duration. People having records
of elevated cholesterol level in history are suggested to maintain a habit to regularly
examine their cholesterol level. Other components such as poor family background
cannot be controlled but preventive measures are suggested to lower its impact so
as to maintain a good cholesterol level. In order to suggest a proper diet plan for
patients with elevated cholesterol level, a diet recommendation system is required.
In the 1970s, Thomas L. Saaty developed a structural technique for categorizing and
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examining complicated outcomes, based on mathematics and psychology termed
as analytic hierarchy process [1]. A diet recommendation was proposed for dia-
betic patients using MCDM approach [2]. In earlier works, diet recommendation
emphasizes more on exterior components compromising the need, methodology, lat-
est trend, opportunities, etc., instead of internal components such as nutrients which
should be present in the diet. In our work, nutrients play a vital role in determining
the meals for patients with elevated cholesterol levels instead of the other exterior
aspects. In the proposed work, we have implemented analytic hierarchy process for
recommending the diet-containing nutrients with due importance. This technique
has diverse improvement over previously proposed work as it focuses more on the
vital nutrients essential for ideal meal. It involves AHP for determining an ideal diet
plan comprising of three meals intake for the high cholesterol patients in order to
preserve nutrients in body all through the day. As AHP formally implements the best
substitute comprising of all essential elements, our paper aims to use this method in
order to determine the ideal diet plan for high cholesterol patients [3].

2 Methodology

Multi-criteria decision-making (MCDM) strategy is implementedwhen the outcomes
depend on certain criterion as a piece of circumstances and their influence of those
criterions and circumstances on the final outcomes. Thomas L. Satyr arranged and
proposed a MCDM approach called AHP. In this approach, both the aspects, numer-
ical instruments and mental methodology, are incorporated. This approach requires
an endeavor of making pair-wise connections of all the essential components as per
requirement aspects. In relation to a particular factor, pair-wise relationships are
formed. Components such as consistency rundown, and consistency extent help in
examining the desired outcomes. Consistency extent in association under 10 percent
presents an expected outcome. AHP makes the utilization of analyzing the tables
(Table 1). The process of analysis was suggested by Saaty. Saaty introduced an ini-
tial size of internal and external numerals which are displayed in the grid (Table 2).

Table 1 Factors and their importance in the diet

Components Importance of the components in the diet [11]

Vitamin B5 It effectively reduces the LDL sustaining the CoQ10 levels. It is the
derivative of pantethine. It lowers the LDL level in the human body safely

Omega-3 fatty acid It may not support in lowering LDL level, but it assists in increasing HDL
level

Calcium It helps in lowering the cholesterol. Dairy products such as milk contain
calcium

Vitamin D It is vital for keeping human healthy and impacts blood sugar levels in the
human body. Vitamin D influences the health of human bones
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Table 2 Alternatives of diet and their components

Dietary Components of the diet [4, 12, 13]

Alternatives

Diet 1 Breakfast: One-fourth tablespoon cinnamon, half tablespoon methi, three–four
ounces of mint leaves, one cup fat-free milk, one banana

Lunch: 1 seasonal fruit such as apple and mango. Oven-baked chicken with
multi-grain bread, sliced avocado and tomato, black beans combined with
vinegar and olive oil

Dinner: One bowl soup of clear vegetables, leafy vegetables, half-bowl brown
rice, few blackberries

Diet 2 Breakfast: Few slices of wheat buns, 6 or 8 oz of nuts, yogurt with berries and
seeds

Lunch: 2 chappattis, half-bowl rice and beans, half-bowl spinach or cauliflower
with roasted fish or roasted chicken topping

Dinner: Three ounces stir-fry broccoli with basil, one bowl rice with one
tablespoon diced nuts, one bowl steamed mushroom, one bowl curd

Diet 3 Breakfast: Few ounces of nuts and one egg white with one glass skimmed milk

Lunch: Beans or soybeans soup, tofu with toppings of wheat germ

Dinner: Cucumber raita, spiced carrots, one bowl of oats meal along with barley

Diet 4 Breakfast: 1 bowl wheat flake, half-cup fat-free milk, half cup nuts

Lunch: cucumber salad of half smashed tofu with diced nuts and apples

Dinner: Two bowls of capsicum, one sautéed veg. broccoli, 1-cup fat-skimmed
milk

This measure complements the numerals which are utilized to display an intercon-
nection made and the options opted in respect of every scale units [4]. Utilization of
AHP is effective as the regimen of eating eventually terminates up being very ele-
mentary to perform as this merges all the basic components in the various relatable
manners. One other aspect of AHP is to examine the efficiency of a decision-maker’s
conclusions in a similar manner carrying out some differences in the important pri-
mary procedures. In order to figure out the right outcomes and the limitations of AHP,
we are utilizing this system in our work. Entropy technique is one of the assorted
systems for discovering weights. This strategy is used for assurance of weight of sur-
veying file in fuzzy mathematics, which joins the opinions of the expert with fuzzy
analysis survey, realizing a specific level to sort. It is a blended strategy of subjective
examination and quantitative examination [5–10]. The entropy weight is dictated by
the framework developed, and its structure of the choice execution cross section is
demonstrated in lattice beneath.
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3 Experimental Work

The dietary summarization of high cholesterol patients depends on some important
components. These components were examined with the assistance of an analysis
carried out by the creators. Some popular dieticians and physician specialists marked
their analysis. Important four components were concluded and are characterized in
the grid (Table 1).

In accordance with the above dietary components, we are featuring the selected
consuming summarization which was suggested to us by the reputed and admirable
medicines and dieticians who have esteemed experience in the medication of highly
elevated cholesterol patients and have tremendous knowledge in this area. These con-
sumption system decisions are relatable to the above components. The nourishing
analysis of the factors is utilized to estimate the regiment measures of components
needed by adamant person suffering from the poor cholesterol levels in accordance
with primarily evaluated supplements. Every consuming requirement includes eval-
uated three primary dinning of the daily human diets particularly breakfast, lunch,
and dinner. The diets are shown in Tables 2, 3, 4, 5, 6, 7, 8, and Fig. 1.

Table 3 Pairwise comparison matrix of criterions

Vitamin B Niacin Phytosterols Soluble fibers Eigenvector

Vitamin B5 1.0000 3.0000 7.0000 7.0000 0.5654

Omega-3 fatty acids 0.3333 1.0000 5.0000 7.0000 0.3001

Calcium 0.1429 0.2000 1.0000 3.0000 0.0879

Vitamin D 0.1429 0.1429 0.3333 1.0000 0.0466

λavg(max) = 4.2278, C. I = 0.0759, C. R = 0.0844

Table 4 D1, D2, and D3 w.r.t vitamin B5

DIET 1 DIET 2 DIET 3 Eigenvector

DIET 1 1.0000 0.3333 5.0000 0.2790

DIET 2 3.0000 1.0000 7.0000 0.6491

DIET 3 0.2000 0.1429 1.0000 0.0719

λavg(max) = 3.0649, C. I = 0.0324, C. R = 0.0559

Table 5 D1, D2, and D3 w.r.t omega-3 fatty acid

DIET 1 DIET 2 DIET 3 Eigenvector

DIET 1 1.0000 3.0000 7.0000 0.6694

DIET 2 0.3333 1.0000 3.0000 0.2426

DIET 3 0.1429 0.3333 1.0000 0.0879

λavg(max) = 3.0070, C. I = 0.0035, C. R = 0.0061



400 G. Rai and S. K. Dubey

Table 6 D1, D2, and D3 w.r.t calcium

DIET 1 DIET 2 DIET 3 Eigenvector

DIET 1 1.0000 7.0000 5.0000 0.7306

DIET 2 0.1429 1.0000 0.3333 0.0810

DIET 3 0.2000 3.0000 1.0000 0.1884

λavg(max) = 3.0649, C. I = 0.0324, C. R = 0.0559

Table 7 D1, D2, and D3 w.r.t vitamin D

DIET 1 DIET 2 DIET 3 Eigenvector

DIET 1 1.0000 7.0000 9.0000 0.7854

DIET 2 0.1429 1.0000 3.0000 0.1488

DIET 3 0.1111 0.3333 1.0000 0.0658

λavg(max) = 3.0803, C. I = 0.0401, C. R = 0.0692

Table 8 Reliability index for
diet alternatives

Results Rank

DIET 1 0.459435 1

DIET 2 0.453883 2

DIET 3 0.086681 3

Fig. 1 Results through AHP

4 Validation of the Experimental Work

Themethodology of entropy is among the variant procedures to evaluate the weights.
The present regime (entropy) is used for validations ofweight of reading data in fuzzy
mathematics, which includes the evaluation of the studying of final fuzzy leading
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Table 9 Entropy calculations Vitamin B5 Omega-3 fatty acids Calcium Vitamin D

0.7518 0.7519 0.6802 0.5937

0.2482 0.2481 0.3198 0.4063

0.203 0.2029 0.2616 0.3324

Table 10 Ranking Diet 1 Diet 2 Diet 3

R3I 0.6447 0.2517 0.2517

Rank 1 2 3

to the sorting at some point. It is a combinational procedure of a particular analysis
[5]. The entropy weight is managed (Tables 9, 10).

5 Conclusion and Future Aspect

Evaluating the hierarchy process is utilized to select the most suitable and effective
eating diets among the three choices selected or chosen by esteemed dieticians and
exceptionally trained specialists. The experimental study was done using AHP, and
then the result was validated by using the entropymethod, which provided the similar
ranking for the diet recommendation. In the future, the study will be provided on
the basis of more inputs and different parameters by using more different techniques
and by using some real-life data.
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Automatic Vehicular Number Plate
Recognition (VNPR) for Identification
of Vehicle Using OCR and Tesseract

J. S. Nirmala, Rahul Banerjee and Rajath S. Bharadwaj

Abstract Vehicular number plate recognition (VNPR) is an important issue which
can be solved using image processing and computer vision. VNPR process, when
taken into consideration, can be used to solve a variety of issues in the fields of
road safety and security. The problems can range from parking concerns to traffic
control and might also include situations related to tollbooth or speed limit issues.
Vehicle number plate recognition has a lot of side complexities arising due to a lot of
factors including variable light dissipation, camera quality, and also speed at which
the vehicle is moving. The proposed system will be able to identify number plates
of cars and bikes and help trace the owner of that vehicle. We use various machine
learning techniques and image processing utilities along with computer vision to
address few of the issues which can be solved using the same.

Keywords Vehicular number plate recognition (VNPR) · Optical character
recognition (OCR) · Artificial neural network (ANN) ·Machine learning ·
Computer vision · Image processing · K-nearest neighbor

1 Introduction

Every vehicle is registered with a unique vehicle number containing a combination
of letters and digits. These number plates distinguish vehicles from each other, where
the number plate data is extracted from vehicle’s picture or from grouping of pictures
without direct human mediation [1]. Traffic activity control and vehicle proprietor
distinguishing proof have progressed toward becoming a significant issue for each
nation. Occasionally, it progresses in such a way that the entire process of VNPR
becomes complicated and the probable reasons are if the vehicle proprietor abuses
road safety rules and also if the driver drives too fast [2]. As advancements in the
field of technology are continuously made, this process can also be migrated to the
cloud, which can handle the computations and act like a database housing all the
number plates being stored for security concerns or for future use [3, 4].
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VNPR is a very useful system which can not only help traffic police to deal with
traffic violators but also can help to catch regular offenders. Countries like India
in particular needs an effective system such as this to take care of the situations
mentioned above. Therefore, it is important that such a system is implemented and
deployed with high accuracy and efficiency [2, 4, 5].

The proposed system can be helpful for authorities looking for solutions to over-
come the manual labor work of noting down vehicle number before they speed
away.

2 Literature Review

The most important roles played in any video analysis of a number plate image
are computer vision and character recognition and the algorithms that are used to
recognize any number plate. These form the fundamental core modules of a VNPR
system.

Optical character recognition (OCR) is one of the most widely used technologies
which helps in obtaining machine-encoded text by translating the text present in
photographs. The text present in an image can be either printed text or handwritten
text. OCR works on a feed-forward neural network to detect non-overlapping sets of
images to detect the characters [6, 7]. Artificial neural network (ANN) is also one
of the most popularly used intelligent computing methods to recognize patterns. A
simple internal architecture called multilayered feed-forward neural network is more
commonly used, while making use of ANN classifies the available inputs into a set of
target categories. In this technique, we use feature extraction and binary pixel values
to get an organized input which is obtained from neural networks. Feature extraction
helps to achieve good performance even under non-favorable conditions like the
image being noisy or even in situations where the lighting conditions are poor [8, 9].
Common pattern matching technique is one of the rudimentary methods to recognize
the text of a single font and of non-varying size. It is a well-suited approach for the
implementation of VNPR systems. They require less computation power and have
less execution time. The accuracy is less compared to ANN as incorrectly segmented
characters or misplaced characters in the text affect the ability of the OCR [1, 7, 10].
Neural networks, on the other hand, are, however, more precise in recognizing the
characters accurately as theyhave a strongmemory and self-adaptation to assist.ANN
requires more neurons to work efficiently which increases the computing power and
execution time significantly [11].

Every system discussed has its own advantages and disadvantages. Based on user
requirements or available resources, a suitable technique can be used to implement
VNPR.
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3 Methodology

The main objectives of the system are recognizing the number plates and extracting
the data from the images taken. The extracted data can then be used to track down
the owners of the vehicles.

This process includes the below-mentioned three major stages:

1. Number plate detection
2. Image extraction and pre-processing
3. Character segmentation and recognition.

1. Number Plate Detection:

A number plate can be extracted by using image segmentation method. Images
are taken in different illumination conditions and at various distances from the
camera [12]. It is difficult to click pictures of moving vehicles; therefore, the
process comes along with lower accuracy. Number plates can be of different
shapes and different sizes and can contain a lot of font styles; font size might
also vary, and hence, all these must be kept in mind while computing everything
in this field [8].

2. Image Extraction and Pre-processing:

When a vehicle comes into the frame, the algorithm is designed in such a way
that the number plate is located, detected, and extracted from the image/video
feed. This image, in turn, is sent for processing for the extraction of the features.
Image processing includes few of the following steps [1, 3, 5, 7, 8]:

(i) The image getting converted from RGB format to gray scale (infrared)
(ii) Smoothening of the image by noise reduction
(iii) Contrast enhancement by changing threshold values of the images
(iv) Canny edge detection and feature extraction
(v) Actual number plate extraction.

The features in turn are used to extract the number plate, read the characters,
and make the process ready for OCR.

3. Character Segmentation and Recognition:

Character segmentation is all about understanding and recognizing the characters
present in the image; it can also be a series of characters.

Segmentation is also about extracting the attributes of the characters. It tells us
about the type of the character, i.e., whether the character is a number or an alphabet.
It will also help us classify whether the alphabet is in upper case or lower case. The
number plate can be of different size which can also result in the font of the number
plate to change as well [10, 11].

OCRmakes use of patternmatching and recognition. It is an offline process where
it targets a group of characters or sometimes even individual characters. It can be used
to extract particular and specific characters from the images and can also be used for
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extracting characters out of a handwritten document. OCR makes use of K-NN to
locate the nearest possible character based on the process of matching. When there
is confusion between two similar alphabets, the K-NN score decides which alphabet
it should be classified as such [4, 6, 8, 11].

4 Computer Vision Process

Associated Algorithm

Step 1 Import all the dependent libraries: cv2, Tesseract, NumPy, PIL, copy.
Step 2 Pre-processing Procedure

• Take ‘img’ as input
• Using ‘cv2.GaussianBlur’, change the blur factor of the ‘img’; ‘img’ now
becomes ‘imgBlur’

• Change the ‘img’ to gray scale using ‘cv2.cvtColor(imgBlur,
cv2.COLOR_BGR2GRAY)’

• Change the threshold of ‘imgBlur’ using any suitable threshold template

Step 3 Noise Reduction Procedure

• Detect the ‘contours’ in the plate ‘img’
• If ‘contours’ are detected
– Mark the area coordinates
– Bind the area using cv2.boundingRect()
– Apply any suitable threshold template to the bounded area

Step 4 Extraction Process

• The bounded area is cropped and is saved as a separate ‘result_img.png’

Step 5 Using the ‘Tesseract’ library; extract the characters with aid of the OCR
process

Step 6 Store the time stamp and the vehicle number in the designated ‘plate.csv’
file.

Flowchart Depicting the Process
See Fig. 1.

5 Results

See Figs. 2, 3, 4, and 5.
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Fig. 1 Flowchart for the
entire process of VNPR
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Fig. 2 Original number plate image* (reference image has been taken from the Internet; hence, there
is no chain of ownership in knowledge) https://www.quora.com/How-are-number-plates-assigned-
in-India, https://www.quora.com/How-are-number-plates-assigned-in-India

Fig. 3 Cropped out and enhanced number plate image* (resultant of the reference image) https://
www.quora.com/How-are-number-plates-assigned-in-India

6 Challenges Associated

There are numerous constraints that come in the way of high accuracy in detecting
and reading the number plates. Below are a few of the limitations discussed [1, 2, 5,
7, 10, 11]:

• The first factor is the fact that every country has its own format for number plates,
and there is no uniformity in terms of font or size of the text.

• The second factor is the distorted pictures with too much noise that hinders the
ability of the OCR system to detect the number plate precisely. This can be due to
a variety of reasons like low-resolution cameras, incomplete scope of vision, and
high speed of cars.

https://www.quora.com/How-are-number-plates-assigned-in-India
https://www.quora.com/How-are-number-plates-assigned-in-India
https://www.quora.com/How-are-number-plates-assigned-in-India
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Fig. 4 CSV file handling the vehicle number plate and associated time stamp

   - Level of accuracy - Level of Error||

Fig. 5 Statistical representation of the data collected after conducting 100 tests
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• The third factor is the computingpower of the system that handles theOCRprocess.
If the necessary software and hardware requirements are not met, the speed and
correctness of the system to detect number plate reduce.

• The fourth factor is the visibility of the plate; if a car’s number plate is coveredwith
dust or mud, it is physically impossible to uncover the characters hidden below
the dirt or mud.

• The fifth factor is the visibility condition. If the environment is too dark, the same
process becomes complicated as the characters may not be properly visible.

• Other factors include the high cost associated with the acquisition of a high-quality
camera for the process. This might be a one-time process but will still set the
organization back a bit.

7 Conclusions and Future Work

This paper presents an efficient way of implementing an automatic number plate
recognition System. The proposed system is mainly meant for vehicles registered
in India, but it also works with number plates from selected countries. This system
works well in reasonably low-lit environments and images with little noise in them.
Rigorous tests have been done to check the accuracy of the system under different
weather and lighting conditions. The limitations of this system are with respect to
images with misplaced text and number plates of a few countries with no spacing
between characters and numbers that look alike. The system has an accuracy of
recognizing 81 number plates correctly in a sample set of 100. Future works include
improving the efficiency by distinguishing similar looking numbers and characters
and predicting partially visible text in a number plate.
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High-Frequency CNTFET-Based
Voltage-Controlled Oscillator for PLL
Application

Yogesh Kumar, Ashish Raman, Ravi Ranjan and R. K. Sarin

Abstract In this paper, a high-frequency differential ring dual-delay voltage-
controlled oscillator (DR-VCO) is proposed. This 9 GHzDR-VCO is designed using
45 nm CNTFET technology. CNTFET is faster thanMOSFET, and hence it provides
a high tuning range. VCO with four-delay cells is designed in this work. This design
consists of four-stage delay cells, and every delay cell is designed on dual-delay path
topology. This topology results in high-output oscillation frequency which includes
the range from 3 to 9 GHz. The observed phase noise at offset of 1 MHz frequency
is −66 dBc/Hz.

Keywords Differential delay cell · CNTFET (Carbon nanotube field-effect
transistor) · Differential ring VCO (DR-VCO) · Phase-locked loop · Dual-delay
path topology

1 Introduction

Almost in every electronic circuit, phase-locked loops are the essential block for
frequency synthesizer and data recovery circuits. Critical parameters of wireless
communication systems are tuning range of frequency and power dissipation [1–
4]. VCOs are the essential building block of PLL circuits. PLL circuits are broadly
used in various wireless communication systems. A phase detector (PD), low pass
filter (LPF), charge pump (CP) and voltage-controlled oscillator (VCO) are the com-
ponents of PLL. PLL’s stability proportionally depends on VCO’s performance. To
improve the overall performance of PLL, the VCO design can be improvised to attain
better results. Generally, there are two types of VCOs can be used in circuits which
are LC oscillators and ring oscillators. In LC oscillators, the inductor is designed
using a spiral winding method, so it takes a broader area with high power dissipation
which is not desired in modern large scale circuits. LC oscillators are used where the
main focus is to achieve a superior phase noise performance. But in the other aspect,

Y. Kumar (B) · A. Raman · R. Ranjan · R. K. Sarin
Department of ECE, NIT, Jalandhar, India
e-mail: yogesh.ece123@gmail.com

© Springer Nature Singapore Pte Ltd. 2020
D. K. Sharma et al. (eds.), Micro-Electronics and Telecommunication
Engineering, Lecture Notes in Networks and Systems 106,
https://doi.org/10.1007/978-981-15-2329-8_42

413

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-2329-8_42&domain=pdf
mailto:yogesh.ece123@gmail.com
https://doi.org/10.1007/978-981-15-2329-8_42


414 Y. Kumar et al.

Fig. 1 PLL block diagram

the tuning range of frequency for LC oscillator is very poor [5]. So, because of the
above disadvantages, ring oscillators are used over LC oscillators Fig. 1.

The motivation of this work is to enhance the frequency range. In the proposed
design, CNTFETs are used to enhance the operating frequency of VCO and to
increase the frequency range. Due to dependency on chirality factor of CNTFET,
its electronic structure can be controlled. To achieve high-performance character-
istics, carbon nanotubes (CNTs) are best suited because the transport, as well as
ballistic or near-ballistic transport, is determined with low-voltage bias. The pro-
posed VCO which consists of four-stage delay cells is designed for application of
high switching speed and low power.

2 Design Description of VCO

The VCO block diagram is shown in Fig. 2. In this DR-VCO with four stages,
dual-delay cells are shown in the figure.

The oscillation frequency of output of the DR-VCO is obtained by the total count
of dual-delay cells (N) which are associated in a closed loop to create oscillations. In
case, if the count of delay stages in the closed loop is fixed, then by controlling the

Fig. 2 Block diagram of proposed DR-VCO [6]
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Fig. 3 Single delay cell of designed VCO [6]

control voltage, the output frequency can be controlled. The oscillation frequency of
output of the DR-VCO can be evaluated as follow [7]:

fo = 1

2td N
(1)

where f o is the output frequency and td is the delay time of a single cell and N is the
count of the delay cell.

The single delay cell is shown in Fig. 3 [6].
The output frequency for conventional ringVCOs is limited due to the fact that the

delay time of single inverter is always less than the overall circuit delay. The negative-
skewedpath design is used to remove that frequency limitation [8] by reducing overall
delay time of the oscillator below the level of single inverter’s delay.

3 Delay Cell Working Methodology

In Fig. 3, the primary inputs are Vin1Plus and Vin1Minus. Two transistors PCNT3
and PCNT4 are used as a load. Transistors PCNT9 and PCNT10 are used as varactor
by shorting their drain and source terminals. The output frequency can be controlled
by changing the control voltage (Vc), which is input to the third terminal of load
transistor, i.e., gate terminal, PCNT3 and PCNT4 and also to the drain-source ter-
minal of PCNT9 and PCNT10. When the Vc is decreased, the resistance(R) of load
transistors and capacitance(C) of PCNT9 and PCNT10 decreases [6]. So when the
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time constants R and C of the dual-delay cell decrease, it results in increase in the
output frequency. When Vin1Plus <V th, NCNT1 turns off and since the PCNT5 is
connected to the feedback signal, it receives input signal earlier than CNT1, it results
in conducting CNT5 transistor. This pre-charges the output signal by pulling it up
and hence it decreases rise time of the output signal. NCNT7 and NCNT8 are used
in the same way to pull down the fall time by pre-discharging the output. Hence, this
methodology increases the oscillation frequency of output.

The power dissipation of a DR-VCO can be evaluated as follows [9]:

P = N IdVdd (2)

To optimize the power dissipation of the DR-VCO, the delay cells (N) can be
chosen.

Phase noise is very crucial specification of VCO. The noise performance of a
device can be evaluated by its phase noise. For this design, the obtained phase noise
at offset frequency of 1 MHz is −66 dBc/Hz.

4 Simulations

The output oscillation frequency ranges from 3.84 to 9.27GHz. The following output
is shown in Fig. 4 at Vc = 0.7 V.

The output frequency (Vc= 0.7 V) in Fig. 5 and power dissipation graph in Fig. 6
of designed VCO are shown.

Fig. 4 Output waveform of
designed VCO
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Fig. 5 Frequency output of designed VCO

Fig. 6 Power dissipation of
designed VCO

In Fig. 7, phase noise at 1 MHz offset is shown, and in Table 1, frequency, power
dissipation and phase noise variation for the range of control voltage are shown.

In Table 2, the comparative analysis is shown with conventional CMOS VCOs
and CNTFET-CMOS (hybrid) VCOs and the proposed work.
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Fig. 7 Phase noise
performance of designed
VCO

Table 1 Frequency and power dissipation with Vc variation

Control voltage(Vc) Frequency (GHz) Power dissipation (mW) Phase noise (−dBc/Hz)

0.1 9.27 0.542 −61.5

0.4 5.39 0.347 −63

0.7 3.92 0.188 −64.8

1.0 3.84 0.169 −66

Table 2 Comparative analysis of different designs

References Tech (µm) Tuning range
(GHz)

Supply
voltage
(V)

Power
(mW)

Phase noise
(dBc/Hz)

[1] 180 nm CMOS 0.479–4.09 1 13 −93.3
@1 MHz

[10] 180 nm CMOS Max5.5 – 17.5 −104
@4 MHz

[4] 180 nm CMOS 0.12–1.3 0.5 0.085 −72
@1 MHz

[11] 180 nm
CMOS-CNTFET

3.12–5.26 1.8 0.625 –

This work 45 nm CNTFET 3–9 1 0.542 −66
@1 MHz
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5 Conclusion

This design can be used for high-frequency applicationwith low power consumption.
The output frequency is high which lies between 3.84 and 9.27 GHz. The maximum
power dissipation is 0.542 mW. The phase noise value at offset of 1 MHz frequency
is −66 dBc/Hz at a control voltage of 1 V.
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Trajectory Tracking Control
of Unmanned Aerial Vehicle
for Autonomous Applications

Aditi Zear and Virender Ranga

Abstract Quadrotors are suitable aerial platform for carrying out agile flightmaneu-
vers. Currently, quadrotors are handled by ignoring different aerodynamic effects
such as rotor drag. Rotor drag is the main aerodynamic effect that causes trajectory
tracking error in flight during high speed. Therefore, a control model considering the
rotor drag effect is proposed in this research paper. Our proposed model exploits the
differential flatness property of dynamic quadrotor model to reduce the trajectory
tracking error during the flight of unmanned aerial vehicle (UAV) in the environ-
ment. Further, a geometric controller is used to stabilize the UAV in the midair. A
trajectory publisher is also used to provide the stream of feed-forward control terms
for the desired trajectory. The performance of proposed control method is checked
with the benchmark controller by computing root-mean-square position error. The
proposed solution is tested for predefined horizontal Gerono Lemniscate trajectory
and circular trajectory. Further, the proposed model is also tested with change in
angular velocity values to prove its robustness in the environment.

Keywords Quadrotor · Rotor drag · Trajectory publisher · Differential flatness

1 Introduction

Recently, quadrotors have been emerged as convenient aerial platform for carrying
out agile flight maneuvers. These aerial rotorcrafts are being employed for robotics
research such as for different control design analysis. They arewell suited for robotics
research work because of their hover capability and ability to carry considerable pay-
load according to their size. They are easily repairable and economical with their
increasing demand in different applications. Quadrotors have simple mechanical
structure consisting of four rotors with elementary propellers and stiff frame, how-
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ever [1–4]. These are usually controlled by ignoring various aerodynamic effects
like rotor drag which becomes important in non-hover conditions. The rotor drag
effect basically originates from induced drag of rotors and blade flapping. The rotors
induce aerodynamic drags during translational movement [4–7]. The aerodynamic
effects, when considered as unrecognized disturbances, work well in controlling the
quadrotor with low velocity near to hover conditions. However, with the increase in
velocity, the quadrotor’s accuracy for trajectory tracking reduces. It is valuable to
achieve accurate trajectory tracking for rapid obstacle avoidance [5, 8–12]. In order
to achieve such accuracy, a solution is needed to be proposed for exact tracking of
unknown trajectories before flying.

2 Related Work

Many solutions have been proposed in order to target the accuracy of trajectory
tracking. Some solutions are also proposed while considering the obstacle avoidance
[9–16]. However, less attentions have been paid in constructing nonlinear control
systems to design trajectory tracking controllers [13–18]. Therefore, in this research
paper, our work is focussed in developing a control system to improve trajectory
tracking efficiency of quadrotors by taking into account rotor drag effects. We have
cast off the property of differential flatness, i.e., the dynamicmodel of quadrotor likely
to have linear rotor drag effects is differentially flat having flat outputs chosen to be
its heading and position [5, 16, 18–20]. This property is further used in computing
feed-forward control terms from the reference trajectory that needs to be tracked.

3 Control Law

The controller is used to track the reference trajectory. It uses feedback terms calcu-
lated from the tracking errors along with the feed-forward terms calculated from the
reference trajectory by using the differential flatness property of the quadrotor [1–4].
The quadrotor’s control architecture does not permit to apply torque inputs exactly
[5, 16]. Hence, a lower-level body rate controller is provided to accept the desired
body rates. Hence, a control algorithm that consists of lower-level body rate con-
troller along with higher-level position controller is proposed in this paper. A world
frame and body frame fixed with quadrotor’s origin, coinciding with center of mass
(COM) and represented in world coordinates, are used with their orthonormal basis
xW , yW , zW and xB, yB, zB , respectively. The quadrotor subjects to acceleration g
due to gravitation in −zW direction. The quadrotor’s COM position is denoted as p
and its velocity, orientation, and acceleration are denoted as v, R and a, respectively.
The position controller calculates the required orientation Rd , the collective thrust
Ccm , the required body rates ωd , and the angular acceleration ω̇d . All these inputs
are then feeded to low-level controller [5]. As initial step in high-level controller, the
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acceleration of quadrotor’s body can be calculated as

ad = a f + ar − ard + gzW (1)

Here af is the proportional derivative feedback control terms which can be
calculated from control errors in position and velocity.

a f = −Kp(p − pr ) − Kv(v − vr ) (2)

where constants Kp and Kv are constant diagonal matrices and ar = −Rr DRT
r vr

is acceleration of rotor drag. Here D is a constant diagonal matrix that consists of
mass-normalized rotor drag coefficients, and ar , vr , pr , and Rr are the quadrotor’s
acceleration, velocity, COM, and orientation calculated from reference trajectory,
respectively. The desired orientation Rd with respect to reference heading ψr is
calculated as

zB,d = ad
‖ad‖ (3)

xB,d = yC × zB,d
∥
∥yC × zB,d

∥
∥

(4)

yB,d = zB,d × xB,d (5)

The desired accelerations are projected into the actual body’s z-axis, and the
collective thrust is calculated as

cc = aT
d zB − kh

(

vT (xB + yB)
)2

(6)

Similarly, the body rates are calculated as

ωd = ω f + ωr (7)

where ω f and ωr are the feedback and feed-forward terms calculated from altitude
controller and reference trajectory, respectively. The root-mean-square error over N
control cycles of high-level controller for executing the given trajectory is used to
analyze the trajectory tracking performance. The error can be calculated as

Ea =
√
√
√
√

1

N

N
∑

k=1

∥
∥Ek

p

∥
∥
2

where Ek
p = pk − pkr (8)
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4 Working Model

The described control law is implemented using Robot Operating System (ROS)
and PX4 flight stack. The Gazebo simulator is used to simulate the results. ROS
nodes are created using C++. MAVROS is used to provide efficient communication
between ROS and PX4 flight stack. The control law is implemented using two ROS
nodes called geometric controller and trajectory publisher [19, 20]. The controller
benchmark as ROS node is used to track the errors and RVIZ visualization tool
is used to visualize this control model. Figure 1 gives the brief description about
exchange of ROSmessages between components, and Fig. 2 shows the control model
components alongwith their published and subscribed topics. Themajor components
of our proposed working model and their operations are discussed below.

4.1 Geometric Controller

It is used to implement the differential flat system considering the rotor
drag effect. The controller continuously publishes thrust and body rates
at/mavros/setpoint_raw/attitude (ROS topic) in order to satisfy the constraints
described by PX4. The desired position and velocity are obtained from trajectory
publisher at the intervals of 10 ms. The actual position and velocity are published

Fig. 1 Exchange of ROS messages between control model components



Trajectory Tracking Control of Unmanned Aerial … 425

Fig. 2 Published and subscribed topics between ROS components

by MAVROS through MAVLink tunnel between PX4 and ROS. The geometric
controller publishes and subscribes to the following topics:

1. Published Topics:

• mavros/setpoint_raw/attitude(mavros_msgs/AttitudeTarget): It consists of
value for thrust and body rate calculated by controller.

• reference/pose(geometry_msgs/PoseStamped): It describes the actual x, y, z
coordinates of quadrotor.

• reference/pointPub(geometry_msgs/Point): These are actual x, y, z coordinates
published for error calculation.

2. Subscribed Topics

• reference/setpoint(geometry_msgs/TwistStamped): It provides desired x, y, z
coordinates of desired trajectory.

• mavros/state(mavros_msgs/State): It shows the current state of the robot.
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• mavros/local_position/pose(geometry_msgs/PoseStamped): It provides the
actual x, y, z coordinates of quadrotor.

• gazebo/model_states(gazebo_msgs/ModelStates): It depicts the current state
of the quadrotor in Gazebo environment.

• mavros/local_position/velocity(geometry_msgs/TwistStamped): It consists of
information regarding linear and angular velocities.

4.2 Trajectory Publisher

The trajectory publisher publishes continuous trajectories and provides them to the
geometric controller and RVIZ tool. It includes already defined reference trajectories
such as horizontal Gerono Lemniscate trajectory and horizontal circular trajectory.
These trajectories are published at the rate of 10 ms. It publishes and subscribes the
following ROS topics.

1. Published Topics

• reference/trajectory(nav_msgs/Path): This is used to publish the desired
trajectory to the rviz.

• reference/setpoint(geometry_msgs/TwistStamped): It provides the desired
position, velocity, and acceleration.

• reference/targetPointPub(geometry_msgs/Point): It consists of desired x, y, z
coordinates published for error calculation.

2. Subscribed Topics

• mavros/local_position/pose(geometry_msgs/PoseStamped): It provides actual
x, y, z coordinates of quadrotor.

• mavros/local_position/velocity(geometry_msgs/TwistStamped): It contains
desired position, velocity, and acceleration.

4.3 Controller Benchmark

It is used to evaluate the performance of the controller. It calculates the error using
Eq. 8 as described above. The desired position and the actual position are provided
to the controller benchmark by trajectory publisher and MAVROS. It publishes and
subscribes the following ROS topics:

1. Published Topics

• reference/error(reference/error): It is used to publish root-mean-square error.
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2. Subscribed Topics

• mavros/local_position/pose(geometry_msgs/PoseStamped): It provides actual
x, y, z coordinates of quadrotor.

• mavros/local_position/velocity(geometry_msgs/TwistStamped): It contains
information regarding linear and angular velocities.

• reference/setpoint(geometry_msgs/TwistStamped): It provides the desired
position, velocity, and acceleration.

5 Simulations and Results Analysis

The simulations have been conducted in the Gazebo environment. The Gazebo envi-
ronment helps to understand the complications and challenges for the proposed
model, if it runs in the real environment. The RVIZ tool shows the better trajec-
tory error tracking performance of the controller [19, 20]. Figures 3 and 4 show the
simulation of quadrotor in Gazebo and visualization of our proposed control model,
respectively. The trajectory tracking performance of the proposed control scheme is
tested by using Gerono Lemniscate trajectory and circular trajectory.

The benchmark controller is used to analyze the performance of our proposed con-
troller model by analyzing the root-mean-square (rms) position error (using Eq. 8).
Figure 5a, b shows the plot of root-mean-square error (Ea) with respect to time (t)
for circular trajectory and Lemniscate trajectory, respectively. The performance of
the control model is further analyzed by increasing the velocity of quadrotor, and
the rms position error with increased velocity is also computed. Figure 6a, b shows

Fig. 3 Quadrotor’s simulation in Gazebo
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Fig. 4 RVIZ visualization of controller

Fig. 5 a Ea w.r.t to t for circular trajectory and b Ea w.r.t to t for lemniscate trajectory

the plot of rms error (Ea) with respect to time (t) with change of velocity for circular
trajectory (CT) and Lemniscate trajectory (LT), respectively.

From the plots, it has been observed that the proposed control model shows less
stable behavior with increase in velocity and root-mean-square error for both circular
and lemniscate trajectories which increase with time. There is an increase in the error
value for lemniscate trajectory as compared to circular trajectorywhich shows that the
controller becomes less stable while moving from simple to complicated trajectories.
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Fig. 6 a Ea w.r.t to t for CT with increased velocity and b Ea w.r.t to t for LT with increased
velocity

6 Conclusion and Future Scope

In this paper, a control model is proposed to track the reference trajectory which
uses feedback terms calculated from the tracking errors along with the feed-forward
terms calculated from the reference trajectory using the differential flatness property
of the quadrotor. The control law is implemented while considered rotor drag effects.
The performance of the proposed control method is tested with benchmark controller
which analyzes the root-mean-square position error with respect to time. The simu-
lation results show that error value is increased for lemniscate trajectory compared
with circular trajectory. For high velocity values, it is observed that the controller
becomes unstable with increase in velocity and also for complicated trajectories. In
future, we would like to improve the performance of the control model in order to
achieve minimum trajectory tracking error with increase in velocity and for more
complicated trajectories along with obstacle avoidance mechanism. We will further
try to implement our controller as real-world working model.
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Evaluation and Study of IoT Entrances

E. Sai Sravani, A. V. Sreehitha, A. Konda Babu and Durgesh Nandan

Abstract The people in the present scenario are leading a busy life which is filled
with modern technology that changes rapidly. In such a rapid growth of the human
race, technological developments were also increasing rapidly. At the beginning
of the twenty-first century, technology turned its focus towards automation which
leads to the development of new innovative technology called IoT. But it is a bit
harder to implement because IoT is not just connecting hardware devices with the
Internet, but it is the interconnection of devices with the Internet that should work
with intelligence. To do that, we should require gateways and a cloud to store data.
The main key element in the complete success of IoT is the gateway. A gateway
is a device either a hardware device or a software program that connects the client
and the server. The server or the cloud consists of data and this data from the cloud
to server and vice versa can be done through these gateways. The functioning of a
gateway is not only to relocate the information between the consumer and the server
but also to maintain protocols and to ensure security to the continuous flow of data
that is exchanged between the client and the server. In the above paper, we gave a
complete gist regarding the IoT gateways and explain the working or functionalities
of different gateways in different applications.
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1 Introduction

Nowadays IoT is growing at a fast pace and the reason behind this success and
growth is due to the automation of everything attracted the interest of everyone, and
this emerging technology lays down the path for contracts technologies that are used
to interpret data and produce an outcome [1]. The main important element in the
working of the IoT system is IoT gateway. A gateway is nothing, but a device or
software used to connect the client and the server (cloud). These IoT gateways are
appreciated because there exists a control concerning the input and output [2].

Gateways are used to exchange the information among the clients and the server,
and they are used to homogenize the protocols, data storage, process the data and also
ensure secure data flow between the cloud and the customers. The gateways consist
of many devices working together, i.e. software and hardware working together, and
it needs to organize protocols and it needs to organize protocols to do this CoAp pro-
tocol [3] which is mainly used which ensures security and effective communication.
In IoT, there should some connection between the physical world and the processing
unit or the gateway to perform a certain task. In order to establish a connection with
the physical world, we need sensors, GPS, scanners [4] (Figs. 1 and 2).

Fig. 1 Information passage through gateway

Fig. 2 Functionality of gateway
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In IoT, everything must be automatic basing on the data present in the cloud.
Sometimes, we even didn’t have a client to transfer information to the gateway in
such situation there should be some devices to transmit the information automatically
by sensing the external environment. The sensing domain mainly consists of sensors
to detect light, heat, temperature, humidity, moisture, etc. In the place of the client,
these sensors will send the data to the gateways and further process is continued [5].
However, the technology of IoT involves continuous monitoring, and continuous
communication must exist in between the device. This continuous interconnection
may lead to continuous high-power usage [6].

In this paper, Sect. 2 focuses on the gateway protocols that are available depicting
the functionalities of the IoT gateways. In Sect. 3, existing techniques in different
fields such as agriculture, health and households were explained. Section 4 depicts
completely the operations of IoT gateways. In the final section, the further execution
of IoTgatewayswas listed. Finally, the themeof exploring IoTgateways is concluded.

2 Literature

There aremany devices to transmit data and receive data such as Zigbee protocols and
radio packet services. There are two modes or two types of gateways such as passive
and semi-autonomic gateways. Router devices are used to route the data between
devices. Firstly, information from sensors is taken and transmitted through routers
and sent to further processing and output is generated by analysing the information.
Libraries are maintained in the processing units of the devices for certain inputs.
These IoT devices are connected to the Internet throughWi-Fi andGPS.However, the
most preferred way of transferring data is through Wi-Fi mode. The main advantage
of this technology is real-time monitoring can be done, that is, the owner/the key
person can have the chance to take any action regarding the devices by continuous
monitoring. The information in these IoT devices through awireless network reduces
complexity and it is economical [7].

Radio frequency identification system (RFID) is a smart technology that makes
everything automatic. In this type of system detection, storage, analysis can be done
through radio waves [8]. IoT needs automation, and that automation can be achieved
through these RFID systems. In order to do that, we require sensors and microcon-
trollers to communicate and to follow the protocols [9]. The main task performed by
the gateways is to process the data that means computation must be done and this
can be achieved by a microprocessor, microcontroller, etc. [10]. The information in
these gateways is through routers. Routers are those devices which are very helpful
to pass the information from sensors to cloud or clients to server [11]. IoT which is
increasing as a wildfire has faced many updates and development. The best develop-
ment is the control of these IoT devices through smart phone from any place at any
time [12].
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3 Existing Techniques

Gateway in smart homes: Coming to the designing part, In HAN (home area net-
work) if the devices are connected with the Internet, then the consumer can control
these smart devices with the help of gateways at any time from any place. In HAN
systems, the gateways should contain a circuit to control, to connect and to analyse.
In HAN, sensors used to sense, actuators used to control, and after this, they are
connected to the server. The sensors transmit data depending on the exact passwords
or codes. Gateways cannot proceed directly without appropriate passwords. This
type of techniques ensures high security. An Ethernet connection and high data rate
enhance the working of HAN effectively [13]. In order to achieve automation, com-
munication should be maintained in between the devices, i.e. machine-to-machine
(M2M) communication [14].

Gateway in agriculture: IoT can be even applicable to agriculture to reduce
human effort. In the agriculture sector, IoT can be used for various purposes such as
nitrate monitoring in the soil. Since the nitrate level is very important for the growth
of the plants. In agriculture in order to collect the data from the physical world, we
use sensor networks which are wireless in this application the gateway used must
have high-power capability. Similar to the gateways used in other applications, the
gateways must be connected through Ethernet for nitrate monitoring in the soil [15].

There are many innovative techniques for continuous monitoring which increases
productivity. A wireless sensor network (WSN) technique was developed to detect
the chlorine level and water level in the soil [16]. An appropriate greenhouse is fully
automatic and smart with reduced water wastage. During the period of growth of
plants, there should be regular and continuous monitoring must be there. Sensing
devices and actuators were used to gather and control data. The sensors and actua-
tors work collaboratively to pass the information to the gateway where information
management takes place and server, and it detects any unwanted situation generates
securing signs like alarms, etc. [17]. In agriculture domain, the sensors were posi-
tioned in the soil since to observe the growth of the plants we should the moisture,
salinity and PH level in the soil [10].

Gateways in health: IoT gateways development has increased the utility of the
technology even into health for mobile monitoring of patients. In the field of health,
IoT gateways must work along with cloud computing. One of the most popular
methods for the transmission of the data triggering based transmission method for
data transfer. This type of monitoring systems should have the capacity to act fast and
smart because if there exists any delay that may result in loss of life of the patient.
Whenever there is any serious change in the health of the patient the change must be
communicated through the monitoring system to the gateway and from gateway, it
must reach cloud where the next automated action is described [18].

Coming to the case of surgeries and bone fracture continuousmonitoring is needed
for the patients for the fast recovery by collecting the data from various sensors and
by regular comparison with the information from the health specialist stored in the
cloud. If there is any mismatch found, then alternative steps are taken [19]. The pain
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of the patients can be even identified by the data of the facial expression of a patient
and behavioural sign stored in the cloud [20].

4 Applications of IoT Gateways

IoT gateways have a broad range of applications, they are:

• Monitoring of climatic changes through an IIS [21].
• Applicable to the railway [22].
• Water management can be done.
• Can be extended to the service sector like hotels to exchange information regarding
rooms when connected through the Internet [4].

• Transportation and vehicles automation [23].
• Lays down a path for new technologies such as cloud and fog computing [24].
• Disaster management can be achieved [25].
• Can be utilized in Industries [24, 26, 27].
• Used in the improvement of communication [12].
• Applicable to medical and biomedical for specific applications such as genetic
cryptography [12]. All IoT structures are given in Fig. 3.

Fig. 3 IoT gateway structures
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5 Result

In the vehicles, the monitoring system will help a lot to avoid the accidents and by
using the GPS modules, we can easily trace the location of the vehicle. By using
some sensors, we can easily prevent accidents in some major situation [14]. In this
paper, we used to monitor the condition of the driver in different situations, and then,
this is used to do preventions according to the situations, and checking the conditions
that he/she is alcoholic or not, and he/she can drive the vehicle or not. And at the
same time, the vehicle is to be trace by using the GPS and GPRS. The alcoholic
detects sensor which is in front of the driver and it will check whether the person is
consumed alcohol in a limit or not. If the person is alcoholic, then the alcohol sensor
will detect it and it is not used to start the vehicle. And also, if the person is supposed
to be sleepy, the vehicle is used to stop size and intimate the driver to take the rest
for some time and also the engine is used to stop.

The final outcome of this paper is to explain the tasks performed by the IoT
gateways in various areas such as household, health and agriculture. In the household,
various detections are made. Such as temperature and humidity detection, fire or
smoke detection, related to security unauthorized person detection and automation
of electronic devices can be done. In health, regular and continuous observation of the
patients which helps them to speed up their recovery. IoT is widely extended in the
field of health and also take care regarding patients health through the identification
of facial expression and gesture details that are stored in the cloud, and based on
that info, the devices will automatically switch according to the requirement of the
user. Spontaneous pain detection, especially in case of orthopaedic patients and
regular and timely notifications for the patients for the regular intake of medicines in
hospitals, will reduce the work of hospital staff even patients will easily understand
the notification regarding medicines, and thus, IoT helps very effectively for the
patients in the field of medicine. IoT gateways are used even in agriculture to monitor
the elements such as chlorine, nitrate monitoring and to manage the water level in the
soil and continuous monitoring of micro- and macro-nutrients can be done. All this
is done by putting the sensors in the soil and comparing with the data stored in the
cloud. By focusing more on the sensors position in the soil, we can easily detect even
the growth of the weeds and pest on the side of the crop that damage the growth of
crops. Security from the external environments such as animals which destroy crops
for food, for example, pigs and buffaloes can be provided by detecting and notifying
the farmer through alarm systems, etc. All these will definitely increase the product
outcome by reducing the losses. Hence on extending IoT into agriculture, we can
find solutions for many problems faced by the farmers during the time of sowing,
harvesting, cutting, etc.
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6 Conclusion

Development is the main leading idea behind the progress in the technologies which
we are using up to date. Similarly, new technology has arrived named IoT emerged
which attracted all the researchers and scientists. Many advancements are made in
IoT gateways which lead to the development of various new technologies. The main
theme of all these technologies is to reduce manpower. This paper gives an overview
regarding the IoT which is the latest technology with the main idea of automation of
everything in order to implement these gatewayswhich play a prominent role through
which the transfer of data takes place, and finally, the conclusion of this paper is to
give an idea regarding the working of the gateway in various applications in various
fields such as agriculture, health and smart homes and even many more applications
were developed and are still developing through researchers. The concept of gateways
always revolves around information or data of the main function of a gateway which
is to integrate the data from IoT devices and to proceed with an output basing on the
input.
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Survey on the Impact of FSM Design
for High-Performance Architecture
Evaluation

K. Sowmya, P. Bujji Babu and Durgesh Nandan

Abstract In digital signal processing (DSP), the power consumption is more so, to
decrease power and latency without affecting the other parameters, and mostly, the
filters are designed using finite state machine (FSM). This paper gives a view of the
multiplier architectures and its design issues for the expected level of performance.
Literature states that the FSM approach is also a good choice in designing the multi-
plier architectures. In this paper, various design approaches are also described with
the HDL modeling language, like in Verilog HDL, in building efficient multipliers.
High-speed multipliers like Vedic multipliers are good in terms of speed and are
considered as fastest and low-power multipliers.

Keywords Booth multiplier · Verilog HDL · Partial product generator

1 Introduction

In general, the hardware design of themultiplier is complex and takesmore resources
which are not desirable. So, many methods were introduced to overcome this prob-
lem. These methods give maximum frequency and reduce the required hardware
resources. Combinational and pipelined implementations are two important methods
to build hardware resources. The combinational approach is not suitable for hard-
ware construction as it increases the critical path delay. So, most of the times, the
pipelined method is used. The designers mainly implement the multipliers in FPGA
(field programmable gate array) because the ASIC (application-specific integrated
circuits) does not contain any DSP or dedicated multiplier block [1]. Multipliers are
considered as the slowest elements of the system, so by the multipliers performance
shows the performance of the system. Multipliers occupy large space compared to
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other components, so the speed, area and power have to be optimized for better per-
formance of the system.Multiplication process is used in almost all applications such
as communication, graphics, image enhancement, robotics, and machine vision. We
get these multiplication results by adding two numbers [2]. Higher-order multipli-
cations require a large number of adders to perform addition of two partial products.
Mathematical problems can also be solved by Vedic sutras. The processors devel-
oped using these Vedic sutras are really fast and consume fewer hardware resources.
This Vedic mathematics makes the complex formulae to simple one as it contains
formulae according to the human mind [3]. Multiplication is carried out with signed
and unsigned processes. For unsigned multiplication, there is no need to consider
the sign, whereas the signed multiplication considers sign, and due to this, it may
give the wrong results to avoid this we use an algorithm called Booth’s algorithm.
Multiplication in high-speed digital multipliers is carried out by Booth’s algorithm.
The conventional process produces number of iterations, so the Booth multiplier
decreases the iterative steps [4]. As everyone knows, the signed/unsigned multipliers
are implemented using two methods (a) tree-based architecture for programmable
signed/unsigned redundant arithmetic and (b) signed/unsigned Booth multiplier to
select the mode of operation [4]. HDL is a hardware description language and a
coding language, and it is of two types VHDL and Verilog. Nowadays industries are
using an updated version of Verilog called system Verilog. A state machine is one in
which the mathematical models produces the values dependent on the input values
and internal state. These state machines may give deterministic or non-deterministic
behavior. The former is one in which the output is the same for internal state and
input values, whereas it is different in later one [5]. This paper compares different
multipliers. In Sect. 1, different methods and technologies of designing multipliers
are discussed. Section 2 explains the design of different multipliers. Section 3 gives
a comparison of different multipliers. Section 4 deals with the real-time applications
of FSM-based multipliers and other multipliers. Section 5 gives the conclusion.

2 Literatures

Multiplication plays a major role in digital systems like DSP. Array multipliers are
mostly used in VLSI but the computation time of these multipliers depends on the
word length of operands. So, these operate at a low speed. At first, the n-PPs are
generated, and these are summed up pairwise by a binary tree of RBAs by this n-bit
multiplication can be done in time corresponding to log 2n. The redundant binary
representation consists of three values 0, 1, and T. The number elements required
are n2. The addition can be done with constant time and does not depend on word
length of operands, and as a result, it does not generate any carry propagation [6].
Previously used HDLs are available only to the highly qualified professionals and are
complex and use only low-level description. It requires more time than a pure soft-
ware solution. This HDL is modified and made it simple for software-based workers
[7]. Compared to other components in ALU, the adder and multiplier make a large
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amount of delay. Based on criteria like speed, power consumption and area, theALUs
are designed in one of the ECL, TTL or CMOS technologies [8]. The multipliers
are of many types like Wallace, Radix-4, Radix-2, array, logarithm and conventional
12 * 12 multiplier, and array multiplier consumes less power and produces more
delay, whereas the Booth multiplier (radix-4) will consume moderate power and is
of speed [2]. As high-speed processors are increasing, the multipliers should also
work as fast as possible. This can be achieved by Vedic mathematics as it contains
formulae that are easily understood by the human mind. The multiplier is also a large
source of power dissipation. Multiplication process needs more processing time than
addition and subtraction [3]. FSM-based multipliers are further modified by adding
carry look ahead adders than ripple carry adders. Due to this modification, the multi-
plier produces optimized performance [9]. High-speed multipliers are designed and
developed to run in semi-custom environment. These are developed using both static
and dynamic logic design techniques, and to get high-performance characteristics,
both these logics must be combined [6]. Basic types of FSM are Mealy and Moore
machines, and there are many other complex machines. Verilog and VHDL provide
the capacity in writing various codes for FSM. Certain specified goals like perfor-
mance and minimum resource utilization on chip are achieved by the choice of the
code [9, 10]. Compared to other multipliers, Vedic multipliers are more efficient in
terms of speed [11]. For the computational point view, there are two main building
blocks such as adder and multiplier. Wallace signed multiplier circuit through mod-
ified Baugh-Wooley approach using standard conventional logic gates/cells, based
on complementary pass transistor logic and have been validated with simulations, a
layout vs. schematic check, and a design rule check. It is proved that the proposed
multiplier is better and optimized, compared to its existing counterparts with respect
to the number of gates, constant inputs, garbage outputs, hardware complexity and
number of transistors required. The multipliers exhibit comparable faster, less power
dissipation and smaller area [12–15].

3 Methodology

Multiplication can also be done by shift and add algorithm. During this shift and
add algorithm process, the n-bit multiplicand can be multiplied with n-bit multiplier
then it produces 2n-bit product. This process results n number of PPAs and each
PPA will shift toward left by one bit and then the addition is done directly. This
addition is easy in simplemultipliers, but it gives pointless results in largemultipliers.
This process involves five stages and three major parts, namely (1) partial product
generator block, (2) data path block and (3) FSM block [1]. These three blocks are
crucial to build a modified multiplier. The first block generates the required partial
products. These partial products are added later to get the multiplication. PARTIAL
PRODUCTGENERATORBLOCK: This block consists of different types of adders,
and it generates partial product from multiplicand and multiplier. The 36-bit adder
performs all additions. Every 36-bit adder is aCLA.There are different techniques for
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Fig. 1 Partial product generator blocks

different multipliers, and some of them are discussed below. Array multiplier: This
multiplier is very easily understood and two multiply two numbers we first calculate
the partial products either from multiplicand or multiplier. A ripple carry adder is
used to gather all the partial products. But this causes a delay in time because the carry
is carried from the first. The array multiplier circuit uses add and shift algorithm.
Wallace tree multiplier: Wallace tree multiplier is devised by Chris Wallace in 1964
and is used to increase the speed of the multiplication in a parallel multiplier. Instead
of using ripple adders it uses a set of counters which adds all the partial products in
a parallel fashion. To produce the final result a fast adder is used at the end of the
multiplier. Wallace tree multiplier uses the carry save addition technique to decrease
the latency [18]. Wallace multiplier consists of only O(log n) reduction layers with
O(1) propagation delay (Figs. 1 and 2; Table 1).

The below table describes the performance of different multipliers. Even though
array multiplier is a simple multiplier, it has high delay, power consumption, area-
delay product but it occupies less area compared to other multipliers (Fig. 3).

Radix multiplier which is having large area requirement is mostly used because of
its low delay, low power consumption and low area-delay product. The graph above
shows the performance of different multipliers.

4 Applications

It is used to perform multiplication in large multipliers. These are used where there
is a delay in terms of time because using these, we can reduce the delay time. These
are used where there is the use of high-frequency multiplication. These are also used
in high speed, low power dissipation and low area applications. Mealy machines are
used where there is the use of faster results, but this makes the design complex [17].
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Fig. 2 Graphical representation of performance of different multipliers

Table 1 Comparison of different multipliers

S. No. Multiplier Delay (ns) Area Power
consumption

Area-delay product

1 Array multiplier 1.791 78 1.369 139.698

2 Radix-4 multiplier 0.779 96 1.18 74.78

3 Wallace multiplier 1.517 87 1.573 131.97

4 Conventional
multiplier

0.992 85 1.453 84.32

Fig. 3 Graphical
representation of
performance of different
multipliers

The real-time applications of FSM-based multipliers are vending machines, ATM,
trace signaling, etc.
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5 Result and Conclusion

In the above table, different multipliers are compared with different parameters like
delay, area, power consumption and area-delay product. Compared to remaining
multipliers, the Radix-4 multiplier gives less delay, less power consumption and
area-delay product, but it occupies more area which is the only drawback in the
Radix-4 multiplier. Array multiplier, as it is the first ever multiplier discovered it
gives more delay and more area-delay product than all other multipliers. Coming
to Wallace multipliers although it is used to increase the speed it consumes more
power compared to all other multipliers. So finally, Radix-4 multiplier is the most
used multiplier as it gives less delay, occupies less area and consumes less power. In
the above, we discussed different types of multipliers and their design using different
techniques and different parameters are compared. From the above discussion, we
also came to know about HDL language and different types of HDL languages. We
also came to know that these FSM’s can be designed using these languages and
their efficiency in terms of better design constraints. These types of designs can
give maximum performance in both FPGA and ASIC. These type of designs gives
maximum frequency when they are designed at the gate level. It also uses less output
latency to calculate the result. This latency can be increased by adding a greater
number of adders. Though there exist a number of design methods, the pipelined
structure gives the better performance of the system.
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A Taxonomy and Survey of Data
Partitioning Algorithms for Big Data
Distributed Systems

Quadri Waseem, Mohd Aizaini Maarof, Mohd Yazid Idris and Amril Nazir

Abstract Data partitioning is a backbone of distributed systems that boost the per-
formance of big data applications, especially in distributed systems. In past years,
many data partitioning algorithms have been developed which had improved the big
data management and its processing for the real-time applications of the big data
stores. Furthermore, the feature of “elasticity” to the data partitioning has removed
the need for human interaction while handling the big data applications on the dis-
tributed system during the high workloads and skews. In this survey, a taxonomy
is proposed that characterizes and classifies various types of data partitioning algo-
rithms, which will help to identify the current limitations in the state of the art and
will extend the state of the art to improve the enhancements for the effective and
efficient performance of the big data stores on distributed systems. The taxonomy
not only highlights the design, the similarities, and the differences within state of the
art for different types of data partitioning algorithms but also identifies the areas that
need further research.
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1 Introduction

Big data’s “5 V’s’” [1] means a huge amount of heterogenous data [2, 3] which
is generated from many sources and activities [4] and is therefore used by various
industries for analytic purpose. Big data has valuable knowledge, less cost, least
processing time, and real-time features [5]. Big data management is a way of cen-
tralizing storing, managing, processing, and querying the huge volume of different
available data in any format [1, 2, 5, 6], which is really a big challenge [7]. Two types
of processing can be done on big data. The first one is batch processing [8]. Here,
the MapReduce framework (Hadoop) supports the batch processing of bulk datasets
because of its advantages like high-throughput I/O and its suitability of processing
large volumes of data for a longer time [9]. However, they fail to process the non-
batch (real-time data) [4, 10], due to its limitations which include slow processing,
not designed for high performance and their high latency [2, 11]. The second one
is non-batch processing (real-time processing) [2, 12], which includes the real-time
OLTP online transaction processing database management DBMS systems with the
variable workload and spike in traffic. They are dependent on shared-nothing archi-
tecture and usemainmemory for the processing and scalability whilemaintaining the
acid guarantee of the transactions. They provide data parallelism through partitioning
for the OLTP distributed DBMSes [2, 11, 13–16]. In addition to this, the advantages
include low cost, high extensibility, and high availability [17]. OLTP DBMS uses the
H-Store, which is an OLTP system that operates on a distributed cluster of shared-
nothingmachines using in-mainmemory [7, 11, 18, 19]. The OLTP databases use the
elasticity concept to scale up during the changing workloads for load balancing. [13,
20]. Furthermore, the OLTP databases are tuned manually for changing workloads
and they require periodic configurations for scaling out during need basis. None
of the databases provides the full “auto-scaling” including acid guarantee assured.
Thus, elasticity is the available option which scales the database in such a way that it
automatically adds or removes the servers on the need basis to meet the throughput
and latency requirements of the OLTP databases with a controlled acid guarantee
[4, 13].

2 Literature Review

There is substantial literature available for the data partitioning algorithms related to
big data applications.A surveyof this kindgives an insight into not only a comparative
analysis of the performance for the available strategies but also suggests the suitability
of these strategies for the big data applications.

Das et al. [21] proposed a “ElasTras” elastic, scalable, and self-managing transac-
tional database for the cloud. It is helpful during on-demand live database migration
technique, used for load balancing. Pavlo et al. [22] proposed cost-based horticulture-
skew-aware automatic database partitioning for shared-nothing OLTP systems. It
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minimizes the number of distributed transactions while maintaining the load. Qua-
mar et al. [23] proposed a “Sword” scalable workload-aware data placement for
transactional workloads, which is based upon a hypergraph compression technique
for load balancing and availability. Schall et al. [24] proposed adaptive dynamic
physiological partitioning on a shared-nothing database cluster. It handles reparti-
tioning events using the lowest query runtimes. Taft et al. [25] proposed a two-tiered
partitioning fine-grained elastic partitioning “E-Store” for distributed transaction
processing systems—it takes care of reconfiguration by taking care of hot and cold
tuples accordingly. It automatically scales resources during load spikes through tree
schema (single partitioning key). Xu N et al. [26] proposed a “LuTe” an efficient
fine-grained partitioned technique for distributed systems, which uses lookup tables.
It minimizes the number of nodes during load and increases the throughput. Serafini
et al. [6] proposed a coarse-grained “Accordion”—elastic scalability for database
systems which supports ACID transactions (local or distributed). Pinar Tözün et al.
[27] proposed a physiological partitioning (“PPL”) approach that partitions logi-
cally, the physical data of shared-everything systems during dynamic load balancing
using repartitioning. Fetai et al. [16] proposed a Cumulus-workload-driven adaptive
data partitioning and distribution—it uses adaptive static partitioning mechanism. It
workswith local transactions tominimize the repartitioning.Kaiji et al. [28] proposed
a system for scheduling repartitioning of OLTP workloads with an acid guarantee
with fast executing the repartitioning. Serafini et al. [29] proposed a “clay”—a fine-
grained adaptive (two-tier) online partitioning that supports fine-grained partitioning
using clump of hot and cold tuples. It is elastic and reactive which follows (both
tree and non-tree multi-key transactions. Asad et al. [30] proposed an “AdaptCache”
graph partitioning technique for distributed systems. It is a cache framework for
load balancing. John et al. [31] proposed a “Redynis”—a heuristic-based dynamic
repartitioning for tuples based on shared something architecture—it is best for a
geo-distributed set of key-value, which reduces network latency.

3 Data Partitioning

Data partitioning is a fragmentation of a logical database into separate independent
blocks for the scaling of data. It is an important requirement for the performance
of in-memory systems. The partitioned data provide the parallelism. The shared-
nothing scale-out parallelism (distributed computation) should have the best data
partitioning strategy to obtain performance, load balancing, and least cross-partition
coordination [9].
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3.1 Data Partitioning Taxonomy

Many authors have contributed to the state of the art. The most and the latest classifi-
cation is mentioned in [11]. The authors proposed a classification of data partitioning
algorithms based on the strategies of their approaches as well as on unit of operation
applied to them.

The contribution in this survey is more toward the proposed taxonomy, which
classifies the data partitioning strategies into different categories like schema based,
nature based, transaction based, and action based.

3.2 Different Categories of Data Partitioning Techniques

Here the data partitioning algorithms are divided into two basic modes, i.e., online
and offline data partitioning algorithms. The online data partitioning algorithms are
further divided into four subcategories: (1) schema-based category, which includes
a tree schema-based algorithm, hence accessing a single “tree schema.” It is used to
minimize the number of multi-partition transactions. It works without considering
the distributed transactions [6, 13, 25] and another one as non-tree-based algorithms,
which include non-tree schemas. It considers distributed transactions minimally. (2)
Nature-based category, which includes elastic and non-elastic algorithms, represent-
ing the nature of the databases to expand and contract its cluster-based on demand. (3)
Transaction-based category, which includes the local and the distributed transaction-
based algorithms, representing the distribution of transaction within the single server
or distribution of partitions over different servers. (4) Action-based category, which
includes the reactive and the proactive algorithms, representing the effectiveness of
the database in responding before and after the load changes (Fig. 1).

Because of space limitation, detailed explanationof categories cannot be presented
here but Table 1 provides the comparison of the algorithms for a better understanding.

3.3 Evaluation Criteria for Data Partitioning Strategies

The first evaluation criteria for the data partitioning strategies are “load balancing”
that indicates how the strategy can balance the load among multiple servers during
reconfiguration. The second is the “Consistency” (acid guarantee),which includes the
transaction uniformity during the repartitioning. The third is the “Scalability,” which
includes adding or removing of data partitions according to workload variations. The
fourth is “Elasticity,” which includes online adding of servers or data partitions based
upon the load variations without human interaction. The fifth is the “Transaction
Handling” (distributes/local), which means the distribution of a transaction within
a single server or among different servers. The sixth is the “Cost,” which measures
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Fig. 1 Taxonomy of data partitioning algorithms

the expenses of migration and reconfiguration. The seventh is the “Fault Tolerance,”
which measures the capacity to work smoothly during the failure.

The eighth is the “Service Level Agreement,” which includes the agreement
between the service provider and the client. The ninth is the “Recovery, which
includes the availability of data before and after the reconfiguration. The tenth is
the “Performance,” which considers both high throughput and the low latency.

In Table 2, it is observed that some of the strategies maintain the load balancing,
some maintain acid guarantee, and some decrease cost. However, none of the data
partitioning strategies had covered all “Evaluation Criteria” (parameters). Unfor-
tunately, so far none of the strategies have talked about the “Fault Tolerance,” the
service level agreement (SLA) and the “Recovery” (availability).

3.4 Evaluation of Performance for Different Data
Partitioning Strategies

Each strategy mentioned in Table 2 has its performance contribution, the details
of which are mentioned as: (1) ElasTras strategy increased the throughput to 0.2
million transactions/minute). (2) Sword strategy increased the throughput from 165
transactions/second to 904 transactions/second for 8 partitions. (3) Dynamic physio-
logical strategy performance details are unavailable in the paper. (4) E-store strategy
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increases the throughput of up to 130%, and the latency was reduced to 80% as com-
pared to single-tier approaches. (5) LuTe strategy increased the throughput about 20–
70% in comparison with other state of the art. (6) Accordion strategy was increased
as compared to MILP-SP, Kairos-SP, greedy, and equal algorithms. (7) PLP strategy
increased the performance of 50%. (8) Cumulus strategy increased the performance
percentage when compared to the static partitioning approaches. (9) SOAP strat-
egy performance details are unavailable in the paper. (10) Clay strategy increased
the throughput 15× better and 99% lower latency. (11) AdaptCache strategy perfor-
mance details are unavailable in the paper. (12) Redynis strategy performance details
are unavailable in the paper.

4 Advantages, Disadvantages, and Future Directions
of Different Data Partitioning Strategies

“E-store” is designed for transactions that access a single partitioning key (with a
“tree schema”), i.e., locally. They are not suitable for distributed transactions [25].
It can be extended to support more complex workloads and multi-partition transac-
tions while considering their cost and the memory consumption [13, 25]. “Clay” [29]
generalizes the E-Store approach tomulti-key transactions (non-tree schemas). It bal-
ances the workloads without creating new distributed transactions. Its future work
includes combining the predictivemodeling to scale these complexworkloads proac-
tively. “Cumulus” is like clay, which attempts to minimize distributed transactions
through adaptive repartitioning, but it does not support elasticity [16]. “Accordion”
is a dynamic data placement system for partition-based DBMSes that support ACID
transactions (local or distributed). It has future work for elasticity mechanisms that
instead of considering split and merge partitions at run-time based on load rather
than considering partitions as pre-defined partitions [6]. “ElasTras” support large
single-tenant database instances and many small multi-tenant databases. It does not
support databases that are partitioned across several nodes [21]. Its implementation
with model-based elasticity can be investigated in future rather than using the current
rule-based elasticity. Many partitioning techniques use the “squall” which is a live
migration technique. This technique can be modified with automatic self-tuning so
as to find the optimal chunk size and remove end delays between the chunks during
the live migration of the data. Future work should also investigate whether other
design alternatives to squall are better suited for moving large amounts of data with
high-throughput workloads or not [13].

In the future, it would be great to see the implementation of the machine learning
algorithms for the data partitioning strategies. Other suggestions for the future will
be the implementation in such a way that the complex workload handling, hybrid
form of general and tree schema, hybrid form of reactive and proactivemethods, cost,
load balancing, and memory utilization should be considered as an enhancement in
big data distributed systems. Another future direction would be the utilization of the



456 Q. Waseem et al.

machine learning techniques for the data migration between the distributed networks
while maintaining the memory and the cost.

5 Conclusion

Parallelism and elasticity are the two best solutions to handle the high demand for
huge real-time online requirements of big data in distributed environments (cloud).
The parallelism provides the strong performance, load balancing, and the least cross-
partition coordination while as elasticity provides the online feature to add or move
the data chunks based on the need purpose. Enhancing these two areas will provide
efficient in-memory processing and storage for the big data OLTP databases. This
paper had outlined some of the research work (taxonomy, compare, evaluation, and
future work) that needs to be discussed to determine the best optimal solutions for
the effective and efficient performance of big data stores on distributed systems.
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Voice-Based Automation Control
Platform for Home Electrical Devices

Constance Izuchukwu Amannah and Promise Nlerum

Abstract Voice control automation system is a system that enables the control of
appliances with your voice through which an android application and an Arduino
mega board is used to control the relay throughwhich an appliance is switched on/off.
The aim of the research was to develop a voice support platform, design an interface
for a Bluetooth medium and a microcontroller board (Arduino board), activate com-
munication between an android device and the Bluetooth-enabled microcontroller
board wirelessly via Bluetooth communication, detect and transfer speech data via
Bluetooth to the microcontroller board, prepare a software to run on the microcon-
troller that will perform the necessary control, and prepare the software to run on
the android device in other to get speech data and transferring over Bluetooth. The
methodology used in this project was waterfall model. The output design of the
proposed system consists of the Bluetooth module, Arduino, and the relays. The
Bluetooth module receives the input data and sends it to the Arduino, and then it pro-
cesses the input command and sends an output signal to a particular relay required
for switching. The complete application software was achieved successfully by using
Android, C Language, Bluetooth module, microcontroller, and relay.
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1 Introduction

1.1 Background and Statement of the Problem

Technologists and scientists are everyday looking for ways to minimize the stress
and risk faced in our everyday life. Scientists seek to improve life by taking it from
manually controlled equipment’s and appliances which could fault and cause acci-
dents in the home to automatically controlled system which would prevent most of
these accidents from occurring as one could be so stressed out from work. Usually,
conventional wall switches are located in different corners of the home and, and thus,
we are faced with the need of locating and manually operating these controls; the
physically challenged finds it difficult to access the light and fan switches especially
when they are the only ones at home and could not be assisted by available neigh-
bors. Another group of people that may be the elderly, like the physically challenged,
also suffer from the ordeal of old age, thereby inhibiting their access to electrical
provisions in the room. To address the issue, we interface a mobile device (android
phone) with a control unit (Arduino board) to communicate wirelessly. This will
bring about the ease of control as well as save one from stress as what the user will
be doing is simply to operate through his phone which is not a difficult task. It also
prevent direct contact between the user and the electrical appliances and by so doing
bring to zero percent the risk of electric shock.

1.2 Purpose and Specific Objectives

The aim of the study was to develop a voice-based automation control platform for
home electrical devices. The study was designed with the following objectives:

i. Design an interface for a Bluetooth medium and a microcontroller board
(Arduino board).

ii. Activate communication between an android device and the Bluetooth-enabled
microcontroller board wirelessly via Bluetooth communication.

iii. Detect and transfer speech data via Bluetooth to the microcontroller board.
iv. Prepare a software to run on the microcontroller that will perform the necessary

control.
v. Prepare the software to run on the android device in other to get speech data and

transferring over Bluetooth.
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1.3 Significance of the Study

The developed system will be of immense benefit to the elderly and the physically
challenged. In the event of sickness and tiredness form daily tasks, the physically
fit persons will also benefit from the system, as they can conveniently access any
electrical devices from any location of their room sometimes from the comfort of
their beds.

1.4 Scope of the Study

The study is limited to the use of the voice recognition system together with the
Bluetooth functionality contained in an android device in other to turn on and off
household power points.

2 Literature Review

2.1 Actor–Network Theory

The theory of actor–network was developed by Latour [4]. The theory explains
a link to voice control home automation system because different microprocessors
like chips will be designed to interact with the computer programs in other to achieve
the aim and objectives of the study. In Latour’s view, networks are formed by the
combination of the actor and the networks. This combinationmakes for the successes
achievable by both the actor and the network. Hence, no single entity can account
for the advancement of the relationship between the actor and the network except
the duo.

2.2 Application of Voice Control and Automation Devices

Vocal light: This feature does not require any installation, no setup, and no Wi-Fi is
required. All you have to do is simply screw any bulb at home into VOCCA adapter,
connect that into any light socket, and say the magic word—“go VOCCA light” [3].

Jibo: This is an application-based JavaScript platform that determines the robot’s
features for voice recognition, touch screen, and camera work [6]. Jibo is well pre-
pared for its task and includes high-resolution cameras, built-in speakers;modules for
Bluetooth and Wi-Fi LCD touch screen, touch sensors, microphones, and processor.
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2.3 Principles of Voice Control Systems

The principles of voice control systems Meng et al. [5] are highlighted in as follows:

i. Speech signal
ii. Feature selection
iii. Feature extraction
iv. Acoustic models
v. Language models
vi. Modeling.

2.4 Voice-Based System for Home Communication

Anand et al. [2] did a work on voice recognition. Their work focused on the following
as their objectives:

i. Training the Voice Recognition Kit.
ii. Coding the LCD to display messages on it using CUBE SUITE+.
iii. Interfacing and monitoring speed and direction control of DC motor using

L293D (DC motor driver).
iv. Configuring ZigBee for both transmitter and receiver section.
v. Programming the Renesas microcontroller and dumping the codes using Flash

Magic tool.
vi. Assembling all the parts together and testing.

Their work was based on the following methodology: The design specifications
for the hardware components (microcontroller, LCD, DC motor, etc.) and software
tool (Cube Suite+ IDE) with performance requirements and reliability. Their study
achieved a proposed system which is combined with the software and hardware
manipulations resulting in two sections—transmitter section and receiver section
which give the final model for the home automation system. Their work did not focus
on the activation of communication between an android device and the Bluetooth-
enabled microcontroller board wirelessly via Bluetooth communication. The current
study is therefore poised to close this gap which the work of Anand et al. [2] could
not address.

2.5 Voice-Controlled Smart Home

In the work, Amrutha et al. [1] did not focus on preparing the software to run on
the android device in other to get speech data and transferring via Bluetooth. The
proposed system of the current study is designed to address this gap in knowledge



Voice-Based Automation Control Platform for Home … 463

which was left open in the work of Amrutha et al. [1]. In the work of Mathew, Pranav
et al. [7], it is evident that their work did not address the detection and transferring of
speechdata viaBluetooth to themicrocontroller board. The current research identifies
this obvious gap and is poised to create a mechanism for the detection and transfer
of speech data via Bluetooth across a microcontroller board, especially at homes.

3 System Analysis and Design

3.1 Analysis of Existing System

The existing system is voice recognition system for home automation and the system
is made up of a V3 voice recognition module, an Arduino board, and relay modules.
For the system to work, the voice recognition module must be trained first before it
can recognize voice commands (Fig. 1).

3.2 Constraints of Existing Systems

The existing system though designed to work wirelessly has some constraints with
portability, mobility, and accessibility; as they require some sort of the presence of
the operator at the speech recognition unit as well as the immobility of the speech
recognition section of the individual systems. This has made it that there must be
extra hardware designed and used alongside the entire system.

Micro Phone Micro Controller

Relay

Electronic Devices

Connected at as mall range 

Fig. 1 Block diagram of existing system
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3.3 Analysis of the Proposed System

The proposed system is voice-controlled, and it consists of a microcontroller board,
a Bluetooth module, and an android phone acting as the communication channel
between the user and the device. The system is built based onwireless communication
between the user and the device. When the user sends an audio (voice) command
through the android phone, it is then received by the microcontroller wireless via the
Bluetooth module, and the microcontroller further decrypts the commands to a form
of code, processes this coded information, and based on the information triggers
the output signal through its output pins to the relays connected to its pins. The
relay(s) then does a switching action. The proposed system enables the interface
for a Bluetooth medium and a microcontroller board and also enables activation
of communication between a user of an android device and a Bluetooth-enabled
microcontroller board wirelessly via Bluetooth communication and also detects and
transfer speech data via Bluetooth to the microcontroller board.

3.4 Justification of the Proposed System

The proposed system is necessary in view of the following reasons:

i. Communication is made between the user and the microcontroller system unit
with the aid of an android device.

ii. Communication identification is done wirelessly using the Bluetooth commu-
nication protocol.

iii. The input control unit is mobile just as the android phone is mobile.
iv. There is no need for extra accessories as the only thing the user needs to

implement a control is his/her android device.

3.5 Method of the Proposed System

The waterfall model was used in this work. The choice of the model was because it
is procedural nature and implementation style. It allows for step-by-step algorithm
during the design and also during simulation. The model supports effectively the
voice-controlled system of this study.

3.6 Design of the System

This section explains how the hardware constituents of the system are interfaced
together for the actualization of the aim.
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3.7 Architecture of the Proposed System

The system consists of basically six blocks: the relay board which does the switching
action, the Arduino—which act as the controlling/processing device, the Bluetooth
block which receives the commands wirelessly via radio wave at 2.4 GHz frequency
and sends it to the connectedmicrocontroller (Arduino), the open-air block which act
as a medium for radio wave communication, the android phone which has Bluetooth
application installed for interfacing with the voice command in form of sound waves
which is converted to electrical energy by the android phone’s microphone. All these
blocks put together to make the actual definition of the system (Fig. 2).

Input Design: This sectionof the designdescribes the processes throughwhich the
command gets to the microcontroller. The speech command is the desired command
made by the user maybe “switch to inverter”; this is in row form as sound wave;
this row sound wave is then converted to needed electrical wave by the android
phones and then through the phone’s Bluetooth application the command in electrical
waveform is further sent to via radio waves using air as a medium to the Bluetooth;
the Bluetooth module then decrypts the information/command received and finally
sends the command as input to the main controller (microcontroller) (Fig. 3).

Process Design: Themain processing device for the proposed system is themicro-
controller, and it handles processing of the command sent by the Bluetooth module
and depending on the command received it sends an output signal to trigger a partic-
ular relay switching action, the microcontroller being Arduino UNO (Arduino one)
has (Fig. 4).

Output Design: The Bluetooth module receives the input data and sends it to
the Arduino, and then it processes the input command sends an output signal to a
particular relay required for switching (Fig. 5).

Fig. 2 Architecture of the system
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Fig. 3 Input design of the proposed system

Fig. 4 Process design of the proposed system
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Fig. 5 Output design

Table 1 Database table Variable Data type Size Description

Turn on the light Logical 32 bits Switch on the light

Turn off the light Logical 32 bits Switch of the light

Turn on the fan Logical 32 bits Switch on the fan

Turn off the fan Logical 32 bits Switch off the fan

Turn on the power
outlet

Logical 32 bits Switch on the
power outlet

Turn off the power
outlet

Logical 32 bits Switch off the
power outlet

Database Design: This section describes the various ways in which data and data
instructions can be stored. It highlights the logical and physical designs of the data
elements (Table 1).

The security checks are listed below:

i. If you do not have the application on your android phone you cannot access it.
ii. If you do not know the address of the Bluetooth module you cannot access it.
iii. If you do not have access to the database you cannot access it.
iv. The connectivity can be reduced in the sense that only one or two users can

connect to it.

4 Implementation Architecture

The implementation architecture runs through every constituent of the system from
the android application to the final output devices. The diagram below shows the
implementation architecture (Fig. 6).

Upon system turn on, the user is expected to connect his/her phone to the system
via Bluetooth; once the Bluetooth connection is active, the LED on the Bluetooth
module stops blinking. To send a command, the user should touch the microphone
icon on the Bluo app interface. The user is expected to say the command once the
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BLUETOOTH 
ENABLED ANDROID 
PHONE WITH BLUO
        INSTALLED

BLUETOOTH

ARDUINO 

OUTPUT
DEVICES

RELAY
MODULE

VOICE
COMMANDS

POWER 

Fig. 6 Implementation architecture

“speak now”write up appears on the screen. The spoken command is then transferred
to the microcontroller unit for processing and control. The microcontroller receives
the command over Bluetooth and check what it is for and acts accordingly, i.e., turn
on or off the light, the same goes for the fan and AC power outlet.

User Manual: In order to operate the system, the following procedure should be
followed:

i. Switch on the android device.
ii. Locate Bluo android application and tap it, a new Android activity pops up, on

the top right-hand side of your android screen, tap the search, button, a dialogue
box pops up requesting the user to turn on the Bluetooth functionality in your
phone (if the Bluo android application is not in your device go to Google play
store and download it).

iii. After turning on your Bluetooth functionality in your android device, IP
addresses of available Bluetooth modules pop up.

iv. Tap the IP address of your Bluetooth module, after then it will show connected.
v. Finally make the voice command through your phone to achieve your desired

result.

5 Summary and Conclusion

5.1 Summary

The aim of the study was achieved. The following objectives were designed to aid the
achievement of the aim, design an interface for a Bluetooth medium and a microcon-
troller board (Arduino board), activate communication between an android device
and the Bluetooth enabled microcontroller board wirelessly via Bluetooth communi-
cation, detect and transfer speech data via Bluetooth to themicrocontroller board, and
prepare a software to run on the microcontroller that will perform the necessary con-
trol. The complete application software was achieved successfully by using android,
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C Language, Bluetooth module, microcontroller, and relay. The waterfall model was
adopted as the methodology employed to actualize the systematic working of the
system.

5.2 Conclusion

The study achieved its aim and objectives. It realized a voice-controlled home
automation using the Bluetooth technology. The distance variation requisite for the
full implementation of the voice-controlled system is 10 m. The coverage area can
be increased using GSM modules.

6 Recommendations

For effective and efficient improvement of the system’s output, the following needs
to be done.

i. Add LEDs for error checking if the right signal comes into the system.
ii. Add moving components like motors to enable the system control doors.
iii. Add a real-time clock module and SD card module for timekeeping of event

occurrence.
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Modeling and Simulation of Inertial
Navigation System

Madhavi Vedpathak, Prachi Mukherji and Balkrishna Prasad

Abstract There are many systems used to find out the location of the object or vehi-
cle. The most widely used location tracking system is GPS that is the global posi-
tioning system. To find out the location of the missile, the inertial navigation system
(INS) is used. Inertial measurement unit (IMU) performs themain role in this system,
which consists of microelectromechanical system (MEMS) sensors. Accelerometer
and gyroscope are used to give linear acceleration and angular rotation. Integrate the
rates obtain from accelerometer and gyroscope twice to get velocity and position. To
obtain the exact position of the missile, it is necessary to reduce the Coriolis effect
from the rates. This survey paper elaborates on the modeling and simulation of the
INS (Brown in Test results of a GPS/inertial navigation system using a low cost
MEMS IMU, 04 2004 [1]).

Keywords GPS · INS · MEMS · IMU

1 Introduction

Similar to GPS, INS is also used to find out the position of the vehicle. GPS works
on the principle of sending and receiving the signal from the GPS receiver, whereas
INSworks by usingMEMS sensors, which are rigidly mounted on the object. Hence,
it is fast as compared to GPS. But because of some sensor errors, it is less accurate
than GPS. To overcome this disadvantage of INS, make the fusion of GPS and INS
[4].

Inertial measurement unit (IMU) is rigidly mounted on a missile or vehicle
which consists of accelerometer and gyroscope to get linear acceleration and angular
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Fig. 1 Accelerometer

velocity. Integrate translational and rotational rates twice to obtained velocity and
position.

We know that [2],

∫
Acceleration = Velocity (1)

∫
Velocity = Position (2)

A. Accelerometer

Acceleration force is measured by an electromechanical device called accelerometer.
There are many types of sensors such as MEMS, optical, mechanical. Accelerom-
eter used in INS is MEMS sensors because it is very simple reliable and cost-
effective. Here three accelerometers are used in x-, y-, z- directions to obtain the
linear acceleration in all three directions.

Capacitive-typeMEMS accelerometer is used widely to calculate the linear accel-
eration. The high sensitivity and the accuracy at high temperature of the capacitive
MEMS accelerometer make it different. The device changes its value only when
capacitance changes which depends on the distance between capacitive plates. From
Fig. 1, we will see the working of the accelerometer [7].

Using the spring and mass system, we will understand the working of the
accelerometer. In this Fig. 1, a body of mass ‘m’ is attached to the wall having spring
with spring coefficient ‘k’. When force ‘F’ is applied to mass m, it is displaced with
‘x’ in the direction of applied force with an acceleration ‘a’.

According to Newton law, we know that

F = ma = Fs (3)

Fs is nothing but force due to spring tension, where

Fs = kx (4)

By equating the above equation, we get

ma = kx (5)
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Thus, we see that acceleration is the function of displacement a = f (x). Thus
by measuring the displacement, the acceleration of the body can be measured. To
measure the displacement x, different methods are used, such as resistive, capacitive,
and inductive techniques. Here we will see the capacitive technique.

From basic physics

C = f (A/d) (6)

where d = distance between capacitor plates. As distance ‘d’ increases capacitance
‘C’ decreases. This capacitance can be measured electronically by a signal condi-
tioning system. So by knowing the capacitance, we can obtain the acceleration. From
two capacitor plates, one is attached to the movable body m and another is fixed to
the initial position [7].

B. Gyroscope

The angular velocity and the orientation of the object can measure by using gyro-
scope. The working of the gyroscope is based on the Coriolis force. Consider the
body of mass ‘m’ as shown in Fig. 2, and it is moving in x-direction with velocity
‘vx’. Suppose angular velocity ‘w’ acts on it in y-direction. The body of mass m
experiences Coriolis force in z-direction. The magnitude of Coriolis force is directly
proportional to the body of massm, velocity vx, and angular velocityw. The direction
of the Coriolis force can find out using right-hand rule [6].

From this, by measuring the Coriolis force we can find out the angular velocity.
Gyroscope uses two mass system keeps moving in opposite direction continuously

Fig. 2 a Gyroscope, b Axis representation for force experienced
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having the same magnitude of velocity. When the whole system experiences angular
rotation, mass experiences Coriolis force, they have the opposite direction as per the
right-hand rule. As the angular rotation applied on the mass Coriolis force Fc1 and
Fc2 acts, and they move in the opposite direction that is upward and downward. So
as the distance changes the capacitance changes [6].

By adding these two forces, we get total Coriolis force. As they are moving
in upward and downward direction, their capacitance changes as the distance ‘d’
changes, C1 = F(d1) and C2 = F(d2), D = d1 − d2

Fc = f (C) (7)

where C = c1 − c2
Calculate the angular rotation by using

W = f (Fc) (8)

C. Frames

Whenmissile is navigating in space, theMEMS sensors take all the measurements in
the body frame [8]. To analyze it and to perform operations on it, we have to convert
it from body frame to north–east–down (NED) frame and earth-centered earth fixed
(ECEF) frame.

Body Frame In an inertial navigation system, all the measurements of linear
acceleration and angular rotation are taken into the body frame.

NED Frame NED frame has its origin at the location of the navigation system. The
axes of the NED frame are aligned with north, east, and vertical down.

ECEF Frame Earth-centered earth fixed frame is a geographic and Cartesian
coordinate frame, and center of mass of the earth is the origin of this frame.

The center of the mass of earth is origin (0, 0, 0) of the frame.
Through the Americas at lat long (0, −90), positive x-axis passes.
Through the South–North pole, positive y-axis passes.
Through the primemeridian (0 longitudes) at lat long (0, 0), positive z-axis passes.

D. DCM

DCM is the direction cosine matrix [3] used to perform the frame conversion from
one frame to another frame.

Figure 3 shows the direction cosine matrix for 2D.
aN , aE = acceleration in NED frame
aX , aY = acceleration in body frame
W = angular velocity
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Fig. 3 DCM for 2D

Consider the body ismoving in x- and z-directionswith acceleration 2 and1 (m/s2),
respectively, and rotating along y-axis with 0.1(deg/s). Nowwe have to convert these
measurements from the body frame to earth frame. This is 3 degree of freedom
because body moving along x-, z-directions and rotating along y-direction. By using
the above matrix, we can perform this conversion. Figure 4 shows the conversion
from the body to earth frame [2].

E. Gravity Compensation (Fig. 5)

Suppose the missile is moving in space with height 10 km above the earth. Now we
have to land this missile on earth. For that we have to compensate gravity on the
missile, i.e., on IM.IMU does not feel any gravity because it is rigidly mounted on
missile so we are compensating the gravity on it.

But the problem is where to compensate the gravity in body frame or earth frame.
An equation to calculate gravity at any height is

g(h) = g(sea level) + dg(0)

dh
∗ h(m) (9)

whereas

g(sea level) = 9.780318
[
1 + (

5.3024 × 10−3 × sin2 ×L
)

−(
5.9 × 10−6 × sin2 ×2L

)]
m/s2 (10)

dg(0)

dh
= −3.0877 × 10−6[1 − (

1.39 × 10−3 × sin2 ×L
)]m/s2

m
(11)



476 M. Vedpathak et al.

Fig. 4 a DCM 2D, b DCM 3D

If we want to compensate it in body frame, then compensate on all three axes
because there is no gravitational force in space but if we compensate it in earth
frame, then compensate only on z-axis because we know that in earth frame z-axis
is directed downward [2].
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Fig. 5 Gravity compensation

A. Coriolis Effect

Coriolis force always acts on the object that is in motion.
The Coriolis force is acting perpendicular to the direction of motion and the

axis of rotation. On the earth, the deflection of the object occurs due to this force.
In the northern hemisphere, the deflection is toward right side and in the northern
hemisphere the deflection is toward left side. Equations 12 and 13 are used to calculate
latitude rate and longitude rate, and the values of ME and NE are taken form WGS
84 model [5].

λ′ = u

ME + h
(12)

u′ = v

(NE + h) cos λ
(13)

The navigation equation for translational motion will be,

u′ = −(
u′ + 2WE

)
sin(λ)V + λ′ ∗ W (14)

v′ = (
u′ + 2WE

)
sin(λ)U + (

u′ + 2WE
)
cos(λ)W (15)
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w′ = −(
u′ + 2WE

)
cos(λ)V − λ′ ∗U (16)

U, V, W NED velocity
WE earth rotational velocity in rad/s
u longitude
λ latitude

Navigation equation for rotational motion is

P
Q
R

= T B
E ∗

(WE + u′) cos λ

−λ′

−(
WE + u′) sin λ

(17)

2 Result

The data sensed from an accelerometer and gyroscope is given to the module to
obtain the exact position of the object (Fig. 6).

All the data of the accelerometer and gyroscope are given to the INS module to
obtain the exact position of the object.

The final result that is the position of missile along x-, y-, z-directions is given as
(Figs. 7, 8, and 9).

Fig. 6 Data from IMU
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Fig. 7 X-direction

Fig. 8 Y-direction
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Fig. 9 Z-direction

3 Conclusion

In this paper, it is observed that the inertial navigation system (INS) is used to find out
the location of the object using microelectromechanical system (MEMS) sensors. To
find out the velocity and position, integrate twice the accelerometer and gyroscope
rates obtain from inertial measurement unit (IMU).

The earth is moving with a specific speed, because of its rotation Coriolis effect
occurs. The position of the object can be changed because of the Coriolis effect. To
reduce these Coriolis effects, navigation equations are used.
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Dual Watermarking for Colour Images’
Copyright and Authentication Using
DWT Technique

Rajesh Thakare, Sandeep Kakde and Prashant Mani

Abstract The watermarking technique is a very vital method to identify the orig-
inality of the object. This paper describes the dual watermarking method for the
digital images which is invisible. In this technique, the watermark is added in host
image, and specifically, the dual watermarks provide more security compared with
the single one. The robust and fragile watermarks are used in this scheme for image
authenticity and the copyright protection purpose. Firstly, the colour image is con-
verted into YCbCr space separated into each space; the Y colour space is used as
the embedding watermark section. The DWT is applied to the Y space from which
the LL section is embedded with the watermark. The improved values of PSNR and
MSE can define the quality of image.

Keywords DWT ·Watermarking · PSNR ·MSE ·MATLAB

1 Introduction

In today’s era, protecting digital information is an important subject to be discussed.
To fix this, digital watermarking arises so as to protect the information. The water-
marks are bounded with the contents such as the video, image and the text documents
to prevent piracy and duplication. The watermarking scheme is utilized so as to yield
the image authentication and copyright protection for the digital images, to prove
the authenticity of the image. The user can extract the watermark maintaining the
integrity of the image, thus the image can be recovered easily.
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2 Related Work

Choudhary et al. focuses on the technique to embed the binary data or the watermark
in the host image, which consists of DWT method for watermarking the image; the
user can extract the watermark maintaining the integrity of the image. Thus, the
image can be recovered easily using 2-level. Also, the invisibility of the watermark
is produced. The paper implements the digital watermarking algorithm using com-
bination of dwt and SVD 2D is applied to decompose the host image in 4 sub- band
focusing on watermarked image the attacks like blurring, contrast adjustment, his-
togram [1] equalization etc. the original watermark which is inserted is extracted
from all bands. After the extraction the MSE and PSNR values are compared this
technique makes the watermarked image remains unaffected by attacks and can also
be recovered from the sub-bands efficiently. Furqan et al. present the digital water-
marking method which is invisible, and it uses the singular value decomposition [2].
DWT-based method on dual watermarking for shading images is proposed which
greatly uses for cryptographic purpose applications [3]. Watermark is inserted in red
shading component, and DWT scheme is used in paper [4, 5]. DCT is applied on
8 × 8 square which shows low-recurrence sub-band by utilizing discharge sort to
enhance the installing power [6, 7].

3 Proposed Methodology

The proposed method involves the embedding of dual invisible watermarking and
extraction at the output side. Figure 1 shows the block diagram of the watermarking
scheme. The input to the system should be a digital colour image, and the output
of the system is the colour image with the embedded watermark. Firstly, the colour
image is converted into YCbCr colour space, and then it is split into individual colour
space Y, Cb, Cr. Y space is separated which is further used to embed the watermark.

A. Embedding the Watermark

Single-level DWT is implemented on the cover image that splits the image into
four sub-bands: the frequency approximation, elevated frequency diagonal, low-
frequency horizontal and low-frequency vertical sub-bands. It is entrenched into
cover image (Fig. 2).

The product of a specific scaling factor with decomposed components of cover
image and watermark is done and then it is added. While the embedding process is
carrying out, the cover image size is greater than the size of watermark.

B. Extraction of Watermark

See Figs. 3 and 4.
Steps implemented in embedding process are implemented in a descending pattern

in the extraction procedure. The process initially involves the conversion of the colour
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Fig. 3 Watermarking extraction process

image into YCbCr colour space, and then it is split into individual Colour space Y,
Cb, Cr. Y space is separated which is further used to entrench the watermark into
it. After the separation, the DWT is applied for the decomposition of the original
images into four sub-bands.

DWT Algorithm

DWT domain helps for wavelet transformation and it is performed in the pattern
and discrete sample, all this procedure is performed in numerical and functional
evaluation (Figs. 5 and 6).
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Fig. 4 Flowchart of
watermark methodology

Input the cover image and watermark image

Apply DWT to both the images

Consider the LL sub-bands of the DWT

Embed the watermark image using LL sub-band

Transmit the watermarked image

Communication channel

Receive the watermarked image

Extract the watermark image

START

STOP 

Fig. 5 a 1-level DWT and
b 2-level DWT

The need for using DWT is to divide the frequency parameters resembles the
decomposition of an image. In this system, the image is first of all deteriorated
into four parts. The DWT is applied on the Y space. To define the quality of the
image which is recovered, we used the parameters namely PSNR and MSE. The
discrete wavelet in the Y channel of the YCbCr shading space is utilized for vigorous
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Fig. 6 DWT of input image

watermarking. After one dimension of DWT deterioration, the low-low (LL) sub-
band of Y is quantized by the luminance quantization slab. The vigorous watermark
is inserted in the high-high (HH) sub-band by expertly supplanting it with the after
effect of the LL quantization. The delicate watermark for picture verification is
inserted freely on each RGB shading channel as per an enhanced LSB substitution
approach.

4 Results and Discussion

The results are obtained by converting the original image into the YCbCr by using
the MATLAB tool (Figs. 7 and 8).

The Y space is separated from the YCbCr space and further quantized to the lower
level as shown in Fig. 3. IDWT is applied to the Y space to embed the watermark.
Test results for images at k = 0.1 and size 128 × 128 (Figs. 9, 10 and 11).

Table 1 shows the PSNR and MSE value after embedding the watermark into the
original image at k = 0.1, and for the size 128 × 128, the watermark seems to be

Fig. 7 Conversion of
original image to YCbCr
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Fig. 8 Quantization of Y
space (lower level)

Fig. 9 Watermarked image
of baboon

Fig. 10 Watermarked image
of Albert Einstein

invisible with better PSNR and MSE values. Test results for images at k = 0.5 and
size 128 × 128 are as shown in Figs. 12, 13 and 14.

Table 2 shows the PSNR and MSE value after embedding the watermark into the
original image at k = 0.5, and for the size 128 × 128, the watermark seems to be
visible
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Fig. 11 Watermarked image
of sunset

Table 1 Test result for MSE
and PSNR values at k = 0.1

S. no. MSE PSNR results

Test images (k = 0.1) MSE PSNR (db)

1 Baboon 0.002 60.956

2 Albert Einstein 0.002 61.37

3 Lena 0.002 62.50

4 Sunset 0.002 61.133

5 Peppers 0.001 66.79

Fig. 12 Watermarked image
of baboon

5 Conclusion

A hybrid methodology is needed which combines both the advantages of encryption
and watermarking techniques to design a better authentication as well as secure
system. The proposedmodel provides a reliableway to authenticate images or protect
copyrights protection, in which a watermark is embedded invisibly in the digital
image to avoid attracting the attention of malicious attackers. In this paper, the results
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Fig. 13 Watermarked image
of Albert Einstein

Fig. 14 Watermarked image
of sunset

Table 2 Test result for MSE
and PSNR values at k = 0.5

S. no. MSE PSNR results

Test images (k = 0.1) MSE PSNR (dB)

1 Baboon 0.004 43.55

2 Albert Einstein 0.003 57.3

3 Lena 0.005 53.41

4 Sunset 0.007 55.68

5 Peppers 0.004 55.482

obtained from the five test images, it is observed that increasing the order of k from
0.1 to 0.5 will make the watermark more visible and also the PSNR value decreases.
So, in order to make watermark invisible, the k factor should be kept minimum 0.1
which also improves the PSNR value resulting improvement in the quality of the
image. At k = 0.1 and for image size 128 × 128, the results obtained are better
than k = 0.5. The scheme proposed in this paper works on the dual watermarking
principle that is robust and fragile watermarks which gives the image more security
in terms of copyright protection and image authentication. Depending on the PSNR
and MSE values, these techniques give improved results.
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A Transition Toward Green IT:
An Initiative

Yashika Sharma and Sachin Lakra

Abstract The computers and hence computing have become an integral part of
human lives in the present Information Age. The increased use of computers enables
tedious tasks to be performed in a hassle-free and faster manner. But, this ever-
increasing use of computing devices is taking its toll on the environment both in
terms of resource utilization and its quality. Green computing is an environmental-
friendly way and the current trend in the field of computing. Also, known as green
IT, it paves the path to a greener version of computing. A slight transition from
the conventional IT or non-green IT can make a huge difference and reduce carbon
footprint to a great extent.

Keywords Green computing · Green IT · Energy efficiency

1 Introduction

Green computing is a study mainly concerned with the efficient use of resources.
The primary goals are to reduce carbon footprints, to make computing more energy
efficient, and minimize e-waste disposal. Computing involves various phases from
its design [1], manufacturing to its end use and finally disposal [2]. Incorporating
small changes at each phase can bring a huge difference to the adverse effects of
IT on the environment. Minimizing power usage is another aspect that can substan-
tially contribute in making computing less hazardous for the environment. Thus,
green computing is not a technology but simply a transition from a conventional
way to a new greener way. Modern IT or modern computing involves a lot more
people, infrastructure, organizations [3], and money as compared to what it used to
be 10 years back, and there is a continuous increase in these figures. Therefore, this
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transition must be systematic and must address many issues such as end user sat-
isfaction, management restructuring, regulatory compliance, disposal of electronic
waste, telecommuting, energy use, thin client solutions, and return on investment
(ROI). The spectrum of IT industry is very huge as compared to any other industry
and so are its effects. There is a need of transition so as to minimize the adverse
effects of the IT industry on the environment. Green computing involves developing
greener hardware as well as greener software.

2 Phases of Computing System

Hardware involves different phases from its designing to its disposal which is known
as the life cycle of a computing system. Figure 1 depicts the typical steps in the life
cycle of a computing system.

The major steps in the life cycle of a computing system are:

2.1 Designing [3]

It is an important phase to be considered in the life cycle of computer systems in
general. The system should be designed such that it can be used, retired, and disposed
of in an environmental-friendly way. The following points are required to be kept in
mind to design such a system:

Support, repair, and upgradability: A system should include as many elements
as can be repaired. Instead of replacing the complete system, it can be upgraded as
and when required.

Less power consumption: Power consumption is a factor that affects both users’
expenses and the environment. Systems running on less power definitely lead to a
win-win situation for the users’ pockets and the environment as well.

Fig. 1 Life cycle of
computing systems
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2.2 Manufacturing and Production

Materials used in the production of the system should be such that these can be
recycled [4]. Moreover, the materials should be non-toxic so that an environmental-
friendly disposal is possible.

2.3 Packaging

Multiple computers can be packed together rather than individual packing.Moreover,
there can be a provision of taking back the packingmaterial by the vendors or shipping
agencies so as to reuse at least non-recyclable material. A user manual is also a part
of the packaging which adds up to the overhead of disposal; manuals can be made
available online to reduce the burden.

2.4 Distribution

Smaller and lighter products should be encouraged as it reduces CO2 emissions and
transportation costs. Transportation by sea is a greener way of transportation than
air transportation.

2.5 Use

Efficient product design and power management reduce power consumption. Server
center optimization also reduces energy used by these servers.

2.6 Disposal [3]

Many parts of the IT equipment can be reused as it is or with slight modification.
Some other parts can be made ready for a new life cycle by recycling. Machines can
also be refurbished or upgraded to be used again rather than disposing it off.
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3 Minimizing Power Consumption

3.1 Hardware

Power is the most crucial component of the IT industry. It is as important to IT
equipment as food to us. Every IT device needs power in the form of electricity to
function. The total power available to us is limited and over-usage may have a huge
impact on the environment and the budget of the user as well. The cost factor is
huge for organizations with a large number of machines. Thus, power consumption
management is required to make optimized use of power.

Reducing redundant data: In larger organizations where the data is distributed
over more than one sites, data is backed up regularly. In this process, the same piece
of data is backed up several times making redundant copies of the data, consuming
large amounts of bandwidth and storage space and hence consuming more power. A
tool to eliminate duplicate data can be implemented. This will reduce the burden on
the bandwidth and data would require less storage space. Moreover, fewer amounts
of data can be dealt with by using a lower performance, energy-efficient disk.

Virtualization: Virtualization [5] is an energy-efficient technique which is both
robust and cost-effective [6, 7]. It enables the users to work without worrying about
the underlying hardware. Users need not be worried about the failure of the infras-
tructure; even if some components fail, users can still be able to use the services of
the server. It also eliminates the need for individual hardware disks for every user.
Lesser number of disks directly implies less energy consumption.

Storage area network (SAN): Storage area networkprovides a hugepower saving
over directly attached storage. Scaling is efficient and logical in SAN. Only a disk
needs to be added to increase the storage capacity in SAN in contrast to adding a file
server in case of directly attached storage.

3.2 Software

Improving network algorithm: In big organizations where large numbers of com-
puters are connected over a network, network delay and bandwidth utilization is a
matter of concern. By optimizing the network/routing algorithms, these delays can be
minimized and bandwidth utilization can be maximized. With improved bandwidth
utilization, more amount of data can be transferred in less time thus minimizing
overall “ON” time of the network and hence less power consumption.

Improving scheduling algorithm: There are various types of resources involved
in the computing environment. These resources are to be scheduled among different
users. The scheduling becomes critical when the system involves a large number of
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users. Long idle time and poor throughput result in longer waiting state of the pro-
cesses which directly implies more power consumption. Resource scheduling algo-
rithms can be optimized using various approaches, hence, optimizing/minimizing
power consumption.

3.3 Basic

Switch off the system: The system should be shut down and power should be
switched off when the user is away for a longer period of time. This approach is
very basic and simple but user’s ignorance to this basic approach wastes a significant
amount of energy.

Low power mode: The system should be kept on low power mode when not in
use. This simple step contributes in saving considerable amount of energy.

Maintain screen resolution: A higher screen resolution consumes more battery
power as compared to lower screen resolutions. Battery-enabled devices can have a
longer battery life by choosing an optimum screen resolution.

4 Conclusions

The world has started moving slowly toward green IT, and there is a need of a
transition from the conventional IT to a greener way on a global scale. The small
steps, as mentioned in the paper, taken at the root level may curb the problem of
carbon footprints to a greater extent and will contribute toward a better environment.
More stringent rules [8] are required to implement these rules in a stricter way so as
to attain a positive transition.
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Vision-Based Real-Time
Human–Computer Interaction on Hand
Gesture Recognition

Poorvika Singh Negi, Riya Pawar and Roshan Lal

Abstract Gesture recognition technology has evolved greatly over the years. It is
a field in language innovation and development with the aim of deciphering human
motions by the use of certain algorithms. In this age of technology, we have fabricated
boundless techniques and subsequently seen their drawbacks making us aware of our
own limits in terms of speed and naturalness of the human body. The intellect and
inventiveness of human beings have led to the development of many tools, gesture
recognition technology being one of them. They help us extend the capabilities of
our senses by combining natural gestures to operate technology, thereby reducing
human efforts and going beyond human abilities. Gestures can be viewed as a route
for PCs to start to comprehend human non-verbal communication, in this manner
fabricating a more extravagant extension among machines and people than crude
content UIs or GUIs, which still breaking point most of contribution to console
and mouse and connect normally with no mechanical gadgets. Utilizing the idea
of motion acknowledgment, it is conceivable to point a finger now will move as
needs be. With the expeditious inventions of three-dimensional applications and the
upcoming hype of virtual environments in systems, there is a need of new devices
that can sustain these interactions. The advancement of user interface molds and
develops the human-computer interaction (HCI). The paper aims to present a review
of vision-based hand gesture recognition techniques for HCI and using it to tally
finger count using the same.

Keywords Gesture · Computer vision · Real-time video · Human–computer
interaction (HCI) · Contour extraction · Convex hull · Euclidean distance · Region
of interest (ROI)
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1 Introduction

Gestures are an important and strikingmeans of communication.Anaturalmovement
caused by a body or a part of the body does not have a significant meaning and
therefore differentiates gestures as the later transmits significant meaning to the
observer that is receiving them [1]. Human and computing device interaction, which
is inspired by the natural human-to-human interactions, can be achieved by hand
gesture technology [2].

Wrapping this technology with computer vision makes it more dynamic and gives
a detailed interpreted approach to gesture recognition technology [3, 4]. It is an
interdisciplinary science, which is making its way in innumerable sectors, from
retail and security to automotive, health, agriculture, and banking industry. From a
technical point of view, we try to automate the tasks that the human vision system
can do [5]. In simple words, it can be explained as when a computer and/or machine
is given the capability of sight.

Picking up the accelerated speed that technology is attainted today, when vision
is hooked with certain algorithms, it transforms and takes a new step into another
highly advanced field likemachine and deep learning [6]. It grants themachine power
of recognition of images, interpretation of images and solutions, and even learns in
some cases [7].

This project gives a detailed analysis and review of gesture recognition technology
when approached by computer vision, focusing on creating hand gesture recognition
and concepts like background subtraction, motion detection, thresholding, and con-
tours [8]. These concepts are implemented using OpenCV and python and show how
to segment hand region from a real-time video sequence. Furthermore, the program
recognizes the number of fingers shown in the real-time video sequence and shows
the output on the screen.

2 Literature Review

The ever-changing nature of data requires us to have different kinds of methodol-
ogy for recognizing and deciphering a signal in numerous ways [9]. However, many
methods depend on key pointers spoke to the three-dimensionally arranged frame-
work [10]. A signal can be identified with precision in view of the overall movement
of the gesture.

The first step to translate development of the body will be to order them according
to their basic properties and the message that the development may express [11].
Considering the conversations that take place with the help of gestures, every word
or expression is communicated via them. Quek proposed in “Towards a Vision Based
HandGesture Interface” a scientific classification that goes hand in handwith human–
computer interaction (HCI) [12]. He divides them into the following so as to broadly
categorize all kinds of motions:
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2.1 Manipulative Gesture System

These kinds of system follow the traditional approach that was given by Richard
Bolt, which is commonly known as “Put-That-There Approach.” Here, the system
permits direct communication and allows the user to interact with big display objects
that are in motion around the display screen [12]. The major characteristic of this
system is that the gesture and the entity being controlled are coupled together and
have a tight response in between each other. It is very similar to the direct interfaces
that have been manipulated. However, the only difference in both is that there is a
“device” present in this gesture system [3].

2.2 Semaphoric Gesture System

This gesture system approach may be called “communicative” as the gestures here
can be said to be equivalent to numerous gestures that are used to communicate
with a machine. Each gesture/movement/pose may have a particular and designated
significance [12]. However, it is important to note that unlike sign language, which
has their own syntax and dynamics, the semaphoric gesture system approach only
comprises of isolated symbols [13].

Semaphores amount to a very small portion in the amount of gestures that are
used in our day-to-day lives. But it is to be noted that they are frequently used in
literature as they can most easily be achieved [14].

2.3 Conversational Gesture System

The gestures performed in due course of time by humans in their day-to-day life are
known as conversational gestures. They come to us naturally, and the person making
these gestures gives not a lot of thought [2, 12]. They do not have a particular or
specifically fixedmeaning and can be used in onemore context unlike the semaphoric
gesture system where all the signs and gestures have fixed syntax, grammar, and
meanings. They are isolated symbols and are generally accompanied by language or
speech [1]. Even though they are not consciously constructed by the human mind,
they can still be determined by disclosure text, personal style, culture, social presence,
etc.
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3 Methodology

In this paper, a hand signal is perceived froma real-time video succession. To perceive
the motions from a live arrangement, the first step would be to take out the hand area
distinctly, evacuating the undesirable bits in the video succession [8]. In the wake
of portioning the hand district, we at that point include the fingers appeared in the
video succession to teach the robot dependent about the finger tally.

3.1 Hand Segmentation

The initial phase close by motion acknowledgment is clearly to discover the hand
locale by taking out the various undesirable segments in the video arrangement [15].
After an amount of processing has already taken place, it is determined what areas
of the image or what particular pixels are relevant for the process to move further.

3.2 Background Subtraction

In the first place, we need an effective technique to separate closer view from foun-
dation. To do this, we utilize the idea of running midpoints [14]. We make our
framework to investigate a specific scene for 30 outlines.

During this period, we register the running normal over the present casing and the
past edges. By doing this, we basically make the framework aware of the foundation
[16] (Fig. 1).

3.3 Threshold

To distinguish the hand district from this distinction picture, we have to limit the
distinction picture, with the goal that lone our hand area winds up noticeable and the
various undesirable areas are painted as dark [16]. This is called motion detection.

Threshold is the assignment of pixel powers to 0s and 1s based on a specific edge
level with the goal that our object of intrigue alone is caught from a picture [6, 15].

3.4 Contour Extraction

The next phase is the contour extraction. In simple words, it is basically a technique
with the help of which we extract the boundary of the required part in the digital
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Fig. 1 Procedure to extract foreground mask. Sourced from https://gogul.dev/software/hand-
gesture-recognition-p1

image in which we are applying it [9]. It gives us information about the shape of the
detected part [13]. Characteristics are examined after the extraction and then further
used as features in pattern classification (Fig. 2).

Fig. 2 Picture acquired after
segmentation, subtraction,
threshold, and contour
extraction

https://gogul.dev/software/hand-gesture-recognition-p1
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3.5 Finger Tally

The hand region has been obtained from the real-time video sequence (by the steps
written above). To tally the fingers, the foremost requirement is the accessibility of
a webcam or a camera attached to the system [2]. We have obtained the segmented
hand region by assuming it as the most important contour (i.e., contour with the
maximum location) inside the frame, and therefore, it is pertinent to that the hand
occupies majority of the area inside the frame [17].

The next step is to construct an intermediary circle around the palm [13]. This is
done by first detecting and computing the extreme points of the convex hull of the
obtained hand region, taking them as the points joining to be the perimeter of the
circle. Taking radius as the maximum Euclidean distance, the circle is constructed
and henceforth we apply bitwise AND on the region of interest (ROI) and the frame
[4] (Table 1).

Table 1 Algorithm to obtain
finger tally count

Step 1: obtain hand region

Step 2: detect convex hulls and obtain extreme
points

Step 3: find center of palm

Step 4: construct circle

Step 5: perform bitwise AND between ROI
and frame

Finger tally obtained



Vision-Based Real-Time Human–Computer Interaction … 505

4 Result

When the hand is broughtwithin the bounding box such as it is occupying themajority
region, the hand is detected and a red dotted trace outlining the hand appears on the
real-time video. As the fingers are gestured in the green bounding box, finger count
is displayed on the top-left corner of the window in red color (Figs. 3, 4, and 5).

Fig. 3 Video feed and
threshold for finger tally with
output 0

Fig. 4 Video feed and
threshold for finger tally with
output 1

Fig. 5 Video feed and
threshold for finger tally with
output 2
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5 Conclusion

In this paper, we presented a review of vision-based hand gesture recognition tech-
niques for HCI. With the help of different gesture systems, we classified the basic
kinds of gestures. After reviewing the basic comebacks and difficulties that are faced
in gesture recognition technology, we approached the same using computer vision.
With the help of segmentation, background subtraction, motion detecting, threshold-
ing, and contour extraction, we were successfully able to detect and note down the
characteristics of a hand in the real-time video.

Using the algorithm that was discussed in the paper, we were successfully able to
detect the number of fingers or finger count and it was displayed on the screen.
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Investigations of Rectangular Dielectric
Resonating Antenna Excited by CPW
Feed

Alina Khan and Sovan Mohanty

Abstract In this paper, coplanar waveguide-based rectangular dielectric resonating
antenna has been investigated by employing dielectric waveguide model (DWM)
method. It is found that with CPW, feed line back radiation can be minimized and
a strong capacitive matching can be obtained to achieve resonance in quad band.
Proposed DRA provides efficiency as high as 90% with sufficient undesired band
rejection and stable gain.

Keywords Dielectric resonating antenna (DRA) · Coplanar waveguide (CPW) ·
Dielectric waveguide model (DWM)

1 Introduction

In the late nineteenth century, Lord Rayleigh demonstrated that an infinitely long
hollow cylindrical rod made of dielectric material could behave as a waveguide. In
1939, Robert D. Ritchmyer showed that dielectric resonator structure acts similar to
cavity resonators made of conducting metallic material and named them as dielectric
resonators. By this era, extensive research started in the field of dielectric resonators.
By the early twentieth century, these resonators replaced bulkymicrowave frequency
oscillators and filters. ‘Dielectric resonating antenna’ is a resonating structure which
is opened up with proper modes along with perfect input characteristics, and feed
line could actually behave as an efficient radiator [1]. Its resonant frequency and
intrinsic impedance are function of aspect ratio and permittivity of the used dielec-
tric material [2]. There is feasibility of miniaturized design as size of the DRA is
inversely proportional to frequency, and unlike other metallic antennas where size is
proportional to frequency, DRA offers size reduction at high radio frequencies. Due
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to the absence of metallic surface, they do not involve tolerance error as micro-strip
antennas do. DRA offers good temperature stability and high radiation efficiency.
Only losses occur due to imperfections in dielectric material and variations in elec-
trical parameters [3]. Almost all feeding techniques can be possible with DRA like
slot coupling, micro-strip lines feed, dielectric image guide, coplanar waveguide,
coplanar strip lines, etc. making them practically available for existing and upcom-
ing technologies [2]. Resonant frequency of a DRA can also be altered by altering its
shape, size, dielectric permittivity, modes, and feed line selection. Coplanar waveg-
uide has been used as a feed element since it provides low radiation losses and high
directivity to the coupler. Using CPW, there is no need to create slot in the dielectric
material. Also surface-mounted elements get easy grounding [4]. DRA is accessible
in various shapes as rectangular, cylindrical, triangular, spherical, and other confor-
mal structures. In this design, we are using rectangular shape because it avoids mode
degeneracy by opting its three dimensions leading to low cross-polarization levels
and easy fabrication. In this paper, dielectric waveguide model (DWM) has been
used for RDRA’s resonant frequency analysis (isotropic case analysis). The antenna
is centered on the ground plane of linear CPW feed line. The feed line couples energy
to the antenna. Lowest order mode of RDRA TEy

111 has been excited using CPW [4].
High-frequency structure simulator (Ansys HFSS) software operating on finite ele-
ment method (FEM) has been used for structural analysis of the proposed antenna
design [5].

2 Method of Analysis

Dielectric waveguide model (DWM) is used for analyzing RDRA which is based on
both Marcatili’s and effective dielectric constant (EDC) approximation [2].

Marcatili’s Approximation: In this, it is assumed that fixed dimensioned res-
onator is a truncated portion of infinitely long rectangular resonator, both having
same characteristic impedance equation. Strongest components have sinusoidal field
distribution inside the dielectric and field decays exponentially outside the dielec-
tric following magnetic wall condition [2]. According to Marcatili’s approximation,
characteristic equation for wave number kx , ky , kz in respective directions in TEy

111
mode is as [6]:

k2x + k2y + k2z = εr k
2
0 (1)

Here,

kyb = nπ − 2 tan−1 ky
εr ky0

(2a)

where
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ky0 =
√

(εr − 1)k20 − k2y (2b)

and

kxa = mπ − 2 tan−1 kx
kx0

(3a)

where

kx0 =
√

(εr − 1)k20 − k2x (3b)

In above equations,

εr relative dielectric permittivity.
a, d, b length, width, and height of rectangular resonator.
k0 free space wave number.
kx0, ky0 decay constant of field along x- and y-direction.
m, n number of extremes along x- and y-direction of wave number inside

waveguide

Using above equations [Eqs. (2a, 2b), (3a, 3b)], we can calculate value of propaga-
tion constant kz , formulating using Eq. (1). Under magnetic wall model which is the
basic of Marcatili’s approximation, tangential component of magnetic field tends to
zero and only normal components exist. Hence, truncating z at ±d/2, standing wave
pattern comes along with z-direction too. According to DWM method, infinitely
long waveguide is truncated to form defined dimensioned waveguide as shown in
figure. It is observed that characteristic Eqs. (2a, 2b) of rectangular waveguide is
same as characteristic equation of TM mode of rectangular slab guide of thickness
‘b’ and dielectric constant εr . Also it is observed that characteristic Eqs. (3a, 3b) are
same as characteristic equation of dielectric sheet guide of TE mode of width ‘d’
and dielectric constant εr .

EDC Approximation: According to effective dielectric constant (EDC) method
which is a modification of Marcatili’s approximation, no tangential or normal field
component is assumed to be zero as in Marcatili’s approximation where tangential
magnetic component is assumed to be zero following magnetic wall condition [2].
Approximating to EDCmethod, Eqs. (2a, 2b) for wave number in y-direction remain
same while in Eqs. (3a, 3b) for wave number in x-direction, dielectric constant is
replaced by effective dielectric constant given as [2]:

εeff = εr − k2y
k20

(4)
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Here,

εeff effective dielectric constant,
εr dielectric constant,
k0 free space wave number.

3 Proposed Antenna Design

Ansoft HFSS full analysis software is used using finite element method (FEM) struc-
tural analysis method [5]. Design procedure is as follows: Initially, a dielectric mate-
rial has to be chosen such that there are minimum surface wave losses and waveguide
leaky modes. Back conductor like PEC is not used. Rectangular slots for CPW are
chosen with 50 � characteristic impedance [12]. CPW slot is not efficient radiators
by themselves; hence, they need to couple energy from slots to the dielectric res-
onator [2]. For this, we need to experimentally alter slot length. Firstly, slot length
was chosen half the guided wavelength (guided wavelength is 17 mm), i.e., 8.5 mm,
but according to HFSS, optimum measurement was taken as 8.2 mm (Fig. 1).

Slot length is taken less than 0.04 times the guided wavelength such that resonant
frequency calculation equation is given by [2]:

f0 = c

2π
√

εr

√
k2x + k2y + k2z (5)

Fig. 1 Top loaded resonator (2D view) onto the ground plane, in the center of CPW feed
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Here,

f0 resonant frequency of the antenna,
c velocity of light,
εr dielectric constant,
kx , ky , and kz wave numbers in x-, y-, z-directions.

Note: Values of dielectric constant and substrate thickness are chosen in order
to maintain width of resonator to be more than the slot length [4]. Thus, resonator
occupies total slot coverage. Antenna’s coupling and radiation characteristics are
also studied.

4 Dimensions and Parameters

Design procedure in section III has been followed for obtaining optimum results as
per the objectives. Dimension of slots on ground plane of CPW is shown in Fig. (2).
Rectangular slab is placed over CPW lines as shown. Coupling between feed lines
and rectangular resonator is done via narrow slots over which resonator are placed.
Perpendicular to the slot is E plane (xz-plane with 0° azimuth angle) and parallel
to the slot is H-plane (yz-plane with 90° azimuth angle). Here, azimuth angle has
beenmeasured from the positive x-axis. Chosen rectangular slab is Rogers RT/duroid
6010/6010LM(tm) dielectricmaterialwith dielectric permittivity of 10.2. The cuboid
structure has dimensions of 140 mm × 140 mm × 100 mils. Ground plane is square
of length 140 mm placed onto the slab. CPW dimensions are: Slot gap is 0.5 mm,
and slot dimensions are 8.2 mm length, 70.50 mm height, and 0.26 mm width all

Fig. 2 Top view design dimensions of proposed antenna



514 A. Khan and S. Mohanty

Fig. 3 Top view of slot lines with DRA

over (as shown in Fig. 2) giving 50� characteristics impedance. Dimensions are
chosen to maximize coupling between feed and resonator. The resonator is placed
onto CPW slot lines as per design with dimension 10.2 mm × 10.2 mm × 7.89 mm
and dielectric permittivity of 20.

As per the dimensions drawn on HFSS, CPW slot is shown in Fig. (3). Lowest
order TEy

111 mode of RDRA [4] is excited using these dimensions. The electrical
height of the resonator onto ground plane appears to be twice of physical dimension
due to image theory [11], and it radiated like a slot fed magnetic dipole. Linear
polarization of electric field with low cross-polarization level is obtained from the
results of design consideration.

5 Results

A. Input Characteristics

Reflection Coefficient: It indicates fraction of power which is lost due to reflections
and not delivered to the antenna [7].

Ideally, it must be zero and is given by:

Γ = Vreflected

Vincident
= |Γ |e jθ
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Fig. 4 Reflection coefficient plot of rectangular DRA

Here, j = complex number, and θ = phase (Fig. 4).
Four resonant frequencies below −10 dB obtained are 4.24 GHz, 5.18 GHz,

5.84 GHz, and 6.46 GHz, respectively. Hence, our antenna resonates at four different
frequencies, respectively.

Smith Chart: Smith chart is a two-dimensional plot used for transmission line
parametric analysis [8]. Unit circle is most considerable because here value of
reflection coefficient is zero. Plot cuts unit circle and results in capacitive loading
(Fig. 5).

B. Output Characteristics

Current Density Variation: The variation of electric current per cross-sectional area
as per electric field variation [7] along the feed line is shown. Maximum current den-
sity is centered under DRA along the feed line with normal electric field component
(Fig. 6).

Gain Plot in Logarithmic (dB) Scale: Antenna gain is the ratio of output power to
input power and is measured mainly in the far-field zone [7]. It is generally measured
in logarithmic scale to deal with high numerical values [9]. Here, we have measured
gain in both elevation and azimuth plane in 0° and 90°, respectively [10] (Figs. 7, 8,
and 9).

As per the above 3D gain plot, maximum power intensity is in the main lobe
direction and avoids back radiation. In our design, evenwithout using back conductor,
antenna’s radiation is mainly focused in front lobe and hence possesses very gain
and thus high directivity [13] (Table 1).
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Fig. 5 Smith chart plot with capacitive loading is obtained for proposed antenna design

Fig. 6 Current density variationwith electric field ongroundplane ofCPWfeed line and rectangular
DRA
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Fig. 7 Gain plot with co- and cross-polarization levels of gain in elevation plane

Fig. 8 Gain plot with co- and cross-polarization levels of gain in azimuth plane

6 Conclusion

A novel quad-band frequency rectangular DRA antenna with linear polarization
has been proposed. By using CPW-based feed line, low cross-polarization levels are
being achieved. The requirements for the paper have been successfully achieved with
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Fig. 9 Three-dimensional gain plot of rectangular DRA

Table 1 Resultant antenna
parameters

S. No. Quantity Values with units

1 Max radiation intensity 0.11064 W/sr

2 Peak directivity 4.1908 dB

3 Peak gain 4.385 dB

4 Radiated power 0.33176 W

5 Accepted power 0.31707 W

6 Incident power 1 W

7 Radiation efficiency 1.0463 dB

8 Front to back ratio 31.849 dB

impedance bandwidth efficiency of 1.622% at 4.85 MHz and 1.292% at 5.64 MHz.
Further front to back ratio and back radiation characteristics can be improved by
employing electromagnetic band-gap (EBG) structure. EBG patch underneath the
DRA is especially effective in suppressing the H-plane back lobe. E- and H-plane
cross-polarization level should not be affected by the presence of EBG structure.
Good coupling was achieved between antenna and feed. The resulting antenna finds
huge applications in Millimeter-Wave Integrated Circuits (MMIC).
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Design and Performance Analysis
of Circular Microstrip Patch Array
(2 × 2) for S-Band Wireless Applications

Saptarshi Gupta, Neeta Awasthy and R. L. Sharma

Abstract This paper presents design andperformance analysis of circularmicrostrip
patch array for S-band (2–4 GHz) wireless communications. This design exhibits
improved gain with minimum return loss. Directivity of the antenna also improved.
This design is prepared and simulated using HFSS software.

Keywords Wireless communication · Return loss · Patch antenna · Gain

1 Introduction

Microstrip patch antennas are become familiar and famous due to several advan-
tages like lightweight, simple in structure, less space consumption, easy to mount on
a variety of geometrical structure [1–3], etc. This type of antenna has some limita-
tions like exhibit less gain, less bandwidth, more cross polarization lead to affect in
frequency, increment in end-fire radiation [4], etc. The application of this antenna is
like in satellite communication, mobile communication, personal electronic gadget,
etc., where required space of occupancy of electronic components and the antenna
plays a very major role to determine the size of the whole system. Single element
antenna structure cannot provide the good signal strength also various antenna param-
eters like gain, directivity, radiation pattern degrades or not able to satisfy/support
the desired application. Antenna array can enhance the overall antenna performance
like: boosting up the strength of the signal, gain, directivity, signal to noise ratio
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also reduction in minor lobes, and power wastage [5], etc. Several researches were
done in the previous years [6–10] for designing an efficient antenna structure for
various bands like S, C, etc. This paper deals with design and performance analysis
of circular microstrip patch array (2 × 2) for S-band wireless applications. In this
design, the special type of circular patch geometry introduced to enhance the overall
performance, which is having a small hole at the centre of the patch geometry which
is presents in all the four patches.

2 Model Design and Simulation

Figure 1 shows the proposed antenna array (2× 2) structure. This antenna is designed
on Fr4 substrate (εr = 4.4) and the design parameters are listed below:

DIELECTRIC SUBSTRATE: Fr4_epoxy

Sl = 6 h + Pl = 110 mm
Sw = 6 h + Pw = 180 mm
Substrate height (h) = 1.6 mm
where
Pl = Patch length
Pw = Patch width
fr = Resonant frequency = 2.4 GHz

GROUND:

Fig. 1 Geometry of the 2 × 2 circular patch antenna array
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Table 1 Design parameters
of designed antenna

Material used for substrate Fr4_epoxy

εr = 4.4

Width of substrate (Sw) 110 mm

Substrate length (Sl) 180 mm

Substrate height (Sh) 1.6 mm

Circular patch (ALL)

Patch radius (a) 17 mm

Patch mid-cut radius (ar) 2 mm

Radbox material Vacuum

Radbox width (Rw) 110 mm

Radbox length (Rl) 180 mm

Radbox height (Rh) 32.85 mm

Coaxial feed

Probe:

Material (probe) Peca

Radius (probe) 0.35 mm

Height (probe) 1.6 mm

Pin:

Material (pin) Peca

Radius (pin) 0.7 mm

Height (Pin) 5 mm

Coax:

Material (coax) Teflon

Radius (coax) 1.6 mm

Height (coax) 5 mm

Source radius 1.6 mm

Ground width 110 mm

Ground length 180 mm

aPec Perfect electrical conductor

Gl = 6 h + Pl = 110 mm
Gw = 6 h + Pw = 180 mm
where
Gl = Ground length
Gw = Ground width

RADIATION BOX:

Radbox length = 6 h +Pl = 110 mm
Radbox width = 6 h + Pw = 180 mm
Radbox height = (

λ
4 + h

) = 32.85 mm (Table 1).
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In the proposed design, the special tree structure consisting of two branches each
holding patches (circular in shape with hole cut in centre) used for boost up the result.
In the process of feed design, probe is connected between the patch and ground, pin is
connected lower part of the ground of same position of the cut which was previously
made on ground. The end side of pin is connected to the coax round surface. Source
is connected at last position of coax.

3 Result and Discussion

The proposed antenna array has been designed and simulated using HFSS soft-
ware. The antenna performance parameters such as S11 (return loss), bandwidth,
VSWR, gain, and radiation pattern are considered for the performance evaluation.
The simulated results are shown below and the obtained values are listed in Table 2.

3.1 S11 Response

S11 from Fig. 2 it is observed that at 2.40 GHz S11 value is −22.3 dB.

3.2 Bandwidth

Data transfer capacity of antenna allude to the scope of frequencies over which the
antenna can work effectively. From Fig. 3, the BW value is 59.8 MHz.

3.3 VSWR

Voltage standing wave ratio indicates how efficiently the RF power is transmitted to
the load from the source. VSWR value is lie between 1 and 2 of the better receiving
antenna outline. From Fig. 4, the VSWR value is 1.1662 for proposed design.

Table 2 Reading of
proposed antenna

Parameters Values

S11 −22.3

BW (MHz) 59.8

VSWR 1.1662

Gain (dB) 6.71
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Fig. 2 S11 curve of the proposed antenna
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Fig. 3 BW of the proposed antenna

3.4 Antenna Gain

Another valuable measure depicting the execution of antenna is the gain. Regardless
of the way that the gain of antenna is solidly related to directivity, it is a measure that
considers effectiveness of reception apparatus and moreover its directional abilities.
Here, for proposed design gain is 6.71 dB (Fig. 5).
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Fig. 4 VSWR of the proposed antenna

Fig. 5 Gain of the proposed
antenna

3.5 Radiation Pattern

The radiation figure of antenna is a visual view of the disbursement of power radiated
from antenna. From Figs. 6 and 7, it is observed that the reduction in minor lobe and
the good amount of RF power radiation is taking place towards main lobe.
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Fig. 6 Radiation pattern of
the proposed antenna

4 Conclusion

This paper deals with design and performance analysis of circular microstrip patch
array (2 × 2) for S-band wireless applications. In this design, the special type of
circular patch geometry introduced to enhance the overall performance, which is
having small hole at the centre of the patch geometry which is presents in all the
four patches. The return loss for the proposed antenna is −22.3 dB and bandwidth
achieved is 59.8 MHz which indicates favourable results. Obtained VSWR value
1.1662 indicates maximum RF power transmitted to the load. The proposed antenna
structure uncovers the likelihood to use in WLAN, wireless personal gadget, MIMO
applications, etc.
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Fig. 7 Radiation diagram
a E field and b H field
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A Secure Key Agreement Protocol
for Data Communication in Public
Network Based on the Diffie-Hellman
Key Agreement Protocol

Chukhu Chunka , Subhasish Banerjee , Soumyajit Nag
and Rajat Subhra Goswami

Abstract Idea behind the key agreement protocol is to enable the entities to commu-
nicate safely over insecure public networks. In this paper, we proposed a secure key
agreement protocol using Diffie-Hellman key agreement. In 2005, Lee and Lee [1]
proposed a key agreement protocol dependent on Diffie-Hellman and guarantee that
their protocol beat the attacks like man-in-the-middle attack. However, we brought
up that Lee and Lee are defenseless against man-in-the-middle attack, impersonate
attack and replay attack. Further proposed an improved key agreement protocol and
demonstrated that the protocol is secure against the attacks. To confirm the secu-
rity properties, we have done formal verification called ProVerif tools. Finally, to
demonstrate the efficient, we compared other related authentication key agreement
schemes with the proposed scheme.

Keywords Diffie-Hellman · Session key · Secure communication ·
Authentication · ProVerif

1 Introduction

Due to the quick development of web innovation, one of the major concerning issues
is security which has been brought up in open network since a decade ago. In this
context, the secret key exchange turns into a significant and is a basic fundamen-
tal requirement. It is necessary to verify the secret key trade between two parties.
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Accordingly, numerous researchers have been working on the authenticated key
agreement (AKA) protocols [1–8] for secure key exchange in the uncertain network
between two parties. In 1976, a protocol dependent on the key agreementmethodwas
initially proposed by the Diffie and Hellman [2]. However, it is defenseless against
man-in-the-middle attack and it does not give the genuineness. Seo and Sweeney
[3] proposed a simple protocol for authentication key agreement (SAKA) to give a
pre-shared secret password to confirm each other and to acquire basic session key.
An additional message is attached to the session key for approval. Simultaneously,
Tseng [4] raised that the SAKA is powerless against vulnerable to forgery, password
guessing attacks, replay attacks, perfect forward secrecy, backward replay attacks
and off-line password guessing attacks.

Ku and Wang [5] proposed a protocol to anticipate backward replay attack with-
out change. Hsu et al. [6] extended once again that the Ku-Wang scheme remains
vulnerable to an attack on modifications. Later, Lee and Lee [7] find out that Hus
et al. [6] are vulnerable to the modification attacks and he proposed a scheme which
repairs the security flaw. As the research continuation, Diffie-Hellman key agree-
ment protocol [2] session key controlled by exchanging Diffie-Hellman public key
of two correspondence parties. In public key cryptography itself does not give any
verification and digital signature. As of later, many researchers also work on robust
group key agreement protocol which resists against malicious insiders and active
attacks in public networks [2, 9–13]. Harn and Lin [10] proposed a scheme for group
Diffie-Hellman key agreement protocols which oppose unknown key-share attack
and key compromise impersonation attack. It likewise shows that the protocol can
provide key secrecy and perfect forward secrecy. In this paper, we have discovered
that Lee and Lee [1] scheme is shaky from a man-in-the-middle attack, impersonate
attack and replay attack. The targets of the proposed scheme is to conquer the security
defect in Lee and Lee. The rest of the article arranged as follows. Section 2 describes
the review of the Lee and Lee scheme; Sect. 3 consists of the security review of the
Lee and Lee scheme; the proposed scheme discussed in Sect. 4; the security inves-
tigation of the proposed scheme is described in Sect. 5; the performance evolution
has done in Sect. 6; and finally, the work has been concluded.

2 Review on Lee and Lee Scheme

In this section, we briefly describe the Lee and Lee scheme, assume Q is a piece of
secret information, gX and gY are public, where X = aQ and Y = bQ, the value of
ga and gb cannot be derived from gX and gY without knowing Q. Table 1 shows the
list of notations and their meaning that define for proposed work.
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Table 1 List of notations and
their meaning that define for
proposed work

Symbol Description

S/R Sender/receiver

E Encryption

Spk , Rpk Sender/receiver private key

g Integer number

p Prime number

x, y Discrete logarithm value

α Set bit of dataset

Q Secret information

X, Y, a, b, c Secret value

SK , RK Sender/receiver secret key

SRK , SAK , RAK , AK Sender/receiver/attacker shared secret
key

C1, C2, C3 Current counter

IDs, IDr Sender/Receiver identity

2.1 Key Establishment Phase

1. Sender computes X = aQ, S = gX mod p and sends S to receiver.
2. Receiver computes Y = bQ, R = gY mod p and sends R to sender.
3. Sender computes the session key Sk = RQ−1a mod p.
4. Receiver computes the session key Rk = SQ−1b mod p.

Sender and Receiver get a secret session key Sk = Rk = gab mod p.

2.2 Key Validation Phase

1. Sender checks whether Sk �= 1 holds or not; if it holds, sender computes
h(IDs, S, Sk) and sends it to receiver.

2. Receiver validates Rk by checking if h(IDs, S, Sk) sent by the sender is equal to
his/her own h(IDs, S, Rk).

3. Receiver checks whether Rk �= 1 holds or not; if it holds, receiver computes
h(IDR, R, Rk) and sends it to sender.

4. Sender validates Sk , checking if h(IDR, R, Rk) sent by receiver is equal to her/his
own h(IDR, R, Sk).

Now, sender and receiver are ready to share the common secret session key Sk =
Rk = gab mod p.



534 C. Chunka et al.

3 Security Weakness in Lee and Lee Protocol

3.1 Man-in-the-Middle Attack

Lee and Lee [1] claimed that their scheme resists against a man-in-the-middle attack.
However, we claim incorrect. Let the attacker intercepts the communication between
sender and receiver. The attacker can perform the man-in-the-middle attack which
is illustrated in Fig. 1.

1. Attacker replaces S = gX mod pwith attacker key A = gZ mod p and computes
Ak1 = SQ−1c mod p. The session key is shared between sender and attacker
SAk = gac mod p.

2. Similarly, the attacker replaces R = gY mod pwith attacker key A = gZ mod p
and computes Ak2 = RQ−1c mod p. The session key shared between attacker
and receiver RAk = gbc mod p.

where, SAk = gac mod p is a secret session key shared between sender and
attacker and RAk = gbc mod p is a secret session key shared between attacker and
receiver. In this scenario, the sender thinks that it is a key shared between the receiver
and himself. Actually, attacker fools both the parties in believing session secret key
is shared between the sender and the receiver. Even the attacker can intervene the
key validation phase as shown below.

Fig. 1 Man-in-the-middle attack
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1. Attacker replaces sender h(IDs, S, Sk) with h(IDA, A, Ak) and sends to
receiver since, the attacker knows all the parameter used and computes
h(IDs, S, Sk) using message digest.

2. Attacker replaces receiver h(IDR, R, Rk)with h(IDA, A, Ak) and sends to sender
since the attacker knows all the parameter used and computes h(IDR, R, Rk)

using message digest.

3.2 Reply Attack

The attacker captures the ongoing communication between sender and receiver S =
gX mod p, R = gY mod p. Attacker observes the value of X, Y and hash(h)value
of both sender and receiver. Attacker acts as the sender to connect the receiver. When
the receiver asks a proof identity, attacker sends h(IDs, S, Sk) read from last session
and receiver accepts. Now, the receiver gives all information to attacker by thinking
he is communicating with the original sender. In this way, the attacker can grant
access to the network.

3.3 Impersonate Attack

An attacker can modify the shared secret key of both the sender Sk = RQ−1a mod p
and receiver Rk = SQ−1b mod p by his secret key Ak1 = SQ−1c mod p. Now,
attacker can send his secret key to both parties SAk = gac mod p and RAk =
gbc mod p. In this case, the attacker knows the parameter of both sender and receiver.
Hence, the attacker gains access to the network.

4 Proposed Work

The proposed work, i.e., high secrecy Diffie-Hellman key agreement (HSDHKA)
protocol focuses on how to set up a secure communication link between sender
and receiver. Here, the value of g stands for integer number, p is the prime number
which is freely accessible. While x and y are discrete logarithms, the secret value,
α is the set bit of the dataset which is secretly shared between sender and receiver.
For attacker to know the secret value of x and y is troublesome in light of discrete
logarithm problem. The scheme resists against man-in-the-middle attack, key offset
attack/key replicating attack, impersonate attack, reply attack, perfect forward attack
and guessing attack. The detailed description of the scheme has been shown in Fig. 2.



536 C. Chunka et al.

Fig. 2 High secrecy Diffie-Hellman key agreement protocol

4.1 Key Establishment Phase

1. The sender has discrete logarithm value x, such that 0 < x < p, S = gx mod p.
2. The receiver has discrete logarithm value y, such that 0 < y < p, R = gy mod p.
3. The sender sends S to receiver and receiver sends R to sender. Note: Sender and

receiver do not send the value of x and y.
4. Sender after receiving R, sender calculates, Sk = (R)x mod p or Sk = (gy mod

p)x mod p = gxy mod p.
5. To achieve a secure symmetric session key between sender and receiver calculates

by adding α mod p where α is the set dataset bit shared between sender and
receiver.

The sender secret session key SK = gxyα mod p mod p and receiver RK =
gxyα mod p mod p session key shared between the sender and receiver.

6. Finally, both sender and receiver shared the common session secret key SK =
RK = SRk = gxyα mod p mod p.

To overcome the man-in-the-middle attack and key validation, we include the
point-to-point protocol/digital signature. The steps are explained below.
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1. The Sender encrypts the message sent to the receiver along with the private key
of the sender and the publicly known key SK = E

(
Spk, S = gx mod p

)
.

2. Receiver encrypts the message along with receiver private key and publicly
known key RK = E

(
Rpk, R = gy mod p

)
sends to sender.

3. Sender figures Ksr = (Rk)
x mod p, where, Ksr =

E
(
Rpk, Rk = gxyα mod p mod p

)
secret key, public key is shared.

4. Receiver computes Krs = E
(
Spk, S = gx mod p

)
where, Krs =

E
(
Spk, Sk = gxyα mod p mod p

)
, secret key, public key is shared.

Here, the attacker cannot intercept the message of sender and receiver because
the sender sends Spk and S = gx mod p to receiver in encrypted form.

The receiver decrypts the message through the sender public key since in Diffie-
Hellman the attacker fooled both sender and receiver by sending his secret key
and public key. The attacker creates the environment in which the sender believes
that the message comes from the receiver. The sender uses the attacker’s public
key to decrypt the message. However, in this environment man-in-the-middle attack
cannot be occurred because point-to-point connection protocol is adopted, that is,
Rpk, Spk is encrypted with message. Nevertheless, if attacker knows the public key
of receiver/sender the receiver cannot decrypt the message using public key send by
the attacker because there is mismatch in public key, one from the attacker and other
from sender.

4.2 Key Validation Phase

Let sender identity as IDs , receiver identity as IDr , h be one-way hash function,C1 is
used as the current timestamp of sender and C2 is the current timestamp of receiver.
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1. The sender computes h(IDs, Spk,SK,C1) and send to receiver.
2. Receiver validates RK, current timestamp C1 by checking whether

h(IDs, Spk,SK,C1) is equal to his own h(IDs, Spk,RK,C1).
h(IDs, Spk,SK,C1) = h

(
IDs, Spk,RK,C1

)
.

3. The receiver computes h(IDr , Rpk,RK,C2) and sends to sender.
4. Sender validates SK, current timestamp C2 by checking whether

h(IDr , Rpk,RK,C2) is equal to own h(IDr , Rpk,SK,C2).

h(IDr , Rpk,RK,C2) = h
(
IDr , Rpk,SK,C2

)
.

In key validation session, if both SK = RK = gxyα mod p mod p and if both sender
and receiver timestamp C1 = C1, the common session key has the validation.

In the proposed scheme, the attacker cannot modify or masquerade the message
shared between the two parties. SK = RK = gxyα mod p mod p is public but the
value of x and y are unknown values of adversary. Therefore, even if adversary
knows the gxyα mod p mod p it would be difficult for attacker to derive the value of
x, y and α, as per discrete logarithm problem. However, for the attacker it would
be infeasible to forge a valid signature without knowing the sender private keys,
i.e., Spk and receiver private key Rpk . The security totally depends upon the digital
signature, current counter and hash function. If the network latency and synchronize
counterC1 �= C2 of session key is not equal, then we can conclude that, our proposed
scheme resists against man-in-the-middle attack and even attacker cannotmanipulate
Spk and Rpk during the key establishment phase.

5 Security Analysis of High Secrecy Diffie-Hellman Key
Agreement Protocol

In this section, we confirm the strength of our proposed scheme using informal and
formal security analysis.

5.1 Informal Verification

In this subsection, we revealed the proposed scheme’s informal security verification
that overcomes the weaknesses of the Lee and Lee scheme. Possible attacks are as
follows.

5.1.1 Man-in-the-Middle Attack

In the scenario of man-in-the-middle attack, the attacker tricks both the sender and
receiver by sending his two keys: one between himself and sender and another
between himself and receiver. Both trust that they communicate with each other
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actually, attacker at the middle. To overcome those shortcomings, we have used
point-to-point communication protocol. In proposed work, the secret value of x and
y is very large and for attacker, it would be difficult to know the value of ‘x’ and ‘y’
because of discrete logarithm. Even if attacker knows the value of ‘p’ and ‘g’ is not
enough to compute the secret key value.

5.1.2 Key Offset Attack/Key Replicating Attack

In session key agreement phase, sender forwards the message h(IDS, Spk,SK,C1) to
receiver. Similarly, the receiver will also forward to the sender h(IDR, Rpk,RK,C2).
In this phase, the adversary does not know the private key of the sender and receiver.
Suppose if the attacker captures and modifies it to h(IDA, Apk, AK ,C3). Even
then the attacker will never forge the signature until he knows the private key of
the sender and current counter. If the receiver receives (IDA, Apk, AK ,C3) which
was modified by the attacker, even then the attacker not able do replicating attack
because of the message validity, i.e., (IDS, Spk,SK,C1) �= (

IDA, Apk, AK ,C3
) �=(

IDR, Rpk, RK ,C2
)
. Hence, the verification fails and receiver terminates the ses-

sion agreement. Therefore, the key offset attacker will not be applicable to proposed
work.

5.1.3 Perfect Forward Secrecy (PFS)

Disclosure of user private keys must not allow to the compromise of any past session
keys. In the proposed scheme, the attacker cannot recover any past session keys
unless he/she knows the current session Spk and Rpk shared between the entities since
for every new session different key is generated and even every time new session
contains new value of x, y, α and modulo. Moreover, the Attacker will have no clue
about new session and past session key. Therefore, the attacker cannot compromise
for future encryption/decryption. Hence, proposed scheme resists against perfect
forward secrecy.

5.1.4 Guessing Attack

The attacker attempts each conceivable mix to get secret key value of x and y. If
the attacker is able to guess gx and gy even then it would be hard for him or her to
decrypt/decode the value of mod p, α mod p, x, y and α. Therefore, proposed scheme
resists against guessing attack.
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5.1.5 Reply Attack

Here, attacker secretly listens to ongoing communication between sender and
receiver. Meanwhile, the attacker stores the p and g value for performing the attack
in future. In this attack, the attacker will not be able to get success, since the attacker
does not get authentication, and only p and g value are insufficient for an attacker to
connect with either sender or receiver. Therefore, proposed scheme resists against
reply attack.

5.1.6 Impersonate Attack

The attacker plays the role of legal user between sender and receiver to gain access
to a system/network, i.e., secret key shared between both sender and receiver. If the
attacker knows the shared secret key of both parties SRk = gxyα mod p mod p even
then attacker will not able to get the secret value of x, y and α mod p. Secondly, if the
attacker somehow captures Spk, Rpk, Sk, Rk values and obtained the differ counter
value h(IDS, Spk, SK ,C1) �= h(IDR, Spk,RK,C2) �= h(IDA, Apk, AK ,C3) which
illustrate that, proposed scheme resists against impersonate attack.

5.2 Formal Verification Using ProVerif

ProVerif [14, 15] is used to verify the secrecy and authentication properties. Here, we
have exhibited a proposed scheme that overcomes the man-in-the-middle attack by
adding the point-to-point protocol. For verification purpose, we have characterized
one channel ch1 which is known to the public, two communication party sender S,
receiver R and private key through which they encrypt the message.
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Table 2 Security comparison among authentication key agreement protocol

Security features Lee and Lee [1] Seo et al. [3] HSDHKA

Man-in-the-middle attack No No Yes

Key offset attack/key replicating attack Yes Yes Yes

Perfect forward secrecy (PFS) No No Yes

Guessing attack Yes Yes Yes

Reply attack No No Yes

Impersonate attack No Yes Yes

The output code is executed using ProVerif 2.00. The results show that the attacker
will not able to decrypt or able to know the private key of both sender and receiver.
Hence, it proved mutual authentication and secrecy in our protocol.

RESULT not attacker(Rpk[]) is true.
RESULT not attacker(Spk[]) is true.

6 Performance Evolution

In this section, in order to show the advantages of our scheme we compare security
among relevant authentication key agreement scheme concerning Lee et al. [1] and
Seo and Sweeney [3] schemes in Table 2.

From Table 2, it shows that our proposed scheme is resisting against man-in-the-
middle attack, key offset attack/key replicating attack, perfect forward secrecy (PFS),
guessing attack, reply attack and impersonate attack.

7 Conclusion

In this article, we have proved that Lee and Lee scheme suffers from man-in-the-
middle attack, impersonate attack and reply attack. To overcome the security flaw, we
have proposed an efficient schemes which secure against man-in-the-middle attack,
key offset attack/key replicating attack, perfect forward secrecy (PFS), guessing
attack, reply attack and impersonate attack. Numerical derivation and comparison
show that our proposed scheme resists against some known attacks.
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A Secure Steganographic Scheme Based
on Chaotic Map and DNA Computing

Bhaskar Mondal

Abstract This paper proposes a secure steganographic scheme based on DNA com-
putation and chaos based on randombit generation. This scheme uses a cross-coupled
chaotic map to generate randomDNA sequences. DNA computing is used for encod-
ing the secret message, and the encoded secret is embedded onto a cover image using
well-known LSB substitution technique. This scheme is equally effective for hiding
image as well as text. The secret message is converted to a DNA sequence, and
another random DNA sequence is generated using a cross-coupled chaotic system.
Now, the two DNA sequences are added using DNA addition. Then, the LSBs of the
cover image pixels are substituted by the secret DNA sequence. The results of the
experiment and security analysis show that the algorithm devised by us is effective
and also can resist statistical and differential attack.

Keywords Chaotic map · DNA computation · Steganography · PRNG

1 Introduction

The communication network has become wider and larger in terms of size and users
with time. People use the network for all aspects of daily life for rapid and mas-
sive transmission of multimedia data. With the increment of the data volume as
well as users in the public network, the security of confidential data has become a
significant issue. As a result, the study on information security always becomes an
on-demand topic of research. Everyone has a concern to prohibit undesirable disclo-
sure of information, and so it needs to be concerned about securing our information
before transmitting it through public network [1, 2].

Techniques like cryptography [3–6], steganography [7, 8], or secret sharing [9]
are used for protecting information from unauthorized access. The literal meaning of
cryptography is the art of writing or solving codes. These schemes make information
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(image)meaningless to any unauthorized user by conversion of data into a secret code
based on some key [10].

Steganography is the practice of concealing messages or information within other
non-erect text or media. It has been proposed as a technique of transmitting data
(image) by embedding into a media (image, audio or video, etc.) which act as a
cover. So, the steganography techniques conceal the existence of secret data (image)
from the undesired users. Earlier, several steganography schemes [11] have been
proposed in the literature for transmission of the secret image. Recently, a trend is
notable that secret data is encrypted before embedding onto the cover image [12]
which adds extra computational overhead to the steganography schemes. One of the
most commonly used techniques is LSB substitution [8] as it has lower computational
complexity and higher hiding capacity. An effort of improving the distortion function
for steganography schemes is made using steganalytic knowledge [13]. In [14], a
Steganography scheme using G.729 bitstream and matrix coding with interleaving
is presented. Further, a servery on hiding text message is furnished in [15]. As every
image has its own characteristics, theymay be optimized to hidemaximumamount of
data [16]. Darbani et al. proposed a scheme to hide text in JPEG cover images based
on LSB techniques [17]. Recently, researchers tried to embed secrets onto a cover
image using artificial neural networks (ANN) [18]. Content-adaptive steganography
is also practiced improving themethods against steganalysis and features responsible
for it for JPEG cover images [19]. In [20], deep convolutional generative adversarial
network (DCGAN) is used to embed secret content to the cover images to resist
steganolysis feature detections [21].

The way this scheme is different from the usual techniques is, in this, the secret
message is directly embedded using DNA computation into a transformed cover
image without employing conventional cryptography approaches like DES, RSA,
etc., on the secret image. Substitution technique uses simple LSB for embedding the
DNA-encoded secret message into the cover image and results greater security with
less computational complexity. So, meeting the demand for successful and secure
transmission, this paper proposes a more intellectual, fast, and effective lightweight
scheme.

In Sect. 2, the preliminaries of the generation of PRNS and LSB substitution are
discussed in short. Section 3 intensifies the proposed steganography scheme followed
by the experimental results and analysis in Sect. 4. Finally, in Sect. 5, the conclusion
and future scope are discussed.

2 Preliminaries

2.1 LSB Substitution

The LSB substitution technique can be simply depicted in Fig. 1. As the LSBs of an
image carry significantly low information about the image pixels, it can be changed
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128 145

140 165

1000 0000 1001 0001

1000 1100 1010 0101
LSB Substitution

11 10 01 00

1000 1101 1010 01 00

1000 0011 1001 0010

131 146

141 164228

Sub Image (8 bit p er
pixel)

Secret
(Message)

Stego
Subimage

Cover
Image

Fig. 1 LSB substitution-based steganography technique

to hide some secret. Therefore, in this method, the secret bits are been hidden in the
LSBs of the cover media which is also called as stego-image in case the medium is
an image [8].

2.2 The Chaotic Logistic Map

The widely chaotic logistic map, which is expressed by Eq. 1:

xk+1 = f (x) = μxk(1 − xk) (1)

when μ ∈ (3.5699456; 4), the system demonstrates in chaotic nature. Some of the
important characteristics that we can obtain from the logisticmap are its simple struc-
ture, highly sensitive to initial condition, and two random sequences generated by
different initial parameters are totally uncorrelated. It has statistically similar proper-
ties with thewhite noise, and therefore, chaotic signals can be used in communication
[22].

2.3 Encryption Using DNA Sequencing

German biochemist named Friedrich Miescher was the first to observe deoxyri-
bonucleic acid (DNA) in 1869. In this paper, the bases are represented in binary, as
presented in Fig. 2. Further, the arithmetic using DNA encoding is presented in Fig. 2
[4, 23 and 24].
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(a) (b)

Fig. 2 a DNA sequence encoding table, b addition and subtraction operations for DNA sequence

3 The Proposed Scheme

For retrieving the secret, the authenticated user will need the initial parameters for
CCRBG which is the secret key of the scheme. For this purpose, reverse process of
embedding scheme will be followed as shown in Fig. 3.

3.1 The PRNS Generator

ThePRNSgenerator is designed by combining two chaotic logisticmaps in crisscross
manner, in which the output of one map is used as input feedback to the other map
for the next iteration at the same time. If the output of first map xi+1 is greater than
the output of the second map yi+1, it generates a bit 1 else generates 0 as presented
in Eq. 2. This technique decreases the chance of predictability and generates more
randomized PRNS.
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f (xi+1, yi+1) =
{
1 : xi+1 > yi+1

0 : Otherwise (2)

The step-by-step process of the proposed steganography scheme:

Step 1 Select a cover image I
Step 2 The plain text T is converted to ASCII code T 0 and the ASCII code to DNA

sequence A
Step 3 Generate pseudo-random bit sequence R using the cross-coupled binary bit

generator
Step 4 Convert the PRB sequence to random DNA sequence B of same length.

R → B
Step 5 Add DNA sequences A and B, say the result is a new DNA sequences C.

C = A + B
Step 6 Embed the DNA sequences C to the cover image I using LSB substitution,

which will give output image I ′.

4 Experimental Results

For experimental tests, a text “Well come to the world of cryptography” is used as
secret message and Lena image in Fig. 4a is used as cover image. The experimental
results are presented below.

4.1 Histogram

In Fig. 4a, the covermedium or plain image, and in Fig. 4b, the histogram of the cover
image are presented. The stego-image is presented in Fig. 4c whether the histogram
of the stego-image is in presented in Fig. 4d. Comparing the cover and stego images
and corresponding histograms, it is hard to differentiate the cover image from the
stego-image, which demonstrates the good quality of the proposed scheme.

4.2 Mean Squared Error (MSE)

For a gray scale image, A of dimension h × w and its noisy approximation A′.
MSE (m) is calculated by Eq. 3. Where w is the width, h is the height, A(i; j) is

value of pixel in the plain cover image at (i; j), and A′(i; j) is the value of pixel in the
stego-image at grid (i; j); m is calculated for Fig. 4a, c is 0.
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(a) (b)

(c) (d)

Fig. 4 Test the scheme on Lena image to compare histogram. a Cover image, b histogram of cover
image, c stego-image after 1 LSB substitution, and d histogram of stego-image

m = 1

hw

h−1∑
i=0

w−1∑
j=0

[
A(i; j) − A′(i; j)]2 (3)

4.3 Peak Signal-to-Noise Ratio (PSNR)

PSNR can be used to find the quality of a steganography scheme. PSNR gives the
ratio of the original cover image and the stego-image. It can be calculated using
Eq. 4. The lower value of PSNR indicates a better image quality. Calculated value
of PSNR of original image is 1. PNSR calculated for the above experiment, Fig. 4a
the cover image and 4c the stego-image, is 99 dB.
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PSNR = 10 log10
max2 A

m
(4)

4.4 Key Space Analysis

The proposed scheme uses the skew tentmapwhich had initial parameter and variable
μ and x0. The values for μ and x0 are used up to 10−20 precession places. Therefore,
the key space becomes 2260.

4.5 Coefficient Correlation Test

It is used to compute the similarity between two images. The coefficient correlation
is expressed by Eq. 5:

CC =
1
N

∑L
k=1[(Pck − E(Pc))(Psk − E(Ps))](

σx × σy
) (5)

Here, Pc and Ps are the gray scale values of two pixels in the same place in the
cover image and stego-images. The correlation between the original cover image and
stego-image is 0:0096 which shows high similarity between the two.

4.6 Information Entropy Analysis

Entropy is the measure of uncertainty of a random source. It is also the amount of
information a random variable carries about itself, and in Eq. 6, p(mi) represents the
probability of occurrence of the symbol. Ideally, for a source generating 256 symbols
randomly with uniform probability distribution, the entropy will be 8 bits. Hence,
if the value of entropy is more closure to 8, the less the chance of predictability
or certainty and the system is more resistible to entropy attacks. For the test image,
entropywas calculated and found 7.5733 for cover image and 7.5869 for stego-image.

H(m) =
2N−1∑
i=0

p(mi ) × log2
1

p(mi )
(6)
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4.7 Maximum Deviation

The high amount of irregularity and deviation of pixels among the cover and stego-
image provides good quality of encryption. First, the histogram for cover image and
the stego-image is taken and their differences are calculated. Let di be the absolute
difference between the two histograms for intensity, I, and then maximum deviation,
D, is calculated as shown in Eq. 7. The test results of the maximum deviation for the
cover image was 0 and for the stego-image was 6.1799 × 10 + 04

D = d0 + d255
2

+
255∑
i=0

di (7)

4.8 Irregular Deviation

This is another quantitative measure of detecting the difference between the cover
image and the stego-image.A lowdifference assures a good quality of steganography.
It first calculates the average of histogram as Eq. 8 hi is the frequency in the histogram
H. Then, the irregular deviation Di is computed as Eq. 8. For the cover image, the
irregular deviation was calculated 97,920 and for stego-image 72,061.

Di =
255∑
i=0

pi − 1

255

255∑
i=0

pi (8)

5 Conclusion

In this paper, the authors proposed a simple, effective, and secure steganography
scheme. The results show that the scheme produces high-quality stego-image with-
out using high-computational overhead of encryption. The scheme uses lightweight
process like DNA computation and chaos-based random number generators. There-
fore, the scheme remains a lightweight and first process suitable for any limited
resource devices. The secret message is secured with secret keys. The scheme can
be further modified for color images and compressed images.
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Rice Disease Detection and Classification
Using Deep Neural Network Algorithm

S. Ramesh and D. Vydeki

Abstract In this paper, deep neural networks were proposed to find the crop disease
for the normal image, brown spot, blast, sheath rot and bacterial blight. Dataset
consists of 209 images. In the image preprocessing, RGB images are converted into
HSV to remove the background portion using hue and saturation part. The image
segmentationbyk-means clustering, various colour and texture features are extracted.
The classification is done with existing KNN algorithm. The accuracy obtained is
88% bacterial blight, 82% blast, 88% brown spot, 87% sheath rot and 86% normal
images. To improve the accuracy our proposed DNN is implemented. The accuracy
obtained for DNN is 93% bacterial blight, 89% blast, 93% brown spot, 92% sheath
rot and 96% normal images.

Keywords Rice · Disease and normal images · Preprocessing · Segmentation ·
Feature extraction · KNN and DNN algorithm

1 Introduction

Rice is the main staple food crop in India. It is also the world’s largest important food
crops for Indians besides wheat and corns [1]. It is the major carbohydrate source
for people in India. At the same time 90% people including rice in their daily needs.
The problem in the agriculture field is climatic change, pests and diseases, and it will
reduce the rice maximum production.

However, rice is quite susceptible by diseases. The disease will affect the crop
from initial to seedling stage. It is threatened by various diseases when growing,
resulting in tremendous economic loss in agriculture worldwide. It results in huge
economic loss for farmers. The size of the affect depends upon the level of attack in
the plants. The diseases will affect the crop at any stage and at any time.
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Timely detection of diseases will reduce the yield losses. In most cases, the detec-
tion is performed manually either by human visual assessment or by laboratory
analyses [2].

According to the report of 2016–17 (ICAR), India is the second-largest rice
production in the globe, contributing around 275.11 t of world production [3, 4].

India economic development is based on the agriculture farming and the major
of the farmland cultivating rice crop in the country. The farmers face losses due to
majority of diseases. The main sources of diseases are bacteria, fungi and viruses
[5, 6].

To overcome these issues, it needs a suitable recognition system for disease detec-
tion. This paper proposed the plant disease recognition using the neural network
algorithm.

Rest of the paper is organized as follows: Sect. 2 explains the brief literature survey,
Sect. 3 comprises a proposed method, Sect. 4 shows the performance measures of
confusion matrix, and Sect. 5 represents the conclusion of work.

2 Literature Survey

Some of the latest research work belonging to rice plant diseases is given below.
The author Pujari et al. [7] proposed the concept of image processing techniques

to identify and classify the fungi diseases symptoms on horticulture and agriculture
crops. The proposed architecture will remotely monitor the crops using GSM to
reduce the yield loss and its results in its intelligent farming.

The author Yeh et al. [8] proposed the concept of machine learning methods for
comparison of hyperspectral disease assessments. The proposed method is used to
detect the anthracnose disease in strawberries fruits. These diseases will affect the
plants up to 100%. So the above methods will reduce the yield loss with the detection
as earliest.

The author Singh and Misra [9] proposed the concept of plant disease leaf
detection using image segmentation and soft computing techniques.

3 Proposed Method

3.1 Acquisition of Images

The images are collected for bacterial blight, brown spot, blast, sheath rot and normal
imageswith high resolution camera. The dataset totally consists of 209 images,which
includes bacterial blight 41 brown spot 37, blast 59, sheath rot 39 and normal 33.
Figure 1 shows the sample images.
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Fig. 1 Various disease affected and healthy image

Fig. 2 a Bacterial blight, b blast, c brown spot, d sheath rot

3.2 Preprocessing

In the preprocessing, the images are cropped and resized into the dimension of 250
× 300 pixels. The background part of the collected images is removed using hue and
saturation part.

The RGB are converted to HSV for various disease images are shown in Fig. 2.

3.3 K-Means Clustering for Segmentation

Image segmentation is used to extract the part of diseases images. For segmenting,
the portion k-means is used Fig. 3.

3.4 Extracting Features

The extracted features are colour and texture. In the colour feature, standard deviation
and mean are extracted. For the texture following features were extracted as contrast,
energy, homogeneity and correlation [10].
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Fig. 3 Various disease images segmentation using k-means clustering

Mean Value

The colour value is extracted with the formula [1, 2]

Mean =
N∑

j=1

Pi j. (1)

Standard deviation

S.D =
√
1
/
N

∑N
j=1(Pi j − Ei)2. (2)

The texture feature is extracted with the formula [3, 5, 7, 8]

Energy =
N−1∑

i, j=0

(Pi j)2 (3)

Homogeneity =
N−1∑

i, j=0

Pi j

1+ (i − j)2
(4)

Contrast =
N−1∑

i, j=0

Pi j(i − j)2 (5)

Correlation =
N−1∑

i. j=0

Pi j(1− μ)(1− σ)

σ 2
. (6)



Rice Disease Detection and Classification … 559

Fig. 4 Deep neural network architecture

3.5 Optimized DNN-Based Classification

Deep learning is a subset of machine learning in artificial intelligence (AI) that
has networks capable of learning unsupervised from data that is unstructured or
unlabelled. The architecture of DNN consists of i/p layer, hidden layer and o/p layer.
Figure 4 shows the architecture of DNN.

4 Confusion Matrix

Figure 5a, b shows the KNN andDNN confusionmatrix. From this confusionmatrix,
true positive, false negative, true negative and false positive are evaluated.

4.1 KNN

Figure 5a represents the KNN confusion matrix. The sheath rot values obtained for
TP, FN, TN and FP are 20, 8, 163, 18; the brown spot values of TP, FN, TN and FP
are 18, 14, 166, 11; the blast values of TP, FN, TN and FP are 42, 22, 127, 18; the
bacterial blight values of TP, FN, TN and FP are 29, 11, 153, 16; the normal values
of TP, FN, TN and FP are 26, 16, 156, 11.
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Fig. 5 a KNN confusion matrix, b DNN confusion matrix

4.2 DNN Confusion Matrix

Figure 5b represents the DNN confusion matrix. The sheath rot values obtained for
TP, FN, TN and FP are 22, 6, 173, 8; the brown spot values of TP, FN, TN and FP are
27, 5, 168, 9; the blast values of TP, FN, TN and FP are 51, 13, 136, 9; the bacterial
blight values of TP, FN, TN and FP are 33, 7, 161, 8; the normal values of TP, FN,
TN and FP are 39, 6, 161, 3.

4.3 F1 Score

Figure 6 shows the graph accuracy for the comparisonof both classifierswith different
classes. The values obtained in DNN algorithm are 81% for normal, 69% bacterial
leaf blight, 71% blast, 66% brown spot and 61% sheath rot. The values obtained
for KNN algorithm are 45% for normal, 52% bacterial leaf blight, 51% blast, 43%
brown spot and 42% sheath rot.

4.4 Precision

Figure 7 shows the graph accuracy for the comparisonof both classifierswith different
classes. The values obtained in DNN algorithm are 92% for normal, 79% bacterial
leaf blight, 85% blast, 75% brown spot and 74% sheath rot. The values obtained
for KNN algorithm are 69% for normal, 63% bacterial leaf blight, 68% blast, 62%
brown spot and 52% sheath rot.
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Fig. 6 F1 score performance measure

Fig. 7 Precision
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Fig. 8 False discovery rate

4.5 False Discovery Rate

Figure 8 shows the graph accuracy for the comparisonof both classifierswith different
classes. The values obtained in DNN algorithm are 7% for normal, 19% bacterial
leaf blight, 13% blast, 25% brown spot and 27% sheath rot. The values obtained
for KNN algorithm are 29% for normal, 34% bacterial leaf blight, 30% blast, 35%
brown spot and 48% sheath rot.

4.6 False positive Rate

Figure 9 shows the graph accuracy for the comparisonof both classifierswith different
classes. The values obtained in DNN algorithm are 1.9% for normal, 4.4% bacterial
leaf blight, 6.1% blast, 4.5% brown spot and 4.1% sheath rot. The values obtained for
KNN algorithm are 6.3% for normal, 9.8% bacterial leaf blight, 12.2% blast, 5.9%
brown spot and 9.8% sheath rot.
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Fig. 9 False positive rate

4.7 Negative Predict Value

Figure 10 shows the graph accuracy for the comparison of both classifiers with
different classes. The values obtained in DNN algorithm are 96% for normal, 95%
bacterial leaf blight, 93% blast, 97% brown spot and 97% sheath rot. The values

Fig. 10 Negative predict value
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Fig. 11 Specificity

obtained for KNN algorithm are 88% for normal, 92% bacterial leaf blight, 85%
blast, 91% brown spot and 93% sheath rot.

4.8 Specificity

Figure 11 shows the graph accuracy for the comparison of both classifiers with
different classes. The values obtained in DNN algorithm are 98% for normal, 96%
bacterial leaf blight, 95% blast, 96% brown spot and 97% sheath rot. The values
obtained for KNN algorithm are 95% for normal, 93% bacterial leaf blight, 88%
blast, 94% brown spot and 89% sheath rot.

4.9 True Positive Rate

Figure 12 shows the graph accuracy for the comparison of both classifiers with
different classes. The values obtained in DNN algorithm are 86% for normal, 84%
bacterial leaf blight, 78% blast, 86% brown spot and 76% sheath rot. The values
obtained for KNN algorithm are 58% for normal, 72% bacterial leaf blight, 75%
blast, 53% brown spot and 72% sheath rot.
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4.10 Accuracy

Figure 13 shows the graph accuracy for the comparison of both classifiers with
different classes. The values obtained in DNN algorithm are 96% for normal, 93%
bacterial leaf blight, 89% blast, 93% brown spot and 92% sheath rot. The values
obtained for KNN algorithm are 86% for normal, 88% bacterial leaf blight, 82%
blast, 88% brown spot and 87% sheath rot.

5 Conclusion

In this research work, the different leaf images are classified by using the proposed
algorithms. Images considered for this work are normal, blast, brown spot, bac-
terial lead blight and sheath rot. In the image preprocessing, the RGB converted
into HSV images to remove the background part. In the segmentation, the diseases
and non-diseases leaves are spitted. The features are extracted for colour and tex-
ture.DNN algorithm is obtained well in accuracy when compared with the existing
KNN algorithm.

Fig. 12 True positive rate
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Fig. 13 Overall accuracy
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Relative Investigation of Methods
to Generate Millimeter Wave
in Radio-Over-Fiber Communication

M. Vinoth Kumar and Vinod Kumar

Abstract Integration of fiber and wireless (Fi-Wi) technology in latest communica-
tion has brought massive improvements in terms of high data rate, low interference
and attenuation. The frequency range of 30–300 GHz (millimeter wave) is capable of
generating orders of magnitude greater bandwidth. Merging two concepts fiber com-
munication has large bandwidth capacity and wireless coverage are combining both
features also became an emerging platform for Internet providers for ever-increasing
bandwidth hungry. Bandwidth and channel capacity can be improved by increasing
frequency range and implementingwavelength divisionmultiplexing (WDM).Direct
and indirect modulated waves imposed with signal generator at transmitter side to
generate millimeter (mm) wave. Phase modulator (PM) and Mach–Zehnder modu-
lator (MZM) based techniques of generating mm-wave are investigated and results
are shown for various input sine wave generators and different fiber wavelengths.

Keywords Radio-over-fiber ·Mm-wave ·Mach–Zehnder modulator

1 Introduction

Before the fifth generation, cellular Internet systemwith low bandwidth offered min-
imum data rate connectivity. Later 5G technology started using high bands such as
millimeter wave leading to high data rate. Bands in millimeter wave are tremen-
dously high but the propagation is not so decent. Closer cell sites are to be used to
the user. Several schemes that enable integrating fiber and wireless that can make
system closer to the user. The Fi-Wi network system can create complete usage of
the photonics-assisted millimeter wave technology with a modest configuration, low
cost and numerous types of multiplexing technologies such as spatial and frequency-
band multiplexing [1]. These network systems overcome the bandwidth blockage
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of electronic devices. The multiplexing methods to drop signal baud rate and band-
width necessities for optoelectronic devices to upsurge wireless transmission volume
impressively. Technology like digital signal processing is being applied to Fi-Wi sys-
tems to compensate various linear and nonlinear impairments due to integration fiber
and wireless and to realize high spectrum efficiency also high receiver sensitivity.

High capacity: High capacity communication system is essential because of
extensive usage of Internet, a consistent communication tool in today’s society
increases high-speed information sharing requirements worldwide every year. Bit
rates in GHz range are expected to be in present communication technology to
expand the capacity for huge data transfer. Due to enormous systems transmitting
data in applications, spectrum in lower gigahertz range is jammed and the need for
higher range is observed [2]. For flexible arrangement and easy installation, a radio
transmission link is considered to aggregate huge network traffics which have prior
characteristics in system deployment. Radio-over-fiber (RoF) technology integrates
both optical and wireless network that can provide sufficient bandwidth to individ-
ual users [3]. Limits: Mobile communication interference is a noticeable factor to
be avoided. Fiber chromatic dispersion which is transmission impairments occurs
in RoF communication. Optical single sideband (OSSB) is a modulation method
that will compensate such dispersion effects. Also, this modulation supports longer
distance RoF communication promising.

1.1 Millimeter Wave Communication in RoF Technology

For long distance communication and great capacity millimeter wave delivery, the
optical fiber as transmission medium is realized well. Compared to copper cable
optical fiber has less weight and low transmission loss that is 0.25 dB/km at 1550 nm
(193.41 THz)wavelength range. So by employing optical local oscillator (at 1550 nm
range), the mm-carrier wave (33–100 GHz) can be considered with transmission loss
of 0.25 dB/km. Insertion loss optical fiber is less (<0.5 dB) than copper because of
less weight, i.e., weight of optical fiber is 1.7 kg/km and copper cable is 567 kg/km
[4]. Furthermore, the transmission and insertion loss are compensated by optical
fiber amplifier. So the transmission can be realized for several kilometers distance.

Deliver of mm-wave through air medium is usually very short distance due to
atmospheric and free space path loss. In the finest atmospheric situations, W-band
frequency (75–110 GHz) at 80 GHz has atmospheric loss about 0.35 dB/km which
limits transmission distance of the terrestrial transmission link, i.e., with in 20 km
[5]. There are greater diffraction and penetration losses which create reflected and
scattered signals are more significant. Typical penetration losses for building sup-
plies differ from a few decibels to more than 40 dBs [6]. As frequency increases,
there is absorption in atmosphere also and there are certain approving bands where
atmospheric losses are quite small, i.e., <1 dB/km [5]. Table 1 shows the international
telecommunication union proposed wave bands. As stated above, characteristics of
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Table 1 ITU proposed mm-wave bands (in GHz)

24.25–27.5 31.8–33.4 37–40.5 40.5–42.5 45.5–50.2 50.4–52.6 66–76 81–86

mm-wave signal in the optical fiber and in the air are different and so enabling meth-
ods are required to understand the integration of the optical fiber and the wireless air
medium links. For practical implementation of Fi-Wi network and system, simple
and nominal costmethods of photonicmm-wave generation techniques is key factors.
Numerous techniques have been proposed to realize mm-wave RoF structure. Few
techniques to generate mm-wave are based on optical heterodyning, i.e., the hetero-
dyne beating of two different wavelength signals from two independent laser sources,
based on optical multi-carrier source, based on external intensity modulators, etc.,
each technique has its own advantages and limitations. This paper investigates two
techniques of generating mm-wave in RoF communication. Firstly, the overview
of RoF and MZ modulators is done with diagrammatic representations. Second, the
comparison of previously researched works [4, 7–9] has been done. Third simulation
of phase modulator and MZM-based mm-wave generation are performed. Results
of generated waves are analyzed for different oscillator frequency ranges and for
different fiber lengths.

2 Radio-Over-Fiber (ROF)

An impressive consideration has been committed to converging radio frequency and
optical fiber which advances expectation to build the limit and portability of the
access network. Since, it was first exhibited for cordless or cell phone administration
in 1990, a great deal of research has been completed to examine its constraints and
grow new and superior RoF [1] advancements (Fig. 1).

Radio-over-fibermethod eases the growing request for usingwireless deviceswith
high data rate transmission [10]. Radio-over-fiber technology comprises a central sta-
tion and a base station connecting through optical fiber network. Switching, routing

[Central Station] [Base Station]

Fig. 1 Radio-over-fiber link
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and MAC, frequency organization functionalities are carried out in central station,
whereas base station is for wireless signal distribution and there is no signal process-
ing. Base station converts optical to wireless and vice versa. In radio-over-fiber (RoF)
technology, the analog transmission imposed with light is carried. Light is amplitude
modulated which carrying information through optical fiber cable to receiver (base
station) and wireless access is facilitated at receiver section. Depending on the range
of frequency to be transmitted RoF is classified as RF-over-fiber (>10 GHz) and
IF-over-fiber (<10 GHz). Wireless signals in RF-over-fiber are optically spread to
base stations at high frequencies which effects no requirement of frequency up and
down conversion, whereas signal up conversion is performed to RF range at base
station after O/E conversion. Based on laser and modulation method RF signals are
transmitted over fiber up to many GHz range. Benefits of RoF technology are low
attenuationwhich reduces usingmore repeaters, less complexity (remote station con-
sisting only O/E conversion and amplification also frequency up/down conversion if
require), supporting high data rate and many.

3 Mach–Zehnder Modulator

Optical carriers in RoF system is modulated by electrical signal and transmitted
over optical path. There is degradation of modulated optical signal due to distortion
while traveling which reasons reduction in dynamic range of system.Mach–Zehnder
modulator (MZM)—Lithium niobate (LiNbO3) type is themost preferredmodulator
also the performance of RoF communication rest on various parameters of MZM
such as RF bias, bias voltage, extinction ratio and insertion loss. MZM is used as
electrical-optical (EO) converter to achieve linearization or for the compensation of
dispersion in signal. MZM single drive modulator is shown in Fig. 2.

The light wave (optical power) entering at input side of modulator is split into
two equal waves by two arms of modulator. Phase delay is caused in waves passing
through these arms by applied bias across the arms and waves are combined at
another end of MZM. In and out phase between two waves make changes in high
and low amplitude of light wave at output side of MZM, respectively. The amplitude

Vbias+ V(t)

Optical power from 
laser source

Wave with phase difference

Regular wave

Amplitude modulated 
wave based on in-phase 
and out-phase

Fig. 2 Mach–Zehnder modulator
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Fig. 3 mm-wave generation using phase modulation

variation in light wave at output ofMZMdepends on bias applied on arms. Flexibility
of using MZM in peripheral location is a great advantage which is not likely with
other interferometers.

4 Review of Modulation Techniques

Millimeter wave generation by phase modulation technique is shown in the figure.
Laser source having 1550 nm wavelength is externally modulated. Sine wave gener-
ators used in this technique are set as 20, 30 and 40 GHz. Modulated optical signal is
propagated through single-mode fiber (SMF) of 20, 50 and 100 km. Erbium-doped
fiber amplifier (EDFA) is used on a fiber link having 5 m length. Light wave is
detected by PIN photodetector at receiver side where the generated mm-wave range
is recognized [7] (Fig. 3).

Mach–Zehndermodulator basedmm-wave generation system shown in the figure.
The optical source with 1550 nm wavelength and sine wave generators of 20, 30 and
40 GHz. Light entering MZM is split into two half waves with equal amplitudes. DC
bias applied to one of the arms of MZM causes phase delay with propagating wave.
Two half waves combining at the output end of MZM are having difference in phase.

So in-phase signals give high power output and out-phase signals give low power
output leading to amplitude modulation. Modulated wave is propagating through
20, 50 and 100 km length of SMF and the light wave is converted into electrical at
receiver by photodetector.

5 Results and Discussion

The setup shown in Figs. 4 and 5 are simulated using optisystem simulation tool. RF
spectrum analyzer shows (Figs. 4, 5 are of phase modulation method and Figs. 7, 8
are of MZM method) mm-wave generated from both techniques. Spectrums (power
versus frequency) are viewed up to 110 GHz in which it is clear that the peak of
power is increasing as input sine wave signal range increases. Also, the signal gets
losses in power as the communication channel length increases [7] (Fig. 6).
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Fig. 4 mm-wave generation with simulation results shown for different input sine wave of
a 20 GHz, b 30 GHz, c 40 GHz

Fig. 5 Wave propagationwith simulation results shown for different fiber lengths a 20 km, b 50 km,
c 100 km

Fig. 6 mm-wave generation using MZM

6 Conclusion

High data rate, greater bandwidth for developing Internet applications and mobile
communication are achieved by improving operating frequency to millimeter wave
range (30–300 GHz). Methods of generating mm-wave by using phase modulator
andMach–Zehndermodulator are investigated for different input oscillator frequency
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Fig. 7 mm-wave generation with simulation results shown for different input sine wave of
a 20 GHz, b 30 GHz, c 40 GHz

Fig. 8 Wave propagationwith simulation results shown for different fiber lengths a 20 km, b 50 km,
c 100 km

ranges at transmitter section. Powers in dB with respect to frequency up to 110 GHz
are analyzed using RF spectrum analyzer. Results are shown satisfactory improve-
ments in output power for higher sine wave range applied to modulator and reduction
in output power as communication channel (SMF length) increases.
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A Compact Microstrip Patch Antenna
for Mobile Communication Applications

A. Sanega and P. Kumar

Abstract In this paper, the design and fabrication of a compact rectangular
microstrip antenna (RMSA) are presented. The defected ground structure (DGS)
along with T-shaped slots in patch is utilized to reduce the size of the antenna. The
designed patch antenna with optimized dimensions is fabricated using FR4 sub-
strate. Using the aforementioned methods, the antenna patch size is reduced by 25%
when compared to a conventional rectangularmicrostrip patch antenna. The designed
antenna is operating atmobile communication frequency band. The designed antenna
is simulated and the simulation is performed using computer simulation technology
microwave studio software. The presented antenna is compact in size and suitable
for mobile devices.

Keywords Microstrip antenna (MSA) · Size reduction · Defected ground structure
(DGS) · Reflection coefficient (RC)

1 Introduction

The size reduction is a key requirement in modern wireless systems to accommodate
more applications in a compact device. The compact size of MSA makes these
antennas suitable for modern wireless communications. However, the size of these
antennas becomes large at low frequencies [1, 2]. The size of the MSA can be
decreased by size reduction techniques such as shorting post loading [3, 4], using
slots [5], using metamaterials [6], and DGS [7].

In the shorting post-loading technique, the patch is shorted with the ground. The
shorting post behaves like an inductor between the patch and the ground plane. Due
to the inductance behavior of shorting post, the resonant frequency of the MSA is
shifted and the size of theMSAcan be reduced [3].Mazumdar et al. [8] have proposed
slits loaded compact MSA. The presented compact MSA resonates at four different
frequencies. In [9], a MSA is designed and analyzed for array application. The
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numerical models for calculating resonant frequency, input impedance, and radiation
patterns of the MSA are given. In [10], a slot loading technique is used to reduce the
size of the MSA. Slots along with conducting strips give multi-frequency operation.
In [11], a compact MEMS switches-based reconfigurable MSA is designed. The
MSA can radiate in different twelve directions in different states. In [12], slots-based
compact MSA is designed. The slots loaded MSA operates at multi-bands. Thabet
and Hassan [13] have proposed the design of a compact MSA by changing the
substratematerial.Ananocompositematerial havingRTDuriod5880with nanofillers
is used in the design. Bharti et al. [14] have proposed a compact MSA for triple-band
applications. Fractal elements are used in the MSA structure which decreases the
resonant frequency of the MSA. Monti et al. [15] have used fractal technique and
shorting post to reduce the size of the MSA structure. Using fractal technique along
with shorting posts, a compact MSA for RFID applications is designed.

Kumar [16] has designed various shaped compactMSAs for 2.4GHz applications.
The MSAs are designed on a flexible substrate and suitable for wearable applica-
tions. Barad and Behara [17] have proposed the design of a compact MSA. The
MSA resonates at 2.8 GHz have the beam steering capability. Xiong et al. [18] have
presented a compact metamaterial-based MSA for wideband applications. The min-
imum gain and maximum gain of the designedMSA are 2 dB and 6 dB, respectively.
Chatterjee et al. [19] have proposed the design of a compact MSA which is suitable
for mobile communication applications. The unequal rectangular slots have been
used to reduce the size of the proposed MSA. Wei et al. [20] have proposed a MSA
with enhanced bandwidth which is compact in size. The fishnet metasurface is used
in the ground plane of the MSA. Gunesar and Seker [21] have proposed the design
of a compact MSA which operates in triple bands. E shaped and cylindrical slots
are used to achieve triple-band operation. The MSA operates at resonant frequencies
1.8, 2.1, and 3.5 GHz, which makes MSA suitable for GSM, UMTS, and WiMAX
applications. Anitha et al. [22] have designed a compact MSA for Ku band appli-
cations. U shaped patch and a slot at center are used in the structure. The MSA is
fabricated on FR4 substrate. Alam et al. [23] have designed a compact fractal MSA
for 2.4 GHz applications. Roy and Thomas [24] have designed a compact MSA
for high-performance wireless network applications. The structure utilizes proxim-
ity coupled rectangular slot loaded patch and V-shaped slot loaded patch. Kumar
and Singh [3] have reviewed the shorting post loaded MSAs and suggested that the
size of the MSAs can be reduced by shorting the patch. Singh and Kumawat [25]
have proposed a compact E shaped wideband MSA for wireless local area networks
applications.

In this paper, the concept of DGS along with T-shaped slots in the patch [5] is
used to decrease the size of the MSA. The design is simulated and optimized using
CST microwave studio. The presented MSA is compact and suitable for mobile
applications. The rest of the paper is organized in three sections as follows. Section 2
discusses theMSA design and configuration. Simulated results, fabricatedMSA, and
measured results are given in Sect. 3. Section 4 presents the conclusion of the work.



A Compact Microstrip Patch Antenna … 577

2 Antenna Design and Geometry

Figure 1 shows the geometry of the proposed compact rectangular MSA with DGS
and T-shaped slots in the patch. The top and bottom views of the proposed MSA
depict the combination of twomethods which include the methods of using T-shaped
slots [5] in the patch and the use of slots in the ground plane. The size of the MSA is
reduced by incorporating T-shaped slots in the microstrip patch as shown in Fig. 1a
and incorporating slots in the ground plane as shown in Fig. 1c. Figure 1b shows
the side view of the MSA configuration. The MSA is fed by a coaxial connector as

Fig. 1 Structure of the
proposed MSA a top view of
the MSA, b side view of the
MSA, c bottom view of the
MSA

(a)

(b)

(c)
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shown in Fig. 1. The MSA is designed using FR4 substrate with dielectric constant
of 4.3 and thickness of 1.5 mm. The MSA dimensions are computed by utilizing the
transmission line method [1, 2]. The width (W ) of the patch is calculated using the
following expression [1, 2]:

W = c

2 f0
√

(εr+1)
2

(1)

where ‘c,’ ‘ f0,’ and ‘εr ’ are velocity of light, resonant frequency of the MSA, and
dielectric constant of the substrate, respectively.

The effective dielectric constant (εreff) of the MSA is computed by [1, 2]:

εreff = εr + 1

2
+ εr − 1

2

1√
1 + 12 h/w

(2)

where ‘h’ is substrate thickness.
Following equation gives the effective length (L reff) [1, 2]:

L reff = c

2 f0
√

εreff
(3)

The length extension (�L) due to fringing field is given by [1, 2]:

�L = 0.412h
(εreff + 0.3)

(
W
h + 0.264

)

(εreff − 0.258)
(
W
h + 0.8

) (4)

The actual length (L) of the patch is obtained as [1, 2]:

L = L reff − 2�L (5)

The dimensions of the ground plane are given by [1, 2]:

Lg = 6h + L (6)

Wg = 6h + W (7)

The coaxial connector location (x f , y f ) is calculated using the following equations
[1, 2]:

x f = L

2
√

εreff
(8)

y f = W

2
(9)
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Table 1 Comparison of size of the designed MSA with conventional MSA

S. No. Parameter Dimensions of the
conventional MSA (mm)

Dimensions of the
proposed compact MSA
(mm)

1 Length of patch 36.6 27.5

2 Width of patch 46.7 35

3 Length of ground plane 45.6 34.2

4 Width of ground plane 55.6 41.8

The comparison between the dimensions of the conventional MSA and the MSA
with T-shaped slots and DGS is shown in Table 1. From Table 1, it can be observed
that the size of the proposed MSA is reduced significantly. The size of the patch is
reduced by approximately 25%.

3 Results and Discussion

For simulations and optimization of the MSA structure, CST microwave studio is
used.After carrying the simulations inCSTmicrowave studio, theRCof the proposed
MSA is shown in Fig. 2. Figure 2 shows that theRCof theMSAat resonant frequency
of theMSA is approximately−11.4 dB. The bandwidth of theMSA is approximately
from1.95 to 1.97GHz that is approximately 40MHz.The two-dimensional and three-
dimensional radiation patterns of the MSA are depicted in Fig. 3a, b, respectively.
The radiation pattern of theMSA in ∅ = 90◦ plane shows that the shape of the pattern
is approximately figure of eight and the main lobe direction is toward 5° with 3 dB
angular beam width of 114.8°. From the three-dimensional radiation pattern of the
MSA, it is observed that the major lob of the proposedMSA is toward positive z-axis.
The maximum gain, maximum directivity, and efficiencies of the designed MSA are

Fig. 2 S11 of MSA with inserted T-slots and DGS
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Fig. 3 Radiation pattern of reduced MSA a 2D pattern, b 3D pattern

Table 2 Directivity, gain,
radiation efficiency, and total
efficiency of the MSA

S. No. Parameter Value

1 Max. directivity 4.101 dBi

2 Max. gain 3.675 dB

3 Radiation efficiency −1.835 dB

4 Total efficiency −5.662 dB

presented in Table 2. The maximum directivity, maximum gain, total efficiency, and
radiation efficiency are 4.101dBi, 3.675dB,−5.662dB, and−1.835dB, respectively.
For further validation of the proposed MSA structure, the MSA is fabricated. The
fabricated MSA is shown in Fig. 4. The RC of the fabricated MSA is measured using
network analyzer and it is shown in Fig. 5. Little deviation between simulated and
measured RC can be observed and it may be due to connector losses, fabrication
errors, soldering errors, etc. The maximum directivity and maximum gain of the
MSA are reasonable good and the RC of the MSA is less than −10 dB. So, the
designed and presented MSA is suitable for mobile devices.

4 Conclusion

A compact MSA utilizing T-slots and DGS has been presented. The design is simu-
lated using CST microwave studio and for further validation of the design, MSA is
fabricated and measured. The size of the MSA is reduced by incorporating T-shaped
slots in the patch and making ground defected. The size of the MSA is reduced and
the size of the patch is reduced approximately by 25%. The maximum directivity
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Fig. 4 Fabricated compact MSA

Fig. 5 Measured S11 for the compact MSA

and maximum gain of the proposed MSA are 4.101 dBi and 3.675 dB, respectively.
The proposed MSA is suitable for compact mobile devices.
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Microstrip Patch Antenna
with Enhanced Gain for 2.4 GHz Wireless
Local Area Network Applications

N. L. Nhlengethwa and P. Kumar

Abstract Wireless communication systems require high gain antennas for many
reasons such as for better quality of receiving signals and for low transmitting
power. In this paper, a rectangular microstrip antenna (MSA) with enhanced gain
for 2.4 GHz wireless local area network applications is presented. The gain of the
MSA is increased by using defected ground structure (DGS) technique and a reflected
ground plane. The simulation of the designed MSA is performed in CST microwave
studio. Using CST microwave studio, the dimensions of the MSA are optimized.
The designed MSA is fabricated and measured. Simulated MSA parameters along
with and measured results are presented and discussed. The comparison between
simulated and measured results shows reasonable agreement. The MSA provides a
high directivity of 7.282 dBi and gain of 3.675 dB which is much higher than the
MSA with normal ground plane and without reflected ground plane. The designed
MSA is suitable for 2.4 GHz wireless local area networks (WLAN) applications.

Keywords Microstrip antenna (MSA) · Gain enhancement · Defected ground
structure (DGS) · Reflection coefficient (RC)

1 Introduction

Long-distance wireless communication systems require high gain transmitting and
receiving antennas to compensate the losses due to long distance between transmitter
and receiver. MSAs are compact in size and light in weight; hence, these antennas are
suitable for compact and lightweight applications. However, these antennas suffer
with narrow bandwidth and poor gain [1–4]. The gain of the MSAs can be increased
by stacked coupling [5, 6], arrays [1, 2], etc.

In [7], the MSA is loaded with a dielectric resonator for enhancing the impedance
bandwidth and efficiency. The gain of 1 dB is achieved by theMSA. In [8], theMSA is
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loadedwith an engineeredmagnetic superstrate. The engineeredmagnetic superstrate
enhances the gain and efficiency of the MSA. In [9], the concept of metamaterial is
used to enhance the gain and bandwidth of the MSA. The proposed MSA utilizes
crisscross metamaterial substrate for enhancing the gain and bandwidth of the MSA.
In [10], a ring slot-coupled MSA is presented. The structure utilizes a reflector and
dielectric to improve the MSA performance. A S-shaped MSA with wide bandwidth
and enhanced gain is proposed in [11]. The photonic band gap (PBG) structure is
used to improve the MSA parameters. In [12], a four-element array with high gain
is designed for 5 GHz WLAN applications. The slots and reflected surface are used
for enhancing the gain of the array.

Kurniawan et al. [13] have designed a high gain MSA. The gain of the MSA is
increased by using sub-array technique. TheMSA utilizes eight sub-arrays with total
64 elements. The MSA was fabricated on FR4 substrate. The MSA was designed for
the frequency range 2.52–2.67 GHz of S-band. Kaya [14] has proposed the design of
a high gain rectangular broadbandMSA. The chip register and negative capacitor are
embedded with the designed rectangular broadband MSA. AlyAboul-Dahab et al.
[15] have designed a compact MSA with high gain for X-band applications. The
frequency selective surface technology is used to enhance the performance of the
MSA. Jeyakumar et al. [16] haveproposed the designof highgain antenna array forK-
band 5G cellular communication. The designed array consists of eight elements. The
antenna array is designedonRogers/RTDuroid substrate.Ouet al. [17] haveproposed
a MSA with high gain for microwave power transmission. To enhance the efficiency
of theMSA, air substrate is utilized. The bandwidth of theMSA is 350MHz, ranging
from 5.67 to 6.02GHz. Bhide et al. [18] have proposed the design of a dual-band high
gain MSA. The design utilizes the union-shaped patch. The designed MSA operates
at two resonances: 2.19 and 3.98 GHz. Malakar et al. [19] have proposed the design
of a rectangular MSA with high. The design utilizes the concept of air cavity for
improving theMSA parameters. Rozana and Hariyadi [20] have proposed the design
of a circularly polarized MSA with high gain. The bandwidth of the MSA is 1.366–
1.655 GHz, and the MSA is suitable for GPS receiver. In [21], parasitic mushroom-
type structure is utilized to improve the parameters of MSA. The designed MSA
provides high gain and broadband operation. The frequency selective surface (FSS)
along with DGS is used to design a broadbandMSAwith enhanced gain for wireless
local area network applications; industrial, scientific, and medical band applications;
worldwide interoperability for microwave access applications in [22].

In this paper, a rectangular MSA with enhanced gain is presented. The proposed
structure utilizes the DGS along with a reflected ground structure [12] to enhance the
gain. Simulated and measured results are presented. The proposed MSA is suitable
for 2.4 GHz wireless local area network applications. The organization of the paper
is given as follows. Section 2 presents the design, dimensions, and geometry of the
MSA. The simulated and measured MSA parameters are given in Sect. 3. Section 4
gives the conclusion.
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2 Proposed Antenna Design

The geometrical configuration of the designed rectangular patch antenna with high
gain is depicted in Fig. 1. The perspective view of the designed antenna is depicted
in Fig. 1a, and the ground plane with DGS is shown in Fig. 1b. The patch is designed
using transmission line model analysis. The design procedure follows the various
dimension calculations for MSA. The width (W ) of the metallic patch is calculated
as [1]:

W = c

2 fr

√
2

εrs + 1
(1)

where c, εrs, and fr are velocity of light, relative permittivity (dielectric constant) of
the substrate and resonant frequency, respectively.

Considering the fringing field, the effective relative permittivity (effective
dielectric constant) (εres) of the substrate is given by [1]:

εres = εrs + 1

2
+ εrs − 1

2

[
1 + 12

hs
w

]− 1
2

(2)

where hs is the substrate thickness.
The fringing effect increases the length of the patch. The increased length (�L)

of the patch is given by [1]:

Fig. 1 Structure of the proposed MSA, a perspective view, b ground plane with DGS
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Table 1 Optimized
dimensions of the MSA

S. No. Parameter Value (mm)

1 L 28

2 W 28

3 DGS1l 3.33

4 DGS1w 3.33

5 DGS2l 13.33

6 DGS2w 10

7 Thickness of the substrate 1.5

8 Relative permittivity of the substrate 4.3

�L = 0.412 × hs ×
(εres + 0.3)

(
W
hs

+ 0.264
)

(εres − 0.258)
(
W
hs

+ 0.8
) (3)

The total length (Le) of the patch is given by [1]:

Le = c

2 fr
√

εres
(4)

The length of the patch is given by [1]:

L = Le − 2�L (5)

The MSA is fed by using a recessed microstrip line as shown in Fig. 1a, and the
ground is made defected as shown in Fig. 1b. The defected ground plane along with
reflected ground pane [12] is utilized to enhance the gain of the MSA. The thickness
anddielectric constant of each substrate layer are h and εrs, respectively. The proposed
structure is optimized using CST microwave studio. The MSA dimensions are given
in Table 1. The length/width of the patch is 28 mm. The length/width of smaller
slot in ground is 3.33 mm. The length of the bigger slot in ground is 13.33 mm, and
width of the bigger slot in ground is 10 mm. The substrate height is 1.5 mm, and the
relative permittivity (dielectric constant) of the substrate is 4.3.

3 Results and Discussion

This section presents the parameters of the designed MSA obtained from the sim-
ulation and measurement. The model is simulated to find the RC and the far-field
patterns at a certain frequency (2.4 GHz) using the CST tools. From the far-field
values, the gain and directivity are considered. The results of the designed MSA are
shown in Figs. 2, 3, 4, 6 and Table 2. The RC of the MSA for the frequency range of
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Fig. 2 RC versus frequency

Fig. 3 VSWR of the designed MSA

2–3 GHz is depicted in Fig. 2. The RC of the MSA versus frequency graph depicts
that the MSA is operational in the frequency range of 2.417–2.488 GHz. This is
obtained from the point where the RC (S11 parameter) is below 10 dB. The MSA
resonating frequency is approximately 2.452 GHz. The variation of voltage standing
wave ratio with frequency is shown in Fig. 3. From Fig. 3, it can be observed that the
voltage standing wave ratio (VSWR) is less than 2 for the bandwidth of the designed
MSA.

The radiation patterns of the MSA are depicted in Fig. 4. The normalized pattern
in ϕ = 0° plane is shown in Fig. 4a; the normalized pattern in ϕ = 90° plane is shown
in Fig. 4b; and the absolute three-dimensional radiation pattern is shown in Fig. 4c.
From radiation patterns of the MSA, it can be observed that the shape of the patterns
is figure of eight and the behavior of the patterns is similar in ϕ = 0° plane and ϕ

= 90° plane. The parameters of the patterns of the MSA are given in Table 2. The
maximum directivity of theMSA is high and is 7.282 dBi. The gain of theMSAwith
DGS and reflected ground plane is 3.675 dB, which is much higher as compared to
the MSA without reflected ground plane and DGS. The gain of the MSA without
reflected ground plane and DGS is 1.115 dB only. Hence, the gain of the MSA is
improved significantly. The total efficiency and radiation efficiency of the MSA at
2.4 GHz are −4.951 dB and −3.607 dB, respectively. The direction of the main lobe
in ϕ = 0° plane and ϕ = 90° plane is same and is at two degree. The 3 dB beamwidth
in ϕ = 0° plane and ϕ = 90° plane is 78.8° and 69.2°, respectively. The designed
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Fig. 4 Radiation patterns of the designedMSA at 2.4 GHz, a ϕ = 0° plane, b ϕ = 90° plane, c 3-dB

Table 2 MSA radiation
parameters at 2.4 GHz

S. No. Parameter Value

1 Directivity 7.282 dBi

2 Gain 3.675 dB

3 Total efficiency −4.951 dB

4 Radiation efficiency −3.607 dB

5 Main lobe direction (ϕ = 0° plane) 2.0°

6 3 dB beamwidth (ϕ = 0° plane) 78.8°

7 Main lobe direction (ϕ = 90° plane) 2.0°

8 3 dB beamwidth (ϕ = 90° plane) 69.2°
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MSA is fabricated and measured. The photographs of fabricatedMSA and measured
RC parameter of the fabricated MSA are shown in Figs. 5 and 6, respectively. The
measured RC of the MSA is similar to the simulated RC except little for frequency
shift. It may be due to imperfect fabrication and losses. The MSA provides high
directivity and suitable or 2.4 GHz wireless local area network application.

Fig. 5 Fabricated MSA, a patch view, b ground plane with DGS

Fig. 6 Measured RC of the designed MSA
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4 Conclusion

A rectangularMSAwith enhanced gain has been designed, simulated, and fabricated.
The DGS and a reflected ground plane are used to enhance the gain of the designed
MSA. Simulated as well as measured MSA parameters have been presented. The
gain of the MSA with the reflected ground plane and the DGS is much higher than
the MSA without the reflected ground plane and the DGS. The designed MSA with
enhanced gain is suitable for 2.4 GHz wireless local area network applications.
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An Investigation on Drain Current
of Junction and Junctionless
Surrounding Gate MOSFET

Aditya Agarwal, R. L. Sharma and Prashant Mani

Abstract This paper presents investigation about the drain current parameters of
SurroundingGateMOSFET (SGMOSFET)with junction and junctionless transistor.
The junctionless SG MOSFET (JLSG MOSFET) exhibits more current available at
low voltage but junction based SGMOSFET exhibits less current at same voltage but
depends on parameters. The junction based devices are less costly. Device length also
improved in JLSG MOSFET. General variable issues like oxide thickness, channel
length and doping concentration are also discussed.

Keywords Surrounding gate MOSFET · Drain current · Junctionless

1 Introduction

Semiconductor is the foundation of today’s communication systems like cellular
telephone, navigation, wireless systems and radio broadcast etc. Surrounding Gate
MOSFETs are become familiar and famous due to several advantages like excellent
control on the channel surface potential, less space consumption, suppressed short
channel effects etc. In junction based SGMOSFET consist of sharp drain and source
junctions because of this the doping variation concentration over with some nanome-
ters closer to the source and drain junctures. This is preserving limitations on doping
methodologies. Due to presence of junctions, there is leakage current which run
within the device [1]. To reduces Short channel effects, carrier’s effective mobility
and increase gate control we take the advantage of SG MOSFET. In SGMOSFET
channel is surrounded by Gate keep all sides which provide better manage over with
the channel. It requires very less area, and less area consumption means less expense
and to a greater extent number of devices per chip [1].
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JLSG MOSFET exhibits superior scaling capability and reduced Short channel
effects (SCEs) than SG MOSFET. Now a days transistor requires small in size and
very less SCEs. When the transistor dimension decreases up to nano scale depth the
formation of precise junction become complicated that’s why it demands ultimate
exact doping and temperature conditions. Now for time to come, VLSI practical
applications need basic transistor level changes required. JLSGMOSFET is the sub-
stitute of junction based SGMOSFET [2]. Thus a novel structure investigated which
have not need the formation of p n junction, known as junctionless device [3]. The
junctionless transistors are highly doped through the drain, source and channel area.
So there is no generation of junctions and these will remove the issue of diffusion of
impurities, provides better short channel immunity and reduced SCEs [2]. Junction-
less transistors initially in accumulationmodewhichwill less responsive for negative
bias thermal effect. So the drain current is less instable with doping concentration.
In junctionless transistor, the capacitances can also be neglected which is present in
junction based transistor. Therefore the capacitance goes down due to the operating
frequency and speed of the transistor can be increased [1, 4–9].

IC projects design operation with JLSG MOSFET device technology will be
faster, high energy efficient. The Surrounding gate device has high packing density,
immune to SCEs and high current drive capability [3].

2 Device Structure

The illustrative 2D view and 3D view of SGMOSFET shown in Figs. 1 and 2 respec-
tively. The gate oxide thickness, gate length and radius of channel are 3 nm, 15 nm,

Fig. 1 The 2D view of SG MOSFET
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Fig. 2 The 3D view of SG MOSFET

40 nm respectively. SG MOSFET has advantages like improve transconductance,
enhanced current and good control of short channel effects due to shortest channel
length [10]. SG MOSFET required smaller voltage means that gate electrodes have
higher command over the conducting Channel [11]. As channel width is reduced the
threshold voltage reduces due to which the improved current possibility achieved
within the channel. SG transistor is solely the cylindrical part of the transistor [12].
The cylindrical Structure specially reduces corner effects and short channel effects
[13] (Table 1).

The interpretive 2D and 3D view of JLSG MOSFET shown in Figs. 3 and 4
respectively. The thickness of gate oxide, gate length and channel radius are 2 nm,
5 nm, 20 nm respectively. This is a symmetrical structure around the axis which helps
channel passing throughwith origin.Consequently the symmetrical structure, electric
field and electrostatic potential is not varying in the angular direction. JLSGMOSFET

Table 1 Device parameters of SG MOSFET

Symbol Quantity Value

tox Gate oxide thickness 3 nm

ND Doping concentration 5 × 1019 Cm3

R Radius of channel 15 nm

L Channel length 40 nm

W Gate work function 5.2 eV
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Fig. 3 The 2D view of JLSG MOSFET

Gate

Source Drain

Fig. 4 The 3D view of JLSG MOSFET

has excellent short channel immunity so more variation in electrical parameters
occurs [14]. The drain current found higher in JLSG MOSFET cause of less carrier
mobility degradation. In JLSG transistor has more doping concentration around the
channel, source and drain areas which considerably improves fabrication processes
and exhibits improve transistor electrical behavior throughout small subthreshold
swing and very large ON state current [14, 15] (Table 2).
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Table 2 Device parameters of JLSG MOSFET

Symbol Quantity Value

tox Gate oxide thickness 2 nm

ND Doping concentration 1 × 1019 Cm−3

R Radius of channel 5 nm

L Channel length 20 nm

W Gate work function 5.1 eV

3 Result and Discussions

In Fig. 5, shows Drain Current of junction based Surrounding Gate MOSFET, Fig. 6,
Drain current of Junctionless Surrounding Gate MOSFET and in Fig. 7, Comparison
of Drain current for Surrounding Gate MOSFET junction based and Junctionless
SurroundingGateMOSFETwith different parameters. This model provides constant
carrier mobility. We can observe that short channel immunity and reliability of long
channel is main regard for highly scaled devices. JLSGMOSFET device will provide
better results which indicate favorable results for future VLSI devices.

Fig. 5 Surrounding gate MOSFET drain current (ID) versus drain to source voltage (VDS)
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Fig. 6 Junctionless surrounding gate MOSFET drain current (ID) versus drain to source voltage
(VDS)
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Fig. 7 Junctionless surrounding gate MOSFET and surrounding gate MOSFET, drain current (ID)
versus drain to source voltage (VDS) when VGS = 0.2 V
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Improving the Performance of Video
Content Genuineness Using Convolution
Neural Network

Bharat Gupta, Vasvi Bajaj, Rajat Bhusan Panda and Lalit Garg

Abstract Video searching in search engines uses metadata information to find the
relevant videos according to the search queries. Metadata information mainly com-
prises the title and description of the video. The major drawback of this approach
is that it overlooks whether or not the content of the video is genuine or not. Since
the metadata information is provided by the uploader, the person may provide false
information about it. Therefore, there is a need of improving the results of video
searched. The proposed work classifies the video in different categories and then
compares the tag provided to each video with the tags that were extracted from the
metadata of the video. The other factor like views count, likes and dislikes, comments
is also considered for the ranking of the video searched. It improves the genuineness
of the content of the video searched.

Keywords Convolution neural network · Deep neural network · Image
classification · Video classification

1 Introduction

Human brain is a unique entity. It registers and processes information within split
seconds.However, these remarkable skills of a humanbrain are difficult to reciprocate
with machines. Machines are more complex than anyone could imagine. Several
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researches have been carried out to reach that level of accuracy of machines that
is there with the human brain. There is a lot of video data available on Internet.
Pictures and recordings have turned out to be inescapable on the web, advancing the
advancement of calculations that can examine their semantic substance for various
applications, including pursuit and synopsis.

Videos are a grid medium to understand a scenario or gain knowledge, but they
too have drawbacks. Like the video suggestion given by the search, result may not be
the exact one which is desired, and it may contain some unwanted things which may
cause misunderstanding of the given topic or cause a distraction from the searched
on. Other problem faced, due to the high volume of the video data, is the presence
of unwanted clickbait videos. Video searching on popular search engines utilizes the
meta-information to find the relevant videos according to the search queries. The
major drawback of the approach is that it overlooks whether or not the content of the
video is genuine or not. Since themeta-information used to generate a search result is
provided by the uploader, the uploader could easily provide false meta-information
to it that leads to the creation of click baits.

According to the Oxford dictionary “clickbait is the content on the Internet with
the main purpose of attracting attention and encouraging visitors to click on a link
to a particular website”. Huge amount of clickbait videos present on the Internet
which attracts user by giving flashy names and thumbnails but have a video with
either no relevance or just a blank screen in the video. Since YouTube videos are
commercialized, i.e. people get paid, for the number of clicks their videos receive,
a lot of people have started uploading these Clickbait’s to lure in clicks of the user.
Using these, people earn money, and the users lose their precious time and are left
with a bad experience.

Convolution neural networks (CNNs) [1] are a successful model for understand-
ing picture content, giving condition of-the-workmanship [2, 3] results on picture
acknowledgement, division, discovery and retrieval. The key empowering factors
behind these outcomes were procedures that could bolster the learning procedure
by scaling up the systems to a huge number of parameters and gigantic marked
informational collections. A video is actually only a heap of pictures.

Since a video contains large amount of data in them, it becomes a tedious task
to obtain the right video result whose contents match what we searched for. So,
the proposed work makes videos searchable through the contents and the metadata
associated with it and gives it appropriate ranking in the searched result list.

2 Background and Related Work

An examination accentuates [4], the age of portrayals of normal language for human
activity and its association with video streams. Ordinary strategies for picture prepar-
ing were utilized to extricate abnormal state video highlights. These highlights are
changed over into common language portrayals utilizing setting free sentence struc-
ture. Base up methodology has been utilized to depict video substance in normal
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language. The formalism of the characteristic language permits familiar, rich por-
trayals to be produced, taking into account nitty-gritty and refined articulations. This
strategy could be utilized for gathering identification, expansion of social models,
progressively complex human and other item communications.

As per the existing literature [5], apparently, there seems a rise in the accuracy
for CNN-based architecture for the classification of images. Since a video is stack of
images, a CNN-based classifier can be used to predict what are the contents inside
the video.

The initial CNN-based network, i.e. AlexNet gives an error of only 15.3% in the
ImageNet Large-Scale Visual Recognition Challenge in 2012. It was considered to
be the state of the art technology of that time.

The graphical processing unit (GPU) [6] helps amajor time in reducing the time to
train the model. GPUs are less flexible, but GPUs are designed to calculate the same
instructions in parallel.Deepneural networks (DNNs) are structured in averyuniform
way so that thousands of identical artificial neurons perform the same calculation at
each layer of the network. GPUs have additional advantages over CPUs, including
more computing units and a higher bandwidth for memory retrieval. Furthermore,
in applications requiring more computations, GPU can be exploited to further speed
up calculations [7].

The CNN-based model that showed a high level of accuracy is the VGG-based
model. In the ImageNet Large-Scale Visual Recognition Challenge in 2014, two
models by VGG were released, the 16-layer-based model VGG16 having an error of
7.8% and the 19-layer-based model VGG19 having an error of only 7.3% [1]. These
VGG-based models took an input image of shape 224 × 224 and extract features
from it. The AlexNet has a filter size of 7 × 7, while VGG networks use a filter size
of 3 × 3.

Clickbait is a marketing tool [8] used bymany social media publishers that entices
and misleads users to click on a certain link through the use of eye-catching teaser
content, exaggerated descriptions, omission of essential information or even outright
deception—whether or not users are actually interested in the content topic. This
usually serves the purpose of maximizing the revenue generated through display
advertisement on the content’s page.

Publishers on social media platforms are increasingly using clickbait to spark the
natural curiosity of their users and to get clicks on their content. Each click earns
revenue from the advertisement display. Clickbait is big issue faced by the YouTube
search engine [8, 9]. The proposedCNN-based video classifier can be used to classify
the videos and provide improved results for the searched term. The VGG16 model
is used to make a video classifier.

3 Problem Statement

Video searching on popular search engines utilizes the meta-information to find the
relevant videos according to the search queries. Meta-information mainly comprises
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the title and description of the video. The major drawback of this is that it overlooks
whether or not the content of the video is genuine or not. Since the meta-information
used to generate a search result is provided by the uploader, the person can easily
provide false meta-information to it.

The proposed work classifies the video in five different sports-related categories
and provides tags to this video. The classification of videos can then further help us
to check whether the content of the video is what we actually desired or not.

4 Experimental Design

4.1 Training Data Set Selection

TheSVW[10] sports video dataset is selected for training themodel for classification.
SVW consists of 4200 videos captured by users of the Coach’s Eye smartphone
app, a leading sports training app developed by TechSmith Corporation, solely with
smartphones. SVW comprises 30 sports categories and 44 different actions. Due to
the constraints on the hardware to train the model, five categories of sports were
taken, namely Pole vault, Golf, Football, Basketball and Archery. The videos of
SVW are broken down into frames per second and then it is used as a training data.

The number of videos in each category is

• Archery: Consists of 127 videos with an average duration of 11.98 s.
• Basketball: Consists of 111 videos with an average duration of 11.18 s.
• Football: Consists of 137 videos with an average duration of 12.01 s.
• Golf: Consists of 118 videos with an average duration of 11.55 s.
• Pole vault: Consists of 126 videos with an average duration of 9.75 s.

4.2 Proposed Model

The Visual Geometry Group (VGG) network architecture was introduced by
Simonyan and Zisserman [1] related to very deep convolutional networks for
large-scale image recognition (Fig. 1).

This network is characterized by its simplicity, using only 3 × 3 convolutional
layers stacked on top of each other in increasing depth. The convolution layer is the
core building block of a CNN. The layer’s parameter consists of a set of learnable
filter, which has a small receptive field, but extends through the full depth of the input
volume. Max pooling is used to reduce volume size (Fig. 2).
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Fig. 1 Design for VGG16 ImageNet classifier [1]

The feature extraction is been done by a model similar to that of VGG16. Total
number of parameters learned from the step of feature extractions is 138,357,544.
The feature extracted from the model is then passed to a five-layer fully connected
network having an output layer of six nodes with a “softmax” classifier (Fig. 3).

The architecture has an input shape of image of size 224 × 224. A shape of the
features extracted from the VGG16-like layers is (1L, 7L, 7L, 512L). The extracted
features from the convolution layer are 13,968,502,069,114. These features are then
passed through the fully connected neural network. Trainable parameters present in
the models are 26,380,934. For the training of the model, the dataset consists of 1962
images and 841 images for the validation set.

4.3 Approach

A video is really just a stack of images. So, the approach used to classify the video
is mainly based on the concept that videos are a stack of images. If we know how to
classify an image, we can classify the images present in the stack.

The number of frames of a video are predicted into different classes instead of
determining a single class for a video. After getting the frames classified to their
respective classes, a summarization of the result is done to get a final result.
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Fig. 2 Description of different layers of modified VGG16 model

5 Experimental Results

This proposed work performed in Python programming language using Google
Colaboratory cloud platform [11]. Colaboratory is a free Jupyter notebook envi-
ronment that requires no set-up and runs entirely in the cloud. The model was tested
against two types of data: the testing data available to us and the videos which were
searched on YouTube.

5.1 Accuracy for Different Training Sizes

The accuracy is shown for varying training sizes as follows (Fig. 4):
The graph shows that there is a significance decrease in accuracy as the size of

training set starts decreasing. For the training of the model, 2083 images were taken
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Fig. 3 Fully connected layer for classification of the image based on the features extracted
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Fig. 4 Graph for size of training dataset (number of videos) versus the accuracy (%) for a given
dataset size

with a validation set of size 893 images. The testing accuracy for 1570 images passing
in the model is 97.13%.

5.2 Testing on Real-Time Video Data

For the real-time testing of the model, sports-related videos were searched on the
YouTube and were then used to predict which sport they belonged to. In total, 17 dif-
ferent sports videos were taken. Presently, due to hardware restriction, the maximum
length of the video that could be taken is 10 min (Fig. 5).

The above graph shows a relation between the duration of the live YouTube
testing data with the accuracy of the prediction. If the video is predicted for a specific
duration, the prediction would not be accurate. As we can see from the graph, there is
no clear relationship between the length of the video and accuracy of the prediction.

The prediction for real-time YouTube videos tested against the video prediction
model trained is shown in Fig. 6. The testing was done for the 17 different sports
video available on YouTube.

The graph shows that rather than taking a fixed number of frames if the whole
video is taken into consideration for prediction, the video would be classified. The
graph also shows the correct prediction for real-time YouTube videos.
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Fig. 5 The comparison graph of accuracy and length of the video

Fig. 6 The graph for number of videos tested vs correctly predicted (green-coloured bar shows
correctly predicted, whereas red-coloured bar shows incorrectly predicted)
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6 Conclusion

The paper has presented convolution neural network based on VGG16 to classify
the video in sports domain. The proposed model has improved accuracy of 82.3%.
Static image classification approach has been adopted instead of action classification
by identifying the objects present in the video. The results provide better accuracy
since various parameters for checking genuineness have been used: Frames division
andmetadata, comments, title, description, likes and dislikes. Presently, the classifier
designed is designed and implemented to categorize the videos into five classes. This
method of classification could be used to check the genuineness of the video content
with respect to the searched query.
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A Novel IN-Gram Technique
for Improving the Hate Speech Detection
for Larger Datasets
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Abstract Hate speech is a type of written or a spoken statement that is used to
demean or humiliate a person or a community. In this era of new age socialism,
this type of speech is prevalent on social media platforms, where certain groups
of people display offensive behaviour towards some people that may be distributed
over gender, religion, nationality, etc. These kinds of activities must be avoided or
suspended on social media platforms. Therefore, it is necessary to automate the
detection of hateful content that gets circulated on the social media. The research
work provides an enhanced technique as compared to the existing techniques with
improved performance. The proposed model of IN-Gram compares the performance
of detection of hateful content on social media with the traditional TF-IDF, N-Gram
and PMI techniques. The proposed approach improves the hate speech detection rate
by 10–12% for larger datasets as compared to existing approaches.

Keywords Hate speech detection · Machine learning · NLP · PMI · N-Gram ·
TF-IDF
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1 Introduction

Hate speech detection involves tremendous amount of space and computation power.
In order to enhance the performance of detection, the algorithms should be robust
and reliable. In the proposed approach, a systematic approach is proposed by com-
paring the solutions obtained after implementation of improved N-Gram technique
with the existing TF-IDF, N-Gram and PMI techniques. The proposed model trains
the tweets extracted from Twitter using Twitter APIs. The data is cleaned to remove
unnecessary tokens. The PMI technique focuses on the detecting the hateful tweet
by using the frequency distribution of tokens used in positive and negative con-
text. The N-Gram technique focuses on forming bigrams and fits the model in order
to classify bigrams having negative tokens. The TF-IDF technique finds the term
frequency-inverse document frequency of every word in the tweet dataset. The pro-
posed technique improves the detection of hate speech using existing N-Gram as
the base technique. The length of the dataset is varied, and performance in terms of
accuracy of each algorithm is measured.

The proposed model not only detects the hateful content but also flags a red signal
to the users entering the hateful content. It also helps users to identify the hateful
content in their written text.

The IN-Gram technique helps in reducing the computation and increasing the
efficiency of computation. Themodel aims at increasing the performance of detection
of hateful content encountered by the system. This work aims in expanding the scope
of usability for the benefit of the society.

2 Related Work

Hate speech detection has been widely studied and applied all over the world to sev-
eral areas like reviews of people on a movie, product, service, etc. Feature extraction
and classification techniques have been used for the detection of hateful content on
the social media.

Fortuna et al. [1] have done a comparative analysis of the existing feature
extraction and classification techniques.

Djuric et al. [2] detect the hate speech in the text through the bag-of-words
approach by generating all the tokens and applying the k-nearest neighbour classi-
fier to generate the result with the help of word cloud library. It identifies the nearest
neighbour for a particular token from the corpus and groups them into offensive or
non-offensive.

Watanabe et al. [3] classify the tweets into clean, offensive and hateful content
by making unigrams and patterns derived from the training set as dictionaries and
applying syntactical analysis to detect hate speech.
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Schmidt et al. [4] have done a survey on different techniques used to detect hate
speech content on social media such as using metadata, bag-of-words approach, sen-
timent analysis, lexicon-based approach and knowledge-based features. The classi-
fication models used for hate speech detection are support vector machines (SVM)
and recurrent neural network (RNN) language models.

Bindal et al. [5] proposed point-wise mutual information (PMI) approach as a
technique to detect hateful content in a textual speech. PMI score is calculated for
each and every tweet for both hate, non-hate tweets, and then, a final score for every
tweet is generated.

Gamback et al. [6] predict the hate speech in a multilinguistic data of English,
German and Portuguese languages through N-Grams as the feature extraction tech-
nique. Characters aswell as wordN-Grams are used to represent as features to predict
the hate speech in the context.

Bernard et al. [7] use binary and multilabel classification to predict hateful and
non-hateful content. TF-IDF, Word2Vec are used as feature extraction techniques
for syntactical analysis, while N-Grams is used as feature extraction technique for
semantic analysis.

Davidson et al. [8] make use of crowd-sourcing as a method to generate labels for
a sample of the tweets: hate speech, offensive language and other. Themodel involves
training a multi-class classifier to differentiate between these categories. The model
first used logistic regression with L1 regularization to reduce the dimensions of the
data. Test was performed among a variety of models that have been used in prior
work: logistic regression (LR), Naive Bayes, decision trees (DT), random forest and
linear SVMs.

Akram et al. [9] have done comparative accuracy analysis of different classifiers
like support vector machines, Naïve Bayes and K-nearest neighbour. The paper dis-
cusses data pre-processing steps, tokenizing the words and assigning TF-IDF scores
to the words and then classifies it in categories with the help of the classifiers.

Gautam et al. [10] discuss a methodology of classifying text using SVM classifier.
The text classification performed using natural language processing (NLP) involves
tokenization and stemming, feature selection, training, testing, probabilistic model
by learning. The paper suggests an algorithm for unstructured data which is at first
pre-processed, and then, TF-IDF is used to assign weights to each individual tweet.
After pre-processing, features are extracted from the text, and the text is henceforth
converted into a trainable classifier model using SVM classifier.

3 Model Assumptions

Python is used as the programming language for the implementation of the model.
The tweets are categorized as sexist, racist or none. The dataset contains a number
of tweets extracted from Twitter database including the details regarding the tweets
like usernames, locations, date of posting, etc., of users.
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3.1 Model Setup

The experiment dataset consists of 16,353 tweets which are extracted from Twitter.
These are used as a database [11] that consists of sexist, racist, or none tweets,
usernames, authors, retweets with other features.

3.2 Model Libraries

Some of the libraries used in the proposed model to predict hate speech in a given
context are as follows:

• NLTK: Natural language toolkit (NLTK) possesses many features like word tok-
enization, removal of stop words, different stemmers such as Porter Stemmer and
Snowball Stemmer. It also helps in validating the results obtained from the training
and test sets through many performance measures.

• SkLearn: SkLearn helps in splitting up of the database into training and test sets
and converts a collection of text documents into a matrix of tokens.

• Pandas: Pandas library is used in making data frames out of the dataset stored
in a .csv file. It makes utilization and processing of tweets easier for further
calculations.

• Gensim: Gensim library is used to load bag-of-words and creates Word2Vec
dictionaries.

4 Proposed Methodology

This section discusses the different existing and the proposed improved approach
used for hate speech detection. The proposedmodel improves the existing approaches
used in N-Gram, PMI and TF-IDF techniques.

4.1 PMI Technique

This algorithm focuses on categorizing the tokens into binary sentiments. The list
storing the PMI scores is called the sentiment lexicon. The list identifies the sentiment
as negative and positive by observing the sign of the score assigned. The existing
model [5] focuses on using the score calculation by using the following formula:

Score(t) = log

(
frequency(t, hate) ∗ frequency(non-hate)

frequency(t, non-hate) ∗ frequency(hate)

)
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where Score(t) is the lexicon sentiment score of the term t, frequency (t, hate) rep-
resents frequency or number of occurrences of term t occurring in hateful context in
the dataset of tweets, frequency (t, non-hate) refers to frequency of term t occurring
in non-hateful context, frequency (hate) represents the total number of hateful tweets
in datasets, and frequency (non-hate) represents the total number of non-hate tweets.

4.2 TF-IDF Technique

TF-IDF scores are used to calculate and match the words within the training set
and then it predicts the result with better accuracy and precision. The traditional
technique uses TF-IDF calculation and bag-of-words (BOW) approach.

The TF-IDF calculation is done as follows:

TF(i, j) = Term i frequency in the j th document

Total words in j th document

IDF(i) = log2
Total documents

Documents with term i

TF-IDF score for term I in the document j can be given as

TF-IDF(i) = TF(i, j) × IDF(i)

The TF-IDF technique cross validates the results obtained by estimating the accu-
racy of prediction with the validation set. TF-IDF score [2] is assigned to each of the
word in the bag-of-word corpus of training set. The same method is applied in the
testing phase on validation set, and TF-IDF scores are assigned to each of the word
in the bag-of-words corpus of the validation set.

The last step involves obtaining the training and test sets containing TF-IDF scores
for each of their words, and classification is performed by using SVM classifier by
passing both the training and test sets as parameters into the model.

4.3 N-GRAM Technique

The existing N-Gram technique involves forming multi-grams and comparing these
bigrams on the basis of their occurrences. It involves a high computation in comparing
bigrams, trigrams and poly-grams. There is nomechanismof filtering the occurrences
of most occurring words and least significant words. The existing models of N-Gram
make bigrams, trigrams and poly-grams out of consecutive words. This technique
involves high computation power and complexity to execute.
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The bigrams for smaller datasets are less in number but as the size of dataset
increases, the number of bigrams increases substantially. It increases the latency of
the model, and the model results in degraded performance.

For example, considering a sentence, “I do not like fish” will form bigrams: “I
do + not”, “do + not like”, “not + like fish”. This model first removes stop words
from the context like (“a”, “an”, “the”, etc.), and then, the model considers proper
nouns and uncommon words as the bigrams. Hence, for large number of tweets, the
model would generate large number of bigrams thereby increasing time and space
complexity and decreasing the performance of the model.

4.4 Improved N-Gram Technique (IN-Gram)

N-Gram technique is used to find the occurrence of words in the form of bigrams,
trigrams, etc., in the document. In the improved approach, each of the classified labels
is separately categorized as hateful and neutral labels. The bigrams are selected in
such a manner that frequent occurring words, i.e. like, as, of, for, etc., and the least
significant words, e.g. Allen, George, Caroline, etc., in the document are removed.
After cleaning each tweet, the bigrams are formedbypassing themappeddatasets into
Count Vectorizer where the vectorized bigrams are fitted, transformed and densed
in order to form a matrix which counts occurrences of each bigram. The processed
bigrams are further assigned score on the basis of their occurrences in the dataset.
After training these bigrams, these are validated by the tweets of the validation set
and new tweets also given scores in the testing phase.

The flowchart shown in Fig. 1 represents an architecture designed to develop the
improvedN-Grammodel. For both training and validation sets, a dictionary of tweets
is maintained which stores the occurrences of their respective bigrams. The training
is performed using support vector machine (SVM), and performance is predicted by
calculating the accuracy of the enhanced model.

5 Experimental Results

The accuracy metrics is used as performance measure to detect hate speech con-
tent in the performed experiments after applying different feature extraction and
classification techniques.

Table 1 shows the permissible range of accuracy, which is used presently for the
hate speech detection when data size is varied.

The graph in Fig. 2 provides a comparative analysis between improved (IN-
GRAM) and existing traditional techniques (TF-IDF, PMI,N-GRAMS)when dataset
size is varied and small.

For the tweets ranging from 2000 to 4000, the permissible range allows the accu-
racy to be greater than 45%, while the model accuracy obtained by applying the
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Fig. 1 Flowchart of the improved N-Gram approach

Table 1 Permissible range
according to varying size of
dataset

Size of dataset Permissible range Model accuracy

2000 >45.5 65.01

4000 >55 56.09

6000 >70 66.94

8000 >72 61.92

10,000 >74.5 77.41

12,000 >80 91.41

14,000 >77.5 93.41

16,000 >86.5 95.45
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Fig. 2 Accuracy prediction for existing and improved models of IN-Gram for smaller datasets

improvized IN-GRAM technique as the feature extraction technique accounts to
nearly 65%.

It can also be inferred from Fig. 2 that when the size of the dataset varies in the
range of 2000–6000 tweets, the TF-IDF technique has good accuracy as compared
to others. When the size of the dataset is in the range of 6000–10,000, PMI technique
has good accuracy.

The sizes of datasets are increasing significantly in social networking sites.
The proposed technique has better accuracy for larger datasets as per Fig. 2. The
experimental results of comparison of IN-Gram and other existing techniques for
12,000–16,000 tweets are further explored in Fig. 3.

The graph in Fig. 3 shows that the proposed technique has good accuracy when
the size of the dataset is above 12,000 tweets. The accuracy has improved by 10–12%
than the existing approaches. The proposed IN-GRAM has low accuracy when the
size of the dataset is small.

For 16,000 tweets, i.e. for larger datasets, permissible range allows the accuracy
to be greater than 86.5%, while the model accuracy obtained by applying proposed
IN-GRAM technique is 95%. The existing N-Gram model has an accuracy of 87%
for this dataset.

Fig. 3 Accuracy prediction for existing and improved models of IN-Gram for larger datasets
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As the size of the dataset increases above 12,000 tweets, IN-GRAM technique
gives us the good accuracy, i.e. 10–12% improvements as compared to others tech-
niques. So, it can be inferred that the proposed improved model IN-GRAM per-
forms well for larger datasets, while the existing techniques have good accuracy for
relatively smaller datasets.

6 Conclusion

Detection of hate speech manually is a time-consuming process. It requires an auto-
mated approach for detecting hate speech byusing different techniques. The proposed
research uses accuracy as a performance measure for the hate speech detection. The
traditional TF-IDF technique has good accuracy for 2000–6000 tweets dataset. The
existing PMI technique gives high accuracy for the range of 6000–10,000 tweets
dataset. The IN-GRAM technique has improved the performance of accuracy by 10–
12% for larger datasets. The size of dataset in the social networking sites is increasing
drastically. The proposed IN-GRAM approach will be more beneficial in detecting
hate speech content on social media sites.
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Design of Configurable Analog
Block-Based Oscillator and Possible
Applications

Kushaagra Maheshwari, Sudhanshu Maheshwari and Piyush Yadav

Abstract This article introduces a configurable analog blockwithwide functionality
which is then used for designing a new sinusoidal signal generator with three outputs.
The circuit uses three current feedback operational amplifiers and provides control
over the frequency of oscillation independent of condition of oscillation. The new
circuit is experimentally tested using AD844 ICs and also simulated using capture
CIS tool. Both experimental and simulation results have good agreement. Possible
applications are suggested, and one such application is demonstrated in generation
of square and triangular waveforms.

Keywords Analog circuits · Sinusoidal oscillators · CFOAs · Waveform
generation

1 Introduction

The design of analog circuits is a challenging step in the study of electronic and
communication systems. Analog design can be better understood if modular design
approach is used. This approach enables the design of larger systems using smaller
and identical sub-systems. This approach has also been referred to as the one
employed for field-programmable analog arrays (FPAA). A configurable analog
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block (CAB) is used at the heart of FPAA. Recent designs allow the benefits of
current mode building blocks to be exploited for the purpose [1]. One such current
mode building block is current feedback opamp (CFOA), which is also commercially
available. This becomes a motivating factor to introduce a simple generalized ana-
log block using single CFOA. The functionality of analog block is discussed. These
blocks are used for designing new quadrature oscillator circuit. The proposed cir-
cuit uses three such blocks and provides three outputs. Therefore, the new proposed
quadrature oscillator employs three CFOAs and is superior to voltage opamp-based
circuit which uses four opamps [2]. The new circuit is advantageous due to the higher
performance of CFOAs over voltage operational amplifiers (VOAs) used in previ-
ous work [2]. On the other hand, when compared to the large number of exemplary
circuits, the new circuit is a feasible addition to the existing ones [3–12]. Whereas
the CFOA applications were reported long back [13], the active-RC oscillators have
also been studied decades back [14] and continue to appear in very recent literature
[15]. Next, the proposed oscillator is further used to implement a system-level appli-
cation as function generation. The ideas proposed are experimentally verified and
also supported by simulation studies.

Section 2 introduces the CAB, its functionalities, and the design of quadrature
oscillator circuit. Section 3 is on verification results; some possible applications are
given in Sect. 4. The concluding comments are given in Sect. 5.

2 Proposed Idea

2.1 CFOA-Based CAB

A current feedback operational amplifier (CFOA) has the following terminal charac-
teristics and can be implemented using commercial chips by analog devices, namely
AD844.

Iy = 0; Vx = Vy; Iz = Ix ; Vw = Vz; (1)

The simple configurable analog block using one CFOA is shown in Fig. 1. Various
functionalities are listed below:

(A) For input at V 1 = V in; V o = −Z1/Z2.
(B) For input at V 1 = V 2 = V in; V o = 1 − Z1/Z2.

From the above, various simple functions can be obtained like amplifier, integrator,
differentiator from the first-mentioned option (A), with appropriate choice of Z1

and Z2. From the second-listed option (B), several functions can be realized with
appropriate selection of Z1 and Z2. Therefore, Fig. 1 is called a configurable analog
block, capable of realizing many simple analog functions under different conditions.
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2.2 Quadrature Oscillator Using CAB

The use of Fig. 1 is now shown for suggesting a new quadrature oscillator. The
proposed circuit is shown in Fig. 2. It can be visualized as a cascade three simple
circuits obtained from the CAB of Fig. 1. As per Fig. 2, above-mentioned choices
(listed below) and an appropriate selection of Z1 and Z2 in Fig. 1 result in the new
oscillator circuit.

(i) Choice (B): Z1 =
(

R1
1+sR1C1

)
and Z2 = R2.

(ii) Choice (A): Z1 =
(

1
sC2

)
and Z2 = R3

(iii) Choice (B): Z1 = 2R′ and Z2 = R′

The characteristic equation of proposed oscillator circuit is given below

s2 + s

(
1

R1C1

)
− s

(
1

R3C2

)
+ 1

R3C1C2

(
1

R2
− 1

R1

)
= 0 (2)

The frequency of oscillation (FO) and condition of oscillation (CO) are found as
below.

fo = 1

2π

√
R1 − R2

R1R2R3C1C2
(3)

R3C2 ≥ R1C1 (4)

Equations (3, 4) show that the FO can be varied by resistor (R2), without disturbing
the CO. This is a very important characteristic of an oscillator. The CO can be
maintained by R3 although it may also be maintained by R1; the former is a better
design option.

Fig. 1 Generalized configurable analog block
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Fig. 2 New quadrature oscillator using generalized CABs

2.3 Oscillator Design

A simple design could be used with C1 = C2, which results in the following design
equations.

fo = 1

2πC

√
R1 − R2

R1R2R3
(5)

R3 ≥ R1 (6)

Now for condition of oscillation, R3 may be selected the same as R1 by making
R3 variable and adjusting it close to R1. Let these two resistors be ‘R’. As another
design step, if R2 = 0.5R1 then the frequency of oscillation becomes:

fo = 1

2πCR
(7)

Equation (7) gives the simplified design for the oscillator circuit.
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2.4 Oscillator Outputs

The circuit provides three outputs as shown in Fig. 2. In terms of circuit elements,
the three outputs are related as

V02 = −
(

1

sR3C2

)
V01; V03 = −V02 (8)

From Eq. (8), it can be seen that V 02 leads V 01 by 90° and V 03 is in-phase oppo-
sition to V 02. Therefore, it seems that the three outputs of the proposed oscillator
are in quadrature relationship with progressive 90° shift. Now for the frequency of
oscillation as obtained for the simple design as mentioned in the preceding (Eq. 7),
the three outputs are also equal in their magnitudes.

2.5 State of the Art Compared

The new quadrature oscillator is compared with very recent circuits published in the
literature. The new circuit requires only three ICs when compared to the circuit of
Ref. [3], which uses a very large number of ICs for realizing quadrature oscillator.
Similarly, the new circuit uses fewer ICs when compared another good work [4],
where the number of ICs used are four, as compared to three in the proposed work.
The circuits of Ref. [5] present single-phase or three-phase oscillators, where two
or six chips are employed, respectively. So the three-phase circuit in this paper uses
fewer ICs than the recently appeared work [5]. Another oscillator required six ICs of
two types for generating quadrature sinusoidal waveforms [8]. One very rich work
using current conveyors was built using eight AD-844 chips, which is also quite
large number, as compared to present work [11]. This study on very recent literature
is presented in light of voluminous literature on the subject, which has been very
elegantly compiled in the recent monograph by Senani et al. [6] and as review by
Abuelma’atti [9]. Coming to the passive components, it seems that five resistors are
used along with two capacitors, but this needs more elaboration. Since the circuit is
realized using generalized analog block, the same demands use of an inverting stage
formed by third CFOAand two resistors with 1:2matching. Therefore, these resistors
do not appear in oscillator FO and CO equations. Effectively, three resistors decide
the FO and CO, and the benefit of independent tuning of one another still prevails.
Hence, it can be concluded that the oscillator parameters actually depend on three
resistors and two capacitors, which compare well with most of the circuits found in



626 K. Maheshwari et al.

the open literature, which use four or five resistors. A very recent study shows the
use of four resistors and two capacitors, built using three CFOAs [15]. The purpose
of this study does not target oscillator bibliography, rather a contribution to the new
circuit design, which is not found in the literature.

3 Experimental and Simulation Results

The designed quadrature oscillator of Fig. 2 which has been build using the CAB of
Fig. 1 is experimentally tested using three AD844 chips. The ICs are biased at±10V
power supply. The simple design presented in Sect. 2.3 is used with capacitor values
as 50 pF. R1 and R2 are selected as 4.4 k� and 2.2 k�, respectively. The condition
of oscillation is set by using variable R3 which is adjusted close to R1 as per Eq. (6).
Using these selected values, the frequency of oscillation is found close to 575 kHz, as
shown in the results of Fig. 3. The two quadrature outputs are seen in Fig. 3 followed
by their XY plot in Fig. 4, which is a circle, thus suggesting quadrature relationship.
The proposed quadrature oscillator is next simulated using ‘Capture CIS Cadence’

Fig. 3 Experimentally obtained quadrature waveforms of new circuit
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Fig. 4 XY plot showing quadrature relationship

Time

0s 5us 10us

V(U1:OUT) V(R2:1) V(R5:1)

-200mV
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200mV

Fig. 5 Simulated waveforms of new circuit

tool for the same designed values as used in experimentations above. The simulation
results are shown in Fig. 5, where the three outputs at FO = 552 kHz are obtained.
The spectrum is seen in Fig. 6, with very good performance, and THD was less
than 0.5%. Therefore, it is clear that the experimental and simulated FO is in close
agreement.
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Fig. 6 Spectrum of new oscillator

4 Possible Applications

The new CFOA-based circuit with three outputs is useful for realizing many appli-
cations in electronics and communication engineering [16]. It is well known that
communication systems need carrier signal generator with appropriate quadrature
property. In digital communication, signals of sinusoidal nature carry the digital
message using ASK, BPSK, QPSK, etc. [12]. Another very interesting application
of sinusoidal signals is in the generation of other waveforms. For example, when
passed through a comparator a sinusoidal signal gets converted into square wave
signal. Next, with square wave as an input signal and the processing analog block as
integrator, a triangular signal can be generated. Thus, the oscillator circuit can be eas-
ily extended to the generation of square and triangular wave signals. This particular
application is further demonstrated in this paper by using CFOA-based comparator
and integrator circuit. The comparator and integrator can be realized using gener-
alized CAB as shown in Fig. 1. To demonstrate this, one of the output signals of
the oscillator is passed through a comparator, whose output is then integrated. The
resultant waveforms in simulation setup are shown in Fig. 7.
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Fig. 7 Square and triangular waveforms obtained from the proposed oscillator

5 Conclusion

This paper deals with the design of a new sinusoidal oscillator with quadrature
outputs, which is realized using a generalized configurable analog block. The new
circuit benefits from the use of identical blocks enabling design ease. The circuit uses
three CFOAs and enjoys control of the frequency of oscillation without affecting the
condition of oscillation. Both experimental and simulation results are given with
good agreement to one another. As one application, the generation of square and
triangular waveforms is also demonstrated. Further applications may be explored as
future work.
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Enhanced Reliability of Polarity
Controllable–Ferroelectric–FETs
under the Impact of Fixed Trap Charges

Priyanka Pandey and Harsupreet Kaur

Abstract In the present study, a detailed analysis has been done to investigate the
device performance of Polarity Controllable–Ferroelectric–Field Effect Transistors
(PC–FE–FET) under the influence of fixed trap charges. It has been observed that
by virtue of ferroelectric layer, the proposed device shows improved device charac-
teristics over the conventional device for both n- and p-modes of operation even in
the presence of traps. Here, NTC (PTC) present in PC–FE–FET device operating
in n- (p-) mode exhibits superior subthreshold characteristics over the conventional
device. Moreover, due to higher on-state current obtained for PC–FE–FET, devices
with PTC (NTC) in n- (p-) mode demonstrate increased values of transconductance,
cut-off frequency and Ion/Ioff ratios.

Keywords Ferroelectric · Negative capacitance · Polarity Controllable FET ·
Transconductance

1 Introduction

The continuous demand for ultra-low power CMOS devices/circuits has led to
exhaustive miniaturization in device dimensions which has also resulted in detri-
mental effects such as short-channel effects (SCE), hot-carrier effect (HCE), low
current drivability, increased parasitic resistance, increased power dissipation, etc.,
that degrade device performance in sub-nanometer regime. In order to combat these
issues, various innovative device designs have been introduced and one of them is
negative capacitance (NC)-based devices [1, 2] that employ ferroelectric (FE) layer as
gate insulator. These devices are capable of providing steep-switching characteristics
along with high current drivability [1, 2].
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Further, in order to overcome the critical issue of parasitic resistance, Schottky-
barrier field-effect transistors (SBFETs) have also gained worldwide interest [3, 4].
In these devices, the conventional doped source/drain (S/D) regions are replaced
by metal silicides such as NiSi, PtSi, etc., due to which overall parasitic resistance
reduces [4]. Furthermore, many research groups have also demonstrated that with
proper tuning of Schottky junctions present at metal S/D-silicon interface along with
application of appropriate external bias signal, Polarity Controllable–Field Effect
Transistors (PC–FET) can be designed which hold the potential to be operated both
as n-FET or p-FET [5, 6].

Moreover, as dimensions reach nanometer regime, the effect of fixed trap charges
(FTC) at oxide-silicon interface also plays a dominant role and thus cannot be
neglected. FTC is basically either positive trap charges (PTC) or negative trap charges
(NTC) that result either during the fabrication procedure or due to HCEs or may also
result when device is subjected to positive or negative stress bias [7–9], and result in
shift in the threshold voltage thereby affecting device behavior.

In recent years, various studies have been reported on PC–FET [1, 2, 10, 11].
However, till now, to the best of our knowledge, no work has been attempted to
study the effect of FTC on the device performance of PC–FETs. Hence, in view of
this, in the present work, a comprehensive study has been carried out to extensively
investigate the impact of FTC on the device characteristics of Polarity Controllable–
Ferroelectric–Field Effect transistors (PC–FE–FET). The role of FE in improving
immunity against the FTC has also been thoroughly studied to assess the reliability
of the proposed device against HCEs. A comparative analysis with conventional
PC–FETs has also been done and various device characteristics such as transfer
characteristics, drain characteristics, transconductance, transconductance efficiency,
Ion/Ioff ratio and cut-off frequency have been compared for both devices with and
without the presence of FTC.

2 Device Structure and Simulation Scheme

Figure 1 shows the schematic diagram of Dual–Gate Polarity Controllable–Ferro-
electric–Field Effect Transistor (PC–FE–FET) with channel length L as 40 nm and
silicon thickness tSi as 12 nm. Nickel Silicide with work function 4.45 eV is taken as
source and drain regions. L1, and L2 represent the lengths of control gate (CG) and
polarity gate (PG), L3 denotes the length of ungated region present between CG and
PG and L4 represents the distance present between CG or PG edges and Schottky
junctions. Here, L1, L2, and L3 are 10 nm each and L4 is taken as 5 nm, respectively.
The thickness tIFL of interfacial layer (IFL) present between silicon channel and FE
layer is assumed as 2 nm. In the present case, Yttrium-doped HFO2 is chosen as FE
insulator with thickness tFE 4 nm [12], and the concentration of NTC is taken as−1×
1012 cm−2 and that of PTC is taken as+1× 1012 cm−2 according to reported range.
The device characteristics of PC–FE–FET have been investigated extensively using
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Fig. 1 Schematic of Dual–Gate PC–FE–FET

TCAD Atlas 2D simulation models [13] along with 1-D Landau–Khalatnikov equa-
tion [1]. The simulation model involves Shockley-Read-Hall recombination model,
auger recombination model, barrier lowering model, non-local band-to-band tun-
neling model and universal Schottky tunneling model. The effect of FTC has been
accounted for in simulation by using interface statement.

Further, in the presence of FTC, the total charge in the channel can be calculated
[14] as

Qt = Qb + Cpd(VCG − VFE − VDS)+ Cps(VCG − VFE)+ qNFTC (1)

where Qb is the bulk charge present at internal metal gate electrode, VCG, VDS are
the voltages applied at control gate and drain terminals, respectively, Cps, Cpd are
drain and source capacitances, q is electronic charge, NFTC is the concentration of
FTC and VFE is the drop across FE layer [1].

3 Results and Discussions

Figure 2 shows the transfer characteristics for both modes of proposed and conven-
tional devices i.e., PC–FE–FET and PC–FET, respectively. It can be seen that for the
proposed device, NTC in n-mode and PTC in p-mode leads tominimum subthreshold
current in comparison with the other two. Further, the proposed device, PC–FE–FET
is offering higher on-state current and lower subthreshold current in comparison with
the conventional PC–FET which is due to the presence of FE layer that enhances the
device reliability toward FTC and holds potential in digital applications.

Figure 3 shows the output drain characteristics for both the devices for different
overdrive voltages |V ov| = 0.5 V, 1.0 V and 1.5 V. It can be seen that the proposed
device is showing higher drain current values in comparisonwith conventional device
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Fig. 2 IDS–VCG for PC–FE–FET and PC–FET devices with a n-FET, b p-FETmodes of operation

for all values of |V ov|. It is due to the fact that FE layer present in PC–FE–FET
enhances the overall gate capacitance which leads to higher values of drain current.
Further, for low value of |V ov| i.e., 0.5 V, it is also noticed that for PC–FE–FET, drain
current drops down which implies negative differential output resistance [15].

Figure 4 shows the variation in transconductance (gm) with control gate voltage
for both modes of proposed and conventional devices. As earlier seen in Fig. 2, PC
FeFET delivers higher on-state current, as a result of which higher gm values are
obtained for proposed device in comparison with conventional PC–FET. Further, it
can also be seen that both PC–FE–FET and PC–FET, in the presence of PTC (NTC)
show higher peak gm values when operated in n- (p-) mode. It is due to the fact that
PTC in n-mode and NTC in p-mode exhibits much higher on-state current than the
other two.

Figure 5 shows the variation in transconductance efficiency (gm/IDS) with control
gate voltage for both the devices. Higher gm values exhibited by PC–FE–FET also
translate into higher gm/IDS values in comparison with PC–FET. Further, due to the
presence of FE layer, the increase in gm/IDS in PC–FE–FET is much more prominent
as compared to conventional device where the change in peak values is marginal.
Moreover, it has also been observed for both the devices that NTC in n-mode and
PTC in p-mode are delivering higher gm/IDS values over the fresh device and thus
enhances immunity toward HCEs.

Figure 6a shows Ion/Ioff ratio for different fixed trap charge densities for both
devices. Ion is calculated at VCG = |1.1| V, VPG = |1.0| V and VDS = |0.7| V whereas
Ioff is calculated atVCG = 0V,VPG = |1.0| V andVDS = |0.7| V. It can be observed that
for both PC–FE–FET and PC–FET, device with NTC in n-mode operation and PTC
in p-mode operation offers higher values of Ion/Ioff along with least value of off-state
current (Ioff) which is quite evident from Fig. 6b. Further, it can also be noticed that
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Fig. 3 Output drain characteristics for both PC–FE–FET and PC–FET devices for a, b fresh device,
c, d NTC, e, f PTC respectively
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Fig. 4 Transconductance with control gate voltage in a PC–FE–n-FET, b PC–FE–p-FET, c PC–n-
FET and d PC–p-FET for fresh and damaged devices

due to the presence of FE layer, proposed device exhibits higher current drivability
in comparison with the conventional device and thus, PC–FE–FET in both modes of
operation offer higher values of Ion/Ioff and lower values of Ioff in comparison with
PC–FET.

Figure 7 shows the variation in cut-off frequency (f T) with drain current for both
the devices. It is quite clear that due to the FE layer, higher gm values are obtained
as can be seen from Fig. 4 and this translates to higher f T values which are obtained
for PC–FE–FET in comparison with PC–FET. Further, it can also be noted for both
PC–FE–FET and PC–FET that devices with PTC (NTC) in n- (p-) mode exhibits
higher gm values and thus demonstrates increased f T values in comparison with the
other two and thus can be extended to high frequency-switching applications.

Thus, it can be summarized that even in the presence of traps, the polarity con-
trollable device with FE layer, i.e., PC–FE–FET exhibits superior subthreshold char-
acteristics along with output drain characteristics and shows potential for low power
digital/analog applications.
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Fig. 5 Transconductance efficiency with control gate voltage in a PC–FE–n-FET, b PC–FE–p-FE,
c PC–n-FET and d PC–p-FET for both fresh and damaged devices
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PC–FET



638 P. Pandey and H. Kaur

PC-FE-n-FET 

(a) 

VPG =1.0V

VDS =0.7V

PC-FE-p-FET

(b)

VPG = -1.0V

VDS = -0.7V

PC-n-FET

(c)

VPG =1.0V

VDS =0.7V

PC-p-FET

(d)

VPG = -1.0V

VDS = -0.7V

Fig. 7 Cut-off frequency with drain current for a PC–FE–n-FET, b PC–FE–p-FET, c PC–n-FET
and d PC–p-FET for both fresh and damaged devices
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Particle Swarm Optimization
for Training Artificial Neural
Network-Based Rainfall–Runoff Model,
Case Study: Jardine River Basin

Vikas Kumar Vidyarthi and Shikha Chourasiya

Abstract The use of artificial neural network (ANN) in estimating runoff of a river
is popular among hydrologists and scientist from a long time. The classical gradient
descent algorithm (GD) is the most commonly used algorithm for training the ANN
runoff models so far. The performance of GD algorithm, however, is affected by
chances to get stuck at the local minimum. In this paper, one of the popular evolu-
tionary optimization algorithms, known as particle swarm optimization (PSO), has
been explored to train the ANN rainfall–runoff model. The superiority of the PSO
over the GD method in training ANN rainfall–runoff model is illustrated using data
from a real catchment. On the basis of various error statistics, it has been observed
that particle swarm optimization can be very effective optimizer in developing ANN-
basedmodels forwater resources applications, especially inmodeling rainfall–runoff
process.

Keywords Water resources · Rainfall–runoff model · Artificial neural network

1 Introduction

Most of the water resources problems are highly non-linear and dynamic in nature.
One of them is estimation of runoff in a river. The physics-based techniques, which
are used for modeling these processes, provide better comprehensibility, but are poor
in accuracy. The data-driven techniques, on the other hand, are highly accurate for
modeling such processes [9]. The artificial neural network (one of the data-driven
techniques) is very popular among hydrologists and scientists for estimation and
forecasting different water resources variables [2, 6] from last couple of decades.
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Feed-forward and backpropagation (FFBP) network is one of the most popular
networks in the development of ANN models so far. For optimal set of ANN param-
eters, the classical gradient descent optimization technique is used in the standard
FFBP network [8]. Maier et al. [6] in review article revealed that more than 85%
of the previously published works on ANN models in hydrology use the popular
gradient descent (GD) algorithm for network training. The gradient-based optimiza-
tion techniques have always a chance to get stuck in the local minima [1] resulting
in poor performance of ANN models. There are several optimization techniques
available, which are based on evolutionary principle and reaches to the region of
global optimum [1]. There is a strong need to explore these evolutionary optimiza-
tion techniques in training the ANN to enhance the performance of runoff estimation
[6].

Particle swarm optimization (PSO) is one of the evolutionary optimization algo-
rithms used to optimize non-linear systemwith high accuracy. PSO is invariably used
in many fields of science and technology [7].

The objectives of the present work are to (a) develop ANN model for rainfall–
runoff process and (b) compare the strength of PSO as training algorithm with clas-
sical GD algorithm in ANN rainfall–runoff model. The daily rainfall and runoff data
derived from Jardine River basin, Australia, have been employed to develop all the
models in this study. The paper starts with the brief introduction of ANN and PSO
techniques followed by the details of the model development. The paper ends with
the concluding remarks.

2 Modeling Techniques

In this study, the ANN is used for modeling the rainfall–runoff process. Two algo-
rithms, namely gradient descent andparticle swarmoptimization,were used for deter-
mining the optimized set of ANN parameters. A brief discussion of these techniques
is provided in this section.

A simple feed-forward ANN as shown in Fig. 1 consists of three layers: input,
hidden, and output layers were used in this study. The neurons in the adjacent layers
are connected with ‘weight’ which represents the strength of the connection.

There are two basic steps in ANN: (1) feed-forward step in which the inputs
are fed in the forward direction through non-linear activation function at hidden
and/or output layers and (2) backpropagation in which the errors at the output layer
are propagated back in reverse direction to obtain the optimal set of parameters
that produces outputs equal to or closer to the targets. To obtain the optimal set of
parameters, the GD algorithm (used in backpropagation algorithm in ANN) has been
extensively used so far, but any other suitable optimization techniques can be used.
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Fig. 1 ANN architecture

2.1 Gradient-Descent Algorithm

The gradient descent, used for training of the ANN, is a first-order iterative optimiza-
tion algorithm for finding the minimum of cost/objective function. In this method,
as the local minimum is searched in the direction negative of the gradient of the
function, the objective function needs to be continuous and differentiable. The GD-
basedANN is also known as the standard backpropagation algorithm and the detailed
description can be found in [8].

2.2 Particle Swarm Optimization (PSO)

The PSO was first proposed by Kennedy and Eberhart [4] meant for simulating
social behavior. It is a meta-heuristic evolutionary search optimization algorithm. It
can search very large spaces of candidate solutions without making any assumptions
about the problem being optimized. As PSO is population-based algorithm, it does
not use gradient for optimum search, henceforth, the condition of continuity and
differentiability for cost/objective function is not required as required in the gradient-
based classical optimization methods. Basically, the PSO algorithmworks by having
a population, called as swarm, of candidate solutions, called as particles. At every
iteration, each particle moves in the direction of its own best position, as well as in the
direction of the global best position discovered by any of the particles in the swarm,
meaning thereby, all the particles will move closer to the particle, which discovers
a new solution better than the previous solutions, resulting in movement toward the
global best. The detailed description of PSO algorithm and its application can be
found in Kennedy and Eberhart [5], Van den Bergh and Engelbrecht [10], and Poli
[7].
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2.3 Model Evaluation Statistics

The performances of the models developed in this study are evaluated using standard
error statistics. The various error statistics used in this study are average absolute
relative error (AARE), correlation coefficient (R), normalized root mean square error
(NRMSE), and threshold statistics (TS10, TS25, TS50, TS75, and TS100) also used
extensively by many researchers in the past [3, 9].

3 Model Development

Two ANN models have been developed in this study: First uses the GD algorithm
for its training referred as ANN-GD, and another uses PSO technique referred as
ANN-PSO. The explanation of these algorithms is provided in the previous section.
The explanation of the study area and the data used in this study are as follows.

Study Area and Data

The rainfall and runoff data derived from Jardine River basin, Queensland, Australia,
were used to illustrate the proposedmethodology in this study. The area of the Jardine
River basin is 2500 km2.

The daily rainfall and runoff data of 16 years from January 1974 to December
1989 were used for development of all the models in this study. The division of the
data was obtained by hit and trial basis, and it was found that the division of the
entire data: 60% for training, 10% for validation, and rest 30% for testing was found
to be suitable for development of all the models in this study. The basic statistics of
the data set are presented in Table 1. The data are normalized between 0.1 and 0.9.

In the first step of ANN model development, the significant input variables were
selected on the basis of autocorrelation function (ACF) and cross-correlation function
(CCF) values between the runoff at the outlet of Jardine River basin and the lagged
rainfall and runoff data.

Table 1 Basic statistics of the data set

Flow (mm/d) Rainfall (mm)

Train Test Train Test

Minimum 0.37 0.18 0.00 0.00

Maximum 21.41 12.09 162.60 135.80

Average 2.53 2.21 4.59 4.42

Std. dev. 2.60 2.14 12.13 12.17
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The lag up to 10 days was considered. The inputs having ACF > 0.9 and CCF >
0.39 were included in the input variable set. Thus, P(t − 1), P(t − 2), P(t − 3), P(t
− 4), Q(t − 1), and Q(t − 2) were considered as input variables for ANN model
development in this study.

Model Training

Three-layered ANN consists of one input, one hidden, and one output layers was
used for developing all the models in this study. The sigmoid function is used as
activation function. In model training, the connection weights of the ANN are iter-
atively adjusted such that the error at the output layer is minimized resulting in the
best agreement between the predicted and observed data using any optimization
algorithm. In this paper, PSO (an evolutionary optimizer) is used for training the
ANN-PSO model, and the strength of PSO is compared with that of GD (a classical
gradient-based technique) algorithms in ANN-GD model. The details of PSO and
GD algorithms are already discussed previously.

Three parameters of PSO: inertia weight (w), social parameter (P1), and cognitive
parameter (P2) were determined by hit and trial method. The GD algorithm parame-
ters—learning rate (η) and momentum correction factor (α)—were also determined
by the hit and trial method. The population or swarm is kept as 400. The values of w
= 0.7298, and P1 = P2 = 1.49618, thus, obtained for PSO parameters, were found
to be the best for training ANN-PSO model. Likewise, the values of η = 0.9 and α

= 0.01 of GD algorithm were found to be the best for training ANN-GD model in
this study. The maximum iteration was fixed at 50,000. The architectures for both
ANN-GD and ANN-PSO were fixed by trial and error procedure. The number of
neurons in the hidden layer was varied from 1 to 20, and the architecture with the
minimum mean square error (MSE) so obtained during training was considered as
the best architecture and further considered for testing. The best architectures for
ANN-GD and ANN-PSO so obtained were 6-4-1 and 6-2-1, respectively.

Results and Discussion

The strength of the two training algorithms used in developing ANN-GD and ANN-
PSO was compared with each other. The model performance in terms of various
error statistics during training and testing is presented in Table 2. Analyzing the

Table 2 Performance statistics of various models

Models AARE R NRMSE TS25 TS50 TS75 TS100

Training performance

ANN-PSO 14.0 0.98 0.120 30.0 51.1 81.5 98.0

ANN-GD 17.5 0.97 0.135 23.1 46.2 78.9 95.7

Testing performance

ANN-PSO 15.0 0.98 0.110 23.0 48.1 81.3 96.0

ANN-GD 18.5 0.96 0.124 20.9 43.2 77.9 94.2
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(c) Scatter plot of ANN-GD (d) Time-series plot of ANN-GD

Fig. 2 Scatter and time-series plots during testing period

results from Table 2 during training, it can be observed that the ANN-PSO model
provides the best AARE (14.0), R (0.98), NRMSE (0.120), and various TS values.
During testing also, the ANN-PSO performed better as compared to ANN-GDmodel
in terms of all the error statistics. Overall, it can be statistically observed that the
ANN model which uses PSO as training algorithm performed better than the ANN
model which uses GD algorithm for training. The scatter and time-series plots during
testing period are shown in Fig. 2, which shows that the runoff obtained from ANN-
PSO model provides better agreement with the observed runoff which justifies the
performance statistics obtained.

4 Summary and Conclusion

This paper investigated the strength of one of the evolutionary optimization algo-
rithms, known as particle swarm optimization (PSO) for training artificial neural
network in modeling rainfall–runoff process. The performance of PSO in training
ANNwas also compared with the results obtained from the ANN trained with classi-
cal gradient descent (GD) technique. The daily rainfall and runoff data derived from
Jardine River basin, Australia, were employed to develop all the models in this study.
The performances of the models were evaluated on the basis of various statistical
measures.
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The findings of this paper suggest that the runoff predicted by ANNmodel trained
with PSO was significantly better than the ANN rainfall–runoff model trained using
GD algorithm. This paper illustrated the application of PSO for training ANNmodel
in solving one of the complex problems in water resources, but it can be further
utilized in any other field to solve complex processes/systems. The effectiveness of
PSO and other similar evolutionary algorithms for training the ANN models need to
be explored further in order to exploit their advantages over the classical techniques
in ANN training. It is hoped that the future research efforts will focus in improving
the accuracy of the models using the evolutionary algorithms.
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Text Generation Using Long Short-Term
Memory Networks

Ishika Dhall, Shubham Vashisth and Shipra Saraswat

Abstract The domain of natural language processing has lately achieved excep-
tional breakthroughs especially after the origination of the deep neural networks.
This has enabled the machine learning engineers to develop such deep models that
are capable of performing high-level automation, empowering computer systems to
interact with the humans in a competent manner. With the usage of special types of
deep neural networks known as recurrent neural networks, it is possible to accom-
plish various applications in the domain of natural language processing including
sentiment analysis, part-of-speech tagging, machine translation, and even text gen-
eration. This paper presents a deep, stacked long short-term memory network, an
advanced form of recurrent neural network model which can generate text from a
random input seed. This paper discusses the shortcomings of a conventional recur-
rent neural network hence bringing forward the concept of long short-term memory
networks along with its architecture and methodologies being adopted.

Keywords Long short-term memory networks · Recurrent neural networks ·
Natural language processing · Text generation ·Machine learning

1 Introduction

Text generation is one of the most significant applications that the domain natu-
ral language processing and machine learning is aiming to crack. Text generation
or natural language generation is a process of generating a meaningful text delib-
erately to achieve some specific communication goals. Text generation techniques
are used to perform automatic letter writing, automatic report generation, automatic
documentation systems, etc.

The goal of text generation is to empower computer machines to recognize data
patterns of text vocabulary which further produces understandable human language.
Information (nonlinguistic) is fed to system as input and the expected output can
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Fig. 1 Basic model of text generating systems

simply be the text, tables, graphics, plain ASCII or formatted LaTeX, RTF and
HTML.

On a higher abstraction level, it is easy to visualize the working of a text gener-
ating system (see Fig. 1). However, the traditional methods like Pollen Forecast as
presented in [1] for Scotland system and others were not able to show many promis-
ing results as they worked on simpler information and were not robust to complex
data. The recent development in the field of machine learning and deep learning has
given rise to various advance forms of deep neural network like for instance various
forms ANNs which are being used to crack problems of almost every domain from
classifying ECG signals [2] to problems that come under the domain of computer
vision using CNNs and NLP using RNNs.

This paper contributes by presenting an approach to text generation for a random
seed by constructing a deep and stacked long short-term memory network model.
The trained model flexibly predicts the text as per the number of characters that are
provided to it as input. The paper also includes the methodology and architecture
of the LSTM model. Another contribution of the paper includes the complications
with the conventional RNN model which resulted in the LSTM networks coming
into picture.

The rest of the paper is organized as mentioned: Sect. 2 presents the preliminaries;
Sect. 3 presents the related works; Sect. 4 is proposing the methodologies and Sect. 5
discusses the result. Finally, conclusion is discussed in Sect. 6.

2 Preliminaries

2.1 Recurrent Neural Networks

An recurrent neural network (RNN) is special type of an artificial neural network
(ANN). It was premeditated to accomplish pattern recognition on sequential form
data; an example of such data can be text or numerical time-series or genomes
and handwriting, etc. RNN can work in such situations where feed-forward neural
network fails, in case of a feed-forward neural network, all set input (X) and output
(Y ) are independent concerning each other. Therefore, in scenarios where the need is
to predict the following word in sentence, a traditional feed-forward neural network
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Fig. 2 Working of an RNN

will not consider the previous set of output to forecast the very subsequent word in
a sentence.

As we know, a deep neural network consists of many hidden layers and each
hidden layer comprises of its own set of weights and biases, e.g., (w0, b0), (w1, b1),
etc. On the contrary (see Fig. 2), RNN can change the independent activations to
dependent activations by providing all the layers the same set of weights and biases.
This allows the joining of layers together with the same set of weights and biases
into a single recurrent layer.

In order to train the RNN as presented in [3], input is provided to the RNN in the
form of a solitary time step then the current state is calculated using set of previous
states and the current input. For the next time stamp (ht → ht−1) depending upon
the problem for which the network is being designed, one can take multiple steps
and join the information from all the previous states. After the completion of the
time steps, the output is evaluated using the final current state. The error is evaluated
by comparison with the output to the target output. The use of back-propagation
algorithm is considered to update theweights of theRNN for each and every iteration.

2.2 Long Short-Term Memory Networks (LSTMs)

LSTMs or long short-term memory network [4] is a unique and superior category in
recurrent neural networks (RNNs). It is proficient to acquire long-term dependencies,
i.e., in the context of text generation, while predicting a word in the sentence which
uses information that is not dependent on the very previous word rather uses some
information in the text that is way too far from the current word position, such
dependency is known as long-term dependency. LSTM solves the issue of “vanishing
gradient” that is faced in the case of standard recurrent neural network (RNN).
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Fig. 3 Working of a long short-term memory network

An RNN follows a simple chain structure which consists of a simple repeating
module consisting of a squashing activation function like tanh. On the other hand,
LSTM although also follows a chain alike construction but the repeating modules
consist of a dissimilar structure pattern (see Fig. 3).

3 Related Work

Recurrent neural networks (RNNs) are one of the most prevailing models in the
domain of deep learning which do not exhibit a generic nature. The conventional
architecture of RNNs is not suited for tasks of character-level modeling. Therefore,
to overcome the problems [5] proposed a modified variant of RNN which resolved
their training problems by application of Hessian-free optimization technique and
introducing gated or multiplicative connections. A long short-term memory network
(LSTM) is a special form of recurrent neural network that is designed for the task of
compound sequence generation. These networks follow a long-range of construction
which works by prediction of one data-point at a time. The model demonstrated in
[6] can perform efficient synthesis of cursive handwriting in an extensive diversity
of styles. Another approach to text generation is by using neural checklist models
[7]. This model generates output by vigorously adjusting the interpolation into a
model. RNN is difficult to train and it is dubious to show the full potential of a given
RNN model and in order to address these problems, [8] used the long short-term
memory neural network architecture to examine it on a task of modeling an English
and a French language. It showed an improvement of around 8% over other existing
RNNs. [9] proposed two innovative approaches to text generation which encodes
the contexts into a continuous semantic illustration and then decodes the semantic
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illustration into text categorizations with RNNs. Since RNNs have its own hitches
like vanishing gradients, the following research will depict how using LSTMs can
overcome its shortcomings.

4 Methodology

The initial phase in an LSTM is to evaluate that form of information which is not
needed andwill be neglected from the state of the cell. The second phase is to identify
whether the recent information will be maintained to the cell state which is carried
out by following some steps. Further, a tanh layer creates new candidate values in
a form of that could be updated to the state. Hence, using this mathematical model,
LSTMs can perform text generation precisely and efficiently.

4.1 Data Collection and Preprocessing

To practically implement the same, data acts the initial step. This data must be in
the format of ASCII text and will act as the fuel for our long short-term memory
network. The type of text data that is used to train the data will be the governing
factor while performing text generation. For this model “Alice in Wonderland.txt”
file is provided as input to the network which comprises of 1,63,780 characters.

Data preprocessing is required in order to have filtered and clean data that can
directly be fed to our neural network. For example, the text data is converted to lower
case and mapping of unique characters to integers is performed before designing a
long short-term memory network.

4.2 Constructing the LSTM Model

The goal is to build a deep network by stacking LSTM layers in order to enable
the model to learn complex and long sentences in an efficient manner. This deep
LSTM model can be built by using various libraries and its functions like Keras,
TensorFlow, Theano, Cntk, etc. The LSTM as discussed in [10] will consist of many
different layers along with activation function and a type of learning optimizer which
is adaptive momentum estimation (Adam) in our case. Figure 4 describes the model
summary of the LSTM model that is used to perform text generation.
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Fig. 4 Model summary
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4.3 Training and Hyper-Parameter Tuning

To train the long short-term memory network, the preprocessed data is fed to our
designed LSTMmodel. The LSTM fits the data and accordingly updates its weights
and biases. Training phase is the crux of Deep learning task as this is where learning
happens. Therefore, this phase is computationally expensive and thus requires a lot of
resources and computational power. In order to avoid overfitting batch normalization
is performed after every LSTM layer. The model was trained on Google Colab
platform using the GPU support; it took the model approximately 22 h to complete
its training.While training a LSTM,we need to provide the optimal values of number
of epochs and batch size.

Hyper-parameter tuning needs to be done in order to evaluate the optimal values
for various parameters such as learning rate, no. of epochs, batch size, quantity of
nodes, and quantity of layers.

5 Results

The trained stacked long short-termmemorymodel was successfully able to generate
text for a randomly generated seed with a testing accuracy of 71.22% as shown in
Fig. 5.

The data generated by theLSTMmodel is quite realistic in nature and interpretable
in nature. The final long short-term memory network consisted of the following
parameters:

Using the hyper-parameter mentioned in Table 1, long short-term memory can
predict next word in a sentence maintaining its memory and history. The achieved
testing accuracy of 71.22% of the constructed model may be increased by increasing
the no. of epochs and adding a greater quantity of layers/nodes to the current network.

Fig. 5 Sample text generated using LSTM
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Table 1 Hyper-parameters
for LSTM model

Parameters (deep LSTM model) Configuration

Total number LSTM layers 10

Number of nodes (LSTM) 300

Kernel initializer he_uniform

Optimizer Adam

Learning rate 0.001

Batch size 1000

Number of epochs 100

6 Conclusion and Future Work

LSTM networks have proved to be the best type of model existing till date to per-
form prediction and classification over text-based data. LSTM is successfully able to
resolve the problem faced by the standard recurrent neural networks, i.e., the problem
of vanishing gradient. LSTM is an efficient model but it is overall computationally
expensive and requires high processing power, i.e., use of GPUs to fit and train the
model. They are currently used in various applications like voice assistants, smart vir-
tual keyboards and automated chatbots, sentiment analysis, etc. As future research,
the model accuracy of current LSTM models can be surpassed by appending more
layers and nodes to the network and applying the notion of transfer learning on the
same problem domain.
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Socio-medic Drone with Integrated
Defibrillator

Shivam Pandey, Rahul Kumar Barik, Aritra Karan, P. Phani Kumar,
D. Haripriya and N. Kapileswar

Abstract The purpose of this paper is to develop a socio-medic drone which can
act as a life savior for accident victims in remote areas such as highways or maybe
for a person who is dealing with heart issues. During a fatal accident or a cardiac
arrest, the first few minutes after the accident or cardiac arrest are the most important
which decides between life and death of the individual. This socio-medic drone will
be equipped with a first aid kit and also an integrated defibrillator which can act as a
great life support to the individual till the ambulance actually arrives through the busy
traffic to the ground zero. Real-time parameters can also be checked by the drone
such as temperature, heart rate and heartbeat. The values of these parameters can
be transmitted to the monitoring hospital database which will initiate the recovery
process accordingly.

Keywords Socio-medic drone · First aid kit · Integrated defibrillator · Sensors

1 Introduction

The increasing population has led to many negative attributes in the normal day-to-
day life of a human being. This includes traffic congestion issues, serious hike in
health issues, increase in stress levels, etc. This project specially caters to boosting the
medical facilities in amore efficient and proficient waywith the help of technological
advancements in the field of aerial unmanned vehicles.

During a fatal accident, the victim in most of the cases gets unconscious and due
to the shock from the accident, the victim may lose his life if the basic measures and
first aid are not carried out during the first few minutes after the mishap takes place.
The same case appears in terms of cardiac arrests, where the victim should be given
the proper facility during the first fewminutes otherwise the conditionmay get worse.
The drone with the following facilities can reach the accident zone very quickly and
carry out the process till the ambulance actually arrives through the traffic.
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Fig. 1 Arrangement of the first aid kit in the socio-medic drone

The speed of the drone is attained by the use of four high-speed brushless motors
(900 kV) attached with efficient propellers that produce the required thrust. The
drone is powered with the help of one 2200 mAh 3-cell lithium polymer battery with
a maximum voltage of 11.1 V. Four ESC’s, 30 Amps each are connected to the four
rotors for the controlling purpose of its movement. The full system is GPS enabled
and also telemetry is used for better understanding of the exact location of the drone.
This whole system is designed to be controlled from a control room of themonitoring
hospital. This becomes easy due to the installation of the FPV camera in the drone
which makes live streaming possible. Figure 1 is a schematic of the socio-medic
drone with the arrangements of the first aid kit and integrated defibrillator attached
to it.

The paper contains the introduction to the socio-medic drone where we get to
know about the actual application of the technology. Section 2 gives a list of all the
related works that are being used in this paper to make it more informative. Section 3
contains the methodology and the usage of components that have been used in the
following system. Section 4 contains results and discussions were an overall end
result has been discussed on the possibilities and limitation of the drone. Section 5
contains the conclusion of the paper.

2 Related Works

R. Pahonie proposed a paper with biomechanics of flexible wing drones used for
emergency medical transport operations where the usage of CFD simulations to
underline the aerodynamic characteristics of a custom-designed small aircraft wing
[1]. G. C. Bravo proposed a paper with first aid drone for outdoor sports activities [2],
where the drone was to be used for first aid facilities happening during any outdoor
activities.

Judy E. Scott proposed the current status of innovative drone delivery with a
particular emphasis on healthcare [3]. Joseph Christopher Fancher prepared a paper
in the field of current drone technologies where it is reviewed, optimized and used
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to demonstrate the feasibility of medical supply delivery to remote areas of China
via unmanned aerial vehicles (UAV) [4].

A. Claesson put forward a project on unmanned aerial vehicles (drones) in out-of-
hospital-cardiac-arrest where the use of automated external defibrillator (AED) prior
to Emergency arrival of ambulance is done through droneswhich can increase 30-day
survival possibilities [5, 6]. Kelly Daly presented, ‘How Drones are modernizing the
Healthcare Industry’. In this paper, it is clearly defined as to how supplies of blood
and medical supplies to organ transplants, drones are helping to save lives [7].

James C. Rosser proposed an article providing the comprehensive review of cur-
rent and future drone applications in medicine and also how drones can be used for
surveillance of disaster sites and areas with biological hazards [8]. Vangara Vamsi
Krishna presented a paper on building of a prototype of drone ambulance for assist-
ing the ambulance in saving people’s lives. They show how a drone can tackle traffic
congestion delays of the ambulance, hence reaching to the accident area and then
report to the ambulance by assisting it with necessary parameters such as patient’s
temperature, state of consciousness, and heart rate. [9].

3 Methodology

The world of automation brings up an open mind toward developments in the area
of aerial unmanned vehicles such as drones. Now, UAV combined with health care
can do wonders in terms of speed, efficiency and new implications. The socio-medic
drone is equipped with an integrated defibrillator besides having a first aid kit which
works as a life support system.

The main function of an integrated defibrillator is to revert the adverse condition
when an un-rhythmic pattern of the heart is observed. This device has the capability
to put the heart rhythm to the correct pace and correct pattern. Due to the shock, the
heart starts behaving anomalously which to some extent can be cured by the process
of defibrillation. Regarding the medics, the quadcopter is attached with a MED-box,
temperature or sensor, and basic other sensors that measure the parameters of the
patient along with an integrated defibrillator. The drone is also equipped with latest
technologies such as Wi-Fi systems and Bluetooth module which keeps it on track
in terms of connectivity and file transmitting, receiving and sharing.

The drone can be used as a guide for the ambulance reaching the accident zone
at remote locations; an emergency air ambulance can be used to transport blood 2.
A system was also introduced where an air ambulance was used to deliver oxygen
cylinders in emergency situations. Figure 2 is a schematic representation of the block
diagram of the whole connectivity system wherein all the sensors are connected to
the microprocessor.



662 S. Pandey et al.

Fig. 2 Block diagrams of the system

3.1 Hardware’s Required

Figure 3a, b represent a drone frame and the transmitter set respectively to display
that is used for controlling the drone. The following are the important elements of
the application and their descriptions.

Drone Frame: A drone frame is a special frame embossed on a plastic foundation.
Brushless Motors: Also known as an EC motor, they produce AC electric current
to drive each phase of the motor.
ESC: Electronic speed controller is an electronic circuit that controls and regulates
the speed of the electric motor.
Flight Controller: This is the heart of the flight control system and controls most of
the electrical components with the assistance on an Arduino microprocessor.

Figure 4a, b represent a GPS module and the interfacing process simultaneously.
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Fig. 3 a Drone frame. b Transmitter set

Fig. 4 a GPS module. b Interfacing process

The GPS is used to track the exact position of the drone. The interfacing process
is done so as to get all the data from the corresponding sensors without any hindrance
to the system.

GPS forDrone: It uses the radio receiver to collect signals from the orbiting satellites
to determine the speed and position.
Telemetry Rx Tx: Used to transfer one or two digital inputs.
ZigBee Rx Tx: It is a wireless Tx and Rx module used to trans receive signals.
Li-on Battery: This has 3C continuous discharge current suitable for long-time
flying.
Drone Propeller: Ensures that the drone advances in high power density.
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Rx Tx: These are the receivers and transmitters.
Defibrillator: The life-saving component used in this drone can help people revive
during a fatal shock or a cardiac arrest.
First Aid Kit: In case of any emergency, these kits will be carried weighing 2 kg
approximately.
Ultrasonic Sensors: Emits the sound waves which travel through the air and reflects
by the objects when it hits.
Power Distribution for Drones: Also known as panel board used for electricity
supply.
Camera Assembly: Used for monitoring the places and upcoming obstacles.

List of key sensors and devices used for healthcare:

Integrated Defibrillator Device used in emergency condition when the victim is
facing cardiac arrest, this device has two terminal plates which are known as touch-
pads which are stuck on the chest of the victim in a diagonal manner to the heart. It
passes an electric pulse through the heart and thus clears the blockage for blood flow,
thus the heartstarts working again. This small defibrillator is made of electrode pads
and is powered by the drone battery through modulated circuit. This defibrillator is
integrated within the drone body. It can easily and safely be used by the third party.

The use of the installed defibrillator is monitored by the medical experts and the
control the current output from the base station. This communication takes place
using ZigBee module used in the communication sector for trans-receiving sig-
nals and then the signal is fed into programming board (Arduino) and the signal is
modulated or demodulated.

Figure 5 represents a schematic representation of the working of a defibrillator
showing the placement of the electrode pad and its placement in the cardiac region.

Heartbeat Sensor The condition of the patient can be monitored by analyzing his
heartbeat. Thus,we are adding heartbeat sensorwith ourmedical drone. The heartbeat
can be felt from the radial nerve in the wrist. Instructions shall be given by the
professionals, where to attach the sensor and thus by using the principal of photo-
plethysmography we can calculate the pulse rate of the person. The sensor works
using an optical power variation as light is scattered or absorbed during its path
through the blood as the heartbeat changes.

The heartbeat sensor consists of light-emitting diode and a detecting photodiode.
The signal sends to the Arduino for analyzing and filtering the signal; the signal is
then modulated and transmitted using a ZigBee module to the base station where a
medical expert is guiding through other end. The heartbeat sensor module is very
easy to place on the human body for monitoring the heart rate it can be either placed
on fingers or wrist surface since it has dedicated power supply there are very less
chances of external noise and disturbing frequency.

Temperature Sensor The body temp of the patient must be monitored for knowing
his condition. Thus, we are using infrared temperature sensors for this purpose.
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Fig. 5 Defibrillator
electrode pad placement.
https://en.wikipedia.org [10]

The sensor provides an accurate non-contact measurement. The sensor is operated
from the station to know the condition of the temp of the patient and the values are
taken and analyzed and appropriate suggestion is given the experts on the other hand
monitoring suggest medic to give from the smart first aid box attach with the drone.

The sensor is made of multiple thermocouples on a silicon chip to measure an
objects infrared energy. The GTPCO-003 thermopile temperature sensor is used
for sensing the temperature. The sensor produces accurate value and the signal is
delivered to the modulating unit (Arduino) placed in the drone the signal is then
given to the ZigBee for transmitting the information to the base station.

The ZigBee receiving module then receives the data and demodulates and sends
the signal to a computer for further process and to display the output in an under-
standable interface. This module as the other module has a dedicated power supply
with a capacitive relay so that the module does not effected by any other power flow
or external frequency. This module is designed to a miniature size so that it can be
installed very easily and had a minimum weight so that it does not affect the payload
of the drone.

ECGSensor (Electrocardiogram) sensor records the pathway of electrical impulses
through the heart muscle and can be recorded on resting and ambulatory subjects, or
during exercise to provide information on the heart’s response to physical exertion.
AD8232 is a mini-sized module to monitor the heart condition when the victim is in
tough condition in response to a physical move. Usually the device has three inputs,
the inputs are connected to the electrode pads have a defined position to place and

https://en.wikipedia.org
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obtain an accurate reading the input pads are placed in the configuration of (RA, LA,
RL).Which is right arms, left arms, right leg, thismodulemonitors the heart condition
by sending signals through electrodes and receiving it through other electrode. This
device is very small in size that it can be placed in drone and can be operated by
any person without any experience. This device inputs are connected with Arduino
to modulate the signal without any noise and then the signal is transmitted to the
base station using ZigBee the output is then monitored using ECG viewer scale this
will give a brief information of the patient to the medical expert. This module has
dedicated power supply so that it does not mix with any other signal to and result in
noise.

Speaker An audio system is placed in the drone through which the base team can
communicatewith the person present in the site; the speaker is installedwith LM1875
which has a crystal clear audio output and decent amount of amplified audio. The
audio system is enabled with microphone module used to create a two-way commu-
nication system. The audio signal is connected to ZigBee for transmitting the signal
and receiving the audio signal as the other system this system retains power from the
drone power distribution system.

3.2 Software Required

Arduino IDE: This software is used for interfacing all the various components with
the microcontroller, i.e., the Arduino Uno board. This enables an easy link between
the data collected and the data received. For various functions to be performed,
different commands are given to the respective functions to be carried out.
Google Earth: As we have already introduced telemetry function, Google earth
is needed by the drone for navigation purpose, so that it can reach the assigned
destination within minutes.
Lab VIEW: This software is basically used for the components such as the ECG
sensor, where after getting the parameter reading we get a waveform representation
of it.

4 Results and Discussion

The yellow block beneath the drone carries all the components, including various
sensors and the defibrillator summing up the total weight. The drone was able to
carry all the weight of the external sensor and the first aid kit box. The recorded
flight time of 20 min in a decent altitude which could be extended by supplying
external battery was achieved. All the sensor had a good response time and had a
good reading output. Control of the base station was very easy and effective with
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Fig. 6 Socio-medic drone lifting off for emergency

Table 1 Tabulation of the
flight time and distance with
respect to weight

S. No. Weight (g) Flight time (min) Distance (km)

1. 500 31 26

2. 750 20 17

3. 1000 15 13

4. 1500 12 10

5. 1750 10 8

no signal loss. The camera had a good response and perfect picture quality video.
ZigBee module was perfectly installed in the drone (Fig. 6).

Motors installed in the drone are 940 kV with a battery (power supply) of
8000 mAh. Table 1 represents the trials done with the drone weight and noted flight
time with maximum distance covered with the drone, the average speed of the drone
is fixed to 50 km/h.

5 Conclusion

The technological advancements in this world have provided us with many positive
aspects, but it is also the base for few of the negative sides happening in the current
time. Traffic congestion being one of them, which also leads to the delay of ambu-
lances during emergency situations. This paper deals with the solution for such an
issue and gives a clear vision of how this can be taken care by the usage of a medic
drone which will be fast as well as efficient. It also gives an insight into the idea of
using a defibrillator that can be a life-saving component for the victim of an accident
or for a person who suffers from a cardiac arrest.
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Big Data Processing Based on Machine
Learning for Multi-user Environments

Kamel H. Rahouma and Farag M. Afify

Abstract Many sources of data yield non-structured data like the Internet of things
(IoT), geospatial data, E-commerce, social media, and scientific research that is not
appropriate in to traditional, structured warehouses. Nowadays, sophisticated ana-
lytical techniques allow companies to obtain perspicacity from data with earlier
unachievable levels of accuracy and speed. Real-time analytics for big data is the
capability to achieve the most suitable decisions and get significant actions at the
best time. First, we present a survey of processing the big data (BD) in real time
(RT) and focus on its challenges. Then, we propose an algorithm to handle BD by
integration with machine learning operations in multi-user environment optimiza-
tion operations, reduce maintenance costs and better speed of fault detector and
provide common operations necessary to process unstructured information. There
are important conditions that have been taken into a concern to guarantee the quality
of services (QoS) and transmission velocity and ensure the system’s physical time
synchronization and the correctness of the data processing.

Keywords Big data · Multi-user environment · Real-time processing · Machine
learning

1 Introduction

The developments in the application of scientific knowledge are for practical pur-
poses, especially in an industry in the last few years driven to the accumulation of
huge quantities of information. BD brings recognition from business, governments’
operations, research, etc., because BD tools let users treat big amounts of information
to obtain the best judgment through the analytics of information. Machine learning
(ML) is a vital element in the analytic of information as it prepares the machines to
obtain knowledge by using trained information, then it makes efficient decisions by
using experiments that decreases the time of data processing.
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To obtain certain decisions, ML tools were employed, and it can increase the
performance of other components of knowledge innovation.

BD [1] has grown within the presence for a few years. BD is related to traditional
database systems, though the distinction is that it exceeds in volume and processing.

BD is very huge, transfers so quick including unorganized and organized
information, while traditional data contain the only structured information [2].

The digitization of all operations now produces different kinds of huge and RT
data across a wide range of processes. Several applications produce BD, for exam-
ple, social media, scientific experiments, cloud applications, E-government services,
monitoring programs, and information warehouses. Data expand quickly since oper-
ations generate continuously rising amounts of unorganized and structured informa-
tion [3]. The impact on information storage, processing, and transfer is necessary
to re-evaluate the methods and clarifications to great result the user wants. In that
context, processing types and algorithms have a great role. A great quality of answers
for special applications and programs exist, so an accurate and systematic analysis
of present solutions for processing standards, algorithms, and techniques applied in
BD storage and processing environments has great importance. Nowadays, sophis-
ticated analytical techniques allow companies to obtain perspicacity from data with
earlier unachievable levels of accuracy and speed. Real-time analytics for BD is the
capability to achieve the most beneficial judgments and get significant actions at the
best time [4].

In this paper, we present an overview of processing the BD in RT and focus on its
challenges. We suggest an algorithm to handle BD in a multi-user framework, and
we provide common operations necessary to process unstructured data. The paper
also provides an algorithm to schedule multiple functions of users simultaneously
in a distributed environment. The rest of the paper introduces a background of the
big data in Sect. 2. In Sect. 3, we give a literature review, and in Sect. 4 we explain
the methodology of this paper. In Sect. 5, we depict the outcome of our work and
compare our results and the previous work results. In Sect. 6, we introduce some of
the conclusions, and a list of the used references is given at the end of the paper.

2 A Background About BD

2.1 What Is BD?

Among all the descriptions given for “BD,” commonly it means information that
is very huge, very fast, or very difficult for existing tools to process. “Very huge”
shows that companies frequently and necessarily agree to deal with petabyte-scale
quantities of information that becomeof sensors, transaction histories, clicks streams,
and outside. “Very fast” shows that not only is information huge, but also it is to be
processed immediately. For example, it is to make cheating detection at a location of
sale or to determine which ad to display to a person on a webpage. “Very difficult”
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is a collection of information that does not match cleverly into a current processing
tool or that needs some kind of analysis that current tools cannot offer [5].

2.2 Characteristics of BD

There are three Vs which may shortly describe the characteristics of the BD. These
are the variety, velocity, and volume. The volume means the number of datasets and
storage. The variety means the information types. The velocity means the rapidity
of incoming information. Growth of research and discussions concern with BD, and
the three Vs were expanded to five Vs as shown in Fig. 1 These are the veracity,
variety, volume, velocity, and value [6].

Today’s BD plays an important function for a lot of fields like a business, online
purchasing, banking, astronomy, health care, and finance. BD gives great advantages
to business activities. BD is produced by a huge quantity of data. These data extend
to rise every day because information arrives permanently of various operations.

BD has a huge quantity of unwanted data in both unorganized and organized
structures. In unorganized, the information is stored in undefined and unsystematic
ways, while organized information is saved into well-defined structures [7].

Facebook, Wikipedia, and Google produced unorganized information, while E-
commerce operations produced organized information. Since the appearance of orga-
nized and unorganized information, some difficulties appear in BD such as data col-
lecting, data transfer, sharing, storage, privacy, analysis, search, handling of informa-
tion, fault tolerance, and visualization. It is impossible to handle these difficulties in
regular ways. Regular information administration mechanisms were unable to pro-
cess, analyze, and schedule jobs in BD. Therefore, BD uses different tools to handle
these challenges. This paper aims to study these challenges [8].

Fig. 1 Five Vs of big data
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2.3 BD Software

2.3.1 Hadoop (HD)

The appropriate software for managing BD difficulties is HD. HD is software that
allows distributed handling of huge information across clusters of machines applying
simple principles of programming [9]. It contains two parts. The first part is used
for storage, and it is named Hadoop Distributed File System (HDFS). The second
part is employed for processing, and it is named MapReduce (MR). The HDFS has
a master structure and slave structure. The master is a process named (NameNode)
which controls the operations on files and manages the global namespace. The slave
is a process named (DataNode), and it saves the data in the structure of data blocks
and operations as instructed by the NameNode. The NameNode handles the infor-
mation replication and arrangement for reliability, fault tolerance, and performance.
The NameNode divides and saves files into 64 MB data blocks over the DataN-
odes. Typically, there are three duplicates of all data blocks which are saved in the
HDFS. The failure detection is implemented in the framework of regular duplicates
of DataNodes to NameNode. If there is no heartbeat from a DataNode for a long
time, it is marked as lost not employed for new processes and if required, additional
duplicates of its data are implemented [10].

2.3.2 MapReduce (MR)

MR is an information handling standard for dealing with various challenges of com-
puting. The MR concept is stimulated through the map, and it decreases functions,
which are usually used in functional languages. The MR allows administrators to
simply display their process like a map and decrease operations [11].

2.4 BD Processing Framework Challenges

Increasing the number of researches in the BD field does not express that we under-
stand all BD processes, so we do not have a common definition of BD and we have a
lot of differences about tools and applications [12]. Moreover, there is a big problem
that researchers are currently interested, this problem is process the information in
RT and the process by which the data we need to make a quick decision is processed.
like monitoring and protecting systems, Electrical grid and Smart Cities [13–15]:

1. Manage energy of all sectors.
2. Solve any faults problems.
3. Save energy as much as possible.
4. Distribute power reasonably.
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To execute these Jobs, fault analysis and error status must perform during a
low period; oppositely that make more failures in the electric network. RTBD has
important requirements in analysis, acquisition, security, data management, and
benchmarking. These challenges are briefly described in the following [16–18]:

1. The RT processing speed.
2. The RT systems stability.
3. The large-scale applications.
4. Data collection.
5. Data analytics.
6. Data security.
7. Usability issue of data management.
8. Test benchmark of performance.

2.5 Technical Challenges

Added to the last challenges, there are some technical challenges whichmay be faced
by BD systems. From these challenges [19, 20]:

1. Fault tolerance

New incoming technologies like cloud computing and BD it is regularly that when-
ever the failure happens the damage is done should be within acceptable threshold
rather than beginning the whole job from scratch. Fault-tolerant computing is greatly
complicated, containing complex algorithms. Hence, the main responsibility is to
reduce the possibility of error to the minimal level.

2. Quality of data

Storage and collection of a huge amount of information are more costly. More infor-
mation is applied for predictive analysis and decision making in business will give to
best results. BD focuses on the quality of information storage rather than having very
great irreverent information so that excellent result and conclusion can be formed.

3. Heterogeneous data

In BD, unstructured information describes almost every sort of data being generated
by fax transfer, social media interaction, and handles various kinds of document and
more. Transforming unorganized information into organized information one is also
not possible. Structured information is organized but unstructured information is raw
and unorganized. In addition, two important challenges are visualization and hidden
BD.
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3 A Literature Review

Data is one of the most important things in all parts of our lives, and every day large
quantities are produced. Many international reports indicate that data quantities are
multiplying daily and very quickly. Despite the huge flood of data, they are only
used to a limited extent where they are managed, processed, and analyzed for their
use [21]. These huge quantities need to be dealt quickly, and some of them require
real-time processing, for example, detect fraud and data for security institutions in
general, and there are companies benefited from these operations, especially fraud
operations such as PayPal. As a result of the great need and difficulties to deal with
these huge amounts of data appeared, many tools to deal with HD andMR; the major
companies are working to take advantage of these quantities like Google and Yahoo.
In the past few years, the research has focused on big data operations, and a large
number of tools have been proposed, for example, Storm [22] and Spark [23]; these
tools are able to face many operations challenges dealt with on BD. These tools help
companies in data processing and obtaining the desired results, and it has been used
in many large companies such as Netflix which give them the best recommendations
to deal with customers and address errors.

Feldman et al suggested suitable methods for handling big data and provided a
suitable solution for the large storage areas that are used daily to store this data.
Data compression has become an important element that has proven to be effective
when used by Feldman and all data still without a loss. Faced with the difficulties of
handling BD was behind the suggestion that was introduced by Jiang et al. A tool
capable of handling and retrieving big data, increasing processing speed, analyzing,
and assisting in decision making was introduced. Cuzzocrea et al proposed a tool
capable of handling graphs and data for BigWeb Data. This tool has proven to be
effective and has provided a solution to most of the problems facing companies
collecting data from the web [24–26].

4 The Methodology

Ourmethodology depends on usingML; it is a combination of a set of sciences which
able us to get benefit on existing data and learn and act on previous experiences. At
the moment, ML is used in all aspects of life such as health, industry, and trade. ML
technologies enable the handling of layers, devices, and data that were impossible to
access,make decisions, and avoid previous errors.Data processing is usually required
before it can be used to remove unnecessary data and incomplete data through which
systems can learn to avoid past errors, increase productivity, and develop products
[27, 28]. ML tools have been able to gain experience by learning and benefit from
the experiences built by the systems and the way we can take advantage of the data.
If we say that the big data helps us to store large amounts of data, through ML and
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Fig. 2 Real-time data processing stages

integration with BD as shown in Fig. 4, we can get useful information that is easy to
use in all areas [29].

4.1 The Proposed Algorithm

We proposed an algorithm with a high-level programming interface which achieves
integration between BD and ML and provides common operations necessary to
process unstructured data. It also supports an algorithm to schedulemultiple functions
of users simultaneously in a distributed environment. It has also been taken into
account robust computing capability; a large RT information processing necessitates
a powerful timing, and this means the system must respond to any request in the
shortest possible time. So in the beginning, the RT data processing system must
have powerful data computing capability. The traditional way of processing large
data is depending on the robust computing abilities of a cloud to obtain the desired
goal, while at the RT, it necessitates depending on the strength to rapidly exchange
information between devices.

The RT data processing framework is split into four stages: collection, analysis,
integration of data, and resolution as shown in Fig. 2.

Data collection is responsible for information collecting plus storage and includes
information cleaning and information preparation for analysis.

Data analysis is the core of the large real-time data processing system and the
critical stage to determine system performance. This phase is mainly responsible for
modeling data structures, clearing data, processing, and making information ready
for integration layer.

Data integration: This phase plays a related role in these processes. At this stage,
the combination is between more information processing algorithms and providing
support for other layers.

Decision making: In this layer, decisions are made based on the data coming from
other layers, from which the final objective of the information analysis process is
produced.

This algorithm will help to find the similarities between the documents to make
informed decisions about clustering. Many distance metrics can be used to find
similarities between documents.

The framework described generically in nature works with any set of documents
that make up large data. The frame takes large data as inputs and produces clusters.
The processes involved in the framework include keyword selection, creation of
feature space, calculation of similarity, and aggregation.
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The algorithm is responsible for terminating specific tasks to improve the pro-
ductivity of large data processing. The distributed environment takes several useful
functions and arranges them correctly in a way that is handled optimally. The con-
cept of waiting time is used to ensure that jobs are given their role, and large data
processing is performed efficiently.

4.1.1 Algorithm

Itialize files = Get list of files in storage(Partition)
Itialize filesData = Get last running data result(DB)
Itialize newFileData<File, HashCode>.
foreach file in files

newHashCode = generateFileHashCode(file)
oldHashCode = getSavedHashCode(file, filesData)
AddRecode(newFileData, file, newHashCode)
if oldHashCode = nothing
Report(“New Added File”);

elseIf oldHashCode = newHashCode
Report(“no Change on File”)

Else
Report (“File Updated”)

EndIf

next file
forEach file in filesData

If files not contains file
Report(“File Deleted”)

End if

Next file
newFileData Overwrite fileData

Save(fileData)

4.1.2 The Scheduling

We suggest Responsive Job Scheduler that depends on the position of reference. The
suggested tool intended for a group contains machines or nodes (N) from 1 to n,
and these machines contain what it needs to work efficiently. The group contains a
multi slave node (SN) and one master node (MN). MN contains operations list and
handling these operations according to SN specification.

The workflow of operations list is as follows:
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1. The new job comes to operations list (OL).
2. Task is split into two tasks (Map and Reduce) and map split to local non-local

job.
3. When a new slave task is added, then it checks for free slot count.
4. If any job arrives at SN, it sends a signal to MN which manages operations list

for SN.
5. MN inspects the arriving job to determine the appropriate time for implementa-

tion and waiting for finishing tasks or arriving jobs.

Data locality = no .of localmap/task Totalmap task

The fairness of a job

fairshare = jobweight/Σ jobweight ∗ capacity of taktracker

Average acknowledgment time

Tavg=Rl ∗ Tavg l + (l − Rl) T nth
avg

Performance =
Map task = no.of pendingmap tasks/no.of currently runningmap task

Reduce task = no.of pending reduce tasks/no.of currently running reduce task

The new framework is a combination of algorithms to execute the RTBD analytics
and to improve the precision of information which the supervisor needs it. The
proposed framework, based on these algorithms, enables the supervisor to work on
BD and face constraints and discover useful data and decisions.

5 The Results

RT forecasting of complex systems is important because it is easy to plan main-
tenance, minimize problems caused by sudden downtime, and reduce the value of
spare parts consumed inmaintenance. This proposal usesBD integration andmachine
learning processes.

In this case, the focus was on the data which come from the monitoring of the
status and power consumption of motors and sensors which is a vital part of the
operation in baggage handling systems and describes the experiments carried out to
estimate the efficiency of the suggested process. Figure 3 presents the groups’ status
and power consumption motors and sensors.
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(a)

(b)

Fig. 3 a Phase of RT information processing and detect faults in BHS. b Phase of RT information
processing and detect faults in sensors group
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The toolwas able to perform real-time processes on gramamounts of data, exploit-
ing the benefits of working on unstructured data in fault detection and decision
making to decrease solving problem time.

The experimental results showed a rapid increase in the amount of information
that has been processed, in addition to the increase in the amount of data that did not
affect the implementation times.

Using this tool provides also a fault ranking estimation, and this is particularly
useful for this application on BHS where, almost always, an unbalance fault shows
up as well, also if another error is the root cause of the anomaly. Examining the
assignment features is then a true benefit of the tool. The balance between the amount
of information being worked on and the number of devices must be considered to
achieve the best performance. The present technique is found to be more efficient
than the existing ones in the literature. Some of the reasons for that are as follows:

1. Most existing techniques have the inherent problems of analyzing unstructured
data in real time, and the operations of these techniques depend on collected data
for systems especially industrial systems. In our proposal, the algorithm capable
of executing operations on huge quantities of unorganized information in real
time and increasing the efficiency of fault detection reduces the extra cost if the
system has failed down during executing important jobs and improvements of
the efficiency of BD operations.

2. The tool reduces maintenance time according to the status, saving of running
tasks time when detecting the failure and faults prediction if any data come from
sensor contrary to the normal situation.

3. The tool enables data-based decision making because it creates a value of infor-
mation previously neglected by handling the problems quickly and gives a better
understanding and sufficient detail to these troubles.

6 Conclusions

This paper provided an overview of processing BD in RT and focused on its chal-
lenges. An algorithm is suggested to handle big data by integration with machine
learning operations in amulti-user environment optimization. This reduced themain-
tenance costs and resulted in a better speed of fault detector and provided common
operations necessary to process unstructured data. The network transmission speed
and the quality of service (QoS) factors have been taken into account. Thus, wemake
sure that the system works efficiently and make sure that the data processing process
is completed efficiently.
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Integrating Chatbot Application
with Qlik Sense Business Intelligence (BI)
Tool Using Natural Language Processing
(NLP)

Vipul Vashisht and Pankaj Dharia

Abstract So far, various approaches have been proposed for implementing chatbots
with business intelligence tools, yet most of these approaches have limited adoption
in practice. The objective of this paper is to offer an easy to understand approach
by the business users that could be quickly adopted for integrating the chatbot with
a business intelligence tool. This communication describes a process of applying
artificial intelligence technologies; in particular, natural language processing (NLP)
for conversation using chatbot. The chatbot implementation and integration with the
BI tool has given encouraging results.

Keywords Chatbot · NLP · BI · Qlik Sense

1 Introduction to Chatbot

Most businesses nowadays are focusingon implementing cost optimization initiatives
and quick to market strategies to overcome the ever-increasing competition. This has
resulted in widespread consideration of smart and innovative automation options
for improving business efficiency. Integration business analytics for gaining quicker
insight and single source of truth is gaining popularity among the organizations. In
the recent years, there has been multiple innovations that have taken place in field
of speech-powered applications. Today many travel portals, hotels, banks, insurance
companies have been using NLP-based applications to ensure that user queries are
answered at any time, irrespective of availability of human agent. We have seen
applications like Microsoft Cortana, which can provide human like responses to the
queries.

Our study is focused on integrating the chatbot with a business intelligence tool.
This would enable the users to get the intelligent response that include both facts
and charts, from data spread across multiple sources in an organization. The chatbot
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essentially takes input from a user, processes it, and responds to the user. The defini-
tion includes intelligence because there are a whole set of artificial intelligence (AI)
services available through many other third parties. In most cases, chatbots applica-
tions are leveraging some form of AI. People communicate with chatbots via text and
possibly even voice. Conversation can be text and/or voice. In most of the cases, the
design of a chatbot includes setting up of rules using NLP and allowing interaction
with the business users using an easy to use text-based interface.

1.1 Benefits of Chatbot

• Conversation: The primary interface of a chatbot is a conversation window with
the end user. The application engages with the end user via CUI.

• Easy to Use: The execution just requires to post a query to the chatbot and based
on its intelligence, it would provide a quick response and then conversation can
start.

• Availability: Chatbots applications are available on multiple devices like desktop,
laptop, mobile phones, iPads.

1.2 Business Intelligence (BI)

It was during 1989, when Howard Dresner conceptualized the idea of BI. It was
defined as “concepts and methods to improve business decision making by using
fact-based support systems.”

With the advent of continuous increase in the size of organizational data, multiple
data sources and complexity, the role of BI has been gaining continuous attention.
There have been surges in development of BI tools and their marketing among busi-
ness organizations. Some of the popular BI tools available in market are Qlik Sense,
QlikView, Microsoft PowerBI, Tableau, and ThoughSpot. BI tools are known to pro-
vide single source of truth across the complete data landscape in the organization.
Earlier, the usage of these tools was limited to the management layer in organizations
for quick decision making. With time and availability of BO tools on mobile, the
usage of the tools has been extended to the wider section of business users including
managers and executives. Some organizations, specifically in manufacturing sector,
the BI tools have been extended to the distributors and third party members [1, 2].

Benefits of BI tools include:

• Helping C-level executives, controllers, and operational managers improve equip-
ment efficiency throughout the organization.

• Enabling customer to identify trends sooner and go much deeper in its analysis to
generate useful insights.
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• Saving crucial time and efforts of business users for defect free deliveries.
• Eliminating data manipulation need by business users.
• Increasing adoption of reports usage in organization.
• Enabling slice/dice approach for detailed analysis.
• Improving response time resulting in accelerated time to market.

In this paper, we have used Qlik Sense BI Tool (www.qlik.com) for showcasing
integration with chatbot. Next, we provide an overview of the NLP.

1.3 Natural Language Processing (NPL)

As per research report conducted byGartner, therewould be a considerable rise in use
of speech or NLP for fetching in a BI tool. To see the benefit of the conversational
interface, this paper discusses a branch of artificial intelligence known as natural
language processing. The existence of NLP does not mean that a chatbot will be
able to understand anything a user says. Rather, the developer needs to train the NLP
model to understand very specific tasks belonging to a chatbot’s domain. In the world
of chatbots, there are plenty of opportunities for buttons, cards, and quick commands,
but the essential aspect of chatbots is that they have conversational interfaces. With
our proposed approach, it would be possible to target multiple channels, where text
conversation is the default standard. It has been observed thatmost of the applications
can naturally fit into this conversational world and often yield a superior solution
[3, 4].

Next, we provide insights from the literature review of past research work done
in the subject area.

2 Literature Review

Chatbot has remained an active and popular field among researchers. There have
been many papers written on chatbot technology but there has been little work done
in field of integration of BI with chatbot. Some of the relevant work studied during
the literature review is provided below:

• Cho and Lee [5] designed an application prototype for use in construction industry.
The application provided a report which was based on the conversation among the
construction staff team members.

• Shawar and Atwell [6] trained the chatbot using the NLP technology, to new
languages.

• Deshpande et al. [7] provided a detail history of chatbots from initial days to
current intelligent response providing system.

• Thomas [8] proposed an AI-based approach, where a dataset based on FAQs was
used to train the chatbot for providing immediate responses.

http://www.qlik.com
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• Mondal et al. [9] designed a chatbot in a form of telegram Bot that assists in
answering questions.

• Rosruen and Samanchuen [10] proposed a chatbot application for use of services
in system provided for medical consultants.

3 Chatbot Design Approach

The objective of research paper is to develop a chatbot that can be integrated with a
business intelligence solution, in particular Qlik Sense with respect to this paper.

Following components are used in designing a chatbot framework:

1. Bots are telegram accounts that can send replies for received messages. These
can be easily integrated to work with other programs [11].

2. Dialogflow is development suite from Google, which is used for building
conversational interfaces for Web sites, mobile-based applications, messaging
platforms, and IoT [12].

3. Client application as telegram: Telegram is a cloud-based service that has been
used to connect and communicate with the chatbot. Telegram provides Bot father
service, which is used to create and register BOTs in telegram [13, 14].

4. .NET Bot service: .NET Bot service is the centralized service created using
console application in .NET. It is responsible for communicating between Qlik
Sense, telegram service, and NLP. First, it takes a message from telegram app,
sends it to NLP service, gets the required details, and forms the query to retrieve
data fromQlik Sense. Once the result is received fromQlik Sense, it will generate
the result for telegram.

5. Qlik Sense as a business intelligence tool: Qlik Sense is a data visualization
and data discovery tool, which helps the user to gain insight from data in a very
intuitive way. Qlik Sense works on the associative engine, which creates a data
model in which any selection made on data point will slice and dice the entire
data set.

6. NLP: This is the heart of every chatbot system that help the machine to make
sense from a user query. NLP identifies the intent and entity from a user query.
Intents are verbs in sentence and entity is parameter from a sentence. For NLP,
we are using Google’ Dialogflow. Dialogflow is a tool developed by Google
used for interpreting the human language based on natural language processing
technology [8].

7. Narratives: Narratives are used to describe the charts in Qlik Sense as shown in
(Fig. 1).
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Fig. 1 High-level architecture of chatbot

3.1 Implementation Steps

Following are the steps to implement BI Chatbot:

Configure the Qlik Sense server for Chatbot: Qlik Sense server can be accessed
using virtual proxies and header authentication. Virtual proxies help to connect to
Qlik Sense engine and header authentication is away to implement security to authen-
ticate a user for accessing the virtual proxies. Following are details need to be filled
while creating virtual proxies in Qlik Sense [15].

Description: Telegram-Bot
Prefix: Telegram-app
Timeout: 50
Session cookie header name: X-Qlik-Session-telegram-bot
Anonymous access mode: No anonymous user
Authentication method: Header authentication static
user directory
Header authentication header name: XXXXXXXXX
Header authentication static user directory: Sample

Header authentication header name is used to make an authentic con-
nection to Qlik Sense. It is recommended to check virtual proxies whether the
connection is working and running successfully.

Configure and register Chatbot in Telegram: Telegram provides Bot father service
to create and manage chatbot in telegram [15]. Once chatbot is configured in Bot
father, a service node is created with a token, which will be used to retrieve and send
messages to registered telegram Bot.

Create an NLP model in Dialogflow: Natural language processing is done using a
Dialogflow model. In Dialogflow model, an agent is created, which is trained with
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Fig. 2 Example of adding training utterance in Dialogflow model

some scenarios or utterances. As an example, as shown in Fig. 3, as a part of model
training, an utterance “Show category” is trained marking the word “category” as
dimension entity. Using the same approach, model is trained inDialogflowwith other
scenarios (Fig. 2).

3.2 Creating a .Net-Based Bot Service

• Next step is to create a .NET console application in visual studio in C#. Initially, a
method is created to initialize the telegramBot andmake a connection to the same.
As shown in Fig. 3, the Bot information and token is used to make a connection
to telegram chatbot using C#.

• OnRecivedMessage method will be called when a message is received by
telegram Bot. The information acquired from the OnRecivedMessage will be
sent to ProcessMsg method.

• Now ProcessMsg will connect to the Dialogflow API with message received
and based on the created model, Dialogflow will return the relevant intents and
entities in JSON format.

Fig. 3 Service connection
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Fig. 4 CheckTheUser () flow for user access authentication

• Based on intent and entities, Qlik Sense query is created to retrieve the relevant
data, which will be sent back to the telegram. As shown in Fig. 4, in order to check
the authenticity of the user, CheckTheUser () method has been used [11].

4 Results and Discussion

The chatbot implementation and integration with the BI tool have given very
encouraging output. Following are the benefits:

• An intuitive way to access data—Qlik Sense-based chatbot provides a different
way to get intelligent insights into data, as compared to traditional dashboard
approach. User can retrieve the insights intuitively by sending different queries or
keywords to a chatbot. For example, if a user wants to see current year sales then
he/she is just required to send a keyword to like “CY Sales.”

• Reduced load time—Users observed reduced time to send a query to a chatbot
and get the key KPIs instead of opening the entire dashboard and getting the
required key KPIs. Sometimes it may happen that the required KPIs are available
in different sheets of an application. For example, user wants to check current year
sales and last year sales and these KPIs are present in CY sheet and LY sheet,
respectively, in Qlik Sense dashboard. Then, in this case, the user is required to
go to CY sheet first and then go to LY sheet for checking the respective sales KPI,
but in a chatbot, this can be achieved in a very time-effective way just by typing
“CY vs LY sales” queries.

• Effective end-user experience—Human language is the most effective way of
interaction between humans and computer. The human language communication
using technology is a way to connect users and business. Due to this, the use of
chatbot apps has become so effective that even the non-technical persons are expert
at chatting. One of the best advantages of chatbots is the basic NLP features, which
enables the end customer to quickly get the required information.
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• Better customer satisfaction—AccessingKPIs or data through a chatbot provides
more satisfaction to user as compared to accessing it via Web dashboard. Mainly
the natural language processing component which allow the user to access data
using natural English language which is found more convenient and stratifying to
user.

Figure 5 shows the snapshot of telegram BI Bot with some queries. One such
example of a query is “KPI”which returns the keyKPI’s available inmastermeasures
of Qlik Sense application (Table 1).

Fig. 5 Snapshot of a chat
window with Qlik BI BOT
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Table 1 Comparison of results of chatbot with Qlik Sense BI dashboard

Parameter Qlik Sense BI dashboard Chatbot

Compatibility Qlik Sense on Web, Qlik Sense
iPhone app

Telegram on Web, telegram app
for windows, telegram android
application, telegram iPhone app

Steps to get KPIs (data) Multiple steps and a longer time
to get KPIs data

Just need to open telegram app
and type a keyword to get the
KPI data

Interactive Less interactive as it does not
understand natural language

More interactive in terms of
understanding nature language
of user and communicating back
in natural language

Speed to access data Slower as compared to bot,
require more number of clicks
and redirection to multiple
objects

Fast, only ask a question and get
required data

Data representation Better in dashboard, as it
represents the data in terms of
different charts

Average as it represents data in
text format only

5 Future Work

Outputs from our implementation recommends that the current telegram chatbot
implementation based on Dialogflow NLP approach have good properties such as
speed, accessibility, compatibility, and interactivity over traditional BI dashboard.

Since the chatbot provides response in terms of text to user query, in future com-
munication, there is a scope of adding features to show response (data or KPI) in
terms of different charts. Our results are based on study of BI projects using NLP.
It is anticipated that the current implementation could be further customized to suit
integration with other business intelligence tools. The investigation in those respects
will be described in subsequent communications.
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Area Efficient Multilayer Designs
of XOR Gate Using Quantum Dot
Cellular Automata

Rupali Singh and Devendra Kumar Sharma

Abstract Quantum dot cellular automata is a well known technology which is a
prospective paradigm for quantum computing. It is evident that QCA is going to be
an alternative for CMOS technology for future circuits due to its property of low
power, high speed and high density. Numerous digital circuits employ exclusive OR
functions for executing arithmetic, error detecting or correcting operations. Thus,
design of XOR gate is crucial with regard to cost efficiency and modular design
competency. InQCAcircuits, improved cost efficiency can be attained byminimizing
one of the important parameters i.e. area of the QCA layout. Multilayer topology
works successfully to reduce area and enhance the density of large circuits. This
paper targets the design of multilayer XOR gate with improved cost function. Four
possible QCA structures of XOR gate are proposed here, using multilayer topology.
Multilayer topology assures area efficient structures. Moreover, the multiplexer and
half adder circuits are presented here, using the most efficient proposed XOR design.

Keywords QCA · XOR · Multilayer · Adder · Multiplexer

1 Introduction

The number of transistors on chip is increasing constantly which in turn is restricting
the performance of complementary metal oxide semiconductor (CMOS) circuits [1].
Power dissipation, leakage currents and complexity are unavoidable instances that
occur as the size of the transistor shrinks. Thus, researchers are working to find
substitute technology which can alter CMOS circuits and discard its shortcomings.
The most appropriate way out is QCA which works on all the key parameters such
as area, size and speed.
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In QCA, there does not exist a movement of electrons or flow of current like
CMOS. But, the QCA cell changes its state of polarization affecting the adjacent
cells and thus, passing information from one end to other [2]. The change in polar-
ization state occurs due to Coulombic interaction between the electrons [3]. This
feature of QCA makes it suitable for ultra low power applications. There are some
realistic designs ofQCAcircuit fabricated using semiconductor,magnetic andmolec-
ular technology operating at room temperature. Yet many traits of QCA need to be
explored.

Some important arithmetic circuits such as adders [4–7], ripple carry adders [8–
10] subtractors [11–13], multiplexers [14–16], encoders [17, 18] are designed using
QCA. Many other sequential circuits such as latches and flip flops [10, 19–21], shift
registers [22–24], counters [25, 26] and many more are implemented in QCA. In
most of the circuits, XOR gate is a crucial element and in most of the papers the
coplanar QCA structures are used for implementation. While designing the large
circuit, crossovers are required to establish interface between two modules. The
crossovers can be of two types, coplanar or multilayer. The coplanar crossovers
are prone to crosstalk between the adjacent wires; on the other hand, multilayer
crossovers are immune. Moreover, active components can be placed on different
layers in multilayer QCA unlike CMOS [27]. The multilayer structures of QCA are
not much addressed due to complexity involved in its design procedure. This paper
targets themultilayer designs ofXORgate optimized in area andQCAcell count. The
paper is organized into five sections. Section 2 gives review of QCA and multilayer
circuits. Section 3 describes multilayer XOR designs in QCA with cost analysis and
Sect. 4 presents design of adder and comparator using efficient XOR gate. Section 5
concludes the paper.

2 Review of QCA

The basic element of QCA is a cell which is a square shaped formation of four quan-
tum dots situated at four corners. Two diagonal cells possess electrons which tunnel
between the dots when barrier potentials are lowered. Depending on the position of
electrons, two polarization states are defined as binary logic 1 and logic 0 as given
in Fig. 1. These QCA cells are arranged in particular order to form various QCA
devices such as majority gate, inverter, logic gates and interconnects. QCA wire is
an arrangement of QCA cells placed adjacent to each other as given in Fig. 1b.Major-
ity voter is three inputs and one output gate with the output equal to the majority of
inputs. Majority gate can function as AND or OR gate by fixing one of its input to
logic 1 or 0, respectively.

When the QCA cells at output terminal are placed at an angle of 45° to the input
cells, the inverted logic is obtained. All the basic QCA structures are shown in Fig. 1.
The information flow in QCA is achieved using a specific clock signal [28]. This
is an adiabatic clock which ensures the directed flow of logic state from input cell
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Fig. 1 Elementary QCA structures

to output QCA cell. It involves four clocking zones and each zone has four phases:
switch, hold, release, relax as shown in Fig. 2.

Further, multilayer QCA structures are formed when QCA cells are arranged over
different layers. If the cells are positioned adjacent to each other, the polarization of
each cell becomes same according to the input cell. But if the cells are facing each
other at different layers then their polarization gets reversed as shown in Fig. 3. Thus,
edge wise aligned cells show similar polarization while facing cells show opposite
polarizations.

The possibility of alternate arrangement of QCA cells was explored in [29].
Figure 3 illustrates the majority voter and its representation at different layers. Each
cell is placed at different cell and accordingly the equation of majority voter changes.
It shows that active components can be placed at different layers to form diverse
structures which can attain numerous logical functions.

Fig. 2 Clocking zones in QCA
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Fig. 3 Multilayer QCA structures

3 Proposed Multilayer XOR Structures

Exclusive OR gate is one of the crucial logic gate which is required in designing
of many combinational and sequential circuits. This section gives the design of
proposed multilayer, area efficient XOR structures. Figure 4 shows the schematic
of XOR function realized using three majority voters. All the structures are realized
using two AND and one OR gates as shown in Fig. 4. The output function of XOR
gate is given by Eq. (1).

Z = AB ′ + A′B (1)

Fig. 4 Schematic of XOR
gate using 3 input majority
gates
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The QCA implementation of this circuit using multilayer paradigm is shown in
Fig. 5. It requires three layers. Layer 1 is carrying two majority AND gates with
inputs A and B, layer 2 is depicting via connects between layer 1 and layer 3 and
layer 3 is showing majority OR gate. The output Z is obtained at layer 1 with the
delay of 0.75 clocks (3 clock zones).

Figure 6 is another structure using different analogy in placement of the majority
voters. Here, one majority AND gate with input A is placed in layer 1 and another
with input B is placed in layer 2. OR gate with the output Z is accommodated in layer
1 itself and layer 3 carrying constant inputs. The latency of the circuit is 0.75.

Another three-layer XOR structure is proposed in this paper as shown in Fig. 7.
This configuration of XOR gate shows different cell arrangement of majority voters
at layer 1 and layer 3. Layer 2 has via connects between the two layers. The latency
of the circuit is 0.75 clocks.

The proposed circuits are designed and simulated on QCA Designer 2.0.3. The
simulation waveform of XOR gate is given in Fig. 8. The bistable simulation engine

Fig. 5 Multilayer XOR1 design. a Top view. b Layer 1. c Layer 2. d Layer 3

Fig. 6 Multilayer XOR2 design. a Top view. b Layer 1. c Layer 2. d Layer 3

Fig. 7 Multilayer XOR3 design. a Top view. b Layer 1. c Layer 2. d Layer 3
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Fig. 8 Simulation waveform of multilayer XOR2

is used to obtain the simulations of proposed circuits. In all the above circuits, three
input majority gate is used as an elementary component of XOR gate. The XOR
function can be realized using five input majority gate also. The schematic for XOR
gate using five input majority voter is shown in Fig. 9 [30]. The output function of
five input majority voter is given by Eq. (2).

Mj(A, B,C, D, E) = ABC + ACD + ADE + BCD + BCE

+ BDE + CDE + ACE + ABD + ABE (2)
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Fig. 9 Schematic of XOR gate using five input majority gate

X = Mj
(
A′, A + B, A + B, B ′, 0

) = A′B + AB ′ (3)

Equation (3) shows that five input majority function can be used as XOR using
specified inputs. The QCA layout for the schematic in Fig. 9 can be realized as
illustrated in Fig. 10. The proposed circuit utilizes five layers to realize the XOR
function. The circuit utilizes five input majority gate and one three input majority
gate. Latency of the circuit is 0.75 clocks. The simulation waveform of the proposed
QCA layout is shown in Fig. 11.

All the XOR structures presented here have unique cell arrangement utilizing
lesser area. The QCA analysis of the proposed circuit is shown in Table 1. To scru-
tinize the performance of the proposed circuits, cost function is evaluated using
Eq. (4).

Cost function = cellcount × area × latency (4)

It is evident in Table 1 that all the proposed XOR structures have comparatively
improved cost as compared to many existing XOR gates. Particularly, the proposed
XOR2 design has shown the superior performance in terms of cell count, area and
cost function as compared to the other existing designs in the literature.

Fig. 10 Multilayer XOR4 design using five input majority voter. a Top view. b Layer 1. c Layer
2. d Layer 3. e Layer 4. f Layer 5
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Fig. 11 Simulation waveform of multilayer XOR4 design

4 Design of Combinational Circuits

This section presents the design of few combinational circuits such as multiplexer
and half adder. These circuits are fundamental modules which can be used to form
large circuits. Figure 12 illustrates the proposed circuit for multilayer half adder
which is designed using XOR2 gate and Fig. 13 gives its simulation waveform.
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Table 1 Comparative analysis of proposed XOR gate designs

XOR designs Cell count Area Latency Cost function Type

Walus [27] 85 0.078 1 6.63 Multilayer (only
crossover)

Angizi [31] 67 0.06 1.25 5.03 Single layer

Suresh [9] 45 0.03 0.75 1.01 Single layer

Beigh design 1 [32] 54 0.07 1 3.78 Single layer

Beigh design 2 [32] 48 0.06 0.5 1.44 Single layer

Beigh design 3 [32] 42 0.05 0.5 1.05 Single layer

Kianpour [13] 49 0.05 1 2.45 Single layer

Mohammadi [33] 39 0.03 0.75 0.87 Single layer

Poorhosseini design
1 [34]

45 0.05 1 2.25 Single layer

Poorhosseini design
1 [34]

37 0.03 1 1.11 Single layer

Ahmad [35] 32 0.03 0.75 0.72 Multilayer (only
crossover)

Proposed XOR1 31 0.04 0.75 0.93 Multilayer

Proposed XOR2 24 0.02 0.75 0.36 Multilayer

Proposed XOR3 40 0.04 0.75 1.2 Multilayer

Propose XOR4 with
MJ5

38 0.03 0.75 0.85 Multilayer

Fig. 12 Multilayer half adder. a Top view. b Layer 1. c Layer 2. d Layer 3

In the proposed half adder circuit, A and B are inputs while Sum and Cout are
outputs with the latency of 0.75 and 0.5 clock, respectively. The proposed QCA
layout uses 34 QCA cells with 0.03 µm2 area. The output functions for Sum and
Cout are given by Eqs. (5) and (6).

Sum = AB ′ + A′B (5)

Cout = AB (6)
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Fig. 13 Simulation waveform for multilayer half adder

Further, the proposed multilayer 2:1 multiplexer using XOR2 is shown in Fig. 14
and its simulation waveform is depicted in Fig. 15. A and C are input terminals while
B is selection line in the proposed circuit. The proposed QCA layout of multilayer
2:1 multiplexer utilizes 21 QCA cells with the area of 0.02µm2. The output function
is given by Eq. (7).

Z = AB ′ + BC (7)
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Fig. 14 Multilayer 2:1 multiplexer. a Top view. b Layer 1. c Layer 2. d Layer 3

Fig. 15 Simulation waveform for multilayer 2:1 multiplexer
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5 Conclusion

This paper presents the design of XOR gate using multilayer paradigm of QCA. Four
designs of XOR gate are proposed here. Three designs are using 3 input majority
gates while fourth design makes use of 5 input majority voter for the formation
of XOR gate QCA layout. The proposed designs are area as well as cost efficient
and have shown improved performance. The proposed XOR2 design has shown an
improvement of 22.58% in cell count, 33.33% in area and 50% in cost function as
compared to the bestXORdesign reported earlier. ThisXORdesign is further utilized
to design multilayer half adder and 2:1 multiplexer structures. Thus, the proposed
multilayer XOR designs can be efficiently used to design any combinational or
sequential circuits. It is apparent from the results that multilayer paradigm can be
used to design area efficient QCA circuits with improved resistance towards signal
interference.
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Improved Design of Digital IIR
Second-Order Differentiator Using
Genetic Algorithm

Amit Bohra, Rohit Sharma and Vibhav Kumar Sachan

Abstract In this paper, a new design of digital differentiator of the second order
using genetic algorithm is presented. By the use of genetic algorithm, transfer func-
tion differentiator of second order is derived. Then compare the results with the ideal
second-order differentiator. Result is also compared with digital IIR differentiator
second order using backward difference formula which is already exist.

1 Introduction

Digital differentiator is extremely helpful to approximate and determine the time
differentiation of given signals. For example, Laplacian operator is used to detect
the edge of the image in image processing [1]. In radars, the boost can be calcu-
lated from the place measurements using second-order differentiator [2]. In medical
engineering, it is a must to obtain the higher-order differentiation of medical data
[3]. At present, there are many methods available to design differentiator of second
order like eigenfilter [4] method and limit computation method [5]. The response of
frequency of an ideal differentiator of second order is given by

D(ω) = ( jω)2 (1)

Now we want to design second-order digital differentiator for minimum relative
error with the ideal as in (1). When the difference formulas are used, then accuracy
is not good. So to get more accurate result, we use the genetic algorithm. Genetic
algorithm is a very good optimization technique.
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In this paper, Section I covers the theoretical background to design digital differ-
entiator of second order, and design methodology is given in Section II. Finally, the
simulated results are discussed in the last section.

2 Theory

By using backward difference formula, the second-order differentiator [6] is
presented by Eq. (2)

A0
(
e jω, α

) =
(
1 − 2 e− jαω + e−2 jαω

)

α2
(2)

By the help of Taylor series expansion of exponential function, the frequency
response can be rearranged as

A0
(
e jω, α

) =
(
1 − 2

∑∞
k=0

(− jαω)k

1k + ∑∞
k=0

(−2 jαω)k

1k

)

α2
(3)

A0
(
e jω, α

) = D(ω) +
∞∑

k=1

akα
k (4)

A0
(
e jω, α

) = D(ω) + 0(α) (5)

where 0(α) indicates the error term which depends upon α. As fast as α decay, the
error term also decay. If the parameter α tends to zero, we have the given result

lim
α→0

A0
(
e jω, α

) = D(ω) (6)

From using Richardson extrapolation [6], we can find Eq. (7)

Ak(Z , α) = 2k Ak−1(Z , α) − Ak−1(Z , α)

2k − 1
(7)

The frequency response error is given by Eq. (8)

E(ω) = 20 log10
(∣∣Ak

(
e jω, α

) − D(ω)
∣∣) (8)
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3 Design Methodology

By the use of genetic algorithm, the error term minimized is given by

Ediff =
Π∫

0

(
ω2 − ∣∣H

(
e jω

)∣∣)2dω (9)

This error term Ediff is basically the difference between the second-order differ-
entiator’s energy and the proposed second-order differentiator’s energy taken for the
period [0,Π ]. Writing the equation in the form

Hdiff = s(1) + s(2)Z−1 + s(3)Z−2 + s(4)Z−3 + s(5)Z−4 + s(6)Z−5 + s(7)Z−6

1 + s(8)Z−1 + s(9)Z−2 + s(10)Z−3 + s(11)Z−4 + s(12)Z−5 + s(13)Z−6

(10)

The selection of genetic algorithm (GA) parameters (selection mechanism,
crossover and mutation rate) is problem-dependent. Generally, GA practitioners pre-
ferred tournament selection. The values of crossover and mutation rates are set to
0.9 and 0.1. These values decide the trade-off between exploration and exploita-
tion of solutions during evolutionary process. GA uses fixed-length string (chromo-
some/individual) for encoding solution of problem. You can decide the size of the
individual (chromosome) based on the problem you are trying to solve. However, as
the size of individual increases, it adversely affects the convergence rate of GA.

Thus, the values of 13 coefficients are calculatedwith the help of genetic algorithm
and observation as shown in Table 1.

All these differentiators’ magnitude response is not plotted in the given table
because few of these overlap intermittently and the graph looks very complicated.

From the results, we can say easily that the result obtained using genetic algorithm
is best than the backward difference formula using Richardson Extrapolation.

4 Simulated Results

See Figs. 1, 2 and 3.

5 Conclusion

The improved design of differentiator of second order using genetic algorithm has
been given in this paper. First, the transfer function of differentiator of second order
finds by using genetic algorithm. Then, compare its relative error with the error of
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Fig. 1 Relative error response Ediff =
Π∫

0

(
ω2 − ∣∣H

(
e jω

)∣∣)2dω for few curves using genetic

algorithm

Fig. 2 Amplitude response for ideal, genetic algorithm and backward difference formula second
order differentiator
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Fig. 3 Relative error response curve for genetic algorithm second-order differentiator and backward
difference formula second-order differentiator

the differentiator of second-order transfer function which is derived from backward
difference formula. And get the best results. Then, compare the amplitude response
of both differentiator of second order with the amplitude response of the ideal dif-
ferentiator second order, and from these results, we can say that we improved the
design of differentiator of second order.
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Easy Synthesis of Nanostructures of ZnO
and ZnS for Efficient UV Photodetectors

Vipin Kumar, Ishpal Rawal and Vinod Kumar

Abstract Here, we report the facial synthesis of oxide (ZnO) and sulfide (ZnS)
of zinc in nanorods and nanotubular structures by simple hydrothermal reduction
method. The structural and phase analysis of the prepared samples has been done
through X-ray diffraction, whereas morphological investigations have been done
through transmission electron microscopy studies. The optical band gaps of the
synthesized materials have been examined through UV-Vis spectroscopy studies.
Photoconductivity measurements have been performed of both the ZnO nanorods
and ZnS nanotubes samples in UV-illumination (λ ≈ 365 nm) and at an illumination
intensity of ~3.3 mW/cm2. The prepared ZnO nanorods are found to have greater
photoresponse of ~30% as compared to ZnS nanotubes ~25%. The adhesion and
removal of oxygen molecules on the prepared samples’ surface are considered to be
the mechanism of photodetection.

Keywords UV photodetection · Nanorods · Nanotubes

1 Introduction

In recent years, considerable efforts have been made on synthesis of semiconducting
nanostructures due to their potential applications in the fabrication electronic and
photonic nanodevices such as nanolasers, nanosensors, field-effect transistors and
nanocantilevers [1–3]. The oxides and sulfides of the different metals are considered
to be the most promising materials for these applications due to their wide optical
band gaps, high environmental stability and high device performance for a longer
time. Out of these metal oxides or sulfides, zinc oxide (ZnO) and zinc sulfide (ZnS)
stand out due to their exceptional device efficiency, easy synthesis process, better
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environmental stability in harsh conditions. Moreover, the efficiency of these devices
can be improved through their nanostructural forms, and the properties of nanostruc-
tured materials are quite different from their bulk counterpart due to their size and
quantum confinement effects. Therefore, the emerging nanostructure industry has
been focused their intensive research in building blocks for nanoelectronic and pho-
tonic systems [4–7]. The high optical band gap of ZnO (3.37 eV) and ZnS (3.72 eV
for zinc blende and 3.77 eV for ZnS-wurtzite structure) and high excitation energy
(~60 meV for ZnO and 40 meV for ZnS) make them suitable candidate for the visi-
ble blind photodetectors generally employed in UV region for the different civilian
and military applications [8–10]. Therefore, in the present study, the nanostructures
of ZnO and ZnS are prepared by chemical reduction method and employed for the
fabrication of UV photodetectors.

2 Experimental Details

For the preparation of ZnO nanorods, 0.5 M solution of zinc acetate dehydrate
(ZN(CH3COO)2 2H2O) was prepared in deionized water and mixed with separately
prepared 0.5 M solution of KOH and 1 M ammonia for 10 min and then the solution
was autoclaved for 6 h at 100 °C in an autoclave with Teflon cavity. The mixture was
then allowed to cool naturally and the precipitates were filtered out and parched at
60 °C. The obtained sample was further annealed at 500 °C for 3 h. Similar method
has also been adopted for the synthesis of ZnS nanotubes using 0.5 M solution of
thioacetamide (TAA) in place of 0.5 M solution of KOH.

The structural properties and phase analysis of the prepared samples have been
done through X-ray diffraction (XRD) performed at the ASX-Bruker made X-ray
diffractometer (D8 Discover Advance), whereas morphological analysis of the pre-
pared materials has been done through FEI made high-resolution transmission elec-
tronmicroscope (HRTEM) (model- Tecnai G2F30-STWIN). The optical characteris-
tics of the synthesized materials were investigated through UV-Vis-NIR spectropho-
tometer made by Varian Netherlands, model no. Cary-5000. The performance of the
prepared UV photodetectors is examined under UV source of wavelength ~365 nm
at an intensity of ~3.3 mW/cm2. To test the device performance, two parallel con-
tacts of silver are painted over the top surface of the sample pellets and the change in
transient electric current has been noted throughKeithley 2410 instrument connected
with computer.
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3 Results and Discussion

3.1 Structural, Morphological and Optical Properties

Structural properties and phase analysis of the prepared samples have been studied
through XRD technique. Figure 1a elucidates the XRD patterns of the prepared ZnO
nanorods, and ZnS nanotubes. It is observed that the XRD pattern of ZnO exhibits
the all the characteristic XRD peaks of the ZnO located at ~68.72°, 67.56°, 62.5°,
56.24°, 47.14°, 35.84°, 34.00° and 31.34° which are indexed to the (hkl) planes
(201), (112), (103), (110), (102), (101), (002) and (100), respectively [8, 9, 11] and
well corroborated with JCPDF file no. 06-2151, 14, whereas the XRD pattern of
ZnS nanotubes contains three major peaks observed at 28.8°, 48.14° and 57.02°
corresponding to the (hkl) planes (111), (220) and (311) of zinc blende [10] and well
matched with JCPDS data files no. 80-5520. No extra peak of any impurity element

Fig. 1 a XRD patterns of ZnS nanotubes and ZnO nanorods, TEM images of b ZnO nanorods
c ZnS nanotubes and d Tauc’s plot ((αhν)2 versus hν) for ZnO nanorods and ZnS nanotubes
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was observed in both XRD patterns, which indicates the high quality and purity of
the prepared samples.

Figure 1b, c demonstrate the TEM micrographs of ZnO nanorods and ZnS nan-
otubes, exhibiting the rod-like morphology of the ZnO samples and tubular structure
of ZnS samples, i.e., both the sample exhibiting elongated one-dimensional struc-
tures distributed throughout the samples. It is found that the average linear dimension
of the ZnO nanorods is 150 nm and width is 20 nm (Fig. 1b), whereas the tubular
structures of ZnS having average length of 250 nm with 50 nm width (Fig. 1c). The
little agglomeration in ZnO nanorods could be due to the polar surface nature of ZnO
while ZnS nanotubes are quote uniform in nature and well dispersed.

The UV–Vis absorption spectra of ZnS nanotubes and ZnO nanorods have been
used to determine the optical band gaps of prepared nanostructures usingwell-known
Tauc’s relation. Figure 1d illustrates the (αhν)2 versus hν plot for both the samples
used for estimation of the bandgapof prepared nanostructural forms, by extending the
linear portion to the energy axis. It is found that the optical band gaps of synthesized
samples increase from 3.62 (ZnO) to 4.11 eV (ZnS) with change in phase. A large
band shift toward blue edge in case of ZnSwith respect to ZnOnanorods also suggests
the augmentation in optical band gap from ZnO to ZnS samples. Thus, the qualitative
information about the band gap evaluated is well corroborated with the quantitative
results. However, the increase in the band gap is a well-known phenomenon of
quantum confinement. Since the aspect ratio in case of the nanotubes is maximum
because of the availability of the two surfaces. Hence, the effect of the quantum
confinement is maximum, and thus, the band gap will be maximum for nanotubular
structure [12].

3.2 Photoconductivity Measurements

The photoconduction behavior of prepared ZnO nanorods and ZnS nanotubes has
been recorded in the presence of UV light of power density of ~3.3 mW/cm2 and
wavelength 365 nm for three cycles of ON/OFF to check the repeatability of the
samples. The samples are illuminated for 60 s and allowed to recover for 60 s at
a fixed applied voltage of 5 V. The transient current flowing through the sample is
found to increase with exposure time due to generation of electron/hole pairs in the
synthesized materials and their transport to the electrodes. The photoresponse in the
present samples is calculated using the relative variation in electric current using the
expression [8, 9]

Response(%) = Ip − Id
Id

× 100 (1)

where

Ip is the photocurrent
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Fig. 2 Transient photoresponse curves for a ZnO nanrods b ZnS nanotubes

Id is the dark current.

Figure 2a, b show the photoresponses of the prepared ZnO nanorods and ZnS
nanotubes with varying time. It is found that the photoresponse of ZnO nanorods
sample is greater than the ZnS nanotubes. The transient photoresponse in metal
oxides and metal sulfide materials is generally governed by the occurrence of trap
states in the band gap region and the level of adsorbed oxygen molecules at surface
of the prepared material. The rise in photoresponse is determined the generation of
electron-hole pairs and annihilation of these charge carriers at the recombination
centers and by the surface accumulation oxygen molecules and finally removal of
these molecules from the prepared samples’ surface. The photoresponses of the
prepared ZnO nanorods and ZnS nanotubes are found to 30% and 25%, respectively.

It is observed that once the UV source is switch off, both the samples regain their
initial states of dark currents and are found to recover with in 60 s. The greater pho-
toresponse of the ZnO nanorods can be endorsed to the adsorption of greater number
of O2 molecules on the ZnO nanorods due to its intrinsic character and presence of
large number of defects associated with the oxygen and zinc vacancies or the inter-
stitial and substitutional defects as compared to ZnS nanotubes. The mechanism of
photodetection in the present nanorods and nanotubular samples can be determined
through the accumulation and removal of O2 molecules on the sample’s surface, as
follows [8, 9]. Under the dark condition, O2 molecules are adhered at the surface of
ZnO nanorods and ZnS nanotubes and captured the electrons from the interior/bulk
of the samples and convert into the oxygen ions

(
O2(ads) + e− ↔ O−

2 (ads)
)
. The

capturing of these electrons from the bulk of the sample resulting into the formation
of lower conductive region called the depletion region (Fig. 3a). The presence and
the extent of this depletion layer result into the lower electrical conductivity of the
sample and thus generally metal oxide and sulfides are of lower conductivity and
have high optical band gaps. The formation of this depletion region causes an upward
bend bending of valence and conduction bands leading to origination of potential



718 V. Kumar et al.

Fig. 3 Schematic representation of a development of depletion layer at the grains and grain bound-
aries in ambient environment b development of potential barrier at boundaries of grains of height
(� = eV s) c diminishing of extent of depletion layer on exposure to UV light and d lowering of
potential barrier height on UV exposure

barrier of height equal to the extent of band bending (� = eV s) as shown in Fig. 3b.
Here V s is the surface potential.

This potential barrier control the current flowing through the sample as [8, 9]

I = I0 e(
−eVs
kT ) = I0 e

( −φB
kT

)

(2)

where

V s be the potential developed at the grains’ surface due to the presence of depletion
layer

K is the Boltzmann’s constant
T is the temperature

On exposure to UV light, the electron-hole pairs are produced at the sample’s
surface hv → e− + h+. The photo-generated holes are interacted with the surface
oxygen ions present at sample surface

[
h+(hv) + O−

2 → O2(ads)
]
and desorbed

from the surface of the prepared ZnO nanorods/ZnS tubes. Electrons are released to
interior of the sample in this process and cause a decrease in the width of depletion
layer at the grains and grains boundaries (Fig. 3c). The decrement in the width
of depletion layer results into the diminishing of potential barrier height (Fig. 3d)
and correspondingly the increase in electric current or photoresponse, which can be
expressed as [8, 9]

Response = e
( −�φB

kT

)

= e(
−�Vs
kT ) (3)



Easy Synthesis of Nanostructures of ZnO and ZnS … 719

where

�V s is the variation in surface potential on exposure to the UV light
�FB is the corresponding change in the potential barrier height.

Furthermore, the moment, the UV source is off, adsorption of O2 molecules again
takes place on the surface of the sample, resulting in the recovery of the samples.

4 Conclusion

The structural properties and phase analysis of the samples have been done through
X-ray diffraction studies. XRD patterns of both the samples contain well-defined
reflection, which suggest the nanocrystalline nature of both the samples. HRTEM
studies reveal the formation of nanorod-like structure in case of ZnO,while nanotubu-
lar structures are formed in case of ZnS. UV-Vis spectroscopy studies are employed
to compute the band gaps of the samples and observed that the band gaps for ZnO
nanorods and ZnS nanotubes are 3.62 and 4.11 eV, respectively. The prepared nanos-
tructured materials are utilized for the UV photodetector. It is found that the ZnO
nanorods having the greater photoresponse (~30%) as compared to ZnS nanotubes
(~25%) due to accumulation of oxygen molecules and presence of larges surface and
bulk defect states in ZnO nanorods. The accumulation and removal of O2 molecules
on the sample’s surface are the expected mechanisms of UV photodetection in the
present samples.
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Abstract The research area of social media platform for e.g. Twitter is being
regarded as most popular social media platform not only to share and disseminate the
information but also raising complaints/grievances from citizens. In fact, high veloc-
ity, veracity and variety of real time data, it is very hard to analyze the data related
to citizen’s complaints and problems through manual processing (Agarwal et al. in
CoDS-COMAD ‘18 Proceedings of the ACM India joint international conference on
data science and management of data. ACM, pp 67–77, 2018 [1]). So there is a need
to filter relevant data with automation which requires some actions by concerned
authority as a part of Smart Governance. Smart Governance demands distinguishing
the appreciations, praises, issues, problems and grievances posted at social platform
by civilians to inform government authorities. It also includes facilitating public
agencies to respond to these problems, issues, complaints so that citizen’s services
can be improved without delay. Thus this paper proposes intelligent techniques to
mining public citizens’ complaints and grievances from user-generated contents.
Since Twitter considered as most popular social media platform which increases the
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chances of immediate action and fast processing of their request and grievances by
the relevant government department or authorities excellent.

Keywords E-governance · E-services · Railway complaints · Twitter

1 Introduction

Nowadays, it has been observed that social media has become mostly used platforms
by civilians as well as government agencies and their usage trend is increasing drasti-
cally. These platforms are being used for spreading as well as acquiring information.
This is also called Crow sourcing. Due to velocity, veracity and variety of data, it is
very impractical to identify complaints and grievances with manual process posted
online by public. It is need of time to automate the identification of only relevant
information. Thus, government is very keen to have social media platform account
which can help to address public issues and grievances posted online using Twitter
or Facebook etc.

As twitter and Facebook have wide reach ability across country/world, so each
government has planned or planning to have account on such social platform to make
direct connection to public/citizens/civilians. IndianGovernment offices such asMin-
istry of Railways has twitter account named as (@railminindia), Ministry of road and
transport has account named as (@morthindia), traffic police named as (@dtptraf-
fic) and income tax department named as (@incometaxindia). Analysis shows that
50% Government Twitter accounts’ tweets posted in an hour are of complaints and
grievances reported from various regions of India [2]. The application of applying the
intelligence techniques to mine, extract, finding actionable data, information which
are useful in sights [3]. Kumar et al. [4] proposed a Twitter application that will help
to find out road hazards by applying language models on data of twitter’s user online
messages. Government has also taken steps to frame policies and branches to handle
such issues, problems, grievances, raised by citizens using social media platforms.
The objectives of setting up such branches in different department of governments
(TwitterSeva, MociSeva, Cybercell, DOTSeva) is to filter issues raised and forward
to the concerned department to take action immediately within given time frame.
This paper is proposed to automate the inspection of tweets without manual inter-
vention. Twitter has limit of 140 characters so due to short length, gives birth to slang
languages and abbreviations. Twitter allows freely typed text and there is no defined
structure of language hence the number of spelling and grammatical errors have
been unwisely increased. Twitter also supports multilingual text and data. So it is a
big challenge in front of developer to identify linguistic terminology of data posted
through tweeter account. The further challenge is to identify complaints tweets from
other types of tweets.

However, Mining complaints on Indian Railways that contain information about
poor service of railways and discomfort to the citizens has become important as the
volume of complaints through tweets is very large and impossible to be done by
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human inspection. Hence, this paper aims to define and develop a method/procedure
that will automate the process of identifying issues raised, complaints and grievances
posted using tweeter account, without human intervention and classify those tweets
into complaint or non-complaints so that instant action can be taken to redress the
grievance. This paper uses Twitters’ REST API to mine tweets from Twitter and
made use of the server site scripting language—Python to make requests at Twitter
API and results are stored in CSV format that can be easily read by the system.
The purpose of this paper is to present a detailed description on mining complaints
on the Indian Railways and to classify them into complaints and non-complaints.
Further, non-complaints into Appreciation, Informational and Promotional (AISP)
tweets using machine learning algorithms and compare different classifiers in order
to improve the prediction accuracy.

2 Methodology

Architecture shows the Functionality of mentioned components in figure: tweets
extraction from public agencies’ account, enrichment and enhancement of rawmicro
posts (tweets) and learning the features of non-complaint and complaint report tweets
[5] Complaints, public issues, problems and grievances are inspected on Twitter’s
user’s account forwarded to concerned authorities (Figs. 1 and 2). Figure 1 shows the
architecture of Smart E-governance for Railway complaints whereas Fig. 2 shows
the complaints in tweet from.

2.1 Data Set Collection

There Dataset collected in real-time using Twitter from Indian Government.
@RailMinIndia. It is the official account of Ministry of railways in India. Al Twitter

Fig. 1 Architecture for Smart E-governance
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Fig. 2 Sample Tweets

REST API is used. Using Twitter API, a collection of total of 16,074 tweets has only
11,292 English tweets. This paper presents this work (Fig. 3).

2.2 Extraction of Tweets

Considering only the English tweets, a Micropost Enhancement and Enrichment
techniques to clean the tweets andmake the tweets apt for applying various classifiers
in the future. Following image shows the tokenization of tweets after micro-post
algorithms (Fig. 4).

The algorithm followed forMicropost Enhancement andEnrichment is amultistep
iterative process that takes a raw tweet as an input and provides a syntactic and
semantically enriched tweet. The proposed algorithm primarily consisting of phases:
Sentence Segmentation (SSN), Stop Words Removal, Hashtag Expansion (HTE),
Padding Space Correction (PSC), Spelling Error Correction (SEC), Acronyms &
Slang Treatment (AST), and @Username Mentioned Expansion (UME).

Sentence Segmentation: Sentence segmentation involves removing all theURLs and
filler terms (such as haha hmm, aah, ohh) posted from tweets [3]. It also considers
for replacement of special characters occurring consecutively with one character.
Stop Words Removal: Stop words are natural language words which have very little
meaning, such as “and”, “the”, “a”, “an”, and similar words.
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Fig. 3 Statistics between English tweets and other languages

Hashtag Expansion: Hashtag expansion is method of splitting it around common
separators. The process of splitting a hashtag is done by maintaining sequence of
uppercase together till the last upper case in a sentence (lower case is prefixed by
acronym).
Padding Space Correction: Prefix the whitespace with respect to all special char-
acters such as comma, period, question mark, colon, semicolon, underscore and
exclamatory marks.
Spelling Error Correction: The spelling error correction is achieved by applying
n-gram model.

• Acronyms and Slang Treatment: Expansion of web Slangs and normalized
contents used in tweets are written in ‘SMS’ linguistic strings in three stages:
slang related to domain, standard slang, and user slang [3].

• Username Expansion: The expansion of direct mentions is achieved by replac-
ing the Twitter @screenname with the user profile name which helps in making
them easily recognizable by the named entity recognizers [3].
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Fig. 4 Tokenization of Tweets

2.3 Feature Extraction

There are two types of features in dataset, namely unigrams and bigrams.A frequency
distribution of the unigrams and bigrams present in the dataset and choose top N
unigrams and bigrams for analysis.

2.3.1 Unigrams

Probably the simplest and the most commonly used features for text classification
is to find presence of set of characters forming words or tokens in the running text
contents (Fig. 5). Shows the extract meaningful set of character forming words from
the test/training dataset/sentence and calculate a frequency distribution of suchwords
in sentence.
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Fig. 5 Frequency distribution of words in sentences

2.3.2 Bigrams

Bigrams are word pairs in the data set which occur in succession in the corpus.
These features are a good way to model negation in the natural language like in the
phrase—This is not good (Fig. 6).

2.4 Classifiers

Different classifiers are used to classify the complaints and non-complaints.

2.4.1 Naïve Bayes

Naïve Bayes is a simple model which can be used for text classification. In this
model, the class ĉ represents tweet t, where

ĉ = argmax P(c|t)c
nP(c|t) ∝ P(c)P( fi |c)
i = 1
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Fig. 6 Bigrams

Formula above, f i represents ith feature from total available n features. P(c) and
P(f i | c) is calculated with respect to maximum likelihood estimates (MLE).

2.4.2 Decision Tree

Decision tree classifier models comprised of internal nodes and leaf nodes. The test
on data set of attributes is shown as node and their children are outcomes. The final
classes of data are shown in leaf node. The model is based on supervised classifier
model that forms the tree with known labels and this model applied to test data. The
best test condition for each node is taken into consideration [6].

A GINI factor is used to decide the best split. For a given node t, GINI(t) = 1 −
j[p(j|t)]2, where p(j|t) is the relative frequency of class j at node t, and GINIsplit =
k niGINI(i) (ni = count of records at child i, n = count of records on i = 1 n node
p) indicates quality of the split. We choose a split that minimizes the GINI factor.

2.4.3 Support Vector Machine

SVM (support vector machines), is a binary linear classifier based on non- proba-
bilistic theory. For a training set of points (xi, yi) where x is the feature vector and y
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is the class, we want to find the maximum-margin hyper plane that divides the points
with yi = 1 and yi = − 1. The equation of the hyper plane is as follow

w · x − b = 0 (1)

To maximize the margin, denoted by γ , as follows

max γ, s.t.∀i, γ ≤ yi(w · xi + b) (2)

w, γ in order to separate the points well.

3 Results and Discussion

Comparing the accuracy ofNaïveBayes,DecisionTree and SVMbothwith unigrams
and bigrams, It is found that the best accuracy is achieved usingNaïve Bayes which is
83.05%. Decision Tree is 82.94% and SVM is 78.92% accurate. The results showed
that SVM has the highest accuracy followed by Naïve Bayes and Decision Tree. The
accuracy of the classifiers using a Confusion Matrix are shown in Figs. 7, 8, 9 and
10.

Predicted Total 

Complaint Non-Complaint  

Actual 
Complaint 146 57 203 

Non-Complaint 134 560 694 

 Total 280 617  

Fig. 7 Confusion matrix for decision tree

Predicted Total 

Complaint Non-Complaint  

Actual 
Complaint 162 58 220 

Non-Complaint 85 592 677 

 Total 247 650  

Fig. 8 Confusion matrix for SVM
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Predicted Total 

Complaint Non-Complaint  

Actual 
Complaint 151 41 192 

Non-Complaint 113 592 705 

 Total 264 633  

Fig. 9 Confusion matrix for Naïve Bayes

Fig. 10 Comparison of various classifiers

It has been noted that highest accuracy is achieved by Naïve Baye’s algorithm.
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4 Conclusion

Due to the immense popularity of Twitter, it is seen that civilians are in habit of
using Twitter to report their problems, complaints and grievances on various issues
actively. However, free text form nature of social media platform and rapid velocity
of various types of contents posting, automation of these reports is a technically
challenged task. The results show that a significant percentage of complaints posted
on Twitter are incomplete and lack the major components in the report making them
less likely to get addressed and resolved. Limitation of this approach is that Twitter
user can only post 140 characters in one tweet at a time which leads to increase the
chances of usage of slang and abbreviations that likely creates grammar and spelling
errors. This creates an almost impossible task to automatically classify tweets as
complaint and non-complaint tweets. Unavailability of geographical location with
the tweet makes it difficult to find the region the complaint has come from. Re-tweets
contain identical key that creates difficulty in classification of tweets. Due to the free-
form nature of social media text and high velocity of data, automatic identification
of these reports is a technically challenging crunch.
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