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Preface

The 5th International Conference on the Electrical, Control and Computer
Engineering 2019 (InECCE2019) is a bi-annual conference, organized by the
Faculty of Electrical and Electronics Engineering, Universiti Malaysia Pahang
(UMP). The fifth installation of InECCE2019, this year, was held on 29 July 2019
at Swiss-Garden Beach Resort Hotel, Kuantan, Pahang Malaysia. As the 5th in the
series, the flagship conference was able to gather experts, research scholars, aca-
demicians and engineers from the field of electrical, electronic, control and com-
puter engineering. It attracted participation of esteemed researchers from both the
local and international arenas by providing a forum for exchanging novel ideas,
knowledge and research outputs confronting the issues related to the advancement
of new technologies for shaping the future engineering in our civilized society. This
agrees with the conference theme “Sustainable Engineering and Technologies” as
both engineering and technologies are two important arenas that need further
attention in the modern world.

InECCE2019 proceeding comprises 74 technical papers contributed by authors
from 5 different countries. It provides an opportunity for readers to enjoy with a
selection of refereed papers that were presented during the conference. The papers
had been classified into the three engineering tracks as: Control and Instrumentation,
Applied Electronic and Computer, and Electrical Power and Energy.

Part I of the proceeding presents recent research and development outputs related
to control, optimization and instrumentation engineering. The main contributions to
this part are various applications of optimization algorithms in the area of control.
These include symbiotic organism search algorithm, fish swarm algorithm, simu-
lated Kalman filter, salp swarm algorithm, grey wolf optimizer and sine cosine
algorithm. Several related applications are presented in this part including opti-
mization of neural network, Fuzzy-PID controller, PID-P_x controller and fictitious
reference iterative tuning for autonomous underwater vehicle, DC motor system,
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actuated mobile robot and twin rotor system. Sensing devices very important to
ensure smooth running of control related applications and instrumentation. Hence,
various types of developed sensing devices are also presented here, which include
electrical capacitance tomography, thermal sensor and electronic nose.

Part II presents state-of-the-art research findings related to applied electronic and
computer engineering. It comprises various techniques and applications of image
processing and electroencephalogram, EEG for recognition, detection and classi-
fication in health monitoring such as rubeosis iridis, breast cancer, diabetes and
salivary ferning pattern. Other related applications are recognition of human
activity, gender, face, fingerprint as well as autism pattern are depicted in this part
too. Some industry problems solving strategies are also included here, which are
tree recognition used in oil palm plantation, skateboard manoeuvring system,
intrusion detection, road death forecasting based on machine learning and camera
orientation determination for a robotic system. The essential techniques and devices
that are need to be used in electronic communication, such as the radio commu-
nication network, antenna pattern and RFID, are also presented.

Part III presents the current global challenge related to electrical power and
energy. The focus of this part is mainly on developing technologies that can pro-
duce sustainable energy without relying on the limited natural fossil fuel and coal.
Instead, alternative energy harvesting technologies that can produce energy from
natural resources like wind, water and solar are more sustainable. It has significant
contribution on reducing pollution and avoid global warming problem. Hence,
methods on optimizing energy and power management are great importance in the
current trend. Therefore, in part III, various strategies and methods for developing
technologies based on wind turbine system, photovoltaic solar module, hydroki-
netic river and battery-powered system are presented. Other applications include
optimization of energy and power management for various power generation
systems.

This conference is the result of the hard work of the organizing committee
members as well as all the reviewers who took time off from their busy schedule to
help ensure the conference only accepted chapters of the highest quality. The
reviewers are the backbone of a conference. Their commitment, diligence and
expertise helped maintain the high quality of the technical chapters. On behalf
of the committee members, we would like to express our sincere appreciation to the
reviewers for their dedication, time and patience.

We would like to take this opportunity to thank all authors for their valuable
research contributions and for selecting InECCE2019 to showcase their
state-of-the-art research works. Thanks are also due to the members of our inter-
national advisory panel; their presence gave us a sense of assurance and confidence.
The keynote speaker, having reached the top of his chosen track, with a great view
of the entire territory, would like to express our gratitude. Sincere gratitude to our
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supporters and sponsors, especially Faculty of Electrical and Electronics
Engineering and UMP who provided the much needed resources and assistance;
and Board of Engineers Malaysia for approved continuous professional develop-
ment hours. Finally, it is a blessing to be associated with the members of
InECCE2019 organizing committee. Their hard work and tireless efforts have made
this conference a reality and success.

Pekan, Malaysia Ahmad Nor Kasruddin Nasir
Mohd Ashraf Ahmad

Muhammad Sharfi Najib
Yasmin Abdul Wahab
Nur Aqilah Othman

Nor Maniha Abd Ghani
Addie Irawan
Sabira Khatun

Raja Mohd Taufika Raja Ismail
Mohd Mawardi Saari
Mohd Razali Daud

Ahmad Afif Mohd Faudzi
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Position Control of Pneumatic Actuator
Using Cascade Fuzzy Self-adaptive PID

Mohd Iskandar Putra Azahar, Addie Irawan, Raja Mohd Taufika
and Mohd Helmi Suid

Abstract Pneumatic systems are widely used in the industrial automation with its
advantages in high power ratio, low cost and cleanliness fluid medium. However, the
complex nonlinearities of pneumatics system make this system having difficulty to
perform precise motion control especially in providing precise steady state tracking
error on rod piston and stable pressure control. To overcome this issue, a cascade
control technique named Fuzzy Self-Adaptive PID (CFSAPID) control is proposed.
The adaptive tuning by Fuzzy Logic Controller (FLC) is designed as tuner for PID
controller. The proposed CFSAPID is simulated and verified on single-piston dou-
ble acting valve pneumatic system model plant, and compared with single FSAPID
controller. Five parameters are focused for analysis including piston rise time, pis-
ton settling time, piston velocity, pressure on piston chambers and force friction.
The capability of proposed CFSAPID has been successfully verified by simulation
studies.

Keywords Pneumatic actuator · Fuzzy logic · PID control · Motion control

1 Introduction

Apneumatic system is one of the common tools in industrial automation applications
with its advantage in providing high power/force to weight ratio, cost-effective, less
maintenance, simple structure, and cleanliness fluid medium. However, due to its
complex nonlinearities such as compressibility of air, nonlinear valve and friction
make position control of the pneumatic actuation system remains a difficult task.
Proportional, Integral and Derivative (PID) control is the earliest closed-loop con-
trol system technique. Due to its simplistic algorithm, it is extensively used in the
industrial application. However, the PID controller is a linear control system which
is irrelevant for application with highly nonlinear such as pneumatic system. Pneu-
matic system control requires significantly high accuracy in positioning and actuator
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rigidity under different external loads [1]. Therefore, some modification on the PID
control structure is required. This can be seen in some efforts by researchers such as
PID-based cascaded controller [2–4], Nonlinear PID control [5–7], Fractional order
PID control [8] and Fuzzy Adaptive PID control [9, 10]. These proposed methods
had proven the effectiveness of adaptive PID control in various applications. More-
over, other control strategies also have been designed for pneumatic position control
such as Fuzzy Logic Controller (FLC) [11, 12], Neural Network-based controller
(NN) [13, 14] and Sliding Mode Controller (SMC) [15–17]. Both of these Model-
Free and Model-based types were applied to cater the precision on the pneumatic
piston rod motion, as well as the stability of the system in facing friction forces.
Saleem et.al had applied a cascade PID control with Particle Swarm Optimization
(PSO) algorithm for pneumatic position control for fast and optimal tuning on giving
better transient and steady state responses [2]. On the other hand, fractional order
PID control also is done by [8, 18] in providing optimal steady state tracking perfor-
mance as well as energy consumption on pneumatic servo system associated with
multivariable multi-objective genetic algorithm (MMGA). Mu et al. had approach
predictive fuzzy control on servo pneumatic with neural network combination [19].
The imaginary plant was proposed in predictive method in improving the teaching
signals makes steady state tracking error improved if compared to the conventional
PID control. Same goes to the other approaches such as reported in [4, 13, 17, 20]
in which are mainly emphasized on steady state error tracking by considering some
nonlinearities in pneumatics’ valve and actuator system.

2 Mathematical Model of Pneumatic System

The accurate models are significant in the design of pneumatic systems as well as
for their control purposes. Assumptions of steady state are often used in industrial
practice for component sizing problem [21]. Unfortunately, this procedure is inef-
fective at all even though the system has significant nonlinearity rates. Thus, a better
process design based on the dynamic system should be considered. The develop-
ment of the mathematical model for the pneumatic system involves four main points
to consider; cylinder dynamics, frictional dynamics, pressure dynamics, and valve
dynamics. Cylinder dynamics can be expressed in Eq. 1 as follow:

ẍrp = A1P1 − A2P2 − (
Ff − FL

)

M
(1)

ẍrp is the acceleration of the rod-piston. A1 and A2 is the annulus area each of the
chambers of the rod-piston. P1 and P2 represent the absolute pressures in chamber 1
and chamber 2 of the pneumatic cylinder. Ff and FL represent the internal frictional
force inside the pneumatic cylinder chamber and external frictional force of pay-
loads, respectively. M represent the combined mass of the rod-piston and payloads.
Frictional force dynamics can be determined in Eq. 2 as follow:
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Ff = β0z + β1ż + β2ẋrp (2)

β0, β1 and β2 are bristles spring coefficient, bristles damping coefficient, and vis-
cous friction coefficient, respectively. ẋrp is the velocity of the rod-piston. z and ż
represented the bristles internal state and bristles average deflection, respectively.
Pressure dynamics can be defined in Eq. 3 as follow:

Ṗi(i=1,2) = kRTṁi(i=1,2)

V0i(i=1,2) + Ai(i=1,2)
(
L
/
2 ± xrp

) − kPi(i=1,2)Ai(i=1,2)ẋrp
V0i(i=1,2) + Ai(i=1,2)

(
L
/
2 ± xrp

)

(3)

ṁi(i=1,2) is the mass flow rate while V0i(i=1,2) is the dead volumes of air. L denoted
for the length of rod-piston stoke. k, R and T are represented the ratio of specific
heats of air, ideal constant of gas and absolute temperature of the air, respectively.
According to Karpenko and Sepehri, have stated that the valve spool position, xpv is
directly proportional to the input signal, u with a valve spool position gain, kpv [22].

ẋpv = −xpv + ukpv
τ

(4)

u = Apv

wkpv
(5)

where τ , w and Apv are the valve spool time constant, area gradient of valve orifice
and effective area of valve orifice, respectively.

ṁi(i=1,2) = ±Apvφi(i=1,2) (6)

�i(i=1,2)(Pu,Pd ) =
{

�i(i=1,2)
(
Ps,Pi(i=1,2)

)
Apv ≥ 0

�i(i=1,2)
(
Pi(i=1,2),Patm

)
Apv <0

(7)

�i(i=1,2)(Pu,Pd ) =

⎧
⎪⎨

⎪⎩

CdPu√
T

√
k
R

(
2

k+1

)( k+1
k−1 ) if Pd

Pu
<
(

2
k+1

) k
k+1

CdPu√
T

√
k
R

(
2

k−1

)( Pu
Pd

) 1
k

√

1 −
(
Pu
Pd

)( k−1
k )

if Pd
Pu

≥ (
2

k+1

) k
k+1

(8)

�i(i=1,2) is the normalized mass flow rate of the fixed area of the valve orifice, Ps and
Patm both are the supply pressure and atmosphere pressure, respectively. Cd , Pu and
Pd are the discharge coefficient of valve orifice, upstream pressure and downstream
pressure, respectively.
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3 Cascade Fuzzy Self-adaptive PID Controller Design

In most studies, two control strategies that are often used for position control of
pneumatic systems are PID and Fuzzy Logic control (FLC) [2–12]. There is a various
way in integrating between these two control systems such as reported in [23, 24]. For
this study, a cascading method has been selected in PID and FLC integration named
as Cascade Fuzzy Self-Adaptive PID (CFSAPID) control. The proposed control
method is to cater both linear and nonlinear states of pneumatic actuation system
where the FLC algorithm is used as parameter tuner for PID controller to perform
two layers control system structure as shown in Fig. 1. The layers consist of the outer
loop with position feedback and inner loop with velocity feedback, whereby both
loops used a Fuzzy Self-Adaptive PID (FSAPID) control system with the structure
as shown in Fig. 2.

xd (t), e(t) and u(t) refers to the pneumatic cylinder rod-piston desired position,
pneumatic cylinder rod-piston position error and input signal, respectively. xrp and
ẋrp are the pneumatic cylinder rod-piston position and velocity, respectively. For the
FLC system structure, the Mamdani-type is used [25] where the input and output of
the fuzzy system are linguistic variables. Moreover, a single FLC controller has two
antecedence and three consequences where two input variables linguistic are from
the rod piston position error, e(t) and rate change of error, �e(t), while �Kp, �Ki

and �Kd are the outputs gains for PID controller in which are obtained by fuzzy
inference calculation.

Fig. 1 Overview on proposed CFSAPID control structure of pneumatic system

Fig. 2 Overview on FSAPID control structure
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Table 1 PID initial and gain parameter values

Controller Loop Pinitial Pgain Iinitial Igain Dinitial Dgain

FSAPID Single loop 30 50 0.1 0.15 0.01 0.01

CFSAPID Outer loop 30 50 0.1 0.15 0.01 0.01

Inner loop 10 3 0.01 0.01 0.1 0.1

On the other hand, the parameter values of Pinitial , Iinitial and Dinitial are the pre-
defined fixed parameter and randomly selected values as for the initial PID gains.
Pgain, Igain and Dgain are the gains value for the �kp, �ki and �kd , respectively, as
shown in self-adaptive tuning Eq. (9) as follows (Table 1):

⎡

⎣
Kp

Ki

Kd

⎤

⎦ =
⎡

⎣
�Kp

(
Pgain

) + Pinitial

�Ki
(
Igain

) + Iinitial
�Kd

(
Dgain

) + Dinitial

⎤

⎦ (9)

FSAPID and CFSAPID outer-loop have same parameters of Pinitial , Iinitial ,Dinitial ,
Pgain, Igain and Dgain while the CFSAPID inner-loop has different and have been set
with the appropriate parameters where inner-loops are faster than outer-loops. The
linguistic variables of input and output parameters of FLC are divided into seven
sections by the membership function set as listed in Table 2. By this selection, the
FSAPID has 49 rules as shown in Table 3. The FLC works on the knowledge base
containing IF-THEN sets linguistic rules for undetermined predicates and fuzzy
control mechanism.

When |e| (t) is relatively large, the Kp value should use a relatively large value to
provide fast system response and reduce the time constant.Kd should use a relatively
small value to avoid occurring beyond the control range at the start while Ki should
not be used to prevent large overshoot. When |e| (t) is within a modest range, Kp

needs to use a relatively small value to minimize the overshoot response. Kd value
should use a medium value whileKi value needs to be increased with the appropriate
rate. When |e| (t) is relatively small, Kp and Ki should use a relatively large value to
have a better steady state and to avoid the occurrence of oscillations at the equilibrium

Table 2 Linguistic variables Symbol Definition

NL Negative Large

NM Negative Medium

NT Negative Tiny

ZE Zero

PT Positive Tiny

PM Positive Medium

PL Positive Large
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Table 3 Fuzzy rules set of �Kp, �Ki and �Kd

�Kp

�Ki

�Kd

e(t)

NL NM NT ZE PT PM PL

�e(t) NL PL
NL
NT

PL
NL
PT

PM
NM
PL

PM
NM
PL

PT
NT
PL

ZE
ZE
PM

ZE
ZE
NT

NM PL
NL
NT

PL
NL
PT

PM
NM
PL

PT
NT
PM

PT
NT
PM

ZE
ZE
PT

NT
ZE
ZE

NT PM
NL
ZE

PM
NM
PT

PM
NT
PM

PT
NT
PM

ZE
ZE
PT

NT
PT
PT

NT
PT
ZE

ZE PM
NM
ZE

PM
NM
PT

PT
NT
PT

ZE
ZE
PT

NT
PT
PT

NM
PM
PT

NM
PM
ZE

PT PT
NM
ZE

PT
NT
ZE

ZE
ZE
ZE

NT
PT
ZE

NT
PT
ZE

NM
PM
ZE

NM
PL
ZE

PM PT
ZE
NL

ZE
ZE
PT

NT
PT
NT

NM
PT
NT

NM
PM
NT

NM
PL
NT

NL
PL
NL

PL ZE
ZE
NL

ZE
ZE
NM

NM
PT
NM

NM
NM
NM

NM
PM
NT

NL
PL
NT

NL
PL
NL

point while Kd value should be appropriate. In this design, the base rule with two
antecedences and three consequence are as follows:

“If e(t) is NL and �e(t) is NL, then �Kp, �Ki and �Kd is PL, NL and NT,
respectively”.

The domain of fuzzy subset is defined in Eq. (10) as follows:

[e(t),�e(t)] = {−1,−0.8,−0.6,−0.4,−0.2, 0, 0.2, 0.4, 0.6, 0.8, 1} (10)

The triangular shape function is selected formembership function input and output
as shown in Fig. 3.

4 Results and Discussion

For the verification purposes, a proposed CFSAPID was simulated on the double-
acting cylinder with proportional valve pneumatic model plant, and analysis on its
performances was conducted by comparing this controller with the same plant with
singleFSAPIDcontroller.As shown inFig. 4, a rodpistonpositionwith theCFSAPID
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Fig. 3 FLCmembership functions. a Inputs variable of e(t) and�e(t), bOutputs variable of�Kp,
�Ki and �Kd

controller is faster in terms of step response in achieving the desired position has a
better steady-state error, in comparison to the same plant with FSAPID controller.
The settling time for rod piston control with CFSAPID system is about 0.8 s faster
than the single FSAPID with almost no vibration. On the other hand, in terms of
vibration in velocity performances, as shown in Fig. 5, FSAPID performing about
0.3 m/s slower than the piston rod control with CFSAPID.

The performance of each controller in terms of rod piston position is summarized
in Table 4. In cylinder chambers performance as shown in Fig. 5, rod piston control
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Time (s)
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(m
)

Fig. 4 Pneumatic cylinder rod piston position performances; FSAPID versus CFSAPID

with proposed CFSAPID performing faster response if compare with the systemwith
only FSAPID controller. Exponentially increment of pressure dynamic in pneumatic
cylinder chamber 1 can be seen in Fig. 5a in which pneumatic rod piston with
CFSAPID having a very short rising time at about 0.2 s and faster settling time at
about 0.5 s if compare to the system with single FSAPID that take about 0.6 s for
rise time and take about 1.2 s for the settling time. It is different from the chamber
2 as shown in Fig. 5b where pressure dynamic in pneumatic cylinder chamber 2
with CFSAPID control shows less oscillation if compare to the system with single
FSAPID with a small overshoot before achieving constant pressure at about 1.5 s.
On the other hand, CFSAPID has a lower overshoot rate than FSAPID.

According to Figs. 6 and 7, viscous friction occurs with the relationship between
velocity and frictional force of cylinder rod piston. Frictional force in the pneumatic
cylinder will increase when the velocity of the rod piston increases. When the rod
piston force has reached the breakaway force, static friction will change to dynamic
friction. On the other hand, when the piston rod has reached to the setpoint, velocity
and frictional force are in rest condition where the friction is within a static friction
range as shown in Fig. 7. Almost no oscillation in friction force for the pneumatic
with CFSAPID but a bit high force overshoot at about 0.25 s before reaching the
controllable state at about 0.5 s as shown in Fig. 7. It is different from the pneumatic
system with FSAPID where oscillating force frictions occurred at a very long period
after small overshoot force from 2 to 3 s.
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Fig. 5 Pressure in cylinder chamber performances. a Pressure in pneumatic cylinder chamber 1,
b Pressure in pneumatic cylinder chamber 2

Table 4 Step response of the
system

Performance Controller

FSAPID CFSAPID

Rise time 1.6231 s 1.2192 s

Settling time 2.1863 s 1.4416 s

Overshoot 0.3599 mm 0.1115 mm

Undershoot 6.5327e−04 mm 0.0079 mm

Steady state error 0.3357 mm 0.0109 mm
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Fig. 6 Pneumatic cylinder rod piston velocity performances; FSAPID versus CFSAPID
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Fig. 7 Pneumatic friction performances; FSAPID versus CFSAPID

5 Conclusion

In this paper, the cascademethod of FSAPID control, named as CFSAPID control for
pneumatic rod piston position control is presented. The simulation of CFSAPID was
run on a single piston double acting pneumatic system plant to control pneumatic rod
piston position. The simulation was run and analysis is done by comparing with the
same systemplantwith single FSAPIDcontroller. The overall results showCFSAPID
performs better in short rise time and settling time of the rod piston if compare
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to the single FSAPID. The pressure on the piston chambers were also stable for
the pneumatic system with CFSAPID with fast responses and stable pressure state.
Moreover, the velocity rod piston also higher for the system with CFSAPID makes
stable friction control is achieved earlier than the system with single FSAPID. The
high overshoot scenario by the proposed CFSAPID in some states need to be reduced
or eliminated and this task is projected as future progress and improvement for this
research.
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Effect of Excitation Frequency
on Magnetic Response Induced by Front-
and Back-Side Slits Measured
by a Differential AMR Sensor Probe

M. A. H. P. Zaini, M. M. Saari, N. A. Nadzri, A. M. Halil, A. J. S. Hanifah
and M. Ishak

Abstract Defects in steel structures are one of the major problems that may affect
the functionality of the structure. Thus, the detection of the defects is fairly crucial
to prevent any unwanted accident from occurring. Nondestructive Testing (NDT) is
a group of methods that is widely used to detect those defects, especially cracks.
This paper will be focusing on the detection of cracks (artificial slits) by using the
Magnetic Flux Leakage (MFL) technique in the magnetic method of NDT. A non-
saturated differential MFL probe consists of two AMR sensors has been fabricated
for the detection of front as well as backside slits. A measurement system which
incorporates the developed probe attached on an XY-stage, a set/reset circuit, an
amplifier circuit, a DAQ card, and PC is constructed where an XY-stage controller
and a digital lock-in amplifier are developed with the implementation of LabVIEW.
Then, the developed MFL probe’s performance is evaluated by running several line
scan measurements on a 2-mm galvanized steel plate sample engraved with artificial
slits with depths that varies from 1.0 to 1.6 mm with variable excitation frequencies.
The results show promising output where the slits could be successfully detected and
its position could be further estimated. Furthermore, the correlation between the slit
depth and difference (delta value) between the signal peaks and troughs could also
be founded. Consequently, the optimum excitation frequency can be determined by
plotting a graph of the slope of trend line of the delta values versus the frequency.
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1 Introduction

Nowadays, non-destructive testing (NDT) is considered as a commonly used method
in evaluating defects in steel structures, like cracks. The NDT itself consists of a few
methods, including visual inspection, radiography, ultrasonic and magnetic method.
Visual inspection is considered as the simplest method as it only requires a trained
inspector to check defects or irregularities visually [1]. However, the result of the
inspection based on this method is subjective based on factors that affect his/her
decisions such as experience. Meanwhile, the radiography method is focusing on the
usage ofX-rays for defect evaluation [2].As the result shows the exact geometry of the
defect in steel structure, the X-rays, however, do pose a threat towards human as it is
quite harmful and lethal. The ultrasonic measurement, however, uses high frequency
sound wave as its base component for the defect detection in steel structures [3, 4].
On the other hand, the magnetic method relies on the theory of the electromagnetism
for it to be operable in non-destructive testing applications [5, 6]. By comparing all
the methods, the magnetic method is rather favorable and considered as the most
popular method mainly due to its traits which is fast, safe and non-contact. Also, this
is because the steel structures themselves possess strong magnetic properties and
also conductive in nature. In the magnetic method, there are two main principles of
measurement that exist. The two principles of measurements are the eddy current
and flux leakage measurements [7].

One of the principles of measurements that exists in the magnetic method is
the eddy current measurement. There are several techniques that are based on the
eddy current measurement such as the Pulse Eddy Current (PEC), Eddy Current
Testing (ECT) and Remote Field Testing (RFT) [8–10]. The main principle of these
measurements is the study of the eddy current properties which are induced after
applying magnetic field to a conductive material. Conventionally, the ECT technique
utilizes an excitation coil and a detection coil, where the excitation coil will emit a
primary magnetic field after it is supplied with an AC current signal and the detection
coil will detect the emergence of secondary magnetic field from the sample [11].
Then, the eddy current circulation in the material will be disturbed in the presence
of cracks. An improved version of ECT probe which uses a small magnetic sensor
replacing the bulky induction coil is then introduced. By depending on the frequency
response characteristic and localized detection performance, the magnetic sensor
can further provide a more apparent signal of crack detection [12]. Furthermore, the
position of the excitation coil and the magnetic sensor is quite crucial to get a more
stable signal, where the stability of the sensor can be compromised when the coil is
aligned with the sensor [13].

Besides that, the flux leakage measurement is another principle of the measure-
ments in the magnetic method. The setup is almost identical as the eddy current
measurement, where it utilizes an excitation coil and a detection coil, but it also
requires a yoke to boost the magnetization signal in order to saturate the sample.
In addition, the detection principle is different from the eddy current measurement,
where this technique depends on the magnetic flux’s disruption in the ferromagnetic
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material whenever there is a crack present. This technique can be divided into two
methods which are the Magnetic Particle Inspection (MPI) and the Magnetic Flux
Leakage (MFL). The MPI uses substances like iron fillings as a tool to detect the
flux leakages. MFL, however, utilizes a detection coil or magnetic sensor for the flux
leakage detection [6]. The requirement of achievingmagnetic saturation in themetal-
lic material can be further discarded, where an upgrade is introduced by utilizing a
sensitive magnetic sensor is introduced [7]. However, an understanding between the
excitation field, flux leakage and the flaws in the compound are quite complex and
crucial in the design of the MFL systems as well as its analysis [14].

In this research, an MFL probe which is non-saturated as well as compact and
small in size is developed. To apply the differential technique, the probe is created
by using 2 AMR sensors (HMC1001, Honeywell), where one sensor is referenced
to others. The probe’s main purpose is to assess the front and back side slits. A
galvanized steel plate with a thickness of 2 mm is used as the sample, where it is
engraved with artificial slits of different depths that vary from 1 to 1.6 mm. Then, the
artificial slits are assessed using the developed system. Consequently, by analyzing
the magnetic response of the sample, the developed MFL probe’s performance in
characterizing the slits is evaluated.

2 Experimental Setup

2.1 MFL Probe

For the MFL probe, it is constructed from a few components including two AMR
sensors, a set/reset circuit, a home-made amplifier circuit, and two yoke ends. The
non-saturation technique of MFL is applied within this research by utilizing a sensi-
tive magnetic sensor. It is worth to note that SQUID is deemed as the most sensitive
sensor among the other magnetic sensors [15] as it has the lowest noise. However,
the SQUID sensor may not be easily compacted because it requires a complicated
heat insulation structure which requires liquid helium or liquid helium for cooling
[16, 17].

AMR sensors, however, is small in size while they do offer sensitive detection.
In this research, the Honeywell HMC1001 AMR sensor is chosen, where it consists
of 4 resistive magnetoresistive (MR) elements in a Wheatstone bridge connection.
EachMR element is wounded with a set/reset strap as shown in Fig. 1. Whenever the
AMR sensor is exposed with a strong magnetic field, its sensitivity, however, could
decrease and becomes saturated. This problem can be encountered by applying a
high-pulse current to the set/reset strap [18] to regain its sensitivity. Hence, a set/reset
circuit is developed in this study. This circuit can be controlled either manually or
automatically, where its main purpose is to provide the high-pulse current into the
set/reset strap.
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Fig. 1 Schematic diagram
of one HMC1001 AMR
sensor connected to an
AD8249 instrumentation
amplifier and a set/reset
circuit

Then, to apply the differential detection technique, twoAMR sensors are used and
fabricated in the MFL probe. In general, one AMR sensor will output an absolute
value. This could mean that the magnetic response acquired by the AMR sensor
contains not only flux leakages’ signal, but it could also be embedded with noises,
especially the environmental noises. Thus, to eliminate the noises of the background
and increase the probe’s sensitivity, a differential probe is fabricated by using two
AMR sensors, where the response from sensor 2 is referenced with sensor 1 or vice
versa. The baseline is set to be 4 mm between the two sensors. A Data Acquisition
(DAQ) card (NI-USB 6212) is used to acquire the output signal of the sensor. Also,
an amplifier circuit incorporating two instrumentation amplifiers (INA) for the AMR
sensors is developed. The gain of each INA is 40 dB.

To improve the stability of the sensors, two excitation coils are placed on both
sides of the AMR sensors and are wounded at both yoke’s ends with magnet wires
with a diameter of 0.65 mm for 100 turns. Then, two ferrite rods are used as the cores
for both yoke ends. This is to further improve themagnetization signal, consequently,
increasing the strength of the signal of the flux leakages.

2.2 Measurement System

As shown in Fig. 2, the measurement system incorporates the developedMFL probe,
power supply, DAQ card, and PC. The excitation coils are wounded both yokes ends,
where each end is connected with a power supply where it will supply signal with
variable frequencies to the excitation coils. Then, the DAQ card will capture the
amplified signal and fed it to the PC. Furthermore, an XY-stage with a dimension
of 55 cm × 45 cm is used, where the MFL probe is attached. Then, through a
virtual instrument (LabVIEW, National Instruments), a VI to control the XY-stage
is developed.

In this research, a lock-in amplifier (LIA) is vital as it assists in extracting signal
amplitudes and phases from a tremendously noisy environment. Instead of using the
analog LIA, a digital LIA is constructed as shown in Fig. 3. This is due to the bulky
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Fig. 2 Schematic diagram
of the MFL system

Fig. 3 The block diagram of
the digital lock-in amplifier

size of the analog LIAwhichmay limit the flexibility of the usage of theMFL system.
While, for the digital LIA, only a DAQ card is needed, as the data from the DAQ card
are streamed to the PC. Via LabVIEW, the digital LIA is constructed. Finally, the
measurement system is developed by integrating the DAQ system and the XY-stage
controller by using LabVIEW.

As for the sample, the 2-mm thick galvanized steel plate is engraved with a laser
engraver to create artificial slits with different depths that vary from 1 to 1.6 mm
on the sample. Then, to evaluate the depth of the slits, line scan measurements are
conducted as illustrated in Fig. 4, while the line scanning resolution is established at
1 mm.

Fig. 4 Line scanning
procedure on the galvanized
steel sample
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The measurement is done for 90° magnetization angle from the sample’s surface.
Then, the amplitude is fixed at 0.3 A, while the excitation frequency is varied to be
10 Hz, 30 Hz, 70 Hz, 110 Hz and 310 Hz.

3 Results and Discussions

3.1 Front Side and Back Side Measurement

Figure 5 shows the result of the line scanof the front sidemeasurement at an amplitude
of 0.3 A and a frequency of 70 Hz. Meanwhile, Fig. 6 shows the result of back side
measurement with the same settings as the front side measurement. The results were
separated following their real and imaginary parts as output by the lock-in amplifier.

-0.02

-0.015

-0.01

-0.005

0

0 5 10 15 20 25 30

Y 
(V

)

Distance (mm)

Imaginary Part, Y

0.16

0.17

0.18

0.19

0.2

0 5 10 15 20 25 30

X
 (V

)

Distance (mm)

Real Part, X

Slit at 15 mm Slit at 
15 mm

(a) (b)

∆X ∆Y

1.0 mm 1.2 mm 1.3 mm 1.4 mm

Fig. 5 Raw waveforms for a real and b imaginary parts of front side slits measurements at a
frequency of 70 Hz and an amplitude of 0.3 A

0.16

0.17

0.18

0.19

0.2

0 5 10 15 20 25 30

X
 (V

)

Distance (mm)

Real Part, X

-0.02

-0.015

-0.01

-0.005

0

0 5 10 15 20 25 30

Y
 (V

)

Distance (mm)

Imaginary Part, Y

Slit at 
15 mm

(a) (b)

Slit at 15 mm

1.0 mm 1.2 mm 1.3 mm 1.4 mm

Fig. 6 Raw waveforms for a real and b imaginary parts of back side slits measurements at a
frequency of 70 Hz and an amplitude of 0.3 A



Effect of Excitation Frequency on Magnetic Response Induced … 21

The real part showed the detected signal which was in-phase with the magnetization
signal, while the imaginary part showed the detected signal that was out-of-phase
compared to the magnetization signal. Roughly, it was suspected that the real part
represented the flux leakage signal, while, the imaginary part represented the eddy
current signal. For the real part, it could be observed that at the location of slit, the
signal was minimum. Meanwhile, for the imaginary part, the location of the slit
was shown where the intensity of the signal was changing either from maximum to
minimum or from minimum to maximum.

For the real part of both front side measurements as in Fig. 5a and back side
measurement as in Fig. 6a, the signal patterns were almost identical. Both graphs
showed minimum values at the location of the slit. However, the overall minimum
values of the back-side measurement could be seen to be higher compared to the
overall minimum values of the front side measurement. Meanwhile, the imaginary
part of the measurement could be seen in Fig. 5b for front side measurement and
Fig. 6b for back side measurement. For the imaginary part of the front side measure-
ment and back-side measurement, their signal patterns contradicted to each other,
where the imaginary part of the front side measurement was inverted compared to
the signal patterns of the imaginary part of the back-side measurement. This could
be explained due to the eddy current dependency that governed the front surface.

For each rawwaveform, delta values for both the front side and back sidemeasure-
ment were calculated for both real and imaginary parts. For front side measurement,
the delta values �X were obtained from the signal by calculating the difference
between the signal’s peaks and troughs. The case for the imaginary part was also
the same where the delta values �Y is calculated from the difference of the signal’s
peaks and throughs.

From Figs. 7a and 8a, which represent the delta values of the real part for front
and back side measurements respectively, the overall delta values of the front side
measurement were higher compared to the delta values of the back side measure-
ment. For both measurements, the delta values for the real parts did show an increase
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Fig. 8 Signal differences for a real and b imaginary parts of the back side measurements

whenever the depth of slit was increased. However, for the 310-Hz data of the delta
values of the real part for backside measurement did not agree with the said rela-
tionship as in Fig. 8a. Also, the frequency did affect the delta values where, as the
frequency increases, the delta values decrease. This relationship was agreed by both
the delta values of real parts for both front and back side measurements except for
the 310 Hz data of the delta values of the real part for back side measurement.

For the delta values of imaginary parts for the front and back sidemeasurements as
in Figs. 7b and 8b, the delta values showed an increase when the slit depth increased.
The delta values of the imaginary part for front side measurement were higher in
overall compared to its back-side counterpart. Effect of frequency of the delta values
of the imaginary part could be seen for front side measurement as the delta values
increasedwith regards of frequency, samewith the back-sidemeasurement.However,
the increase of delta values of the imaginary part for back side measurement was
smaller compared to the front-side measurement.

From these delta value graphs, the front side measurement tended to have higher
delta values, while the delta values of the back-side measurement were lower.

3.2 Graph of Slope of Trendline of the Delta Values of Real
and Imaginary Parts of the Front Side and Back Side
Measurement

Then, trendlines from each delta values graphs were generated and the slope of the
delta values was calculated and plotted as shown in Fig. 9. The slope of trendlines
of the front side measurement for both real and imaginary part could be seen to be
increasing as the frequency increased. However, the case is not the same for back-
side measurement. For real part of back side measurement, the slope of trendlines
decreased as frequency was increased, meanwhile, for back side measurement, its
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slope of trendlines of the imaginary part increased as the frequency was increased,
but the slope would reach saturation at 110 Hz and started to decrease afterward.
From the graph, the maximum overall of the slope of trendlines was at the frequency
of 110Hz. Thus, this showed that the front side and back sidemeasurement at 110Hz
frequency was the optimum frequency value since the changes of delta values based
on slit depth was higher compared to other frequencies for both real and imaginary
parts for the front and back side measurements.

4 Conclusions

As a conclusion, a non-saturated differential MFL probe has been fabricated, where
it consisted of two AMR sensors. The developed probe was used to evaluate the
magnetic responses of the artificial front and back side slits on a galvanized steel
plate with variable depths varied from 1.0 to 1.6 mm. From the raw signal of both
real and imaginary part, the position of the slit could be estimated. Also, the cor-
relation between the slit’s depth and the difference between the raw signal’s peaks
and troughs could be found for real and imaginary parts during the front and back
side measurements. Roughly, the overall signal produced from the front-side mea-
surement was higher compared to the back-side measurement. Furthermore, from
the slope of the trendline of the delta values, it could be seen that the optimum fre-
quency for the real and imaginary parts for both front and back side measurement
was at 110 Hz where the overall slope was at maximum. The results showed that the
optimum excited frequency could be at 110 Hz to produce better output for front and
back side measurements.
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Model-Free PID Controller Based
on Grey Wolf Optimizer for Hovering
Autonomous Underwater Vehicle Depth
Control
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Mohd Shahrieel Mohd Aras, Nik Mohd Zaitul Akmal Mustapha
and Mohd Ashraf Ahmad

Abstract Traditionally, the wearisome effort is required to tune the PID parame-
ters and always resulting in erroneous system behavior. The objective of the present
work paper is to develop a tuning method for model-free PID controller parameters
by using GreyWolf Optimizer (GWO) to control the depth of Hovering Autonomous
Underwater Vehicle (HAUV). The speed of HAUV thrusters is controlled by a PID
controller where the tuning for three PID parameters is done by using GWO algo-
rithms. Sum Square Error (SSE), percentage overshoot and settling time of the depth
response are chosen as the fitness functions. The differential equation of the HAUV
system in heave direction is considered with the aim to confirm the design of PID
controller. The proposed approach is compared with Sine Cosine Algorithm (SCA).
The time response specifications of input tracking of HAUV with the presences
of external disturbances, model nonlinearities, buoyancy force, hydrodynamic drag
force and added mass on the HAUV system are considered as a control scheme
performance while the convergence curve of the fitness function indicates the per-
formance of optimization algorithm. Finally, the suggested tuning method promises
a fast depth tracking capability as shown in simulation results.
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1 Introduction

Generally, in the oil and gas industries, the Hovering Autonomous Underwater Vehi-
cle (HAUV) is used to do an inspection of the underwater pipeline. This task requires
HAUV to maintain at prescribed depth accurately. However, it is difficult to control
the HAUV in heave movement underwater because of the perturbation from ocean
currents and waves generated from the wind [1]. Therefore, the performance of the
HAUV system during hovering at prescribed depth will be disturbed. Moreover, a
HAUVmodel is difficult to derive precisely because of the presence of hydrodynamic
damping force and added mass that disrupt the HAUV system [2].

In this work, we propose a controller for the HAUV system in order to achieve a
preferred depth perfectly. The objective of the HAUV system is to stabilize andmain-
tain the desired depth or can be called as “station keeping”. Therefore, a considerable
amount of literature reporting on HAUV depth control has been referred. For exam-
ple, fuzzy-PID controller [3], LQR based on Genetic Algorithm (GA) [4], Active
Disturbance Rejection Controller (ADRC) [5], fuzzy logic controller [6], PSO-PID
controller [7], optional internal model control (OIMC) [8], nonlinear PID controller
with adaptive compensation [9], extended state observer-based back-stepping control
[10] and single input fuzzy logic controller [11].

Furthermore, a model-free PID controller would offer us a reassuring method for
the HAUV depth control system. Model-free PID means the design of the controller
without knowing an exact model of the system. Thus, it is easier to control the HAUV
system just by tuning the parameters of model-free PID. PID is well known for its
reliability and robustness and it has been widely used on the numbers of applications
such as in [12–14]. Despite PID controller is able to solve those system control
problems, the tuning of PID parameters is a very tedious task. So, it is important
to decrease the tuning time for the PID controller to take full benefits of it. Hence,
for optimal tuning of PID gains, soft computing optimization techniques have been
implemented during the last few decades.

The aim of this study is to find the optimal value of PID controller parameters for
nonlinear HAUV system. Thus, with the purpose to tune 3 parameters of PID con-
troller, a grey wolf optimizer (GWO) [15], which is in the class of nature-inspired
based optimization, is selected to tune control parameters; Kp, Ki, and Kd to the
optimal values for the desired response of the system. A large and growing body
of literature has investigated GWO in various applications such as improved pro-
tection of wind power generation systems [16], vehicle engine connecting rod [17]
and unmanned aerial vehicles [18]. So far, however, there has been no literature
reporting the GWO tuned PID for HAUV system. Thus, this work is to implement
the GWO to tune the PID controller for the HAUV system and share the results for
other researchers. To verify the effectiveness of the suggested control technique, a
nonlinear differential equation of the HAUV system in [19] in heave direction is
considered. The time response specifications of depth tracking capability with the
presences of external disturbances, model nonlinearities, buoyancy force, hydrody-
namic drag force and added mass on the HAUV system are considered as a control



Model-Free PID Controller Based on Grey Wolf Optimizer … 27

scheme performance while the convergence curve of the fitness function indicates
the performance of optimization algorithm. Efficacy of the GWO tuning is compared
with Sine Cosine Algorithm (SCA).

2 HAUV Model

Figure 1 shows a HAUV model in [19] that maneuver in the vertical axis. The
dynamic differential equation of the HAUV model in heave-axis is derived in (1)
where MA,MRB,DQ, z,DL, τ,w and g represents added mass, rigid-body mass,
quadratic hydrodynamic damping coefficient, depth of the HAUV, linear hydrody-
namic damping coefficient, thruster force, external disturbances and net buoyancy
force, respectively.

(MRB + MA)z̈ + (
DL + DQ|ż|)ż + g = τ + w (1)

Fig. 1 HAUV established by UCRG. a Top perspective. b Isometric perspective. c Front
perspective. d Left perspective [2]
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Table 1 HAUV parameters
developed by UCRG [2]

Parameters Values

MRB 63.50 kg

MA 44.59 kg

DL 0 kg/s

DQ 185.47 g/m

g 1.96 N

External disruption used in this simulation is wave current. Themodel of the wave
current is obtained in (2) [20]. The wave current is simulated as a sinusoidal force
performing on the HAUV system in downward movement with 0.1 Hz frequency
and 2 N amplitude.

w = 2 sin(0.2π t)N (2)

Figure 1 shows the photo of the HAUV system established by Underwater, Con-
trol, and Robotics Group (UCRG) Universiti SainsMalaysia (USM). The HAUV has
a dimension of 58 cm high, 61-centimeter-wide, and 79-centimeter-long. The buoy-
ant of this HAUV is set to be slightly positive by equipped it with passive buoyancy
element. Two vertical thrusters are used to control the HAUV in heave movement.
The parameters of the HAUV system is shown in Table 1. For simulation works, only
parameters in the heave direction are considered.

3 Controller Design

3.1 PID Controller

Figure 2 shows the PID control scheme for the HAUV system, where
e(t),w(t), zd (t), z(t), and u(t) are error, wave current, reference, measurement of
depth and control input, respectively. G is the plant is the HAUV model. Transfer
function of PID controller is given by (3).

TFPID = Kp + Ki

s
+ Kds (3)

where Kd is a derivative gain, Ki is an integral gain and Kp is a proportional gain.
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Fig. 2 PID control scheme for HAUV system

3.2 Grey Wolf Optimization (GWO)

GWO is a Swarm Intelligence (SI) algorithm motivated by the grey wolves hunting
for prey in nature [15]. These wolves hunt the prey by following the social hierarchy
that divided as alphas, beta, delta, and omega. The alphas are the uppermost level
in the hierarchy, followed by beta, delta, and omega. The alphas are the sturdiest in
the group, therefore other wolves need to follow the alpha orders. The methods of
hunting are; (1) Finding, chasing and reaching prey, (2) Surrounding and harassing
prey till it becomes standstill and (3) Attacking the prey [15]. The mathematical
model of the GWO algorithm is developed as follows.

The position update equation of the pack is as in [14]

�D =
∣∣∣ �C · �Xp(t) − �X (t)

∣∣∣ (4)

�X (t + 1) = �Xp(t) − �A · �D (5)

where t is the current iteration. �A and �C are coefficients vectors, �Xp is the location
of the prey, and �X indicates the position vector of a grey wolf. The vectors �A and �C
are calculated as the following equations:

�A = 2�a · −→r1 − �a (6)

�C = 2−→r2 (7)

where components of �a is linearly decreased from 2 to 0 with iterations and r1, r2
are pseudorandom numbers in range [0, 1].
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The entire pack reaches the target and attack by updating the position based on
the best solutions of the alpha, beta, and delta as in (8)–(10).

−→
Dα =

∣∣∣
−→
C1 · −→

Xα − �X
∣∣∣,

−→
Dβ =

∣∣∣
−→
C2 · −→

Xβ − �X
∣∣∣,

−→
Dδ =

∣∣∣
−→
C3 · −→

Xδ − �X
∣∣∣ (8)

−→
X1 = −→

Xα − −→
A1 · −→

Dα,
−→
X2 = −→

Xβ − −→
A2 · −→

Dβ,
−→
X3 = −→

Xδ − −→
A3 · −→

Dδ (9)

�X (t + 1) =
−→
X1 + −→

X2 + −→
X3

3
(10)

Let Xi is the position vector for particle i. There are 3 PID parameters to be
adjusted, so the design parameter is defined in (11):

Xi =
[
Kp Ki Kd

]
(11)

The swarm particles, Xi are initially set randomly using (12) where ub is an upper
boundary and lb is a lower boundary is constraint space fixed for the particles, while
r3 is random real-number between [0, 1].

Xi = lb + (ub − lb) × r3 (12)

For this simulation, an improved GWO algorithm using a priority-based fitness
technique is recommended for PID tuning [21]. Sum squared error (SSE) of depth,
z is set as uppermost primacy, followed by percentage overshoot and settling time
of depth response. The main concern is to get the smallest number of those fitness
functions which are as shown in (13)–(15).

f1(X ) = Fitness1 = SSE =
∑

e2(t)dt (13)

f2(X ) = Fitness2 = PO = ymax − yfinal
yfinal

× 100% (14)

f3(X ) = Fitness3 = Settling Time = Ts (15)

The best solution is updated by using Eq. (16)

X ∗
t+1 =

{
X i
t , f1

(
X i
t

)
< f1

(
X ∗
t

)
AND f2

(
X i
t

)
< f2

(
X ∗
t

)
ANDf3

(
X i
t

)
< f3

(
X ∗
t

)

X ∗
t , otherwise

(16)

The simulation stopped after iteration reached the maximum value and the best
PID parameters obtained by GWO algorithm is presented.
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4 Results and Discussion

The simulation works are done with MATLAB 2017b, Microsoft Window 10, 8 GB
RAM and Intel Core i7-6700 Processor (3.41 GHz). The HAUV model in (1) is
designed via Simulink.

The simulation is run for 0.25 s and the sampling time is 0.01 s. The number of
agents is set to 10 and the maximum iterations are set to 1000. This combination
contributes to 10,000number of evaluations. The lower boundary andupper boundary
for each design parameters in (5) are fixed as follow:

lower boundary = lb = [0 0 0]

upper boundary = ub = [100, 000 100, 000 100, 000]

Efficacy of the GWO tuning is compared with the SCA algorithm [22] with the
same number of agents and maximum iterations for a fair comparison. Table 2 shows
the best PID parameters tuned by using the GWO and SCA algorithm.

Figure 3 shows the HAUV depth response tuned by GWO and SCA algorithm.
Based on the results, both tuning approaches fulfilled the station keeping performance
although there is an external disturbance applied to the system. The results also show

Table 2 PID parameters
based on GWO and SCA
algorithm

PID gain GWO SCA

Kp 100,000 100,000

Ki 99,848.001 17,531.813

Kd 1967.579 2407.703

Fig. 3 Depth response of HAUV system
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that with GWO algorithm, the HAUV is able to settle at the desired depth (1 m) in
about 0.1177 s with no steady state error occurred. Nonetheless, there is a small
overshoot happened at about 15.14%. Whereas, by using SCA, the settling time is
0.1143 s and also no steady-state error and smaller overshoot about 13.67%. It was
found that the rise time for GWO tuning and SCA tuning are 0.0196 s and 0.0194 s,
respectively.

Figures 4a, 5a and 6a show the convergence curve for fitness function; sum squared
error, percentage overshoot and settling time, respectively for 1000 iterations. To
zoom those convergence curve better, Figs. 4b, 5b and 6b show the close-up view
for 50 iterations. From the results, although SCA produces better in time response

Fig. 4 Sum squared error convergence curve a 1000 iteration b 50 iteration

Fig. 5 Percentage overshoot convergence curve a 1000 iteration b 50 iteration

Fig. 6 Settling time convergence curve a 1000 iteration b 50 iteration
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specifications, GWO algorithm converges faster to exploit the optimum compared
to SCA algorithm. In Fig. 5, the sum squared error for GWO algorithm is smaller
(53.59) compared to SCA (53.68). In an optimization problem, the faster agents to
exploit the optimum and less fitness function is better. But, in the control field, the
performance is better if the system has a faster rise and settling time, less overshoot
and less steady state error.

Figure 7 illustrates the HAUV response for various depth; 3, 1, and 4 m. The
simulation runs for 10 s for each depth. From the results, both algorithms have a
good response with fast rise and settling time, steady state error equal to zero and
minor overshoot. Therefore, it is valid to mention that the GWO tuning for PID is
able to control the HAUV in the heave direction successfully. Table 3 shows the time
response specification for the HAUV system.

Fig. 7 HAUV response for different depth

Table 3 The specifications of HAUV time response

PID tuning
technique

Settling time,
Ts (s)

Rise time, Tr
(s)

Percentage
overshoot,
%OS (%)

Sum squared
error (SSE)

Steady state
error

GWO 0.1177 0.0196 15.14 53.59 0.0

SCA 0.1143 0.0194 13.67 53.68 0.0
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5 Conclusion

The priority-based fitness approach is implemented on GWO algorithm to tune the
parameters of the PID controller for the HAUV system has been presented. It is
shown that GWO tuning is more efficient compared to SCA in terms of exploitation
to the optimum. From simulation results, it is confirmed that the suggested tuning
method can solve the control problem of HAUV in heave direction underwater in
aforesaid sectors. A future study investigating experimental works on the HAUV
system by implementing a model-free controller would be very interesting.
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Experimental Study of Optimization
of Electrode Dimension for Non-invasive
Electrical Resistance Tomography
Application

Yasmin Abdul Wahab, Mahanum Muhamad Sakri, Mohd Anwar Zawawi,
Muhammad Sharfi Najib and Normaniha Abd Ghani

Abstract Electrical resistance tomography is used to reconstruct the image of the
objects within the medium of interest based on electrical conductivity distribution.
Besides, the ordinary technique of ERT applied the invasive technique and causing
corrosion to the electrodes because of the contact between the electrode and the
conductive liquid. Therefore, the ERT system proposed in this work is to investigate
the optimize dimension of the electrode in ERT using an experimental approach for
non-invasive measurement. In this project, four electrodes are used as transmitter
and receiver. All the electrodes are arranged side by side around the pipe. In this
process, only one electrode is used as a transmitter and the rest as a receiving sensor.
When water is inserted in the pipe, the output of the voltage will be compressed
and recorded. Nine different dimensions are investigated and it produces a different
voltage output. Therefore, the appropriate electrode dimensionmust be determined as
it also affects the conductivity of the conductingmedium. In addition, the appropriate
electrode dimensionwhich is 35.34mm (width)× 250mm (height)was chosen as the
optimize dimension from the experiment to improve the performance of the existing
system.

Keywords ERT · Electrode · Non-invasive

1 Introduction

Tomography is introduced in a medical field started in the 1950s. Later, its applica-
tions have essentially to industrial usage called industrial process tomography (IPT)
in the 1970s [1]. Industrial process tomography is generally a cross sectional imaging
of parameters of industrial processes and usually a function of time [2].

Nowadays, process tomography (PT) systems play an imperative role in the indus-
trial environment as they provide means to monitor process flows without altering
or stalling the industrial processes [3]. Together with providing the cross-sectional
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images of closed pipes or vessels, these systems offer important flow information
such as concentration profile, velocity profile, flow rate and compositions. In addition,
this PT consists of many advantages such as low cost, non-intrusive, non-invasive
and no radiation [4]. Thus, process tomography is one of the important techniques
in industrial process tomography. There are several types of process tomography
such as electrical resistance tomography (ERT), electrical capacitance tomography
(ECT), ultrasonic tomography (UT), and optical tomography (OT).

Although ERT method has proven its usefulness and the great number of
researchers and institutions of the interest, there is still have an opportunity to
innovate and improve this method by designing and use of new sensing techniques
and hardware development. The ERT system proposed in this work is expected to
identify an optimized size of the electrode dimension (width × height). Therefore,
the non-invasive ERT system using an experimental technique is proposed for this
project.

2 The Basic Principle of ERT

Electrical resistance tomography (ERT) is used to reconstruct an image of resistance
or conductivity distribution of the region of interest [5]. Resistance is the opposition
that a substance offers to the flowof electric current. It is represented by the uppercase
letter R with the standard unit of ohm, (�). Ohm’s law states that the voltage, V
directly proportional to current, I and resistor, R. When rearrange back the equation,
the expression can be like in (1).

R = V

I
� (1)

Based on the electrode mounted on the pipe boundary, the resistance can be
measured by an exciting current/voltage signal and measured the voltage/current
signal [6].

Most of the researchers implement an insulating pipe as a vessel, with the non-
invasive ERT sensor around the boundary of the non-conducting pipe wall [7]. Thus,
it causes the current signal cannot be supplied at a source because it blocks the
electricity from penetrating the non-conductivity. Another alternative method is by
supply a voltage as a source and then measure a current as a received signal.

Besides, conductivity is ameasurement of electron flow in amedium (conductor or
insulator) under the influence of an external electric field. In otherwords, conductivity
is defined as the ability of a material to conduct electricity. Electric current can flow
easily through amaterialwith high conductivity. Conductivity ismeasured in siemens
permeter and is often represented using theGreek letter σ. The electrical conductivity
can be presented based on the (2).
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σ = L

RA
(�m) (2)

As for non-invasive ERT system, L is the inner diameter of the pipe. R is the
resistance of the medium of interest while A is the area of the electrode. In addition,
the conductance, G can be defined based on the (3) [8]. Subsequently, a conductive
medium is needed as a main medium in the ERT system to ensure that the electrical
signal can be propagated significantly inside the vessel. Here, the voltage signal was
excited at the transmitter and the current signal that proportional to the conductance
was measured at each of the receivers.

G = σ A

L
= I

V
= I

R
(3)

3 Methodology

Figure 1 illustrates the basic diagram of the ERT system during the experiment. The
main focus is on electrode optimization. In this project, only 4 channels electrodes
were attached non-invasively at acrylic pipe with 60 mm outer diameter, 3 mm thick-
ness and 500 mm in length. The signal generator circuit is applied to the excitation
source, Tx with 20 Vpp, 5 MHz. Then, the current signal received by each of the
receivers, Rx were processed and converted into voltage measurement using signal

Fig. 1 Basic diagram of ERT system
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conditioning circuit and it was obtained using an oscilloscope. The example of the
experimental set-up is shown in Fig. 2. The measurement process started with chan-
nel 1, E1 as an excitation source and the received signals weremeasured at each of the
receiver, E2 till E4. Then, the process was repeated with channel 2 as the excitation
source and other channels as a receiver. The measurement was completed when all
the channels became a excitation source.

In the same way, the material of the electrodes must be determined. Basically,
the material of the electrodes must have high electrical conductivity such as copper,
aluminum, brass and zinc. Table 1 shows a comparison between the conductive
materials. It can be observed that the copper showed the highest value of electrical

Fig. 2 Experimental set-up of ERT

Table 1 Electrical
conductivity for different
types of conductor [9]

Conductor Electrical conductivity (S/m)

Copper 5.8 × 107

Aluminum 4.1 × 107

Zinc 1.7 × 107

Brass 1.5 × 107
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Table 2 Width of each of the
electrode

Percentages, X (%) Width, W (mm)

25 11.78

50 23.56

75 35.34

conductivity compared to other materials. Therefore, a copper had been chosen as
the material for the electrodes in this research.

The placement of the electrodes on the outer surface of the acrylic pipe is done
carefully. It was to make sure that the detecting electrodes receive the same amount
of electric field distribution during the excitation [10]. In addition, a few dimensions
of electrodes had been chosen during the experiment. The selection of the width
of the electrodes is according to the formula circumference of the pipe. Thus, the
cross-section area of the pipeline (circle) is divided equally into 4 sectors. Then, it
was multiplied with a percentage of the coverage area of the electrode, X%. The
percentage of coverage area was chosen with an interval of 25% each. It means that
there were three different sizes to be tested to get the optimized width. Hence, the
width, W of each of the electrode is calculated by using Eq. (4) and the value of
width is shown in Table 2.

W = 2πr

4
× X% (4)

Next, all the three values of the selection widths were multiplied with the length,
L of 150 mm, 200 mm, and 250 mm, respectively to get the area of the electrode,
A. The calculation is based on Eq. (5). The selection of this three dimension of the
electrode length was in the range of 30–50% out of the length of the pipe used. Table
3 shows the detail value of the dimension of electrodes after the calculations had
been made. In addition, Fig. 3 exemplifies an electrode dimension [35 mm (width)×
250 mm (height)] with their bottom and upper details. The area other than a sensing
area of the electrode was shielded by connecting it to the ground to avoid surrounding

Table 3 The dimension of
each of the electrode

Width (mm) Length, L (mm)

L = 150 mm L = 200 mm L = 250 mm

11.78 1.767 2.356 2.945

23.56 3.534 4.712 5.890

35.34 5.301 7.068 8.835
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Fig. 3 Example of electrode dimension

noise. It means that nine experiments were conducted in other to get the optimize
dimension of the ERT electrode.

A = W × L (5)

4 Results and Discussion

The outputs from the signal conditioning circuit at each electrode were measured
using the digital oscilloscope. Voltage readings were taken at three different con-
ditions of water level in the horizontal pipe; full, half and quarter of the pipe (see
Fig. 4). The half and quarter experiments were also done to observe the limitation
of the signal received by each of the receivers with the tested dimension. Moreover,
each of the receiver readings was measured five times for each of the conditions and
the average value for each of the receiver was obtained and analyzed. Table 4 shows
the results for all widths and lengths of electrodes chosen at three different conditions
of water level in the pipe.
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Fig. 4 The water level in the pipe

Based on Table 4, regardless of any dimensions, it can be observed that the decre-
ment of water level in the pipe also decrease the sensor readings. For instance, for
75% covering an area of the electrode with 250 mm length, the sensor reading at
receiver 1 was 2.8 V (full water), 1.7 V (half water) and 1.1 V (quarter water),
respectively. Meanwhile, for the smaller dimension of electrodes which is 25% with
150 mm length, the receiver 1 read 0.7 V (full water), 0.5 V (half water) and 0.4 V
(quarter water), respectively. This is due to position electrodes were not fully covered
the conductive liquid and distance of transmitter sensor and receiver sensor was far
away from each other. Therefore, it was difficult to detect electrical potential and
hence it influences a small reading of signal at the receivers.

Besides, the longer length of electrodes gave the highest value of sensor readings
compared to the shortest length of the electrodes. For instance, at width with 75%
coverage, the average sensor reading for receiver 4 are around 1.5 V, 2.0 V and 2.5 V
for the length of 150 mm, 200 mm and 250 mm, respectively. This is because the
length of electrodes affects the dimensions of the electrodes. The smaller dimension
of electrodes would detect a low electrical potential if compared to the bigger dimen-
sion. The lowest percentages of coverage the area of electrodes gave the small value
of sensor readings because the current spread from the transmitter to the receiver
with low intensity as the electrode size is small. It shows that the bigger dimension
of electrodes gave the highest electrical potential and it is expected easily to be used
by the DAS in the image reconstruction in order to get and analyse the image or
region of interest.
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5 Conclusion

In short, the sensor readings performance of non-invasive ERT system for all nine
dimensions of electrodes had been analysed. It is proved that the bigger size of the
electrodewill give the highest value of sensor readingwhich is hoped that it is suitable
enough to be used for the next stage of electrical resistance tomography process. 75%
coverage area of electrode width and around 50% electrode length out of pipe length
are believed to be the optimize dimension for ERT electrode. For this project, the
optimum dimension of the electrode was around 35 mm (width)× 250 mm (height).

However, since this is a preliminary result, a future investigation with different
medium, shape, and sizes of the obstacle inside the pipe is believed can be done as
well as an image reconstruction so that it can get more accurate results.

Acknowledgements The authors thank the Universiti Malaysia Pahang (RDU170368) for the
support of this project.
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A Fictitious Reference Iterative Tuning
Method for Buck Converter-Powered DC
Motor Control System

Mohd Syakirin Ramli, Seet Meng Sian, Mohd Naharudin Salim
and Hamzah Ahmad

Abstract This paper presents a model-free optimization algorithm for a PID con-
troller based on Fictitious Reference Iterative Tuning and Simulated Kalman Filter.
The modeling of a buck converted-powered DC motor system is first provided to
form the basis of data collection and fictitious reference signal derivation. The sup-
plied model is however not a necessity in the scope of this work but is provided
for the purpose of performance comparison. A cost function is formulated based on
the minimization of error between the output response of the desired model with
the output response of the closed-loop system. Simulation analyses using Matlab
Software have been conducted for results validation and verification. Furthermore, a
performance comparison between the proposedmethod and amodel-based controller
design has been carried out. From the numerical example, it shows that the system
with the tuned PID controller exhibited a better angular velocity trajectory tracking
compared to the system with the state feedback controller with integral gain.

Keywords Fictitious reference · Model-free · Simulated Kalman filter · Controller
tuning · PID control

1 Introduction

The usage of a DC motor system can be found in many applications such as home
appliances [1], robotics [2], industrial machinery and equipment [3, 4]. There were
many studies have been conducted by researchers to design an effective and effi-
cient mechanism to control this system. In general, the commonly used methods
for controlling the speed of the motor shaft of a DC motor can be divided into two
approaches. For the first approach, the studies focus on the investigation of the topolo-
gies of the buck-converter design. For instances, Silva-Ortigoza et al. [5] and Beevi
and Noufal [6] proposed the hierarchical control of the buck converter. Meanwhile, a
bidirectional DC/DC buck converter system that will allow the motor shaft to rotate
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in both directions was considered in [7]. For the second approach, the studies are
intensified on identifying the control algorithms to efficaciously control the switch-
ing signals of the buck converter circuit. One way of achieving this is by controlling
the Pulse Width Modulation (PWM) signals, where PWM works in reducing the
average power delivered by the electrical signal, by effectively chopping it up into
discrete parts.

Having said that, the second method of controlling the DC motor by controlling
the PWMsignal ismore prominent. This is due to the simplicity of the buck-converter
structure, and the ease implementation of the control algorithm where only the duty
ratio of PWM is to be manipulated. Some related studies that focus on designing
the control algorithm to control the duty cycle of PWM switching can be found in
[8] where the authors proposed PI-type Fuzzy Logic Control structure; in [9] where
the sliding mode controller was investigated; and in [10] where the neural network
control structure has been considered. However, these model-based methods require
accurate modeling of the plant for controller design.

A model-free or data-driven approach in controller design, on the other hand, has
recently attracted the interest of the researchers in the field of control theory. Since
the model-based controller design may not work well if the plant model does not fall
into the assumed model, there is an added advantage if the modeling requirement
can be eradicated in the design procedure. Some of the model-free design techniques
found in the literatures are the simultaneous-perturbation-stochastic-approximation
(SPSA) methods [11], model-free adaptive control (MFAC) [12], unfalsified con-
trol(UC) [13], iterative-feedback tuning (IFT) [14], and virtual-reference-feedback
tuning (VRFT) [15]. To add further to the list, the fictitious-reference-iterative-tuning
(FRIT) also falls into the category of themodel-free design approach. First introduced
by Kaneko et al. [16], FRIT only requires the set of recorded input-output data in
designing the fictitious reference signals, which availed in formulating the cost func-
tion for optimization. Comparing FRIT to VRFT, the key difference between them
is that the cost function to be minimized in FRIT focuses on the output while that in
VRFT focuses on the input. Therefore, FRIT is more intuitively understandable than
VRFT from a practical point of view. Some examples of the FRIT applications are
the controller design for a non-minimum phase system [17], and impedance match-
ing in multilateral teleoperation system [18]. In these works, they had considered the
utilization of FRIT in tuning the Laguerre expansion network which forms part of the
controller. In [19], the authors provided detail surveys on the comparison between
the model-based control and data-driven control.

In this work, we employed the Simulated Kalman Filter (SKF) algorithm [20]
in minimizing the formulated cost function to obtain the optimal PID controller’s
parameters. The SKF is an estimation-based metaheuristic optimization algorithm
which relies on the collection of agents to look for the near optimum solutionwithin a
reasonable computational effort [21]. By parameterizing the controller and assigning
the agents’ position as the controller’s gain, the algorithm seeks for the best solutions
which correspond to the global minimum of the fitness function.

The rest of the paper is organized as follows. In Sect. 2, we discuss our problem
formulation and the modeling of the buck converter-powered DC motor system.
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Meanwhile, in Sect. 3 we elucidate our proposed methods. A numerical example is
presented in Sect. 4. Finally, our main conclusion is drawn in Sect. 5.

Mathematical Notation: Let R and R
n denote the set of a real number and real

vectorwith dimensionn respectively.Wedenote the vector normas‖v‖ = √
vT v, and

‖v(k)‖2K implies ‖v(k)‖2K := ∑K
k=1 ‖v(k)‖2.

2 Problem Statements

Consider the block diagram of the closed system of a buck converter-powered DC
motor control system shown in Fig. 1. The design objective is to obtain the optimal
PID controller Gc(s) such that for any set point reference input r(t), the angular
velocity of ω(t) is able to track the trajectory of r(t) in minimizing the error e(t),
to satisfy the condition lim

t→∞ e(t) = 0,∀t . Practically, this can be achieved by having
the dynamic of the closed system T (s) to be identical to the desired model Td(s).
Let ωrated ∈ R is the maximum attainable speed when the control input u(t) = 1
is applied. This is considered as the saturation point of the angular velocity and is
needed to ensure that the error signal fed into the controller will be bounded between
0 to 1.

The saturation block takes the input u(t) to satisfy

DR =
⎧
⎨

⎩

1 u(t) ≥ 1
u(t) 0 < u(t) < 1
0 u(t) ≤ 0,

(1)

where DR ∈ R is the duty ratio to control switching of the PWM output sig-
nal δ(t) ∈ R. The chosen PID controller structure is defined by Gc(s) =
K

(

1 + 1
Ti

+ Td
1

1+ 1
N f

s

)

where K ∈ R, Ti ∈ R, Td ∈ R and N f ∈ R are the

proportional gain, the integral time constant, the derivative time constant and filter
coefficient, respectively.

Fig. 1 Block diagram of the closed system
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To achieve T (s) ≡ Td(s), the controller Gc(s) must be properly tuned. This
implies that there exist optimal values of K, Ti , Td and N f such that the cost function
defined in Eq. (2) is minimized.

J1 = 1

t f − t0

t f∫

t0

e2(t)dt = 1

t f − t0

t f∫

t0

(Td(s)r(t) − ω(t))dt (2)

2.1 Buck-Converter Powered Dc Motor Model

This section provides a brief description of themodeling of the buck-converter-driven
DC motor system which forms the basis for the simulation analysis presented in this
paper. Figure 2 delineates the schematic diagram of the DC motor system fed by a
buck converter (as indicated in the blue box model in Fig. 1). The dynamic of the
overall system can be described as follows [5, 6]

L
di

dt
= −v + Eδ(t) (3)

C
dv

dt
= i − ia (4)

La
dia
dt

= v − Raia − Keω (5)

J
dω

dt
= Kmia − Bω − TL (6)

Fig. 2 Schematic of the buck converter powered DC motor system
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where i is the converter input current, ia is the DC motor armature current, v is the
converter output voltage, ω is the motor angular velocity, TL is the load torque, Km is
the torque constant, KE is the back-emf constant, J is the moment of inertia, and B is
the coefficient of friction. Meanwhile La , Ra , and L, R are the armature inductance
& resistance, and the converter inductance & resistance, respectively. The signal δ(t)
is the control input which takes the form of the PWM signals based on the duty ratio
of Eq. (1).

Remark 1 It should be noted that even though the mathematical modeling of the
system is provided in this paper, it is not a necessity as our proposed method requires
only the input-output data of the plant for controller tuning. Themodeling is supplied
to provide insights and for results comparison between the model-based technique
and our proposed solutions in controller design.

3 Algorithm for Controller Tuning

3.1 A Brief Review of SKF Algorithm

In this section, we provide a brief review of the Simulated Kalman Filter (SKF) algo-
rithmwhichwas used in obtaining the optimal controller parameters. First introduced
by R.E Kalman in 1960 [22], the Kalman Filter is a well-established state estimation
method of a dynamic system that is excited by a stochastic process and measurement
noise. Improvised by Ibrahim et al. [20, 21], the SKF algorithm consists for three
main stages namely, Stage 1: Initialization, Stage 2: Fitness Evaluation, and Stage
3: Predict, measure and Estimate.

In the initialization stage, the algorithm starts with random initialization of agents’
estimated state, x(0) ∈ R

N , within the search space. At the same instant, the initial
value of error covariance estimate, P(0) ∈ R, the process noise, Q ∈ R, mea-
surement noise, R ∈ R and the maximum number of iterations, tMax are all to be
initialized. As reported in [21], the best values of P(0), Q and R are 1000, 0.5 and
0.5, respectively.

Next, in the second stage, the iteration begins with the fitness calculation of ith
agent, f i ti (x(t)). The xbest (t) ∈ R is updated to satisfy the following minimization
problem of

xbest (t) = min
i∈1,2,,N f i ti (x(t)). (7)

Then, the true value, xtrue ∈ R which represents the best solutions-so-far will be
updated. This value is updated if there exists a better solution, i.e. xbest (t) < xtrue.

Finally, in the third stage, the SKF search strategy implements three simple steps;
predict-measure-estimate. In the prediction step, the time update equations are used
to obtain a priori estimates for the next time step. After the measurement process,
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measurement-update equations are used to obtain improved posterior estimates. The
prediction of the state and error covariance estimates given the prior estimated are
updated based on the following time-update equations:

xi (t |t + 1) = xi (t) (8)

P(t |t + 1) = P(t) + Q. (9)

The next step is the measurement, which acts as a feedback to the estimation pro-
cess. The measurement of each individual agent is simulated based on the following
equation:

zi (t) = xi (t |t + 1) + sin( rand × 2π) × |xi (t |t + 1) − xtrue|. (10)

The final step is the estimation. Here, the Kalman gain K (t) is computed based
on the following equation:

K (t) = P(t |t + 1)

P(t |t + 1) + R
. (11)

Then, the followingmeasurement-update equation are used to improve a posteriori
estimates from a priori estimates:

xi (t + 1) = xi (t |t + 1) + K (t) × (zi (t) − xi (t |t + 1)) (12)

P(t + 1) = (1 − K (t)) × P(t |t + 1). (13)

Each agent updates the optimal estimate for that corresponding iteration based
on the measured position which was used as feedback and influenced by the gain
value, K (t). The iteration continues until the maximum number of iterations tMax is
reached. Further details on the algorithm can be found in [21].

3.2 Fictitious Reference Iterative Tuning

The FRIT technique only utilizes the recorded input and output data of the plant
to obtain the optimal parameters of the controller. Hence, this approach eliminates
the needs of the mathematical model of the plant, as commonly practiced by the
model-based control designer. Thus, the FRIT is totally a model-free approach.

Reconsider the closed loop block diagram shown in Fig. 1. Suppose the PID
controller can be parameterized in ρ such that Gc(ρ). Redefine the controller gains
as Gc(s) = Kp + Ki

s + Kd
1

1+ 1
N f

s
s where Kp = K , Ki = K/Ti and Kd = KTd ,
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Fig. 3 Fictitious signal r̃(k) derivation

respectively. The initial arbitrary controller values are first to be selected, i.e. ρ0 :=[
K 0

P , K 0
i , K

0
d , N

0
f

]
∈ R

4. Then, the one-shot of experiments has to be performed, in

which the input data u0 and ω0 are measured and recorded. These recorded data can
then be used to design and formulate the fictitious reference input signal. In Fig. 3,
we illustrate the general concept of defining the fictitious signal r̃(k)where the signal
is formulated as follows:

r̃(k) = ωratedGc(ρ)−1u0(k) + ω0(k). (14)

Here, u0(k) and ω0(k) are the recorded input-output data at the time-instant k,
and Gc(ρ)−1 = 1/Gc(ρ). Note that in formulating the fictitious signal of Eq. (14),
the subsystems consist of the PWM, buck converter and DC motor (as indicated in
the dashed box of Fig. 3), are no longer required for signal generation.

By the selection of the fictitious signal in Eq. (14), the optimization problem can
be re-formulated. Instead of minimizing the cost function of Eq. (2), we can now
define a new cost function of

J2 = 1

M
‖e(k)‖2M = 1

M

∥
∥Td(s)r̃(k) − ω0(k)

∥
∥2

M

= 1

M

∥
∥Td(s)

(
ωratedGc(ρ)−1u0(k) + ω0(k)

) − ω0(k)
∥
∥2

M , (15)

whereM is the total number of sampled-data taken from the time interval t ∈ [
t0, t f

]
.

Thus, the new control objective is to find a set of optimal parameters ρ∗ ∈ R
4 such

that

ρ∗ = argmin
ρ

J2. (16)

The following algorithm has been implemented in our work to attain the optimal
parameter ρ∗.

Step 1. By arbitrary selection of ρ0, run one-shot experiment to generate the input-
output data of u0 and ω0.
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Step 2. Initialize the SKF agents’ position, x(0) within the search space. Then,
assigning ρ := [

Kp, Ki , Kd , N f
] = x .

Step 3. Assigning the cost function J2 of Eq. (15) as the SKF fitness function in
Eq. (7).

Step 4. Iterate the SKF algorithm till tMax to attain xtrue.
Step 5. Assigning the final value of xtrue at tMax as the optimal parameters. This

implies ρ∗ := xtrue = argminρ J2..
Step 6. Validate the performance of the closed-loop system. If the results are

unsatisfying, repeat the procedure from Step 2.

4 Numerical Example

To demonstrate the effectiveness of our proposed method, we present a numerical
example and the related results. The Matlab Simulation package has been utilized
to perform the simulation analysis. We use the same parameters reported in [11] as
follows: La = 8.9×10−3H, Ra = 6�, KE = 0.0517Vs/rad, KM = 0.0517Vs/rad,
J = 7.95 × 10−6kgm2, R = 0.2�, L = 1.33 × 10−6H, C = 470 × 10−6F, and
E = 24V. Meanwhile, the rated speed is obtained as wrated = 464.22. As reported
in [11] and [8], we use a similar desired trajectory reference signal given by

r(t) = 75(tanh(30(t − 0.1) + 1)). (17)

The dynamic model of the desired transfer function was chosen as a first order
system of Td(s) = 1

0.01s+1 . The PWM frequency was set to 1 kHz, with the selected
sample-time ts = 0.1ms. The initial controller gains ρ0 = [0.5, 1.0, 0.25, 0.5] were
used in generating the initial input-output data u0 andω0. Figure 4 depicts the angular

Fig. 4 Angular velocity and
duty responses for
ρ0 = [0.5, 1, 0.25, 0.5]
captured in a time interval
t0 = 0 s and t f = 0.3 s
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Fig. 5 The convergence of
the cost function J2

velocity and duty cycle of the untuned system when we use the gain ρ0. These data
were then adopted to form the fictitious reference signal r̃(k) of Eq. (14).

Apart from the parameter setting of the buck-converter power DC motor system,
the parameters of the SKF algorithm used in this work are as follows. The best values
of P, Q and R as suggested in [21] are 1000, 0.5, and 0.5 respectively. Whereas, the
number of agents is selected as N = 1000, which are bounded in the region of
x ∈ [1, 100]. Figure 5 illustrates the convergence of the cost function (15) when
we run the SKF algorithm with a maximum number of iterations tMax = 300. It
can be seen that the cost function already converged to 0.0751 when k = 100
and remained on this value for the rest of iterations. The optimal parameters that
minimized J2 were obtained ρ∗ = [1.3983, 96.0201, 1.0158, 1.0578]. This implies
the optimal PID parameters were K ∗ = 1.3983, T ∗

i = 0.0146 s, T ∗
d = 0.7265 s and

N ∗
f = 1.5078, respectively.
For performance comparison with a model-based controller, let the plant of the

buck converter powered DC motor system be denoted as

Gp(s) = ω(s)

u(s)
:=

[
A B
C D

]

(18)

where

A =

⎡

⎢
⎢
⎢
⎣

0 − 1
L 0 0

1
C 0 − 1

C 0
0 1

La
− Ra

La
− Ke

La

0 0 Km
J − B

J

⎤

⎥
⎥
⎥
⎦

, B = [
1
L 0 0 0

]T
,

C = [
0 0 0 1

]
, and D = 0.
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Fig. 6 Performance
comparison between the
model-free design (PID
controller tuned with FRIT
and SKF) and model-based
design (SFCI controller
designed by pole-placement
method)

By choosing a State Feedback Controller with Integral Control (SFCI) in the
form of u(t) = −K X (t) + Kn

∫
e(t), where X (t) := [i(t), v(t), ia(t), ω(t)]T are

the state variables, KT ∈ R
4 is the state feedback gain, Kn ∈ R is the integral gain,

and e(t) = r(t) − CX (t) is the error. We employed the pole-placement method
based on Bass and Gura’s approach as discussed in [23] to obtain the controller gains
K and Kn . It is worth mentioning that since the desired transfer function Td(s) was
chosen as a first-order dynamic, slight modification has been performed to ensure the
suitability of the selected model in obtaining the state feedback gains. By doing so,
the desired pole locations were chosen as the roots of the denominator polynomial
of the transfer function T̃d(s) = Td(s)

(s+1000)4

(s+1000.01)4 . It can be clarified that the order of
the desired model is raised from first order to the fifth order, but the dynamic of the
output response is retained. With this approach, we obtained the values of the gains
of the SFCI controller as [K , Kn] = [4.5564, 1.3839, 6.0122, 1.0745, 85.5526].

Figure 6 exhibits the output responses of the closed system, utilizing the PID
controller tuned by SKF and the SFCI controller designed by the pole placement
method. Meanwhile, Fig. 7 depicts the comparison of the duty ratio output between
the two controllers. Evidently, it can be observed that the output response of the
PID controller tuned by FRIT and SKF exhibited better and faster performance as
compared to the SFCI controller. This yields to the cost values J1 of 0.1703 and
3.3659 for PID and SFCI controllers, respectively.

5 Conclusion

In this paper, we present the PID controller tuning method employing FRIT and SKF
algorithm. Our presented model-free technique only utilized the set of input-output
data to design the fictitious reference signal for the cost functionminimization proce-
dure. The performance of the controller has been investigated and validated through
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Fig. 7 Performance
comparison in terms of duty
ratio between the two
controllers

numerical simulation on a buck converter-powered DCmotor system. A simple com-
parison with a state feedback controller designed using a model-based approach was
also presented. It can be concluded that the PID controller tuned using the FRIT and
SKF exhibits a better angular velocity trajectory tracking response as compared to
the SFCI controller designed using the pole placement method. Furthermore, this
approach is superior since it eliminates the needs for the mathematical modeling of
the system-to-be-controlled in contrast to the model-based controller design.
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Depth Evaluation of Slits on Galvanized
Steel Plate Using a Low Frequency Eddy
Current Probe

N. A. Nadzri, M. M. Saari, M. A. H. P. Zaini, A. M. Halil, A. J. S. Hanifah
and M. Ishak

Abstract This study performs an analysis of a small eddy current probe configura-
tion based on differential anisotropic magnetoresistance (AMR) sensors for charac-
terization of small surface defects in galvanized steel plates. Owing to the advantage
of the AMR sensor, the system of eddy current testing (ECT) with the AMR sensor
has a huge benefit to detect sub-millimeter defects in steel structures. In this study,
an ECT probe is developed by using AMR sensors to perform crack detection in
2-mm galvanized steel plates with regards to the depth of artificial slits where the
ECT probe is scanned above the slits’ area. The signal that is detected by a lock-in
amplifier is investigated with different frequencies of an excitation field. The line-
scanned of signal intensity shows a clear intensity change at the crack area. This
signal depends on the depth and frequencies. Finally, a correlation between depth
and detected signals is clarified with respect to different frequencies.

Keywords Slit detection · Steel · Defect · Eddy current testing (ECT) ·
Anisotropic magnetoresistance (AMR)

1 Introduction

To detect and evaluate defects in metallic materials, the magnetic technique is one
of the promising techniques in Non-Destructive Test (NDT) where this process is
generally used in industries because of its low price and straight forward procedure
[1]. This is owing to its ability to inspect metallic compound as the compound is
conductive and possesses strong magnetic properties. Eddy current method for NDT
is an effective approach to detect irregularity in metal structures. Among of the
advantages of eddy current methods are non-contact with the sample material and a
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fast test method over other NDT techniques [2]. Defects in metallic components are
one of the defects that is a major concern in many industries [3] where it is a critical
task in monitoring the safety of the steel structures. Usually, surface cracks are the
significant signal of structural damage for all types of structures, materials or systems
[4]. Crack can start to develop from sub-millimeter size. Hence, if early detection
can be done, it can be used to prevent any sudden fatal accident in the future. NDT
is a process that can inspect, test or evaluate materials, component assemblies for
discontinuities, or differences in characteristics, without destroying the serviceability
of the parts or systems.

Eddy current measurement technique is promising than other technique because
the inspection can be donewithout any contact [5] with the inspected piece. There are
few types of non-destructive testingmethods that use the principle of electromagnetic
as the basis for conducting examinations and one of the methods is known as the
eddy current testing (ECT) where it is extensively used for the NDT interpretation
of conductive materials. For example, aluminum plates [6, 7]. The benefits of ECT
are its non-contact nature, ease, versatility, and speed. It is accessible that lift-off
between the coil and the plates strongly influenced the changes of the measured
eddy current’s signals [8], therefore this effect should be mitigated or compensated
by using software and/or hardware-based methods.

In this study, a low-frequency ECTmethod is applied to enable deeper penetration
of electromagnetic waves so that deeper eddy current can be induced [9]. This is
because the induced eddy currents are affected by the skin depth effects whichmeans
the eddy currents highly distribute on the surface area and decrease as the depth
increases. To reach a highly sensitive measurement, a magnetometry system with
highly responsive magnetic sensors is developed for this NDT system. Therefore, an
AMR sensor (Honeywell HMC1001) is used [10].

To distinguish an outer defect, an ECTwith a small size is more beneficial because
the small size of ECT probe can be used to measure a tiny or a difficult pattern of
crack [11]. Since the AMR sensor is relatively small compared to the induction
coil, it will give the advantage to develop an ECT probe to resolve the higher spatial
distribution of eddy currents in conductivematerials [12–14]. Based on the benefits of
themagneticmethod, the developedECTprobe is utilized to investigate the frequency
response characteristic and localization performance of artificial slits.

2 Measurements

2.1 Magnetic Sensor Probe

There are many types and designs can be found when it comes to ECT probes. The
main aim of the ECT probe in this study is to detect surface flaws. Therefore, an ECT
probe with small size is more advantageous because the small size of ECT probe can
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be used tomeasure a small or a difficult pattern of crack. Furthermore, byminimizing
the size of the probe, it can improve the detection performance of crack.

An AMR sensor has 4 AMR elements to form aWheatstone bridge and patterned
as a resistive strip. When the AMR sensor is introduced by a magnetic field, this
causes a resistance change in each AMR element and produce a differential output
voltage between the center nodes of the bridge. The magnetic sensor is biased with
a 5-V voltage, where the sensitivity of the AMR sensor is comparable to the bias
voltage. The sensitivity is calculated to be 0.16 mV/µT in the operational zone of
the magnetic response.

To reduce background noise, by using two AMR sensors, a differential technique
is used to form a dual-channel sensor probe. The sensor probe consists of two AMR
sensor where the size of each the sensor is 11 × 4 mm2 in size and they are placed
at the middle of an excitation coil with an 11.5 × 11.5 mm2 area and 60 turns. To
produce the excitation magnetic field, the excitation coil is assembled by a 0.1 mm
diameter Cu wire. The two AMR sensor are attached together with a distance of
4 mm to perform the differential technique.

2.2 Measurement System and Test Sample

The ECT operation is developed with numbers of components such as an ECT probe,
the current source for the excitation coil, measuring circuit, lock-in amplifier, XY
stage and a personal laptop for data acquisition and analysis. Figure 1 shows the
structure of the schematic diagram of the ECT system. In the study, sinusoidal cur-
rents with an amplitude I = 4 mA and few values of frequencies are supplied to the
excitation coil.

The output voltage of the sensors is amplified with an instrumental amplifier and
then connected to the lock-in amplifier. From the lock-in amplifier, there will be two
outputs of the signals that are detected and analyzed as a magnetic vector with the

Fig. 1 a Position of AMR
sensors. b Photograph of the
fabricated ECT probe
(bottom view)

AMR sensors

S1 S2

4 mm

Excitation 
Coil

AMR Sensors

(a) (b)
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Fig. 2 Schematic diagram
for ECT system

Sample

S2

Lock-in 
Amplifier

Amplifier
Circuit

Excitation coil

S1

Computer

real and imaginary components. The excitation coil is operated with a variable value
of frequencies between 90 Hz and 1 kHz.

The test sample is a galvanized steel plate with 2-mm thickness. Five artificial
slits with different depths are laser-engraved on the surface of the plate (Fig. 2). The
slits have a same length and width of 30 mm and 0.2 mm, respectively, and different
depths ranging between 200 and 500 µm. The distance each of the slits is set to be
50 mm and the position of the ECT probe (lift-off) is fixed at 1 mm above the steel
plate.

3 Results and Discussion

3.1 Signal Analysis

The lock in amplifierwas used to detect the outcomeand interpret as amagnetic vector
with two different output which are the real and imaginary components (real part,
dBz,real/dx; imaginary, dBz,ima/dx). Each detectedmagnetic field vectorwas calculated
using the following formula:

dBz

dx
= dBz,real

dx
+ j

d Bz,ima

dx
(1)

where the first term shows the real component of themagnetic field inducedwhile the
second term shows the imaginary component where the information regarding eddy
current is contained. The output signal for both components of the steel sample with
a 30-mm long slit and 500-µm deep was measured at different frequencies using the
dual-channel sensor probe was shown in Fig. 3.
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Scanning line

Fig. 3 Artificial slits (defects) of depth from 500 to 200 µm of a carbon steel plate

Although there were two output signals but only one output that would be
taken into consideration throughout the experiment to detect the crack which was
dBz,ima/dx. The real component was neglected because the output detected by the
AMR sensor was a mixture of large magnetization and small eddy current signal
where the output signal did not show any changes and it was difficult to identify the
slit. Moreover, the imaginary output signal showed a clear change of the magnetic
response at the slit area compared to the real component.

3.2 Frequency Response Characteristic

To verify the characteristic change due to a crack, the experiment began with measur-
ing the magnetic response from each slit, where, a line scanning measurement was
conducted by moving the probe horizontally across the slit. Each of the waveforms
depicts the line scanned which shows intensity change for the different depth crack
at different frequencies.

The frequency of the excitation magnetic field was set to 90 Hz, 300 Hz, 500 Hz,
700 Hz, and 1 kHz to investigate the changes of the magnetic response in each
frequency. The slit direction was perpendicular to the scanning direction.

The correlation between the signal intensity change and the depth of the slits
were investigated. A delta value (ΔY ) was used to represent the difference between
the highest and lowest values of the peaks and trough in the magnetic response
waveforms (Fig. 4). When the excitation coil was operated at a 90-Hz frequency, it
produced the lowest signal of magnetic response, however, it still showed a slight
change of magnetic reaction around the slit area.
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Fig. 4 a The real and b imaginary of line-scanned magnetic field intensity of steel plate surface
crack with depth 513 µm of surface crack using ECT probe with different frequency

This output signal was related to the skin depth effect where the depth of the eddy
current penetration was vice versa with the square-root of the frequency applied. The
skin depth, δ in the case of a material, can be expressed in the following equation:

δ = 1√
π f μσ

, (2)

where f is the frequency, σ is the conductivity, and μ is the permeability. Therefore,
when the 90-Hz magnetic field was applied, the eddy current penetrated deeper
compared to other frequencies. Since the slits were on the surface, this caused the
magnetic response signal to occur slightly. But the changes in the magnetic response
around the slit area increased significantly as the frequency was increased. This was
due to all eddy currents that had been generated were accumulated to the surface and
this made the magnetic response due to the eddy current became higher. Although
different frequencies were applied to the slits, the patterns and the characteristics of
each slit showed the same characteristic where there was a change at the slit area.

The delta value showed a small value and slowly increased as the crack went
deeper. Since the experiment was conducted with the slits on top of the surface of
the metallic sample therefore high selection frequency was better where all the eddy
current would linger around on the surface material. However, a low frequency could
also be used since the crack still could be detected, but to facilitate the sensors to
detect surface cracks, using a high frequency is recommended. The slope of the delta
values (ΔY ) against frequency was shown in Fig. 5. From the graph, it shows that the
higher the frequency the greater the slope of delta values. This showed that higher
frequency was a good selection for surface crack detection (Fig. 6).
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4 Conclusion

This paper covers the development of an ECT probe for the nondestructive test by
using a dual-channel AMR probe sensor to detect artificial slits in a surface of a fer-
romagnetic material using the eddy current method. A differential probe, which was
used in the ECT system, has been fabricated for sub-millimeter detection of surface
slits. This study was further validated by experimental tests on the artificial slits on
the surface of the galvanized steel and promising results were obtained. Moreover, a
reliable output signal change due to the slits was obtained by the developed system.
Even though by applying a low-frequencymagnetic field, the detection on the surface
crack was possible. The probe was shown to be capable to classify the dependence
on the crack depth. Overall, the work demonstrated that the eddy current penetration
into the material was affected by the frequency of the excitation current.
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Sensitivity Maps Preparation
for Electrical Capacitance Tomography
Using Finite Element Approach

Wan A. N. Ropandi, N. A. Zulkiflli, J. Pusppanathan, F. A. Phang,
N. D. Nawi, M. E. Johana and N. H. A. Ngadiman

Abstract Electrical Capacitance Tomography is part of Electrical Tomography
which uses the concept of electric field distribution and it is widely used due to
its advantages such as non-invasive, low-cost, high acquisition speed and relatively
easy computation. The ECT system involves two computational problems in its
mechanism which Forward Problem and Inverse Problem. The forward problem
involves the computation of the potentials done at the voltage pick-up electrodes for
a given set of current-carrying electrodes. This allows calculation for the distribution
of the electrical voltage when the given with condition of known sensor structure
and given permittivity distribution. The Forward Problem in this study refers to the
sensitivity map which is later used for image reconstruction in the Inverse Problem
image. This study explores sensitivity map generation and preparation which can be
accomplished using the numerical method, for example, the Finite Element Method.
Based on the simulated result, the sensitivity map for each projection shows different
strength depending on the position and distance between the electrode pair.

W. A. N. Ropandi · N. A. Zulkiflli
School of Biomedical Engineering and Health Sciences, Faculty of Engineering, Universiti
Teknologi Malaysia, UTM, 81310 Skudai, Johor, Malaysia

J. Pusppanathan (B)
Sports Innovation Technology Centre (SITC), Institute of Human Centered Engineering
(iHumEn), Universiti Teknologi Malaysia, 81310 Skudai, Johor, Malaysia
e-mail: jaysuman@utm.my

F. A. Phang
Centre of Engineering Education (CEE), Universiti Teknologi Malaysia, 81310 Skudai, Johor,
Malaysia

N. D. Nawi
Faculty of Social Sciences and Humanities, School of Education, Universiti Teknologi Malaysia,
81310 Skudai, Johor, Malaysia

M. E. Johana
Department of Mechatronic and Robotic Engineering (JER), Faculty of Electrical and Electronic
Engineering, Universiti Tun Hussein Onn Malaysia, 86400 Parit Raja, Johor, Malaysia

N. H. A. Ngadiman
School of Mechanical Engineering, Faculty of Engineering, Universiti Teknologi Malaysia, 81310
Skudai, Johor, Malaysia

© Springer Nature Singapore Pte Ltd. 2020
A. N. Kasruddin Nasir et al. (eds.), InECCE2019, Lecture Notes in Electrical
Engineering 632, https://doi.org/10.1007/978-981-15-2317-5_7

67

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-2317-5_7&domain=pdf
mailto:jaysuman@utm.my
https://doi.org/10.1007/978-981-15-2317-5_7


68 W. A. N. Ropandi et al.

Keywords Tomography · Sensitivity maps · Finite element method · Electrical
capacitance tomography

1 Introduction

Electrical Capacitance Tomography (ECT) is a soft-field tomography technique
which used an electrical property distribution as their fundamental [1] to reconstruct
a tomogram. ECT can be achieved bymeasuring the changes of capacitance that hap-
pen in a homogenous electrical field distribution in order to reconstruct the matter’s
spatial distribution. The reconstruction method for ECT image can be done through
several methods such as back projection [2], iterative [3] method and also hybrid
reconstruction algorithm [4]. For every reconstruction method of an ECT system, a
sensitivity map is a must [5] where it serves as the basis for image reconstruction by
combining different pixels captured at each different location [6].

Sensitivity map, or Jacobian matrix, is a matrix that represents the dynamic
changes of capacitance [7] between the sensing electrode when voltage is supplied.
Sensitivity maps were created by solving the Poisson equation of the electric field
[8]. Normally, the ECT reconstructions are conducted with an assumption of linear
relationship [9] between capacitances and the changes in permittivity. The linear
model of ECT [10] can be portrayed through the equation,

C = SG (1)

where,

C capacitance vector
S sensitivity matrix of normalized capacitance with respect to the normalized

permittivity
G normalized permittivity vector.

However, Fan and Wang had noted a setback where the path of electrical field
projection cannot be predicted accurately, therefore causes non-uniform sensitivity
distribution [9]. Zhou et al. also noted that permittivity distribution inside the ECT
system is irregular, thus a Finite Element Analysis (FEA) can be used to solve the
numeric solution for sensitivity maps [10]. In FEA, the permittivity distribution
is assumed to be made up of several elements of pixel [11], where the sensitivity
coefficient of each pixel can be represented as

Si j(k) =
(
Ci j(k) − Cl

i j

Ch
i j − Cl

i j

)(
1

εh − εl

)
μ(k) (2)

i = 1, 2, 3, . . . L − 1 j = i + 1, . . . L k = 1, 2, 3, . . . N

where,
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Ci j(k) capacitance of electrode pair i–j
Ch
i j and C

l
i j capacitance of electrode pair at different permittivity, l and h

εh high relative permittivity
εl low relative permittivity
μ(k) ratio of maximum area to kth area.

Hence, the sensitivity matrix that represents the changes in the distribution of
capacitance can be expressed as follows.

S =

⎡
⎢⎢⎢⎣

s12(1) s12(2) . . . s12(N )

s13(1) s13(1) . . . s13(N )
...

...
. . .

...

s(L−1)L(1) s(L−1)L(2) . . . s(L−1)L(N )

M. Soleimani et al. stated that the sensitivity map is dependent on the composition
inside the ECT system [12]. Sensitivity map remains the same if the changes in
the permittivity distribution are low. On the contrary, the pattern of electrical field
distribution between a pair of electrode undergoes changes if the electrical field
distribution is high. When this condition is met, the sensitivity map needs to be
updated for the iteration of image reconstruction because an error in the Jacobian
matrix affects the image reconstructed and causes data error [13].Additionally, during
the generation of sensitivity maps the soft field nature might follow which in turn
created the ‘soft field effect’ [14] in the image reconstruction. As the sensitivity of
the sensitivity map affected (i.e. reduced sensitivity) by ‘soft field effect’ [15], hence
the location of the electrode needs to be considered because the sensitivity of electric
field strength decrease as the distance is further from the excitation and detection
electrode pair, especially on the center region.

2 Sensitivity Map Generation

The sensitivity map is obtained through Finite Element Method (FEM) by using
software COMSOLMultiphysics. FEM is a numerical approximationmethod, which
is used for the calculation and optimization of differential and integral equations. By
applying Finite Element Analysis (FEA), the complex problemwas later divided into
several nodes of the element which can be solvedwith relation to one another. FEM is
useful for problems with complicated geometries, loadings, and material properties
where analytical solutions cannot be obtained. In the engineering field, FEM is a
computational technique used to obtain approximate solutions of boundary value
problems also known as field problems. The field represents the physical structure
while boundary conditions are the constraint that exists in order to solve the boundary
value problem (i.e. differential equation of the system).
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Fig. 1 Arrangement of ECT
system where (1) sensing
region filled with water as
medium, (2) copper electrode
with measurement 1.0 mm ×
2.0 mm, (3) electrical
shielding using Pyrex glass
with thickness of 2.0 mm

2.1 Experimental Set-Up

The sensitivity map is obtained through several steps as follows:

2.1.1 Model Configuration

The geometric set up for the miniaturized ECT system simulation is done with
three parameters taken into consideration. Those three parameters involved the elec-
trode sensor configuration, the sensing region as well as the electrical shielding.
The arrangement of the electrode needs to be symmetrical in order to make sure
that the projection path, not overlap, hence causes stray capacitance to occur, with
one another and it must fall within the sensing region. The geometric and materi-
als arrangement is chosen based on its application which is for cell monitoring in
bioassay application, as depicted in Fig. 1.

2.1.2 Physics Interface

As the ECT system involves changes in the dielectric property of a material as well
as the electrical field distribution, hence the suitable physics for this simulation is
Electrostatic (es). The electrostatic interface in COMSOL Multiphysics involves
the concept of electrostatic energy, where it can be arranged in conditions such
as boundary and domain that is useful when computing electrostatic forces and
capacitance values.
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Table 1 Relative permittivity
of material

Material Relative permittivity (εr)

Air 1.0006

Water 80.1

Pyrex glass 4.3

The simulation is done by means of the electrode pair, where an electrode is
excited, acts as the transmitter (Tx) while the grounded electrode, serves as the
receiver (Rx). Hence, boundary setting is used in setting up the terminal for both the
transmitter (Tx) and receiver (Rx). The voltage injected to each Tx boundary is fixed
to 20 V where the process is repeated sequentially for every electrode pair. Domain
setting, on the other hand, is used in order to assign the material relative permittivity
as shown in Table 1.

2.1.3 Meshing and Run Simulation

Themeshing process followed after the physics interface is set-up.Meshing is impor-
tant in every Finite Element Analysis (FEA) as it helps to divide the computational
problem into several nodes, representing partial differential equation (PDE) in order
to solve them (refer Fig. 2). The size of the mesh element is set to fine meshing as
when the mesh is denser, the computation becomes more detailed and decisive [16].
The electrostatic interface chosen is used to numerically solve the PDE governing the
sensing region by calculating the electrical potential distribution with the condition
of known relative permittivity distribution.

Fig. 2 Fine meshing in
COMSOL Multiphysic
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The simulation is repeated by changing the arrangement of Tx and Rx of each
electrode pair, to obtain individual projection path until it can produce one scan. For
example, electrode 1 is chosen as the voltage sources hence the arrangement is in
pair such as 1–2,1–3 and 1–4 until it reaches the 1–8 to complete 1 one scan. Next,
electrode 2 is chosen where the process is repeated the same as stated earlier.

2.2 Post-processing Data

Based on the simulation result, the electrical potential data for each projection is
exported in grid form in sizes of 64 × 64. Following the concept of a pixel in image
processing, the data is imported in Matlab and rearrange in order to form an image
of the sensitivity map as shown in the result section.

3 Results and Discussion

The sensitivity map generation is done through simulation by using software COM-
SOL Multiphysics. Image reconstruction for the sensitivity map is prepared by
exporting the data of electrical potential using 64× 64 resolution where the exported
data is arranged in coordinate form. The data is normalized and imported insideMat-
lab where the normalize electrical potential data is plotted based on their coordinate
as shown in Fig. 3.

Based on the result obtained, the projection path in the sensitivity map simulation
in clearly defined compared to the one in the reconstructed image. By comparing
all the result, the projection path for electrode air 1–2 is clearly defined for both
the simulation and reconstructed image. This is because the grounded electrode 2
is located nearest to the excitation electrode 1, thus capturing stronger electrical
potential data. Compared to electrode pair 1–2, the simulation path for projection
1–3 and 1–7 mirrors one another and can still be seen in the reconstructed image,
albeit not too distinct because of the increase of distance between the electrode pair.
Lastly, the reconstructed sensitivity map for projection 1–4 and 1–5 are not clearly
defined with electrode pair 1–5 showing weaker projection path in reconstructed
image compare to the pairing 1–4. This is due to the distance between the electrode
pair, which is the furthest, that causes the soft field effect. The soft field effect refers to
the behavior in an ECT system where the further the region, the lesser the sensitivity.
Additionally, during the generation of sensitivity maps the soft field nature might
follow which in turn created the ‘soft field effect’ in the image reconstruction. As
the sensitivity of the sensitivity map is affected (i.e. reduced sensitivity) by ‘soft
field effect’, hence the location of the electrode needs to be considered because the
electric field strength decreases as the distance is further from the electrode.
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Projection Simulated projection beam Reconstructed Map
1-2

1-3

1-4

1-5

1-7

Fig. 3 Sensitivity map obtain from COMSOL simulation and Matlab reconstruction
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4 Conclusion

Based on the simulation and the image reconstructed, it clearly shows that the elec-
trode configuration plays a major part in determining the sensitivity map generation.
Sensitivity map can be generated by reconstructing the electrical potential data taken
from the simulation. It is proven that different position and distance between the
electrode pair will affect the projection path of the electrode pair. This is because
of the soft field effect where the farther the distance between the electrode pair, the
weaker the electrical potential distribution. Thus, the distance and size of electrode
need to be taken into consideration so that it will fall within the sensing region and
at the same time, reduce the soft field effect. Besides, even though the projection is
clearly shown in the simulation, further improvement still needs to be done in terms
of the chosen resolution in order to make the projection path of sensitivity map more
defined as the higher the resolution, the more detailed the image.
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Infrared Thermal Sensor for a Low Cost
and Non-invasive Detection of Skin
Cancer
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Abstract Skin cancer is in a rising trend over the years. Though there are of many
conventional approaches for skin cancer diagnosis, there is still a massive demand
for the device with features of low cost, compact, portable, less diagnosis time,
comfortable (no biopsy), high sensitivity and accuracy. The proposed system is the
implementationof infrared (IR) thermal sensor in a non-contactmannerwhichdetects
the temperature of the epidermal layer of skin,where the temperature of the skinvaries
for the subjects if they have cancer. The device receives the signal from the sensor
unit, and it is further processed to detect the various level of skin cancer. The system
process optimization was performed, and optimization factors were reported based
on the sensor operating distance to detect the values efficiently. From the analysis,
it was observed that there’s a 2.4 °C temperature difference for the thermometer
and infrared thermal sensor reading. Also, the thermometer reading was greater by
2.4 °C comparing to the sensor values. This is attributed to the emissivity nature of the
heated objects to the ambiance. This system can also be used as a wearable device by
alerting the subject of their condition. This system provides better monitoring with
high accuracy through non-invasive technique and early detection can be made to
prevent cancer deaths.
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1 Introduction

Skin cancer is a disease in which the abnormal growth of cell arises from the skin
surface. The malignant cells have the strength to invade and spread over the sur-
rounding tissues of the body. Skin cancer is mainly caused due to UV exposure in a
large amount on the human skin surface [1]. UV is a section of the electromagnetic
spectrum. It has the wavelength of 320–400 nm which is shorter than that of visible
light made it invisible to the naked eyes. UV radiation enters the atmosphere and
plays the vital role in situations like eye damage, premature skin aging, skin can-
cer, etc. UV radiation damages the DNA indirectly by producing a genetic mutation
which leads to the development of skin cancer [2]. Both the U.S. development of
health and human services and the World Health Organization have identified UV
as a proven human carcinogen [3]. The UV radiation which contains a shorter wave
is the primary cause of skin reddening, which in turn damages the superficial layer
of the skin commonly known as the epidermis [4]. Around 40% of people in the
world are affected by skin cancer and is rising [5]. Skin cancer also occurs due to
some genetic disorder such as congenital melanocyte nerve syndrome and usage of
immune-suppressive drugs increases the risk rate for skin cancer.

Screening and early detection of skin cancer can avoid death. It is important to
take a step to develop new technology [6] that is superior in both accuracy and patient
comfort. Visual differentiation remains a debatable one in the world [7]. Wearable
technologies were also developed for cancer detections [8]. Several techniques [9]
like spectroscopy, image processing, and optical method screening take more time,
involves complex systems and also the sensitivity of such a method proven some
negative result on the test reports [10–12]. Concerning all these into account, the
system of low cost, compact, portable, less diagnosis time, comfortable (no biopsy),
high sensitivity and accuracy are still of interest [10]. The evidence shows that disease
or deviation from normal functioning is accompanied by changes in the temperature
of the body, which again affect the temperature of the skin [13]. Thus, accurate data
on the human body temperature and skin can help in various disease diagnoses. The
proposed system is of simple and low cost which can detect the skin cancer in a
non-invasive manner using temperature variation analysis (TVA).

2 Device Design and Instrumentation

Generally, the temperature of skin cancer people is greater than that of normal human
body temperature due to the disintegration of normal healthy cells. In melanoma,
cancer cells arise from the moles of the skin which causes the inflammation and
provide an irregular shape to mole around the epidermal layer. The used method is a
non-contact localized detection and is considered to be advantageousmainly because
of blackbody radiation has almost 40% of its emitted IR-radiation power within this
particular spectral region corresponding to the temperature of the skin [14]. This
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makes it simpler for the detection of abnormalities in IR radiation from the skin in
the presence of skin cancer. Furthermore, at the employed detection wavelengths, IR
radiation suffers nearly no absorption from air gas molecules [15], which adds to the
merits.

The proposed system is shown in Fig. 1 consists of a sensor unit (Mlx90614 IR
thermal sensor), a processing unit (Atmega 328) and display unit consists of 16 ×
2 LCD. The IR Thermal Sensor consists of in-built thermopile detector chip and
the signal conditioning ASSP unit. Mlx90614 thermal sensor has a high medical
accuracy of 0.5 °C and resolution of 0.02 °C. It is small in size and easy to integrate

Fig. 1 a Stages of skin cancer. Reproduced from Ref. [10] published by The Royal Society of
Chemistry; b block diagram of the proposed system
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with the microcontroller. The processor unit consists of an Arduino board. It is an
8-bit AVR RISC based microcontroller combines with 32 KB ISP flash memory
with read-while-write capabilities, 1 KB EEPROM. The device operates between
5 volts. The sensor unit picks up the temperature from the subject and converts
it to the electrical signal by the combination of the integrated circuit (thermopile
and signal conditioning ASSP). These electrical signals are fed into the system for
processing and it compares the obtained temperature range with the threshold value
which has been programmed in Arduino IDE. The difference in temperature rise
between normal spot to cancer spot is used as a factor for skin cancer diagnosis. The
processed data will be displayed in the Liquid crystal displaying unit. From Fig. 2,
it can be seen that the temperature distribution of the body is almost symmetrical in
most cases. If the diagnosing spot is in the symmetrical regions of the body, then the
localized measurement is performed at both the symmetrical regions along with the
surrounding regions. For instance, if the diagnosis spot is on the left bicep, then the
measurement was also performed at the same right bicep, to measure the temperature
difference effectively. If the diagnosing spot is in the non-symmetrical regions of the
body, then only the surrounding neighbor regions are measured for the difference. In
order not to get misinterpreted with the surface inflammation or other injuries, the

Fig. 2 The body maps show regions whose activation increased (warm colors) or decreased (cool
colors) when feeling each emotion. The color bar indicates the t-statistic range. Reproduced from
Ref. [16] under CC license
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temperature needs to be monitored over a prolonged period of 2 weeks, this helps in
arriving at an efficient diagnosis protocol.

3 Device Characterization and Feasibility Study

In the experiment analysis, the skin temperature of various bodypartswas considered.
We mainly focused on the body parts which are exposed to UV radiations. UV rays
exposed areas in the human body are hand, head, torso, and feet. The various disease
conditions which visually appear like malignant melanoma were also considered. In
order to show the temperature variation for different diseases and their persistence
of temperature for a period of two weeks these considerations were made. Different
body parts possess different skin temperature based on the morphological behavior
of the melanocytic characteristic of the skin regions. Also, the emissivity factor of
different creatures in nature varies. The overall average of skin emissivity is 0.971+
or −0.005(SD) [17]. Chickenpox is the condition in which the blisters appear like
melanomawhich lies in the temperature rangeof 39 °C [18] and for benignmelanoma,
the temperature is around 40 °C [19]. But in-case of malignant melanoma, the skin
temperature at the particular site of the tumor is found to be greater than around
45 °C [20].

To check the ability of non-contact IR thermal sensor, comparison of contact
sensor (thermometer) and non-contact Infrared thermal sensor experiments were
made, in which ten objects and subjects are involved in the measurement of both
surface temperature and skin temperature. Thermometer reading has been measured
in contact with the surface of both heated various stainless steel (SS) objects and
subject, whereas infrared thermal sensor has been performed in a non-contactmanner
keeping the sensor at a constant phase, in which the subject and object measurement
was done by varying the distance between sensor.

3.1 Comparative Measurement of Object Temperature

We conducted experimental analysis on the 10 objects by varying the distance in case
of the infrared thermal sensor while keeping contact with the object in case of the
thermometer. Objects were kept at the distance of 5, 10, 15 and 20 cmwith respect to
the sensor and measurements were performed. Reason for making the distance up to
20 cm is that above 20 cm the temperature reading reaches the ambient temperature.
So, the distance of 20 cm is the cut-off distance for the IR thermal sensor. Later
the procedure was followed for each and every object by varying the distance at a
constant time period. While keeping the sensor in a non-contact manner, only the
stable values are considered. Finally, mean of the temperature obtained from IR
thermal sensor were calculated at the ambient temperature of 30 °C at the constant
time period and the graph was plotted between mean temperature obtained from IR
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thermal sensor and thermometer. These measurements were made with the help of
heated SS objects.

3.2 Non-invasive Measurement of Skin Temperature

Wemade themeasurement on the skin temperature of the subject using the IR thermal
sensor by varying the distance of the subjects from the sensor unit and themean value
of the temperature of the subject was recorded. Taking hand as a reference, for ten
subjects the temperature measurement was performed by varying the distance from
5 to 20 cm at a constant ambient temperature and time period respectively.

4 Results

The results of the comparative measurement of object temperature and measurement
of skin temperature are reported in the following sections.

4.1 Comparative Measurement of Object Temperature

The graphical representation of the conducted experiment is shown in Fig. 3a, b.
As the sensor distance increases, the reading drops. It can also be seen that there
is a 2.4 °C temperature difference for the thermometer and infrared thermal sensor
reading. Also, the thermometer reading is greater by 2.4 °C comparing to the sensor
values. Notably, there was a drastic temperature difference between the objects while
varying the distance between the IR thermal sensor and the objects; this is due to the
emissivity nature of the heated objects to the ambiance.

4.2 Non-invasive Measurement of Skin Temperature

The graphical representation of the conducted experiment is shown in Fig. 3c. It was
observed that the skin temperature of the subjects is found to be less than 45 °C, in
case if the skin temperature exceeds above 45 °C, implies a change in the metabolic
activity that causes the irregular chemical reaction or poor acid-base balance. Taking
temperature as a parameter, from the obtained result we can determine the skin cancer
and its related disorder. It was noted that there is a temperature difference between
the objects and humans; it was due to the emissivity factor. From the experiment
conducted, it can be suggested that the sensor can be placed closer in order to get
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Fig. 3 a Represents the temperature of objects at various distances; b represents the accuracy
level of infrared thermal sensor over thermometer; c represents the measurement of temperature
on human hand (10 subjects); d represents the skin temperature of various body parts of subjects
which are exposed to sun majorly

a precise reading. As the distance between the sensor and the subject increases, the
reading decreases.

5 Discussion

Various body parts have different skin temperature which ranges from 25 to 34 °C for
the fixed ambient temperature. The graphical representation of the skin temperature
of body parts is shown in Fig. 3d. The temperature distribution on the body regions
varies due to the irregular metabolic activity results in variation in the standard tem-
perature. Body regions which are engaged in damaging of DNA results in increases
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in temperature. In order not to mistake with chickenpox or other similar kinds of
blisters, the experiment of skin temperature analysis should be followed-up for over
two week. The condition of the skin temperature gradually decreases with respect
to the recovery time, except for benign and malignant melanoma the skin tempera-
ture remains constant throughout the period. It clearly indicates the skin temperature
of malignant melanoma is equal to or greater than 45 °C because of continuous
metastatic changes whereas for other conditions the temperature will not be constant
for an extended period. From the second opinion of a dermatologist and from the
various studies the temperature of the benign and malignant tumor was found to be
between 40 and 45 °C. Overall the diagnosing setup cost is very low and is an entirely
non-contact process. Further, the experiments can be made on skin cancer subjects to
detect skin cancer and its related disorder by considering skin temperature variation
as a parameter.

6 Conclusion

The automation screening device for skin cancer diagnosis has been proposed in a
portable design with high accuracy using the IR thermal sensor. IR thermal sensor
enjoys its feature of non-contact, harmless and medical resolution of 0.5 °C. Due to
the promising features of IR thermal sensor, the distribution of skin temperature can
be determined in a short period of time less than 2 s. The IR thermal sensor evidently
proved the detection of skin temperature more accurately in a harmless manner. Skin
temperature is one of the parameters to detect the skin cancer that occurs due to
the changes in the morphological behavior of the skin region. Early detection of
skin cancer can reduce the mortality rate and thus the life of many people can be
saved. However, diagnosis with unaided eye results in the misinterpretation of data.
The proposed system can be used in the urban areas where the routine pathologist
is unavailable and the subject themselves can diagnosis their health status with an
autonomous system. Screening of early diagnosis of skin cancer can prevent from
unnecessary biopsy, thus it also helps the pathologist to provide the proper treatment
for the cancerous person. The proposed system is robust and user-friendly due to its
simplicity. By this system, the subject can have preliminary knowledge about the
level of cancer on their own. It also acts as the wearable alert system for the subject
to undergo treatment at the appropriate time.
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T-Way Strategy for Sequence Input
Interaction Test Case Generation
Adopting Fish Swarm Algorithm
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Abstract In Combinatorial Input Interaction (CII) based system, the increasing
number of input event causes the increasing number of test cases. Since twenty
years many useful T-way strategies have been developed to reduce test case size.
In order to reduce test cases several T-way sequence input interaction strategies are
explored, such as, BeeAlgorithm(BA), Kuhn encoding (K), ASPwith Clasp, CPwith
Sugar, Erdem (ER) exact encoding, Tarui (TA) Method, U, UR, D and DR, Brain
(BR). However, none of them claim that for all test configuration the produced test
cases are best. The reason is that the T-way sequence input interaction is NP-Hard
problem. In this research, Fish Swarm algorithm is proposed to adapt with T-way
sequence input interaction test strategy. The proposed system is compared with the
other renowned search-based T-way strategies. The result shows that the proposed
system is able to generate feasible and optimal results.

Keywords Software testing · Combinatorial input interaction testing · Sequence
input interaction · T-way testing · Fish swarm

1 Introduction

Inadequate software testing may cause blunders. A number of software failures had
found in the past histories which led to embarrassment, massive financial losses,
injuries and even death. One of them was in 1962, the mission control destroyed the
rocket after 293 s of lift off which costs around $18.5 million. The reason was just
missing a single superscript bar in the program code [1], which was not properly
tested. Another was in 1978, the Hartford coliseum collapsed, which costs around
$70 million and added $20 million damage to the local economy. The reason was
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Fig. 1 Framework of
sequence input interaction
[2]

Input:{A, B, C, D} Output(s)

Software System

the coliseum was designed incorrectly using CAD software (i.e., the software design
was not properly performed). Therefore, it is very crucial to have adequate software
testing.

In combinatorial input interaction testing (CIIT), test cases are selected based
on some combinatorial fashion. The way is that sample of input parameters are
combined in a systematic way. It is a class of test case selection where combination
and permutation on sets of parameters are emphasized. The combinatorial input
interaction can be segregated into sequence-less input interaction and sequence input
interaction. This research focuses on sequence input interaction testing. Figure 1
shows framework of sequence input interaction system where input actions are in
permuted form [2].

Mathematically the Sequence Input Interaction (SII) is shown as SCA (N; t, E),
where SCA indicates Sequence Covering Array (SCA), N is the number of final test
cases, t indicates strength, and E is the number of Input Events [2]. The sequence
input interaction problem is illustrated from the following example.

Figure 2 shows six tasks activities of Real-Time operating system kernel (RTK)
[3]. The tasks are as follows:Current, Ready, Blocked, Suspended, Timed andDelay-
ing states. In the task running state or current state, after kernel initialization at least
one task need to execute. Internal idle task run automatically if there is no application
task is ready to execute. In ready state, all task are ready to run in priority basis. Task
interruption is allow to execute the prioritized task(s). In suspend state, tasks are in
pause mode for the execution of higher priority task. Kernel can make the suspended
task(s) in ready/current state. In blocked state, tasks are blocked by interrupt signal
and waiting for an event.

In delaying state, suspended tasks are executed automatically by the timer interrupt
handler of RTK. In timed state, the task are kept into the ready state either the

Fig. 2 Real time kernel task
states transition diagram [3]
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occurrence of event found or time-out constraint expires. In this paper the six task
states indicate as {e0, e1, e2, e3, e4, e5} and considered as six events.

To satisfy the whole system in Fig. 2, 6! or 720 test cases need to test. Which
is called exhaustive input test sequence. The number of test cases from exhaustive
test case can be reduced using T-way sequence strategy to satisfy whole system
configuration.

For demonstration of T-way SII problem, SCA (N; 3, 6) configuration is taken
as a sample test configuration. In SCA (N; 3, 6), the 3 and 6 indicate the strength
and number of test sequence input events respectively. In this demonstration, the six
inputs are considered as {e0, e1, e2, e3, e4, e5} and the exhaustive test cases is. 6! or
720 for testing sequence events, which is not practically feasible where the number of
input event is higher. Table 1 shows the generated 3-way 120 sequence tuple. Using
T-way strategy the 120 3-way tuples are covered by 10 test cases shown in Table 2.

Several researches are published on test case generation for sequence input inter-
action using T-way strategy. BA [4], adopted the Bee search algorithm for T-way
input sequence testing to generate test cases. Kuhn encoding (K) [5] detect the fault
earlier and developed SCA to address testing problems using combinatorial methods
to provide efficient testing. In ASP with Clasp [6] and CP with Sugar [6], research,
the consideration of problem is to fond optimal sequence covering arrays byASP and
Control Programming (CP). TwoASPSAT (satisfiable) solvers (Sugar andClasp) are
used both are complicated method to generate test suite. Erdem (ER) exact encoding
[7], authors design a new SCA, use two Answer Set Programming (ASP) meth-
ods, such as, exact encoding and greedy encoding. Both encoding are sophisticated
method to generate test suite. TA [8], author construct a new SCA and shows a sim-
ple and explicit construction of covering array associated with the upper bound and
lower bound. U [9], UR [9], D [9], DR [9] uses a probability function to test all the
t-subsequences coverage by the generated test cases. Here Upper and Down bound
is considered for the probability functions. For BR [10], authors use Answer Set Pro-
gramming (ASP) embed with new way generated Sequence Covering Array (SCA).
Authors in [11] presents a unified strategy based on a meta-heuristic algorithm called
elitist flower pollination algorithm (eFPA), which is updated version of FPA [11].

Researchers are adopting different types of searching algorithms on sequence
input interaction (using T-way strategy) to get minimum number of test cases. How-
ever, no one can claim that their strategy for sequence input interaction able to produce
optimum number of test cases for all test configurations. Therefore, it is found that
the T-way strategy for sequence input interaction is a NP-hard problem [12–15, 17,
18]. So, there is a wide scope for the researcher to embed any search method and
produce feasible and competitive number of test case. This paper adopt fish swarm
searching algorithm with T-way test strategy for sequence input interaction and pro-
duce test cases for different test configurations. The generated test cases sizes for
different test configurations are compared with the existing T-way sequence input
interacted strategies.
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Table 1 3-way tuples generated from Fig. 2

No Tuples No Tuples No Tuples No Tuples

1 [e0, e1, e2] 31 [e2, e5, e3] 61 [e0, e4, e1] 91 [e3, e0, e4]

2 [e0, e1, e3] 32 [e4, e5, e3] 62 [e2, e4, e1] 92 [e3, e0, e5]

3 [e0, e1, e4] 33 [e5, e3, e4] 63 [e3, e4, e1] 93 [e1, e4, e0]

4 [e0, e1, e5] 34 [e5, e4, e3] 64 [e4, e1, e5] 94 [e2, e4, e0]

5 [e0, e2, e3] 35 [e0, e3, e2] 65 [e0, e5, e1] 95 [e3, e4, e0]

6 [e0, e2, e4] 36 [e1, e3, e2] 66 [e2, e5, e1] 96 [e4, e0, e5]

7 [e0, e2, e5] 37 [e3, e2, e4] 67 [e3, e5, e1] 97 [e1, e5, e0]

8 [e0, e3, e4] 38 [e3, e2, e5] 68 [e4, e5, e1] 98 [e2, e5, e0]

9 [e0, e3, e5] 39 [e0, e4, e2] 69 [e5, e1, e4] 99 [e3, e5, e0]

10 [e0, e4, e5] 40 [e1, e4, e2] 70 [e5, e4, e1] 100 [e4, e5, e0]

11 [e1, e2, e3] 41 [e3, e4, e2] 71 [e4, e1, e3] 101 [e5, e0, e4]

12 [e1, e2, e4] 42 [e4, e2, e5] 72 [e4, e3, e1] 102 [e5, e4, e0]

13 [e1, e2, e5] 43 [e0, e5, e2] 73 [e5, e1, e3] 103 [e4, e0, e3]

14 [e1, e3, e4] 44 [e1, e5, e2] 74 [e5, e3, e1] 104 [e4, e3, e0]

15 [e1, e3, e5] 45 [e3, e5, e2] 75 [e3, e1, e2] 105 [e5, e0, e3]

16 [e1, e4, e5] 46 [e4, e5, e2] 76 [e3, e2, e1] 106 [e5, e3, e0]

17 [e2, e3, e4] 47 [e5, e2, e4] 77 [e4, e1, e2] 107 [e3, e0, e2]

18 [e2, e3, e5] 48 [e5, e4, e2] 78 [e4, e2, e1] 108 [e3, e2, e0]

19 [e2, e4, e5] 49 [e4, e2, e3] 79 [e5, e1, e2] 109 [e4, e0, e2]

20 [e3, e4, e5] 50 [e4, e3, e2] 80 [e5, e2, e1] 110 [e4, e2, e0]

21 [e0, e5, e4] 51 [e5, e2, e3] 81 [e1, e0, e2] 111 [e5, e0, e2]

22 [e1, e5, e4] 52 [e5, e3, e2] 82 [e1, e0, e3] 112 [e5, e2, e0]

23 [e2, e5, e4] 53 [e0, e2, e1] 83 [e1, e0, e4] 113 [e2, e0, e1]

24 [e3, e5, e4] 54 [e2, e1, e3] 84 [e1, e0, e5] 114 [e2, e1, e0]

25 [e0, e4, e3] 55 [e2, e1, e4] 85 [e1, e2, e0] 115 [e3, e0, e1]

26 [e1, e4, e3] 56 [e2, e1, e5] 86 [e2, e0, e3] 116 [e3, e1, e0]

27 [e2, e4, e3] 57 [e0, e3, e1] 87 [e2, e0, e4] 117 [e4, e0, e1]

28 [e4, e3, e5] 58 [e2, e3, e1] 88 [e2, e0, e5] 118 [e4, e1, e0]

29 [e0, e5, e3] 59 [e3, e1, e4] 89 [e1, e3, e0] 119 [e5, e0, e1]

30 [e1, e5, e3] 60 [e3, e1, e5] 90 [e2, e3, e0] 120 [e5, e1, e0]

2 Proposed T-Way Strategy Adopting Fish Swarm
Algorithm

Fish swarm searching algorithm (FSSA) [16] is based on finding more food and
keeping the swarm according to its rules. In FSSA, the fishes move toward better
positions based on the hypothesis of better positions in the problem space contain
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Table 2 Test cases which
covered 120 T-way tuples in
the Table 1

No Test cases Covered T-way tuple

1 [e0, e1, e2, e3, e4, e5] 20

2 [e0, e5, e4, e3, e2, e1] 20

3 [e2, e1, e5, e4, e0, e3] 19

4 [e3, e4, e5, e1, e0, e2] 19

5 [e4, e1, e3, e2, e0, e5] 15

6 [e5, e2, e3, e0, e1, e4] 15

7 [e1, e0, e4, e5, e2, e3] 5

8 [e3, e2, e5, e4, e0, e1] 5

9 [e0, e2, e3, e1, e4, e5] 1

10 [e0, e2, e4, e5, e1, e3] 1

more food. The fish move toward these better positions without losing their integrity.
At first, the fish population is randomly distributed in the problem space with a
uniform distribution. Then these fishes follow some other fishes that find more food.
As a result, the follower fishes find food and also help each other in finding more
food. In FSSA, this behavior is simulated as, each fish i (Fi) choose one fish in a
better position randomly. Fish Fi, which resides at Xi, chooses fish Fj (f (Xj) < f (Xi))
in order to help it to find food. Using the Eq. (1) given below, these fishes try to
approach its position.

Y i,d = Xi,d +
((
X i,d − X i,d

) × rand(0, 2)
)

(1)

In Eq. (1), Xi,d is equal to the dth component of the position vector of fish Fi, and
rand (L, R) generates a random number with a uniform distribution in the range [L,
R]. Y vector is a buffer vector. The schematic of the movement of one fish toward a
better one is illustrated in Fig. 3.

Every fish is shown by a circle in Fig. 3. The bigger the circle, the fitter the fishwill
be. In this figure, the fish Fi considers fitter fish in its swarm and chooses one of them
randomly with a uniform distribution. The next position of this fish, if better, will
be a point on the 2D cubic feasible destination space. The center of this destination
space is the chosen fish (better) by choosing a random number in the range [0, 2].

In this research paper the fish swarm algorithm is adopted for test case genera-
tion on sequence interacted input based T-way strategy called TSFSSA. Concern-
ing the generation of sequenced interaction elements, every T-way combination of
events is covered at least once with respect to the particular order. For the given n
events (i.e. 1, 2 . . . n), the generate sequence interaction elements list based on the t-
combinations set. For each combination, all possible permutations of corresponding
events are added into L. For instance, for SCA (N; 3, 4), the all 3-way combina-
tions set is (i.e. {P1, P2, P3}, {P1, P2, P4}, {P1, P3, P4}, {P2, P3, P4}). Here, the
combination {P1, P2, and P3} has 3! or 6 permutations (such as, {P1, P2, P3}, {P1,
P3, P2}, {P2, P1, P3}, {P2, P3, P1}, {P3, P1, P2}, and {P3, P2, P1}). Like this
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Fig. 3 The movement of
fishes toward better food
place

the permutation of other three combinations produce 3! or 6 permutations in each.
Therefore, the total interaction elements are 3! +3! +3! +3! = 24.

For the proposed strategy (shown in Fig. 4), if the total number of generated T-
way tuples is known as well as the condition values, then (theoretically) optimal test
configuration can be found. The optimum number of test cases in a test suite is found
by taking the first test case (pivot). Then a search is performed by jumping on the
left and right side of this test case within a range. The optimum number of test cases
will always be an integer value.

All of the elements (test case) are checked and according to some conditions, the
jump size is decremented or incremented by 1. This algorithm also checks that all
the nodes in the T-way tuples are covered or not. If the condition value (d) is equal
to 0, it indicates that all of the nodes in T-way tuples are not covered. It indicates
that the generated test cases are not correct. On the other hand, all of the nodes
in T-way tuples are considered covered, when the condition value is greater than
zero. It indicates that the generated test cases are correct. The first test case always
can cover the maximum number of tuples (as the d value is highest). The algorithm
search on left and right from the initial test case (pivot) decided by a condition.
The condition is, if two different test cases can cover the same maximum number of
tuples (d), the algorithmwill take the closest one from the initial test case. The search
process is repeated until the maximum number of improvements has been satisfied.
Then, the proposed algorithm adds the best test case in the final test suite. The
covered interaction elements are also removed from the interaction list. After that,
the interaction elements list is checked, once all interaction elements are covered (i.e.,
the interaction list is empty), the iteration stops. Otherwise, the iteration continued.
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Test case generator: Pivot (selected test candidate), Jump (jump left and right, can be initialized 
1 to n) as input and the final test cases are the output.

1. Mark pivot as test candidate and store pivot into Final test case vector. 
2. While all T-way tuple are not blocked do
3.     Set test candidate into Pivot 
4. Find the covered T-way tuples and block them
5.        Initialize Pivot using test candidate by jumping to the Left  
6.        If Left Pivot is empty then move to check Right Pivot
7.         Initialize Covered Tuple and Tuple Index as zero
8.         Select the Left track
9.              Initialize Test Candidate in the left 
10.             Extract the Test Candidate 
11.             Find the covered tuple and keep track the tuple Index
12.             Left --; 
13.       Select the Right track
14.              In initialize Test Candidate in the Right 
15.              Extract the test candidate 
16.  Find the covered tuple and keep track the tuple Index
17.              Right ++;
18.       Select the most tuple covered by the Test Candidate.
19.       Block the tuples based on index
20.       Select the test candidate as base pivot.
21.      Go to Step 2

Fig. 4 Pseudo code for T-way sequence input interaction using fish swarm searching algorithm

3 Results and Discussion

In this research, to generate experimental results the Intel (R) Core (TM) i7-3770
CPU@ 3.40 GHz—3.40 GHz, 4 GB of RAM, Windows 10 professional, and 64-bit
operating systembased platform is used. The c++.Compiler (version 17.12) language
is used to implement the algorithm.

Tables 3, 4 and 5 show the generated test case size from the TSFSSA strategy and
comparison with existing T-way sequence input test strategies. Al experiment results
are segregated into three phases.

Experiment 1 Comparison with existing strategies for SCA (N; t, e); where, t = 3
and e varied from 4 to 9.

Experiment 2 Comparison with existing strategies for SCA (N; t, e); where, t = 4
and e varied from 5 to 9.

Experiment 3 Comparison with existing strategies for SCA (N; t, e); where, t = 5
and t = 6, with e varied from 6 to 8.
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3.1 Comparison Results of TSFSSA Based on Experiment 1

Table 3 shows the benchmark of TSFSSA strategy with existing strategies for the
3-way test configuration with the number of events 4, 5, 6, 7, 8, and 9. Table 3
shows that, for test configuration 1, TSFSSA able to generate optimal number of
test cases compared to U [6], UR [6], DR [6] and TA [8]. For test configuration 2,
TSFFSA generates lower number of test cases compared with U [6], UR [6] and
DR [6]. Compared with BA [4], K [5], U [6], UR [6], DR [6], and FPA [11] for
the test configuration 3, TSFSSA generating lower number of test cases. For the test
configuration 4, TSFSSA generates better result than BA [4], K [5], U [6], UR [6], D
[6}, DR [6], TA [10], FPA [11] and eFPA [11]. For the test configuration 5 TSFSSA
generates better result than U [6], UR [6]. For the test configuration 6, TSFSSA
generates better result than BA [4], K [5], U [6], and UR [6].

3.2 Comparison Results of TSFSSA Based on Experiment 2

Table 4, shows comparison of TSFSSA with the existing strategies for the strength
4 and the number of events 5, 6, 7, 8 and 9. For the test configuration 1, TSFSSA
generates optimal number of test case. For the test configuration 2, TSFSSAgenerates
better result from K [5], U [6], and UR [6]. For the test configuration 3, TSFSSA
generates better result than BA [4], K [5], U [6], UR [6], FPA [11] and eFPA [11].
Besides that, for the test configuration 4, TSFSSA generates better result than BA
[4], K [5], U [6], UR [6], D [6], FPA [11] and eFPA [11]. For the test configuration
5, TSFSSA generates better result than BA [4], K [5], U [6], UR [6], and FPA [11].

3.3 Comparison Results of TSFSSA Based on Experiment 3

Table 5, shows comparison of TSFSSA with the existing strategies for the strength
of 5 and 6 events. For the strength 5, three test configurations (for 6, 7, 8 and 9
events) are taken as sample and for the strength 6, two test configurations (for 7, 8
events) are taken as sample. Results show that for the test configurations 1, 2, 3, 5,
and 6 TSFSSA generates lowest number of test cases. For the test configuration 4,
TSFSSA generates better result from BA [4], U [6], UR [6], D [6], FPA [11] and
eFPA [11].

From the above results and discussion, it can be noted that, TSFSSA is compatible
to generate feasible number of test cases.
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4 Conclusion and Future Work

In this research the design and development of a T-way strategy using fish swam
algorithm is successfully completed. The developed strategy is compared with the
other renowned strategies for sequence input interaction. It is found that the developed
strategy TSFSSA is compatible and efficient (for some test configuration) compare
with other strategies. Besides that the results show that the TSFSSA able to produce
feasible results. In this research the time to get the output is not taken as a crucial
part; however, the lower number of test case is main concern. The higher the number
of sequence input interaction, slower the test case generation algorithm because of
the adopted searching algorithms. From the literature it is found that the heuristic
searches are producing better result than the non-heuristic algorithms. This research
can be extended for sequence less input interaction. Besides that different types
of searching algorithms can be adopted to check the efficiency on the test case
generation.
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Abstract Recent development in a new imaging modality called Magnetic Particle
Imaging (MPI) technique has attracted much interests from researchers where it is
expected to provide a higher spatial and temporal resolutions of images. The MPI
technique works by utilizing an AC field to modulate the magnetic response from
magnetic nanoparticles and a gradient DC field to localize the magnetic nanoparti-
cles, where the characteristics of AC and DC fields affect the performance of MPI
technique. The purpose of this study is to develop compact DC and AC drive coils
as a preliminary step towards implementation in a small volume MPI system. The
AC drive coil is designed based on a Helmholtz-coil configuration and resonated
at a frequency to lower its circuit impedance. The gradient DC field is realized by
combination of permanent magnets and a DC coil to shift a Flux Free Line (FFL)
vertically. A 3rd-order Butterworth low-pass filter is implemented in the DC drive
coil circuit to protect its DC current source from high-frequency field induction.
The AC drive coil is able to be resonated at the designed frequency of 8 kHz and
fairly good horizontal and vertical gradient DC fields are obtained. The DC drive
coil is able to shift the FFL vertically at 0.33 mm/A and further improvement can
be expected in the coil design for future implementation in the small volume MPI
system.

Keywords Coil · Resonance · Low pass filter · Magnetic particle imaging

1 Introduction

In vivo imaging system is an important tool in the medical field because it assists
in providing accurate diagnosis and treatment process of diseases. It works as a
tool to reveal the internal structure of a body by creating visual representation so
that abnormalities occurred in the body tissues can be identified. There are several
imagingmethods used in themedical field such asX-ray radiography,MRI (Magnetic
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Resonance Imaging), PET and CT scan systems. Magnetic particle imaging (MPI)
is a newly developed in vivo tomographic imaging modality that can provide a high
sensitivity of spatial and temporal resolutions of imaging. It was first proposed by
Gleich and Weizenecker in 2005 [1] and since then, development of MPI systems
has shown a rapid progress through various theoretical studies, experiments and
hardware implementations [2–13]. MPI technique takes advantage of the non-linear
magnetization behaviour of superparamagnetic iron oxide (SPIO) nanoparticles used
as tracer to detect the spatial and temporal distributionwithin a biological body. SPIO
nanoparticle has been used as a contrast agent in magnetic resonance imaging (MRI)
technique and is proven as the best tracer material for imaging purposes since they
are non-toxic material and have a relatively high saturation magnetization in which
can improve the signal-to-noise ratio of an image [14].

In brief, MPI technique works by applying gradient DC and AC magnetic fields
to SPIO nanoparticle which is located inside a body [1, 4, 5, 11, 15–22]. The mag-
netization of the SPIO nanoparticle due to the applied magnetic fields will produce a
secondary magnetic field consists of harmonics which will be detected by detection
coils or sensors. At the location where the gradient DCmagnetic field becomes zero,
i.e., location of Field Free Point (FFP) or Field Free Line (FFL), the amplitude of the
harmonics in the oscillating secondary magnetic field will become maximum. When
the gradient magnetic field is non-zero, this will saturate the magnetization of SPIO
nanoparticle, hence, suppressing the generated harmonics. By moving the FFL or
FFP through the volume of the body, spatial distribution of SPIO nanoparticles can
be mapped and localized. The surface of SPIO nanoparticle can be functionalized so
that it can bind to detect biological entities such as cancerous tissues, antigens etc.
[23] The accumulation of SPIO nanoparticle such as around cancerous tissues can
be mapped by an MPI scanner.

This study focuses on developing gradient DC and AC drive coils based on the
MPI concept where the AC field is used to modulate the magnetic responses of
SPIO nanoparticles at harmonic frequencies, and the gradient DC field is applied to
localize the SPIO nanoparticles at FFP or FFL. In order to achieve a high sensitivity
MPI scanner using inductive coils, a high intensity of AC magnetic field should be
applied at high frequency. The use of a high intensity of AC magnetic field will
improve the harmonics generation owing to the nonlinear magnetization response
of SPIO nanoparticle. Furthermore, a high homogeneity of the AC magnetic field is
also required in order to avoid fading effect in the spatial resolution and. Besides that,
a high gradient DC selection field is also needed to saturate the magnetic particle
and suppress the generation of harmonics in order to generate Field Free Line (FFL).
For these purposes, compact DC and AC drive coils are developed and placed to
apply excitation fields to a volume of 3 × 3 × 3 cm. The AC drive coil is developed
based a Helmholtz coil con to achieve a high homogeneity of 3-mT magnetic field.
A resonant circuit is implemented in the design of the AC drive coil to reduce its
impedance at a high excitation frequency. A 100-Watt audio amplifier is used as an
AC current supply for the AC drive coil. For the gradient DC field, a DC drive coil
is fabricated around three 100-mT magnets. The polarity of the magnets is arranged
so that they can produce a high gradient DC selection field around 3 T/m. The DC
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drive coil is powered by a bi-polar DC current supply from −6 to 6 A. It should be
noted that the induction effect of high frequency AC magnetic field will develop AC
voltage at DC coil and may damage DC current supply. To provide a protection for
the DC current supply, a passive 3rd-order Butterworth filter is designed to shunt the
AC voltage induction at the DC coil.

2 Methodology

2.1 Development of AC Drive Coil

The AC drive coil is configured to be a Helmholtz coil where it consists of two
identical circular coils that are aligned symmetrically on a same axis. The AC drive
coil is modelled using a 3-D software and is shown in Fig. (1). In order to achieve a
sufficiently high magnetic field strength, the radius of those two circular coils is set
to be 30 mm. The homogeneity of the magnetic field around the center region of the
Helmholtz coil can be maintained at a high value more than 90% by separating those
two coils by distance of 30 mm which is same as their radius [24]. The two circular
coils are connected in series which means each coil carries an equal electric current
with the same direction. The coils are fabricated from a Litz wire with 60 strands

Fig. 1 AC drive coil based
on the Helmholtz coil
configuration. The radius
and spacing between the two
identical coils are set to be
30 mm
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of 0.1 mm copper wires. The resistance and inductance value for the fabricated AC
drive coil are measured to be 1.14 � and 0.5176 mH, respectively, using an LCR
meter (GW INSTEK LCR-816) at 1 V and 1 kHz. The number of turns n that is
required to produce 3-mT AC excitation field B at a distance of h from the coil is
estimated as follows:

B = nμ0 Iρ2an

2
(
ρ2 + h2

)3/2 , (1)

where μ0, I, ρ, h and an are vacuum magnetic permeability, current, radius of the
coil, distance from the center of the coil to the measuring point, and the unit vector
of the coil axis. From the Eq. (1), the required number of turns for each coil can be
calculated to be 60 turns to produce a magnetic flux density of 3 mT at the center of
the Helmholtz coil, i.e., h = 1.5 cm.

2.2 Resonant Circuit for AC Drive Coil

The narrowband resonance technique based on series LC circuit is implemented
in the AC drive coil circuitry as shown in Fig. (2). The resonant circuit works by
lowering the impedance of the AC drive coil circuit by cancelling the reactance of the
circuit using a series-connected capacitor at a specific frequency. At the resonance
frequency, the inductive reactance and capacitive reactance are equal in magnitude
but opposite in direction, causing electrical energy to oscillate between the magnetic
field of the inductor and the electrical field of the capacitor. By minimizing the
impedance at the resonance frequency, a higher amount of electrical current can
be driven through the AC drive coil to produce a higher magnetic field intensity.
The impedance characteristic will act like a narrowband filter of the AC drive coil,
in which a ‘pure’ single frequency excitation can be produced [24–26]. This will
benefit the MPI scanner where the detected harmonics will less be interfered by the
excitation field. The ac drive coil is designed to resonate at f r = 8 kHz where the

Fig. 2 AC drive coil circuit
using resonance technique
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required capacitance value C can be determined using Eq. (2),

fr = 1

2π
√
LC

, (2)

where L is the inductance of the AC drive coil. The required capacitance value is
determined to be 0.7647 µF.

2.3 DC Excitation Unit and Passive Butterworth Filter

The gradient DC field with an FFL is formed by using a polarity combination of
three 100-mT Neodymium magnets. The magnets are arranged in 2 layers where
the FFL is generated along at the gap of the surface magnets. This can be shown in
Fig. (3) where the polarity of the magnets is arranged to be same at the interlayer of
the magnets. To shift the FFL vertically, the DC drive coil is wound around the lower
layer magnet. By manipulating the intensity and direction of the current supplied to
the DC drive coil, the FFL can be shifted vertically. However, compared to the AC
drive coil, the number of turns for the designed DC coil should be higher to achieve
high gradient DC selection field. Due to the constraint of space, the DC drive coil is
set to be 50 turns and the DC current is increased in order to achieve a higher DC
field.

Passive Butterworth low pass filter is a type of low-pass filter designed to have
a frequency response as flat as possible in the passband. In this study, the filter is
designed to protect the DC current supply from being damaged by the AC induction
of the high frequency ACmagnetic field. The Butterworth filter is connected in series
between the DC current supply and the DC drive coil. The cut-off frequency of the
designed filter should be as low as possible in order to shunt the AC induction. The
designing process of the filter is simulated based on 3rd-order Butterworth filter using
LC circuit shown in Fig. (4).

Fig. 3 Arrangement of
magnets and DC drive coil
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Fig. 4 3rd-order Butterworth low pass filter and DC drive coil

Since the purpose of the filter is to shunt the AC induction of the high frequency
AC magnetic field, a pure DC filter is required. The cut-off frequency for the filter is
designed to be 1 Hz. Since the cut-off frequency is low, a larger value of capacitors
and inductors is needed. For this purpose, three 20 µF capacitors are connected
in parallel. From that, the value of inductor is simulated to get the desired cut-off
frequency and its frequency response. From the simulated result, the inductance value
for each of the inductor is set to be 500 mH.

2.4 Experimental Setup

Figure (5) shows the circuit connection to determine the actual resonant frequency
of the AC drive coil. A lock-in amplifier used to measure the intensity and phase of
the voltage and current flowing through the AC drive coil. The current amplifier is
used for generating current from the signal from a function generator. In order to
measure the current flowing through theAC drive coil, a 1-k� resistor is connected in
series and the voltage across it is measured. The voltage across the AC drive coil and

Fig. 5 Diagram of the AC drive coil to determine resonant frequency
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Fig. 6 Image of the
connection of AC and DC
drive coils
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1-k� resistor is measured from 3 to 100 kHz. From Ohm’s law, the current flowing
through the AC drive coil can be calculated from the measured voltage across the
1-k� resistor. Consequently, the value of the impedance for the AC drive coil can be
calculated from the current and the voltage across it. The image of the experimental
setup can be shown in Fig. (6).

3 Result and Discussions

3.1 Resonance Frequency of AC Excitation Coil

Figure (7) shows the impedance characteristic of the AC drive coil circuit. The coil
impedance decreased as the frequency was continuously increased from 3 Hz and
after 8 kHz, the impedance started to increase. The resonance frequency could be
determined when the impedance reached a minimum point. During this resonant fre-
quency, the flowing current through the AC coil would bemaximum, hence reflecting
the minimum impedance value of the circuit [24, 25]. The resonance frequency was

Fig. 7 Impedance of the AC
drive coil from 3 to 100 kHz
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found to be 7.9 kHz which was close to the designed value of 8 kHz. At this resonant
frequency, the impedance of the AC drive coil circuit was calculated to be 3.3328 �,
whichwas 2 times bigger compared to the valuemeasured at 1 kHz. This was thought
due to the increase of AC resistance of the Litz wire [25].

3.2 Field Free Line and DC Excitation Field

Figure (8) shows the DC magnetic field measured using a Teslameter probe when
the vertical distance from the surface layer of magnets to the Teslameter probe was
varied. From the vertical gradient characteristic, the FFL where the gradient became
zero can be estimated around the distance of 0.3 cm.At 0mm, themeasuredmagnetic
field was−57mTwhile at 30mm themagnetic field was 2.4mT. The polarity change
showed the gradient DC characteristic illustrated in Fig. (3). The obtained vertical
distance of FFL was within the designed range, which is from 3 to 4 mm from the
surface layer of magnets.

Figure (9) shows the distribution of DC magnetic field with respect to horizontal
distance from the FFL measured using the Teslameter probe. As the horizontal dis-
tance from the gap of the magnets was increased, the DC magnetic field increased
and forming peaks. After peaking of the DC magnetic field, the DC magnetic field
started to decrease as the probe was moved further away from the region that con-
tained magnets. This proved that the generated FFL existed only at the gap of the
surface layer of the magnets. The obtained gradient magnetic field produced by the
magnets between −1 and 0 cm was calculated to be 4 T/m.

Figure (10) shows the DC magnetic field generated by the DC drive coil when it
was supplied by different intensity of DC current. The generated DC field increased
linearly when the intensity of the DC current was increased. By inducing the DC
current from −6 to 6 A to the DC drive coil, the FFL could be shifted within a
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range from −2 to 2 mm. This proved that the FFL can be shifted vertically without
utilizing mechanical movement. Although the shift range was small due to the small
number of turns, the magnitude of shifting range was possible to be improved by
using a superior design of the DC coil with a higher number of turns and DC current
intensity.

Figure (11) shows the gain characteristic of the fabricated Butterworth low pass
filter with respect to frequency. The cut-off frequency could be estimated to be
around 2 Hz, which was close to the designed value of 1 Hz. The AC induction of
high frequency AC magnetic field could be shunted since the frequency of the AC
magnetic field was 7.9 kHz. The gain of the produced filter was able to be maintained
at close value of 1 within the pass band region.
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Fig. 11 Gain characteristic
of the Butterworth low pass
filter
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4 Conclusion

DC and AC drive coils were developed for a small volume MPI application purpose.
The resonant technique was implemented in order to achieve a high excitation of AC
field using the Helmholtz coil configuration. The AC drive coil with its resonance
circuit was able to resonate at 7.9 kHz. The FFL was configured by using a combi-
nations of magnet layers and DC drive coil. By using the DC coil with the present
of magnets, a high gradient DC field could be achieved. The Butterworth low pass
filter with a cut-off frequency of 2 Hz was designed and implemented in the DC
drive coil circuit. From the experimental results, the FFL could be shifted vertically
using the DC drive coil with using any mechanical movement. The preliminary work
of designing drive coils in this study could be expected to provide a basis for the
development of compact MPI scanner and there are rooms for further improvements.
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Abstract The original Simulated Kalman Filter (SKF) is an optimizer that employs
synchronous update mechanism. The agents in SKF update their solutions after all
fitness calculations, prediction process, and measurement process are completed. An
alternative to synchronous update is asynchronous update. In asynchronous update,
only one agent does fitness calculation, prediction, measurement, and estimation
processes at one time. Recent study found that the original SKF is subjected to
premature convergence. Thus, synchronous and asynchronous mechanisms are com-
bined in SKF to address the premature convergence problem in SKF. At first, the SKF
starts with synchronous update. If no improved solution is found, the SKF changes its
updatemechanism. The decision to switch from synchronous to asynchronous or vice
versa is made based on the information of the population. In this paper, population’s
diversity is used as switching indicator. Using the CEC2014 benchmark test suite,
experimental results indicate that the proposed diversity-based adaptive switching
synchronous-asynchronous SKF outperforms the original SKF significantly.

Keywords Simulated kalman filter · Synchronous · Asynchronous

1 Introduction

Kalman filtering has been used as a population-based optimizer [1]. In 2015, another
metaheuristic algorithm called simulated Kalman filter (SKF) has been proposed
for numerical optimization problems [2–5]. It was introduced as population-based

N. A. Ab. Aziz · N. H. A. Aziz
Multimedia University, Melaka, Malaysia

B. Muhammad (B) · Z. Ibrahim
Universiti Malaysia Pahang, Pahang, Malaysia
e-mail: badaruddin@ump.edu.my

M. Mubin · N. Mokhtar
University of Malaya, Kuala Lumpur, Malaysia

M. S. Mohamad
Universiti Malaysia Kelantan, Kelantan, Malaysia

© Springer Nature Singapore Pte Ltd. 2020
A. N. Kasruddin Nasir et al. (eds.), InECCE2019, Lecture Notes in Electrical
Engineering 632, https://doi.org/10.1007/978-981-15-2317-5_11

113

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-2317-5_11&domain=pdf
mailto:badaruddin@ump.edu.my
https://doi.org/10.1007/978-981-15-2317-5_11


114 N. A. Ab. Aziz et al.

metaheuristics, where the search for optimal solution is conducted by a group of
agents. The agents of SKFwork likeKalmanfilters,where they go throughprediction,
measurement, and estimation process in every iteration. The measurement in SKF is
a simulated measurement which is obtained using mathematical equation.

Many studies on SKF can be found in literature. For example, the SKF has been
studied fundamentally [6, 7]. The SKF also has been extended for binary optimiza-
tion problems [8] and combinatorial optimization problems [9–11]. Hybridization of
SKF with particle swarm optimization (PSO), gravitational search algorithm (GSA),
and opposition-based learning [12–17] have also been proposed for better perfor-
mance. Other variants called parameter-less SKF and randomized SKF algorithms
were proposed in [18, 19]. The SKF has also been applied for real world problems
like the adaptive beamforming in wireless cellular communication [20–23], airport
gate allocation problem [24, 25], feature selection of EEG signal [26, 27], system
identification [28, 29], image processing [30, 31], assembly sequence planning [32],
controller tuning [33], and PCB drill path optimization [34, 35].

In optimization, adaptive optimization algorithms change their optimization
mechanism [36] or parameters [37] or both the parameters and the search mech-
anism [38] according to the condition of the search. Parameter setting greatly affects
the performance of an optimizer and this setting can change with time. The usage of
adaptive parameters ensures the best parameter setting is used in each situation. The
adaptive mechanism on the other hand allows the agents’ search behavior to change
according to their current state, for example from exploration to exploitation. These
metrics could be used in adaptive works: fitness of the search agents, the agent’s
distribution or diversity, and the period of the search.

As a population-based metaheuristic algorithm, the SKF’s agents conduct the
search for optimal solution through information sharing. The evaluation of the can-
didate solutions found by SKF agents and the Kalman filter’s procedure of predict,
measure and estimate are done iteratively. How the agents move from evaluation
to the Kalman procedure, either as a group or individually is determined by the
iteration strategy. The group-oriented iteration strategy is known as synchronous
update while the individual-oriented iteration strategy is known as asynchronous
update. However, a recent study found that the original SKF suffers from premature
convergence and the performance of the SKF could be improved if the premature
convergence problem in SKF is properly addressed [39]. Hence, a switching between
synchronous and asynchronous updates is introduced in SKF. Diversity is used as the
switching indicator. Thus, the switching can be done adaptively. The performance of
diversity-based adaptive switching synchronous-asynchronous SKF (DASSA-SKF)
is compared with the original SKF using CEC2014 benchmark function, where it is
found that statistically DASSA-SKF is better than the original SKF.
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2 The Simulated Kalman Filter

The SKF algorithm follows the algorithm shown in Fig. 1. One iteration consists of
fitness evaluation, update the best solution, predict, measure, and estimate.

Using n agents, a set of solution can be denoted as X(t) = {X1(t), X2(t), …,
Xn(t)}, where t is the iteration number. The SKF starts with random initialization of
solutions. In each iteration, the fitness of the agents’ are evaluated. Then, the agent
with the best fitness value is identified as the best solution of the current population,
Xbest(t). Next, the best Xbest(t) from the first iteration is selected as Xtrue.

During the prediction phase, the current predicted state, Xi(t|t + 1), is assumed
to be the estimated value;

X i (t |t + 1) = X i (t) (1)

Fig. 1 The flowchart of the
simulated Kalman filter
optimizer
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The error covariant is also updated as follows;

P(t |t + 1) = P(t) + Q (2)

where P(t) and P(t|t + 1) denote the current error covariant estimate and current
transition error covariant estimate, respectively. Note that the error covariant estimate
is influenced by the process noise, Q.

In SKF, measurements are simulated using an agent’s prediction and Xtrue. The
dimensional wise calculation of measured value for each dimension of agent ith is
calculated as follows;

Zi (t) = X i (t |t + 1) + sin(2πri (t) × δ1) (3)

δ1 = |X i (t |t + 1) − X true| (4)

where ri(t) is a random value within the range of [0,1]. The estimation phase follows
the measurement phase and the estimated next value is updated using (5);

X i (t + 1) = X i (t |t + 1) + K (t) × δ2 (5)

δ2 = (Zi (t) − X i (t |t + 1)) (6)

where K(t) is the Kalman gain, which is calculated as follows;

K (t) = P(t |t + 1)/(P(t |t + 1) + R) (7)

where R is the measurement noise. Then, the current error covariant estimate is
updated in estimation phase using (8);

P(t + 1) = (1 − K (t)) × P(t |t + 1) (8)

These steps continue until at the end of the number of fitness evaluation.

3 The Proposed Diversity-Based Adaptive
Synchronous-Asynchronous Switching SKF
(DASAS-SKF)

The flowchart of the DASAS-SKF is shown in Fig. 2. The synchronous and asyn-
chronous SKF are indicated at the left and right sides, respectively. A switching
strategy is proposed in this paper that alternates between the synchronous update
and asynchronous update. The decision to switch is made adaptively based on the
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Fig. 2 The flowchart of the DASAS-SKF

population’s diversity. The calculation of diversity starts with the computation of the
mean position using (9) for each dimension.

x̄ d = 1

N

N∑

i=1

xdi (9)

where xdi is the agent ith position in dimension dth and N is the number of agents.
Next, the diversity of agents’ position with respect to the mean position for every
dimension is calculated as follows.

D̄ = 1

N

N∑

i=1

∣∣xdi − x̄ di
∣∣ (10)

Finally, the population’s position diversity is calculated as follows.

D = 1

D

D∑

d=1

D̄ (11)
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where D represents the dimension size of the problem.
Also, a counter, δ, is important in DASAS-SKF. Initially, δ = 0. If the population’s

diversity is found to be static, D(t + 1)/D(t) = 1, then the δ is incremented. A
population’s iteration strategy is switched if the indicator is found to be static for �

number of fitness evaluation, or δ ≥ �. The� is a threshold value in DASAS-SKF or
a stagnant indicator to indicate that the population might trapped within local optima
and the agents had prematurely converged. Note that � is written in percentage of
the total number of iterations. As the iteration strategy switches from synchronous
to asynchronous and vice versa, the δ is reset or δ = 0. The DASAS-SKF stops after
maximum number of fitness evaluation (FES).

4 Experiment Result and Discussion

Performance evaluation was implemented based on the CEC2014 benchmark test
suite for single-objective optimization [40]. This test suite consists of 30 functions
which can be grouped into unimodal functions, simple multimodal functions, hybrid
functions, and composition functions.

In this study, the parameter setting used for the experiments are as the following.
The population size, N = 100, the dimension size, D = 30, the maximum function
evaluation, FES = 10,000 × D, and the number of independent run, T = 30. Fol-
lowing the original SKF setting parameter [2], P(0) = 1000, Q = 0.5, and R = 0.5.
Also, the SKF starts with synchronous update. Different � values, � = {5%, 10%,
15%, 20%, 25%, 30%, 35%, 40%, 45%, 50%, 55%, 60%, 65%, 70%, 75%, 80%,
85%, 90%, 95%} were also considered in experiments.

The average fitness error values are tabulated in Tables 1, 2, 3, 4 and 5. This error
values indicate how close the fitness values obtained with reference to the fitness
values of the solutions. The error value is written in bold if it is smaller than the SKF.

The Wilcoxon signed rank test is a pairwise non-parametric statistical analysis
procedure. According to [41], for comparison of metaheuristics algorithms, non-
parametric tests are more appropriate compare to parametric tests. Often, the data
from experiments involving metaheuristics algorithms do not meet the conditions
for validity of parametric test. Therefore, non-parametric tests are more suitable.
The Wilcoxon signed ranks test identifies if significant difference exists between
two algorithms being compared. A small value of significant level shows bigger
difference between the two algorithms being analysed.

The statistical values of Wilcoxon signed rank test are shown in Table 5. Only R+

and R− are shown in this table. With the level of significance at least 10%, if the R
+ < 152 and R + < R−, the improvement is significant. Hence, the test shows that,
absolutely, the proposed DASAS-SKF is significantly better than the original SKF.
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Table 1 The mean error values of SKF versus DASAS-SKF (� = 5 − 20%)

Function SKF DASAS-SKF
� = 5%

DASAS-SKF
� = 10%

DASAS-SKF
� = 15%

DASAS-SKF
� = 20%

1 4.860E+05 2.290E+05 2.320E+05 2.880E+05 3.660E+05

2 2.450E+08 1.050E+04 5.130E+04 9.180E+05 2.890E+06

3 1.841E+04 4.840E+03 6.184E+03 8.074E+03 8.952E+03

4 3.646E+01 1.659E+01 1.476E+01 1.729E+01 3.535E+01

5 2.002E+01 2.000E+01 2.000E+01 2.000E+01 2.000E+01

6 2.195E+01 1.667E+01 1.574E+01 1.583E+01 1.532E+01

7 1.635E−01 1.986E−01 2.558E−01 9.148E−02 1.163E−01

8 5.878E+00 3.768E−01 1.891E+00 2.004E+00 2.694E+00

9 9.087E+01 6.978E+01 7.190E+01 7.798E+01 6.598E+01

10 2.263E+02 2.648E+01 6.735E+01 1.085E+02 1.397E+02

11 2.640E+03 2.439E+03 2.481E+03 2.596E+03 2.677E+03

12 3.592E−01 2.043E−01 1.851E−01 1.899E−01 1.811E−01

13 4.443E−01 3.580E−01 3.426E−01 3.375E−01 3.506E−01

14 2.593E−01 2.372E−01 2.311E−01 2.271E−01 2.343E−01

15 2.192E+01 1.730E+01 1.768E+01 1.586E+01 1.538E+01

16 1.060E+01 1.022E+01 1.041E+01 1.017E+01 1.046E+01

17 1.050E+05 1.030E+05 1.300E+05 1.380E+05 1.130E+05

18 1.150E+07 1.682E+03 1.619E+03 2.129E+03 5.347E+03

19 2.050E+01 1.578E+01 1.203E+01 1.467E+01 1.261E+01

20 2.984E+04 6.680E+03 9.934E+03 1.095E+04 1.443E+04

21 2.610E+05 1.320E+05 1.870E+05 1.540E+05 2.310E+05

22 6.217E+02 4.797E+02 5.259E+02 4.914E+02 5.236E+02

23 3.181E+02 3.158E+02 3.160E+02 3.163E+02 3.162E+02

24 2.310E+02 2.268E+02 2.277E+02 2.283E+02 2.290E+02

25 2.151E+02 2.141E+02 2.144E+02 2.144E+02 2.143E+02

26 1.204E+02 1.004E+02 1.071E+02 1.071E+02 1.137E+02

27 5.985E+02 5.559E+02 5.795E+02 5.083E+02 5.715E+02

28 1.574E+03 1.767E+03 1.631E+03 1.587E+03 1.389E+03

29 2.477E+03 1.061E+03 9.765E+02 9.054E+02 1.084E+03

30 5.438E+03 2.531E+03 2.897E+03 2.847E+03 3.005E+03
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Table 2 The mean error values of SKF versus DASAS-SKF (� = 25% − 45%)

Function DASAS-SKF
� = 25%

DASAS-SKF
� = 30%

DASAS-SKF
� = 35%

DASAS-SKF
� = 40%

DASAS-SKF
� = 45%

1 2.630E+05 2.950E+05 4.250E+05 2.940E+05 2.870E+05

2 2.330E+06 7.110E+06 2.100E+06 2.290E+06 3.580E+06

3 1.077E+04 1.125E+04 1.205E+04 7.602E+03 8.323E+03

4 1.974E+01 1.570E+01 1.643E+01 2.838E+01 3.413E+01

5 2.000E+01 2.000E+01 2.000E+01 2.000E+01 2.001E+01

6 1.612E+01 1.621E+01 1.541E+01 1.572E+01 1.631E+01

7 1.240E−01 1.395E−01 1.135E−01 1.108E−01 1.821E−01

8 4.437E+00 4.129E+00 3.913E+00 4.732E+00 4.760E+00

9 7.529E+01 6.970E+01 7.038E+01 6.622E+01 6.736E+01

10 1.518E+02 1.426E+02 1.513E+02 1.725E+02 1.709E+02

11 2.622E+03 2.514E+03 2.540E+03 2.477E+03 2.595E+03

12 2.086E−01 2.214E−01 1.994E−01 2.023E−01 2.183E−01

13 3.869E−01 3.303E−01 3.680E−01 3.420E−01 3.502E−01

14 2.128E−01 2.333E−01 2.280E−01 2.221E−01 2.279E−01

15 1.365E+01 1.485E+01 1.472E+01 1.514E+01 1.764E+01

16 1.038E+01 1.062E+01 1.043E+01 1.051E+01 1.056E+01

17 1.440E+05 1.570E+05 1.470E+05 1.230E+05 1.370E+05

18 1.385E+04 2.530E+05 1.291E+04 1.035E+03 3.400E+05

19 1.392E+01 1.654E+01 1.433E+01 1.641E+01 1.110E+01

20 1.775E+04 1.723E+04 1.789E+04 1.751E+04 1.612E+04

21 1.710E+05 1.810E+05 2.110E+05 2.340E+05 1.790E+05

22 5.459E+02 5.152E+02 5.554E+02 5.043E+02 5.478E+02

23 3.160E+02 3.162E+02 3.162E+02 3.163E+02 3.162E+02

24 2.281E+02 2.299E+02 2.284E+02 2.286E+02 2.295E+02

25 2.142E+02 2.140E+02 2.146E+02 2.137E+02 2.143E+02

26 1.137E+02 1.104E+02 1.071E+02 1.137E+02 1.137E+02

27 5.870E+02 6.066E+02 5.851E+02 5.735E+02 6.043E+02

28 1.662E+03 1.651E+03 1.571E+03 1.670E+03 1.599E+03

29 1.012E+03 8.810E+02 1.055E+03 1.046E+03 9.940E+02

30 2.864E+03 2.974E+03 3.273E+03 3.079E+03 3.796E+03
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Table 3 The mean error values of DASAS-SKF (� = 50% − 70%)

Function DASAS-SKF
� = 50%

DASAS-SKF
� = 55%

DASAS-SKF
� = 60%

DASAS-SKF
� = 65%

DASAS-SKF
� = 70%

1 3.090E+05 2.090E+05 5.380E+05 2.960E+05 4.120E+05

2 1.530E+07 6.070E+06 2.720E+07 6.100E+06 4.060E+06

3 1.119E+04 9.143E+03 1.121E+04 1.092E+04 9.508E+03

4 2.383E+01 2.064E+01 3.315E+01 2.823E+01 3.763E+01

5 2.001E+01 2.001E+01 2.000E+01 2.001E+01 2.001E+01

6 1.536E+01 1.577E+01 1.559E+01 1.590E+01 1.547E+01

7 3.513E−01 1.918E−01 1.460E−01 1.884E−01 1.272E−01

8 7.125E+00 6.286E+00 5.899E+00 5.096E+00 6.348E+00

9 7.831E+01 7.247E+01 7.422E+01 6.868E+01 7.150E+01

10 1.768E+02 1.486E+02 1.707E+02 1.586E+02 2.528E+02

11 2.703E+03 2.553E+03 2.621E+03 2.601E+03 2.479E+03

12 2.021E−01 2.301E−01 2.573E−01 2.359E−01 2.089E−01

13 3.467E−01 3.518E−01 3.708E−01 3.747E−01 3.477E−01

14 2.220E−01 2.309E−01 2.176E−01 2.278E−01 2.421E−01

15 1.430E+01 1.396E+01 1.262E+01 1.657E+01 1.654E+01

16 1.058E+01 1.059E+01 1.040E+01 1.047E+01 1.056E+01

17 1.160E+05 1.280E+05 1.660E+05 1.710E+05 1.640E+05

18 1.470E+05 2.850E+05 3.460E+05 4.300E+05 8.740E+05

19 1.416E+01 9.915E+00 1.140E+01 1.614E+01 1.479E+01

20 2.200E+04 2.373E+04 2.304E+04 2.109E+04 2.548E+04

21 2.480E+05 1.710E+05 2.280E+05 2.140E+05 2.560E+05

22 5.228E+02 5.433E+02 4.798E+02 5.553E+02 6.023E+02

23 3.163E+02 3.165E+02 3.166E+02 3.169E+02 3.162E+02

24 2.280E+02 2.285E+02 2.295E+02 2.286E+02 2.289E+02

25 2.143E+02 2.139E+02 2.144E+02 2.142E+02 2.150E+02

26 1.104E+02 1.104E+02 1.137E+02 1.171E+02 1.104E+02

27 5.871E+02 5.974E+02 5.902E+02 5.641E+02 5.253E+02

28 1.774E+03 1.639E+03 1.677E+03 1.808E+03 1.612E+03

29 1.221E+03 1.162E+03 1.144E+03 9.595E+02 1.437E+03

30 3.419E+03 3.219E+03 3.389E+03 2.969E+03 3.114E+03
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Table 4 The mean error values of DASAS-SKF (� = 75% − 95%)

Function DASAS-SKF
� = 75%

DASAS-SKF
� = 80%

DASAS-SKF
� = 85%

DASAS-SKF
� = 90%

DASAS-SKF
� = 95%

1 4.900E+05 5.550E+05 5.370E+05 1.070E+06 1.820E+06

2 2.340E+07 1.810E+07 3.290E+06 5.220E+06 2.670E+07

3 7.976E+03 1.065E+04 1.386E+04 8.319E+03 1.271E+04

4 3.422E+01 3.459E+01 3.555E+01 4.257E+01 7.854E+01

5 2.001E+01 2.001E+01 2.001E+01 2.001E+01 2.001E+01

6 1.559E+01 1.495E+01 1.615E+01 1.607E+01 1.580E+01

7 1.229E−01 1.638E−01 1.779E−01 1.288E−01 1.565E−01

8 6.158E+00 5.942E+00 5.654E+00 6.393E+00 5.564E+00

9 7.373E+01 7.423E+01 7.299E+01 7.446E+01 7.291E+01

10 1.896E+02 1.805E+02 2.180E+02 2.253E+02 1.708E+02

11 2.652E+03 2.408E+03 2.650E+03 2.377E+03 2.671E+03

12 2.501E−01 2.317E−01 2.147E−01 2.578E−01 2.346E−01

13 3.603E−01 3.421E−01 3.688E−01 3.284E−01 3.324E−01

14 2.261E−01 2.300E−01 2.331E−01 2.373E−01 2.207E−01

15 1.357E+01 1.282E+01 1.465E+01 1.641E+01 1.556E+01

16 1.053E+01 1.050E+01 1.064E+01 1.056E+01 1.065E+01

17 1.850E+05 2.510E+05 3.160E+05 4.250E+05 5.520E+05

18 1.950E+06 4.440E+06 1.660E+05 1.420E+06 2.340E+06

19 9.038E+00 1.576E+01 1.528E+01 1.502E+01 2.081E+01

20 2.271E+04 2.363E+04 2.458E+04 2.698E+04 2.219E+04

21 1.990E+05 2.500E+05 3.390E+05 4.510E+05 3.930E+05

22 5.996E+02 5.273E+02 5.209E+02 5.245E+02 5.354E+02

23 3.161E+02 3.163E+02 3.164E+02 3.160E+02 3.166E+02

24 2.297E+02 2.293E+02 2.294E+02 2.291E+02 2.290E+02

25 2.149E+02 2.140E+02 2.150E+02 2.142E+02 2.148E+02

26 1.170E+02 1.038E+02 1.170E+02 1.237E+02 1.171E+02

27 5.316E+02 5.447E+02 5.793E+02 5.805E+02 5.893E+02

28 1.682E+03 1.537E+03 1.804E+03 1.573E+03 1.615E+03

29 1.328E+03 9.383E+02 1.051E+03 1.026E+03 1.070E+03

30 3.141E+03 3.153E+03 3.144E+03 3.137E+03 3.892E+03
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Table 5 Statistical values of
Wilcoxon signed rank test

� (%) R+ R−
5 22 443

10 47 418

15 41 424

20 42 423

25 47 418

30 60 405

35 26 439

40 45 420

45 60 405

50 80 385

55 54 411

60 78 387

65 50 415

70 81 384

75 97 368

80 60 405

85 125 340

90 118 347

95 147 318

5 Conclusion

It is observed that more better solutions were found with � = {5%}. This indicates
that the DASAS-SKF benefited from higher number of switching. Anyway, this
paper proves that the SKF algorithm with adaptive switching between synchronous
and asynchronous updates is superior (by observing how close the fitness values
obtained with reference to the fitness values of the solutions) than the original SKF
for all values of stagnant indicator, �. Indirectly, the performance improvement
shows that the premature convergence in SKF can be addressed by the switching
between the synchronous and asynchronous updates.
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Combinatorial Test Suite Generation
Strategy Using Enhanced Sine Cosine
Algorithm
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Abstract Owing to its simplicity and having no control parameters, the Sine Cosine
Algorithm (SCA) has attracted much attention among researchers. Although useful,
the SCA algorithm adopts a linear magnitude update to determine its sine or cosine
position updates. In the actual searching process, the magnitude update is rarely lin-
ear. In fact, the magnitude update is also non-exponential and is highly dependent
on the problem domain and its search topology. For this reason, our work proposes a
combination of linear and exponential magnitude update for the search displacement.
In doing so, we adopt the combinatorial testing problem as our case study. Combina-
torial testing strategies generate test data which cover all required interactions among
parameter values of a system-under-test in order to explore interaction faults. Our
evaluation gives promising results on the improved performance over the original
SCA algorithm. As far as test data generation time is concerned, the enhanced SCA
outperformed all its counterparts, whereas its results in terms of test suite sizes are
comparable to other parameter free meta-heuristic algorithms.

Keywords Meta-heuristics · Sine cosine algorithm · T-way testing

1 Introduction

Optimization relates to the process of finding the most optimal solution (be it maxi-
mization or minimization of one or more variables) from a set of feasible solutions
[1]. Owing to combinatorial explosion problem, exhaustive search from all the fea-
sible solutions is infeasible given limitation in terms of resources and time. For this
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reason, many researchers have opted to get an approximate solution based on the
use of meta-heuristic algorithms. Much useful progress can be seen in the literature
in terms of the new development of meta-heuristic algorithms (i.e. parameterized
meta-heuristic versus parameter free meta-heuristic). In the case of parameterized
meta-heuristic algorithms (e.g. Particle Swarm Optimization (PSO) [2] requires the
setting for inertia weightw, and social parameters c1 and c2), there are predefined set
of control parameters that enable the balance control for exploration (i.e. roaming the
unexplored territory) and exploitation (i.e. exploiting the neighborhood knowledge
on the best and profitable region). Setting the right values for these parameters can
be a daunting task as improper setting can cause entrapment in local optima as well
unnecessarily long convergence. For parameter-less meta-heuristic algorithms (such
as Teaching Learning based Optimization (TLBO) [3], Jaya [4], etc.), there are no
real parameters to control exploration and exploitation (except only the population
size and maximum iteration). The downside of this approach is that exploration and
exploitation are performed in a predefined manner (e.g. one after the other in the case
of TLBO). As the nature of exploration and exploitation are inherently dynamic, their
preset division may guide the algorithm to reach to poor solutions.

In this paper, our work deals with a new parameter free meta-heuristic algorithm
called the Sine Cosine Algorithm (SCA) [5]. In the current form, the SCA algorithm
exploits the linear magnitude update of either its sine or cosine search operators.
In the actual searching process, the magnitude update is rarely linear. In fact, the
magnitude update is also non-exponential and is highly dependent on the problem
domain and its search topology. For this reason, our work proposes a combination of
linear and exponential magnitude update for the search displacement. In doing so,
we adopt the combinatorial testing problem as our case study.

The rest of the paper is organized as follows. Section 2 gives an overview of t-way
testing. Section 3 illustrates the related work. Section 4 highlights our enhanced SCA
algorithm. Finally, Sect. 5 elaborates on experimental results and conclusion.

2 Overview of T-Way Testing

Combinatorial testing relates to the process of generating a t-way test suite (where t
indicates the required interaction strength). In combinatorial testing, the combination
of every t-way interaction must be covered at least once in the final test suite [6].
To illustrate the basic of t-way testing, consider the following hypothetical ACME
Pizza Ordering System adopted from [7] (Fig. 1).

There are three parameters as follows:

• Pizza size parameter (P1) has two values {Large Pizza, Medium Pizza}
• Spicy parameter (P2) has two values {Spicy checked, Spicy unchecked}
• Extra cheese parameter (P3) has two values {Extra Cheese checked, Extra Cheese
unchecked}.
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Fig. 1 ACME pizza ordering system

For simplicity, let the corresponding values for each parameter be represented
as 0 and 1 respectively. Figure 2 demonstrates the exhaustive set (a), the pairs of
interaction (b) and the complete 2-way test suite (c). Remapping from each value as
0 and 1, one can reproduce the actual test suite. It should be noted that there are 50
percent reduction as far as the number of test cases is concerned. At t=3, the number
of test cases will slightly increase. In reality, the selection of interaction strength (t)
is based on the experience of the testers themselves.

Mathematically, covering array (CA)provides a convenientway for representing t-
way test suites. To be Specific, the covering array notation CA (N; t, k, v) represents
a combinatorial construct which is generated as N × K dimensional array based
on parameter values, and where each N × t sub-array combines ordered set of

(c) Final two-way test 

(b) All pairs of P1, P2 and P3

(a) Exhaustive testing

Fig. 2 ACME test suite at t = 2
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parameter values of size t at least once. CA (N; t, vk) is an alternate representation
of a covering array. For system-under-test with varying number of parameter values,
Mixed Covering Array (MCA) is introduced. The notation for MCA is MCA (N; t,
k, (v1, v2, … vk)) which can also be expressed as MCA (N; t, k, vk). Considering our
example in Fig. 2, we can represent our solution as CA (4; 2, 23).

3 Related Works

Generally, t-way test suite generation strategies are classified into two main
approaches: the algebraic and computational approaches [8].

Concerning the algebraic approach, the t-way test suite is constructed by adopting
lightweight computations [9]. Here, test cases are constructed without enumerating
interactions between parameter values. An algebraic approach can be based on two
different methods for test suite construction. The first method is based on mathe-
matical functions [10–12], whereas the second one employs a recursive process to
construct smaller test suites from larger test suites. On the negative note, the afore-
mentioned methods based on the algebraic approach can only construct test data for
small configurations.

Computational approaches employs greedy algorithms for test suite construction
[13]. Each iteration of construction process tries to cover maximum number of t-way
combinations. The construction process can either be one parameter at time (OPAT)
or one test at time (OTAT) [14]. OPAT strategies begin test suit construction for
the first two parameters or smallest t-combinations. Then it extends the test suite
horizontally by adding one parameter per iteration and continues this process until
the fulfilment of t-way criteria. Examples of such approach are IPO [15], IPOG [16],
IPOG-D [17], IPOF and IPAD2 [15].

OTAT strategies start generating one test case per iteration involved all the param-
eters that cover the maximum number of combinations. The iteration continues until
all the t-combinations are covered. Due to its efficiency, there aremany strategies that
adoptsOTAT techniques such asAETG [18], Jenny [19], TConfig [20], andWHITCH
[21]. Recently, many OTAT based strategies adopt meta-heuristic algorithms for
generating t-way test suite.

In the literature, many meta-heuristic algorithms have been used successfully for
generating t-way test suite such as Simulated Annealing (SA) [22], Genetic Algo-
rithm (GA) [18], Ant Colony Algorithm (ACA) [23], Particle Swarm Optimization
(PSO) [24], Harmony Search (HS) [25], Flower Pollination Algorithm (FPA) [26],
Cuckoo Search (CS) [27] and Bat Algorithm [28].

Recently, new strategies based on more than single meta-heuristic algorithms
have been proposed [7, 14, 29–31]. These new strategies attempt to improve the
search process for generating test suite by adopting hybridization methods such as
Hybrid-FPA [30], Tabu search Hyper-heuristic [29], Q-Learning Sine-Cosine [7],
and Fuzzy-TLBO [14].
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As far asmodifications related to the r1 parameter of SCA, two exponential factors
α and β have been introduced for addressing continuous optimization problems [32].
Both these factors have assigned different constant values in order to nonlinearly
decrease r1. In [33], the value of r1 is decreased only exponentially as it was found
more effective than other decreasing methods such as linear and parabola. In this
study, the value of r1 is decreased both exponentially and linearly which is found
more effective for addressing the test suite generation problem.

4 Original Sine Cosine Algorithm and Its Enhancement

The Sine Cosine Algorithm (SCA) is a new population-based meta-heuristic algo-
rithm [5] that exploits the sine and cosine function for its individual population’s
position vector updates. The position updates are based on:

Xt+1
i = Xt

i + r1 × sin(r2) + ∣
∣r3P

t
i − Xt

i

∣
∣, r4 < 0.5 (1)

Xt+1
i = Xt

i + r1 × cos(r2) × ∣
∣r3P

t
i − Xt

i

∣
∣, r4 ≥ 0.5 (2)

where Xt
i is the position of the current solution in the i-th dimension at the t-th

iteration, r1/r2/r3/r4 are random numbers between [0,1], Pt
i is position of the best

destination point in the i-th dimension, and | | indicates the absolute value. There
are four values that control the actual search of SCA namely r1, r2, r3, and r4.
Referring to Fig. 3, r1 dictates the radius of the search circle (i.e. displacement size).
In the original SCA, r1 is linearly updated based on the iteration using the following
equation:

Fig. 3 Sine cosine search representation [7]
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ri = M ×
(

1 − t

T

)

(3)

where t is the current iteration, T is the maximum number of iterations and M is a
constant. r2 defines how themovement should be either inward for exploitationmove
(i.e. when sine and cosine are negative) or outward for exploration move (i.e. when
sine and cosine are positive) as can be seen in Fig. 3. Next, r3 is the randomweightage
from the best position to affect the displacement from the current best. Finally, r4
serves as the probability switch between the sine and cosine search selection.

Going back to Eq. 3, the current updates of r1 is linear. In the actual searching
process, the magnitude changes of r1 cannot be necessarily fixed as linear owing to
the potential difference in the search topology. For this reason, we proposed to do
away with Eq. 3, and introduce it as a combination of exponential (Eq. 4) and linear
update (Eq. 5) as follows:

r1 = M × e(log(
minM
M )× t

T ), r4 < 0.5 (4)

ri = M ×
(

1 − t

T

)

, r4 ≥ 0.5 (5)

Thus, the pseudo code for the enhanced SCA algorithm can be seen in Fig. 4.
We maintain the use of r4 as probability switch between exponential or linear

update of r1. However, we introduce a constant value minimum M which indicates

Input: The population of solutions X = {X1, X2… XD} and the constant magnitude M
Output: The best solution Xbest

[1].Begin 
[2].Random initialization of population X = {X1, X2… XD}
[3].While (Not stopping criteria)
[4]. Initialize r1 using Eq. 4 or Eq. 5
[5]. For iter = 1 until iter <= M (max iteration) 
[6]. For population count =1 until the count <= population size
[7]. Evaluate each solution within X according to fitness function

[8].     Update the best solution obtain so far, t
iP =Xbest

[9]. Generate values for r2, r3, r4 within the interval [0,1] randomly 
[10]. Evaluate Eq. 1 or Eq. 2 for updating position of each solution within X
[11]. Evaluate Eq. 4 or Eq. 5 for updating r1 adaptively 
[12]. End For
[13]. End For
[14]. End While 
[15]. Obtain and display the best solution (Xbest)
[16]. End 

Fig. 4 Enhanced sine cosine algorithm pseudo code
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Fig. 5 The effect on r1 magnitude update

the most minimum possible displacement (�) required in the search process. We
analyze the effect of the modification on the value of r1 during the search process in
Fig. 5.Wecan see that using onlyEq. 3 yields a linear update (sparse dotted line)while
using only Eq. 4 yields an exponential update (close dotted line). A combination of
Eqs. 3 and 4 yield a more realistic update of r1.

5 Experimental Results and Conclusion

In order to evaluate its performance, we compare the performance of enhanced SCA
against other t-way strategies based on parameter free meta-heuristic algorithms
including original SCA [5], TLBO [3] and Jaya [4]. Performance evaluation criteria
encompass size (i.e., optimal test suite size) and time (i.e., test suite generation time).
Five CAs: CA1 = CA (N; 2, 313); CA2 = CA (N; 2, 105); CA3 = CA (N; 2, 1010);
CA4 = CA (N; 3, 36); CA5 = CA (N; 3, 66); CA6 = CA (N; 3, 106) and one MCA:
MCA7 =MCA (N; 3, 52 42 32) are selected to gauge the performance of the proposed
strategy against its counterparts. Experimental results are presented in Table 1; each
cell displays the minimum (i.e., best) test suite size and the average suite size for
each competing strategy. Best results obainted by each strategy are marked with
bold text. For each result reported here, all strategies are executed 20 times. This
ensures that the results meet statistical significance. Finally, population size and
number iterations are two common parameters of meta-heuristic algorithms. In this
study, population size and number of iterations are set to 40 and 100, respectively
for all the implemented meta-heuristic algorithms as well as the proposed algorithm.
The maximum value for constant M of SCA is set as the largest parameter for
each covering array. All the experiments are conducted on a Windows 10 desktop



134 K. Z. Zamli et al.

Ta
bl
e
1

C
om

pa
ri
so
n
w
ith

ot
he
r
pa
ra
m
et
er

fr
ee

m
et
a-
he
ur
is
tic

al
go

ri
th
m
s

C
A

T
L
B
O

Ja
ya

O
ri
gi
na
ls
in
e
co
si
ne

al
go
ri
th
m

E
nh
an
ce
d
si
ne

co
si
ne

al
go
ri
th
m

Si
ze

A
ve

tim
e
(s
)

Si
ze

A
ve

tim
e
(s
)

Si
ze

A
ve

tim
e
(s
)

Si
ze

A
ve

tim
e
(s
)

B
es
t

A
ve

B
es
t

A
ve

B
es
t

A
ve

B
es
t

A
ve

C
A
1

18
18
.8

70
.4
8

19
19
.2

31
.3
9

20
21
.8
0

16
.2
5

21
21
.8
0

16
.4
5

C
A
2

11
7

11
9.
5

78
.2
4

11
7

12
0.
7

90
.1
9

11
8

11
9.
30

22
.3
9

11
7

11
9.
0

21
.1
6

C
A
3

15
5

15
7.
20

11
6.
49

15
7

17
2.
05

86
.7
1

15
6

15
7.
35

77
.1
8

15
3

15
7.
10

71
.2
1

C
A
4

33
38
.8
5

43
.3
2

33
38
.9
0

12
.1
7

33
37
.7
5

13
.7
1

33
38
.2
0

13
.6
4

C
A
5

32
3

32
6.
70

16
5.
28

32
3

32
7.
40

95
.7
0

32
2

32
6.
20

88
.2
2

32
3

32
6.
15

84
.1
0

C
A
6

14
81

14
96
.5
0

99
9.
65

14
83

14
99
.2
5

77
7.
10

14
82

14
86
.8
0

78
0.
11

14
81

14
86
.2
0

77
9.
89

M
C
A
7

10
0

10
8.
8

86
.1
9

10
0

11
6.
3

10
5.
05

10
1

12
2.
40

27
.3
0

10
0

11
5.
30

24
.2
1



Combinatorial Test Suite Generation Strategy Using Enhanced … 135

computer with 2.81 GHz Core i7 CPU, 8 GB DDR3 RAM, and 512MB Flash HDD.
Moreover, Java is the implementation language for the all the strategies and their
related algorithms. The complete results can be seen in Table 1.

The complete results can be seen in Table 1. Three main observation can be high-
lighted here. Firstly, the performance of enhanced SCA outperforms its predecessor
in term of getting the most minimum test suite size. In fact, the performance of
enhanced SCA also outperforms Jaya and matches with that of TLBO (in terms of
getting the most number of cases with minimum test suite size). Secondly, in terms
of average test suite size, the enhanced SCA produces competitive results with other
algorithms as the delta difference between best test suite sizes is well within not more
than 15%. As far as average execution time is concerned, SCA and its enhancement
outperform TLBO and Jaya. This finding indicates that the computation of SCA is
lightweight (as all the implementation uses the same language implementation and
adopts the same data structure).

Summing up, our work has elaborated on the enhancement of the SCA. Then,
we have adopted the SCA into an optimization problem related to the t-way test
generation problem. Our results have been promising as we have demonstrated an
improved performance of the SCA against its predecessor. In fact, the enhanced SCA
also can match the performance of other parameter free algorithms like TLBO and
Jaya. As part of future work, we are also looking to adopt our enhanced SCA for
software module clustering problems as well as constraints software product line test
generation problem.
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Classification of Lubricant Oil
Geometrical Odor-Profile Using
Cased-Based Reasoning
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Mujahid Mohamad, Addie Irawan and Hadi Manap

Abstract The lubricant oil is one of the petroleum refinery product. The lubricant
oil usage is very important in order tomake sure the operation of vehicle engine at the
highest performance. In determining the lubricant oil adulteration level, there were
so many methods of classification using various instruments such as ICP-MS, AAS
and Dielectric Spectroscopy. E-nose is one of the significant instrument using odor
approach to classify the odor of the sample. The purpose of this study is to classify
the lubricant oil degradation level based on odor-pattern that extracted from the odor
data that collected using electronic nose. The lubricant oil sample consists of 4 levels
of lubricant oil adulteration level which are virgin lube oil, 3000, 7000 and 10,000 km
lubricant oil sample. Pre-processing techniquewas applied by implementing normal-
ization formulation in order to standardize the odor raw data. Normalized data very
beneficial in features extraction process, so that the significant odor-patterns can be
established. In this study, geometry average calculation method was applied in order
to establish the odor-profile for lubricant oil sample. The odor-pattern then were
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classified using case-based reasoning classifier. Based on the classification results,
it shows that the accuracy of the classification is 100% correct classification.

Keywords E-nose · Lubricant oil · Geometric mean · Odor-features · Case-based
reasoning

1 Introduction

Lubricant oil is one of the largest production of petroleum refinery and it is one of
the largest areas of research and innovation [1–4]. The analysis on lubricant oil is
very important to ensure the engine at the best performance level by protecting it
from the effects of heat, reducing friction between two moving parts and avoiding
the entry of contaminants [3]. There are many techniques used for lubricant oil anal-
ysis in order to monitor the quality of lubricant oil such as Dielectric Spectroscopy,
ICP-OES, AAS and ICP-MS [5–9]. However, user faced complexity on the experi-
mental procedure, high cost of installation and only authorized chemist can operate
these instruments [10]. Because of that, electronic nose was chosen as the alternative
way to determine and analyze the degradation level of lubricant oil samples based
on the geometrical odor-profile in order to overcome the limitations that occurred
in the existing method. The usage of e-nose in the automotive industry is a signif-
icant approach in order to control its quality and performance based on the degree
of aroma intensity and the level of lubricant oil adulteration identification [11, 12].
Thus, the classification of lubricant oil based on odor-profile using electronic nose
is very useful with the combination of geometric mean features extraction technique
and Case-based Reasoning classification algorithm in the e-nose system [13]. Case-
based Reasoning (CBR) is an approach to solve the problem by using the past cases
and experiences by obtaining the similarity percentages by comparing the current
case or unknown sample with the database of lubricant oil [14, 15]. CBR has its own
specialty by providing good classification solutions and suitable for a weak domain
field. Compared to other classification techniques, CBR does not have data splitting
ratio (training data and testing data) and reuses the previous solution or past expe-
rience in order to solve current problems by implementing 4 beneficial CBR cycle
which are retrieve, reuse, revise and retain [16–19]. This paper presents a signifi-
cant classification technique of lubricant oil adulteration level based on geometrical
odor-profile using e-nose instrument and Case-based Reasoning classifier.

2 Methodology

Figure 1 shows the overall flowchart for lubricant oil geometrical odor-profile
classification study using CBR.
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Fig. 1 Overall flowchart for
lubricant oil odor-profile
classification

The first stage of the studywas done by collecting the raw data of lubricant oil odor
using e-nose hardware. Next, data pre-processing and features extraction step was
performed by using normalization and geometric mean calculation technique respec-
tively in order to establish the lubricant oil odor-profile. Afterward, the odor-profile
were then classified using CBR classification technique. Lastly, the performance of
the classification result was evaluated.

2.1 Data Measurement

Figure 2 shows the experimental setup for odor raw data measurement using e-nose.
This instrument consists of a set of the chemical sensor array, odor chamber, e-nose
suction pump and microcontroller. 5 W/40 grade from semi-synthetic oil type was
used in this study as the sample. The samples consist of 4 different levels of oil
degradation based on vehicle journey mileage which are virgin oil (0 km) and 3 used
oil samples (3000, 7000 and 10,000 km).

The experiment started by placing a volume of 3 mL of lubricant oil sample into
the sample dish for odor data recording process. 3 mL of lubricant oil sample is

Fig. 2 Electronic nose experimental setup
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Table 1 Template table of lubricant oil odor raw data

Data measurement S1 S2 S3 S4

1 DM11 DM12 DM13 DM14

2 DM21 DM22 DM23 DM24

. . . . .

. . . . .

1000 DM10001 DM10002 DM10003 DM10004

sufficient and volatile for enough for odor data collection since the sample dish size
suitable for 3 mL volume sample. The suction pump that located inside the upper
part of e-nose sucks the odor into the e-nose chamber and the sensor array played its
role by taking the data reading of lubricant oil odor. The data were sent to computer
via USB cable for data monitoring and data storage purpose. 2 min were spent for
each experiment, so that 200 data measurements (DMs) were able to be collected
within this period of time. 5 repeated experiments were done for every sample so
that the data can be calculated by using geometric mean formulation. The raw data
collected will then be tabulated in Table 1.

2.2 Data Pre-Processing

The raw data then were normalized by using Eq. (1). The normalized value can be
obtained by dividing every row of the raw data with the highest value from its own
row. Thus, the value will be standardized in the range between zeros to one (0–1).
The normalized value is very useful for odor-profile extraction.

R′ = R

Rmax
(1)

2.3 Feature Extraction

From the normalized value, the features of each sample were extracted. The nor-
malized value then was calculated using the geometrical mean as shown in Eq. (2).
Then, the geo-mean normalized value was clustered into 40 cases. 10 cases represent
for each sample (0 km, 3000 km, 7000 km and 10,000 km) respectively. The cases
of each group were tabulated and stored into CBR memory as “stored cases” or the
“previous experiences” for the classification process.
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GM =
(

n∏
i=1

ai

) 1
n

(2)

2.4 Intelligent Classification

Case-based Reasoning (CBR) is one of the well-known classifier technique was used
in this study as classifier. 4 cycles of CBR which are retrieve, reuse, revise and retain
were used in order to perform the classification.

The cycle shown in Fig. 3 starts with the unknown lubricant oil that represents
the current case. The odor-profile from the unknown oil sample went through the
retrieval phase to retrieve the stored cases inside the stored case database. Since CBR
is learning from previous cases, the system compared the unknown odor-profile oil
samplewith the stored odor-profile of previous cases. If the unknown sample has high
similarity percentage with stored oil sample, the system will reuse the information
from stored case to give a decision or answer. This classification technique very
different than other classification technique (ANN, K-NN) because this technique
requires no data training.

In Eq. (3), T and S represent the target case and source case respectively, n is the
number of attribution for lubricant oil sample, i is the single attribution for each case,
f is the similarity function formulation for lubricant oil sample and w represents the
weight of each attribution.

Similari t y(T, S) =
∑n

i=1 f (TI , SI ) × wi∑n
i=1 wi

(3)

Fig. 3 CBR cycle for
lubricant oil classification

STORED CASE

STORED 
CASE

CBR DATA BASE

CASE X CASE X

DECISIONNEW CASE
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RETRIEVE

REUSE
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NO
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2.5 Performance Measure

Confusion matrix is one of the promising method used by various researcher in order
to measure the performance of classification for any intelligent classifier. Equa-
tion (4)–(7) was used in order to determine the overall accuracy (ACC), true positive
rate (TPR), true negative rate (TNR), and positive predictive value (PPV) for overall
lubricant oil sample classification process.

T PR = T P

T P + FN
(4)

T N R = T N

T N + FP
(5)

PPV = T P

T P + FP
(6)

ACC = T P + T N

P + N
(7)

True Positive Rate (TPR) also known as sensitivity of the classification was cal-
culated by dividing the true positive value of classification result with the summation
of true positive (TP) and false negative (FN) of the classification. The formulation
of sensitivity follows the Eq. (4) above. True Negative Rate (TNR) formulation can
be referred to Eq. (5) above. This is also known as specificity of the CBR classifi-
cation. It was calculated by dividing true negative (TN) with the summation of false
positive (FP) and true negative (TN). While, for Positive Predictive Value (PPV) or
precision of the classification, it was determined by dividing true positive (TP) with
the summation of true positive (FP) and false positive (FP). Last but not least, for
the accuracy (ACC) of the classification was calculated by dividing the summation
of true positive and true negative with total case (P+N).

P, N, TP, TN, FP and FN in this study focus on the result of CBR voting process.
For TP, let say that these cases were predicted ‘A’, then the actual result is also ‘A’.
Same concept also applied in TN which were that the cases were predicted ‘B’, then
the actual result is also ‘B’. For FP, the predicted result is ‘A’. However, the actual
result is ‘B’ and same goes to FN. The predicted results were ‘B’, but the actual
result is ‘A’. The accuracy measurement in this study is performed to measure the
performance of the CBR accuracy based on lubricant oil samples and how often
the correct classification occurs. By other hand, the measurement for sensitivity is
calculated the number of “yes” prediction when the case is truly “yes”. Next is
specificity is evaluated by calculating the total of “No” prediction when the case is
actually “No”.
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3 Result and Discussion

Figure 4 below shows the raw data measurement against sensor array for 4 lubricant
oil sample. 4 different lubricant oil samples consist of 0 km (virgin oil), 3000, 7000
and 10,000 km lubricant oil sample. Y-axis indicates the raw data measurement value
which is in resistance value while the X-axis indicates the sensor array. S1, S2, S3
and S4 represents sensor 1, sensor 2, sensor 3 and sensor 4 respectively that installed
in the e-nose.

The maximum sensor reading that recorded by e-nose for all samples is at sen-
sor S1 while S3 shows the minimum sensor reading for all oil samples. Raw odor
data containing 1000 × 4 data measurement for each sample. The total of data
measurement for all samples are 4000 × 4 data measurement.

3.1 Data Normalization and Odor-Pattern Establishment
Process

Previously, 4000× 4 data measurements were collected during the experiment based
on 4 lubricant oil samples. In order to perform pre-processing technique on the data,
normalization formulation was performed in order to standardize the data.

Figure 5 shows the normalized data for 0, 3000, 7000 and 10,000 km lubricant
oil sample. Y-axis indicates the normalized value while the X-axis indicates the
sensor array. S1, S2, S3 and S4 represents sensor 1, sensor 2, sensor 3 and sensor
4 respectively that installed in the e-nose. Normalization formulation technique was

Fig. 4 Raw data measurement for 0, 3000, 7000 and 10,000 km lubricant oil sample
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Fig. 5 Normalized data for 0, 3000, 7000 and 10,000 km lubricant oil sample

performed by dividing every value in every row of data measurements with the
maximum value from its own row. 4000 normalized data then were regrouped into
4 sample groups that represent 0, 3000, 7000 and 10,000 km lube oil. Next, 1000
normalized data per group were clustered into 10 cases.

Figure 6 shows the graph of normalized value against sensor array for 0, 3000,
7000 and 10,000 km lubricant oil sample using geometricmean. TheX-axis indicates
the sensor array and Y-axis portray the normalized value of the sensor resistance

Fig. 6 Graph of normalized value against sensor array for 0, 3000, 7000 and 10,000 km lubricant
oil sample
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response. In this graph, 4 lines were plotted that indicated as 4 sensors used in the
e-nose. In S2, S3 and S4, it shows the changes in the normalized value respectively
when the oil used is in different mileage. Thus, the lubricant oil odor volatility is
different when the mileage change. It shows that the degree of lubricant oil aroma
changes when the lubricant oil changes due to the movement of the engine So that,
the mileage of the lubricant oil influenced the changes of the degree of lubricant oil
odor. Table 3 shows the CBR case library for lubricant oil samples. The table consists
of 40 cases that represent 10 cases for every sample. First 10 cases (case_01 until
case_10) represents 0 km oil sample. For the next 10 cases (case_11 until case_20),
(case_21 until case_30) and (case_31 until case_40) represents 3000 km, 7000 km
and 10,000 km lubricant oil sample respectively. S1, S2, S3 and S4 are the sensors
installed in the e-nose. These cases will act as “stored cases” and will be included in
the CBR memory in order to perform the classification process.

Refer to the table above, the maximum normalized value entire column S1 that
shows the value of ‘1.0000’, while the lowest normalized value is in the whole S3
column for all cases which is showing the value in the range of 0.039904 to 0.121460.
Column S1 consists of the same value ‘1.0000’ because of the previous raw data were
divided with the highest value in each row. Since the highest value for each row in
every sample fell on S1, every row of the data measurement need to be divided with
the S1 value. Thus, when then the data measurement was normalized, it was resulting
value ‘1.0000’ in column S1 in Table 2 for every row of normalized data. The sensors
that set up in the e-nose have different sensitivity.

Table 3 shows the CBR similarity formulation. Attributes S1—S4 indicates as
the sensors used in the e-nose. The ‘source’ is the stored case or the database of
lubricant oil sample in CBR classification system. ‘Target’ is the current case or
case that need to be tested. The ‘similarity’ of two cases below is calculated using
Eq. (3) which is similarity formulation between 2 cases. Normalized weight was
calculated by dividing each weight with the total weight. The similarity calculation
for every sensor was added in order to obtain the similarity percentage between 2
cases. In order conduct the odor-profile classification, the expert of lubricant oil need
to determine the local weight for each attribution and the value of the weight can be
heuristically changed in order to get a better classification result.

3.2 CBR Performance Measure

Table 4 shows the confusion matrix for CBR voting results. For every sample,
k = 1, k = 2 and k = 3 were voted to be in their own group. The total case for
this study after 3 times of voting process for every case is 120 cases.

Each oil sample group consists of 30 cases. In confusion matrix table, there is
actual case and predicted case. Actual case is the real case of the sample. While for
predicted case, it comes from the CBR formulation and voting part, it shows that 30
cases for each sample were predicted to be in their group. Thus, total true positive
for each group is 30 and the total true positive for all samples is 120 (Table 5).
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Table 2 Odor-profile for 0, 3000, 7000 and 10,000 km lubricant oil sample

Sample Case ID S1 S2 S3 S4

0 km Case 1 1.000 0.136153 0.039918 0.127198

Case 2 1.0000 0.136639 0.040225 0.127476

Case 3 1.0000 0.136125 0.040152 0.127134

Case 4 1.0000 0.137055 0.040381 0.127570

Case 5 1.0000 0.138128 0.039904 0.127858

Case 6 1.0000 0.138689 0.040212 0.128040

Case 7 1.0000 0.138751 0.040573 0.128081

Case 8 1.0000 0.139510 0.040432 0.127867

Case 9 1.0000 0.13980 0.040273 0.128229

Case 10 1.0000 0.139314 0.040267 0.127872

3000 km Case 11 1.0000 0.308969 0.099891 0.191804

Case 12 1.0000 0.311059 0.100362 0.191749

Case 13 1.0000 0.312344 0.101219 0.191772

Case 14 1.0000 0.313369 0.101685 0.191374

Case 15 1.0000 0.315138 0.102972 0.191086

Case 16 1.0000 0.316236 0.103533 0.191024

Case 17 1.0000 0.317810 0.103660 0.191444

Case 18 1.0000 0.319078 0.104383 0.191589

Case 19 1.0000 0.320085 0.104591 0.191469

Case 20 1.0000 0.321243 0.105341 0.191562

7000 km Case 21 1.0000 0.217427 0.082348 0.142026

Case 22 1.0000 0.218267 0.082946 0.140250

Case 23 1.0000 0.219537 0.082699 0.141567

Case 24 1.0000 0.220219 0.083191 0.141115

Case 25 1.0000 0.221629 0.084593 0.141507

Case 26 1.0000 0.222053 0.084265 0.141140

Case 27 1.0000 0.223360 0.084793 0.139598

Case 28 1.0000 0.223760 0.083570 0.140133

Case 29 1.0000 0.224374 0.085460 0.139617

Case 30 1.0000 0.225029 0.085570 0.139677

10,000 km Case 31 1.0000 0.199333 0.115911 0.152485

Case 32 1.0000 0.200636 0.116869 0.152815

Case 33 1.0000 0.201255 0.117587 0.152978

Case 34 1.0000 0.202981 0.118163 0.152871

Case 35 1.0000 0.202818 0.119314 0.153016

Case 36 1.0000 0.203917 0.120748 0.153454

(continued)
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Table 2 (continued)

Sample Case ID S1 S2 S3 S4

Case 37 1.0000 0.204478 0.120179 0.153727

Case 38 1.0000 0.204872 0.120521 0.153771

Case 39 1.0000 0.205460 0.121460 0.154202

Case 40 1.0000 0.205569 0.120684 0.153416

Table 3 CBR formulation table

Sensor Source Target Similarity Weight Norm weight Norm_w*sim

S1 1.0000 1.0000 1.0000 1 0.25 0.24999975

S2 0.13615 0.136639 0.999514 1 0.25 0.24987825

S3 0.03991 0.040222 0.999691 1 0.25 0.24992225

S4 0.12719 0.127476 0.999722 1 0.25 0.24993025

Percentage similarity between 2 cases (%) 99.97

Table 4 Confusion matrix table

Total case = 120 Predicted case

0 km 3000 km 7000 km 10,000 km

Actual case 0 km 30 0 0 0

3000 km 0 30 0 0

7000 km 0 0 30 0

10,000 km 0 0 0 30

Table 5 CBR performance evaluation

Performance evaluation 0 km 3000 km 7000 km 10,000 km

Total case 30 30 30 30

True positive 30 30 30 30

False positive 0 0 0 0

True negative 90 90 90 90

False negative 0 0 0 0

TPR = TP/(TP+FN)*100% 100 100 100 100

TNR = [TN/(TN+FP)]*100% 100 100 100 100

PPV = [TP/(TP+FP)]*100% 100 100 100 100

ACC = [(TP+TN)/(P+N)]*100% 100 100 100 100

Overall sensitivity (%) 100

Overall specificity (%) 100

Overall precision (%) 100

Overall accuracy (%) 100
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The total positive rate, total negative rate, positive predictive value and the accu-
racy of every sample showed 100% respectively for each of the oil sample. The
overall sensitivity, specificity, precision and accuracy show 100% for lubricant oil
sample classification using the CBR classification technique.

4 Conclusion

This study demonstrates that 4 lubricant oil samples which are 0, 3000, 7000 and
3000 km have a different smell-print between each sample. The differences of degra-
dation level between samples were caused by the changes of lubricant oil contents
and properties that influenced the changes of aroma and odor-profile of the samples.
Even though the lubricant odor-pattern plotted look similar between each other, The
lubricant oil sample can be 100% correctly classified. CBR showed an excellent
classification result by classifying the sample even the source cases that stored in the
memory consist of small number of data. The classification of lubricant oil sample
based on geometrical mean odor-profile using case-based reasoning classification
technique has successfully achieved 100% correct classification.
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Optimization of Quaternion Based
on Hybrid PID and Pω Control

Balya Darohini, M. F. Abas, N. Md. Saad, Dwi Pebrianti, H. Ahmad,
M. H. Ariff and M. R. Arshad

Abstract The aim of this article is to present an optimization of full non-linear
quaternion based on hybrid control scheme using Genetic Algorithm (GA). A com-
prehensive objective is used to find novel solutions to design hybrid controller based
on PID and Pω control so that the performance and functionality system and may be
compromised. The proposed hybrid control algorithm and quadrotor attitude model
have been implemented in the fully quaternion space without any conversion and cal-
culations in the Euler’s angles. In this paper, the optimized quaternion with fitness
function composed of K P , K I , K D, and Pω are proposed, and the output effective
waveform is shown by simulations using MATLAB.

Keywords Genetic algorithm · Quaternion · UAV · PID controller · Crossover ·
Mutation

1 Introduction

Quadrotor has become very popular and it required complicated tasks that enable
fast respond, efficient and reliable control algorithms under uncertain conditions. It
is becoming very popular nowadays to use quaternion instead of Euler angles. It
is possible to use quaternion feedback signal form to design linear and non-linear
controllers of attitude and position. In the last decade, numerous new small flying
unmanned vehicles have appeared. Among them are the mini UAVs of fix-wing type
[1]. This type of UAVs is light enough to be handled with a single hand. VTOL based
UAVs have also appeared which includes conventional helicopter [2], duct type [3],
tilt-rotor [4], tri-rotor [5], six-rotor [5] and eight-rotor [6]. The increase of the amount
of rotor in a single VTOL aircraft enables more weight to be carried.
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For an under-actuated system, the control algorithm should be highly robust and
fast response.ManyEuler angle-based control has been researchonwhichvaries from
simple Proportional IntegralDerivative (PID) to hybrid nonlinear control system such
as sliding mode control with back-stepping control [7–12]. Control algorithm based
on Euler angle is prone to gimbal lock. In order to overcome this problem, many
researches on Quaternion angle-based control algorithm which specifically deal to
increase robustness, adaptability, stability/detectability and accuracy [13–17].

In this paper, a new approach is proposed for the full nonlinear quaternion based
on hybrid PID and Pω by optimization using GA, where K P , K I , K D, and Pω are
considered. First, the evaluation value K P , K I , K D, and Pω to the fitness function
in order to get an optimized model were introduced. Then GA can autonomously
synthesize a model with simpler and enhance performance than a previous design.

In the next section, the fundamental properties and the corresponding algebra of
the quaternion mathematics are being presented, while in Sect. 3 the quaternion-
based quadrotor modeling is analyzed. In Sect. 4 the full quaternion-based control
scheme is established and in Sect. 5 an overview of GA usingMATLAB is described.
Therefore, in Sect. 6 shows the simulation result of a new approach for the full
nonlinear quaternion of an optimized model. Finally, Sect. 7 concludes.

2 Quaternion Math

The basic algebraic concept of quaternion going to be presented in this section for
building the mathematical background for following the previous modeling as stated
in [18] and the proposed control scheme. The reader is referred to the publications
[18] for a more depth description and comprehensive analysis of this mathematical
tool.

Equations (1) and (2) represent the most of two significance approaches. The q1
to q3 quaternion units are called the quaternion vector part, whereas q0 is the scalar
part.

q = q0 + q1 i + q2 j + q3k (1)

q = [q0q1q2q3]T (2)

The result of Kronecker product, denoted as ⊗ are the multiplication of two
quaternions p and q are presented in the following equations. Whereas, p represents
one rotation and q represents another rotation, while p ⊗ q represents the combined
rotation. Multiplication of quaternion is non-commutative.
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p ⊗ q =

⎡
⎢⎢⎣

p0q0 − p1q1 − p2q2 − p3q3
p0q1 + p1q0 + p2q3 − p3q2
p0q2 − p1q3 + p2q0 + p3q1
p0q3 + p1q2 − p2q1 + p3q0

⎤
⎥⎥⎦

p ⊗ q = Q( p)q =

⎡
⎢⎢⎣

p0 − p1 − p2 − p3
p1 p0 − p3 p2
p2 p3 p0 − p1
p3 − p2 p1 p0

⎤
⎥⎥⎦

⎡
⎢⎢⎣

q0
q1
q2
q3

⎤
⎥⎥⎦

= Q̄( p)q =

⎡
⎢⎢⎣

q0 − q1 − q2 − q3
q1q0q3 − q2
q2 − q3q0q1
q3q2 − q1q0

⎤
⎥⎥⎦

⎡
⎢⎢⎣

p0
p1
p2
p3

⎤
⎥⎥⎦

The norm/length of a quaternion is defined as shown in Eq. (3), for any com-
plex number. Plus, the unit quaternion is unitary length of all presented quaternion
approached.

Norm(q) = q =
√
q2
0 + q2

1 + q2
2 + q2

3 (3)

Meanwhile, quaternion complex conjugates are the same as normal complex
numbers. The sign of the complex part is switched as in Eq. (4).

Conj(q) = q∗ = [q0 − q1 − q2 − q3]T (4)

The inverse of a quaternion is defined as in Eq. (5), as the normal inverse of a
complex number. Moreover, the inverse is the same as its conjugate if quaternion is
unitary.

I nv(q) = q−1 = q∗

q2
(5)

The derivative of a quaternion requires some algebraic manipulation: (a) as in
Eq. (6) in case that the angular velocity vector is in the fixed frame of reference, and
(b) as in Eq. (7) if the angular velocity vector is in the body frame of reference.

q̇ω(q, ω) = 1

2
q ⊗

[
0
ω

]
= 1

2
(Q)q

[
0
ω

]
(6)

q̇ω′
(
q, ω′) = 1

2
q ⊗

[
0
ω′

]
= 1

2
(Q̄)q

[
0
ω′

]
(7)

where ω = [ωxωyωz]T . Quaternion can be used as a rotation operator if it’s a unit
quaternion. However, the transformation is built up by multiplication of normal
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quaternion and conjugated quaternion as depicted in Eq. (8). Thus, q is the rotated
vector v from the fixed frame to the body frame.

ω = q ⊗
[
0
v

]
⊗ q∗ (8)

The Eqs. (9), (10) and (11) below are the rewritten of v in Eq. (8) with the x, y
and z axis.

Rx(q) = q ⊗

⎡
⎢⎢⎣

0
1
0
0

⎤
⎥⎥⎦ ⊗ q∗ =

⎡
⎣
q2
0 + q2

1 − q2
2 − q2

3

2(q1q2 + q0q3)
2(q1q3 − q0q2)

⎤
⎦ (9)

Ry(q) = q ⊗

⎡
⎢⎢⎣

0
0
1
0

⎤
⎥⎥⎦ ⊗ q∗ =

⎡
⎣

2(q1q2 − q0q3)
q2
0 − q2

1 + q2
2 − q2

3

2(q2q3 + q0q1)

⎤
⎦ (10)

Rz(q) = q ⊗

⎡
⎢⎢⎣

0
0
0
1

⎤
⎥⎥⎦ ⊗ q∗ =

⎡
⎣

2(q1q3 + q0q2)
2(q2q3 − q0q1)

q2
0 − q2

1 − q2
2 + q2

3

⎤
⎦ (11)

It should be noted that Eq. (12) are the extracted of quaternion vector in rotation
matrix that rotates a point in a fixed coordinate system. Note that, the angle sign will
be change whenever a coordinate system is rotating as in Eq. (13), so that the same
outcomes for the conjugating of quaternion in Eq. (8).

R(q) = [
Rx (q) Ry(q) Rz(q)

]
(12)

R(q) =
⎡
⎣
Rx (q)T

Ry(q)T

Rz(q)T

⎤
⎦ (13)

Specify a reference or creates error can be done by using the notation denotes
in Eq. (14) that represent the rotation of rotation vector as it has a direct physical
connection, where u is the rotation axis (unit vector) and α is the angle of rotation.

q = cos
(α

2

)
+ u sin

(α

2

)
(14)

Finally, utilizing Eqs. (15) and (16) respectively can be performed for the conver-
sion from Euler angles to quaternion and from quaternion to Euler angle. If the aim
is to represent an orientation in angles, this property is very useful, while retaining



Optimization of Quaternion Based on Hybrid PID … 157

the overall dynamics of the system in a quaternion form.

q =

⎡
⎢⎢⎢⎢⎢⎢⎣

cos
(

φ

2

)
cos

(
θ
2

)
cos

(
ψ

2

)
+ sin

(
φ

2

)
sin

(
θ
2

)
sin

(
ψ

2

)

sin
(

φ

2

)
cos

(
θ
2

)
cos

(
ψ

2

)
− cos

(
φ

2

)
sin

(
θ
2

)
sin

(
ψ

2

)

cos
(

φ

2

)
sin

(
θ
2

)
cos

(
ψ

2

)
+ sin

(
φ

2

)
cos

(
θ
2

)
sin

(
ψ

2

)

cos
(

φ

2

)
cos

(
θ
2

)
sin

(
ψ

2

)
− sin

(
φ

2

)
sin

(
θ
2

)
cos

(
ψ

2

)

⎤
⎥⎥⎥⎥⎥⎥⎦

(15)

⎡
⎣

φ

θ

ψ

⎤
⎦ =

⎡
⎣
atan2(2(q0q1 + q2q3), q2

0 − q2
1 − q2

2 + q2
3 )

asin(2(q0q2 − q3q1))
atan2(2(q0q3 + q1q2), q2

0 + q2
1 − q2

2 − q2
3 )

⎤
⎦ (16)

3 Quaternion Based Quadrotor Modelling

Figure 1 depicted the modelling of quadrotor’s attitude dynamics which been
assumed as rigid and symmetrical. The effects of gravity are neglected while the
differential forces will affect the rotation created by the propeller.

The Eq. (17) are the Euler-Newton equations for translational and rotational
dynamics of a rigid body and the derivation of physical model by the utilization
of Newton’s laws of motion as well as producing a frame dependent model for
modelling the physics of quadrotor.

[
F
τ

]
=

[
m 0
0 Icm

][
acm
ω̇

]
+

[
0

ω × (Icm · ω)

]
(17)

where ω is defined as:

Fig. 1 A sketch of
quadrotor without propeller
attached [18]
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ω =
⎡
⎣

ωx

ωy

ωz

⎤
⎦

Thus, the full dynamics of the quadrotor’s rigid body rotations describing the
entire rotation dynamics of the Quadrotor on a quaternion form in Eq. (18) as below;
produced by the combination of the right-hand quaternion derivation of Eq. (7) with
the dynamics rotation from Eq. (17).

⎧⎨
⎩

q̇ = − 1
2

[
0
ω

]
⊗ q

ω̇ = I−1
cm · τ − I−1

cm [ω × (Icm · ω)]
(18)

The obtained results in this Section can be directly generalized for modeling the
attitude dynamics of other types of UAV frames than the Quadrotor, as long as the
control signal to torque relationship can be found.

4 Controller Synthesis

This section presents the feedback control scheme for the quadrotor’s attitude stabi-
lization. In order to calculate the necessary driving torque and measure the system’s
state, the quaternion measurements and angular rates are needed as suggested in
Eq. (18).

The proposed hybrids of control scheme for the attitude problem of a quadrotor
are the novelty of this article. The utilization of quaternions has been made for all
calculations andmeasurementswith noEuler angles transformations.While retaining
simplicity with no singularities issues, the controller result can be implemented
straightforward.

Error quaternion, qerr must be calculated by multiplying the reference, qre f f ,
with the conjugate of the estimated quaternion, qm , as shown in Eq. (19) in order to
utilize the error calculation of quaternion between the desired qre f f and themeasured
quaternion-based response of the quadrotor qm . Error around each axis of rotation
can be utilized by calculating the difference quaternion using Kronecker product:

qerr = qre f f ⊗ q∗
m (19)

Axis error in Eq. (20) are resulted from the direct connects of quaternion to the
error sine in Eq. (14) by the vector.

Axiserr =
⎡
⎣
q er r
1

q er r
2

q er r
3

⎤
⎦ (20)
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Fig. 2 Full block diagram of hybrid PID and Pω controller in nonlinear quaternion [18]

When designing the controller, the improvisation has been done, which is a hybrid
of PID controller and proportional controller, Pω had been implemented as shown in
Fig. 2. The proposed hybrid approach indicates Pω for the inner angular velocity and
PID controller for the reference tracking of angular velocity. The hybrid controllers
have been combined effectively to cater the attitude regulation problem as the full
mathematical formulation of the hybrid control scheme depicted follows:

τ = −
[
P + I

1

s
+ D

N

1 + N 1
s

]⎡
⎣
q er r
1

q er r
2

q er r
3

⎤
⎦ − Pω

⎡
⎣

ωx

ωy

ωz

⎤
⎦ (21)

It should be noted that Eq. (21) is straight forward to be implemented. Therefore,
the value of KP , KI , KD and Pω are generated by the optimization of quaternion
using GA.

5 Genetic Algorithm

GeneticAlgorithm (GA) is a computer-based search technique for accurate or approx-
imate solutions to optimization and search problems. It is a specific class of Evo-
lutionary Algorithm (EA) that uses evolutionary biology-inspired techniques such
as inheritance, mutation, selection and crossover where it involves a search by an
individual population. A graphical representation of the GA mechanisms is shown
in Fig. 3.

In these case, the optimization will be focusing on four variables data which
is KP , KI , KD and Pω using MATLAB. Each KP , KI , KD and Pω value will be
generated randomly in the initialization of GA population. The fitness function of
all candidates (KP , KI , KD and Pω) will be evaluated by GA in order to indicates
how well a candidate satisfied the design specification (simulation). Furthermore,
the individuals that not related are replaced by crossover and mutation while the elite
individuals are preserved in each generation. The lower band for the candidates are
set to 1 while the upper band is 100 in the evaluation for the fitness of variables. The
GA evolution will continue until the best individuals are determined.
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Fig. 3 The evolutionary
process of GA

The fittest paradigm survival will increase the elite population by generation with
involving a competitive selection that discards poor solutions. The desired value for
roll= 0, pitch= 1 and yaw= 0 are set for the simulationmodel to indicates the output.
Thus, the extraction of desired solution from pool at some point can be executed.
This process makes GA suitable for continuous and combinatorial problems. The
range of representational approaches will be used by GA to ensure that the set of
possible candidates is a close match for the set of possible solutions of the problem.
The steady state error is calculated for all 100 data by the summation of average roll,
pitch and yaw with the simulation output respectively.

6 Result and Discussion

Every part of simulation was carried out on the full nonlinear quadrotor model
using MATLAB as presented in [17], which the quadrotor’s parameters were set
as Ixx = Iyy = 6.5 × 10−4 kg m2 and Izz = 1.2 × 10−3 kg m2. The quaternion-
based controllers have been optimized by GA and the experimental data have been
acquired and inputted into MATLAB.

The GA optimization of quaternion have been run repeatedly to see the best
result and optimum value of KP , KI , KD and Pω and generate the Penalty Value
by Generation graph respectively. Thus, the optimized value of KP , KI , KD and Pω

produced by each optimization using GA can be concluded as in Table 1:
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Table 1 Optimized value for PID and Pω

No. KP KI KD Pω

1 92.0371 2.1353 10.9572 1.0000

2 98.8350 3.0368 2.8706 1.0000

3 43.6589 16.6915 1.0152 1.0000

4 84.7665 57.9781 19.7096 1.0000

5 20.1102 2.7230 79.3913 1.0000

6 11.7354 1.2797 19.6057 1.0000

7 82.3073 50.2179 19.7988 1.0000

8 17.1120 1.4655 94.5454 36.0000

9 46.0015 14.6602 98.6523 1.0000

10 91.1668 90.3591 14.3838 1.0000

The most optimum global value is KP = 98.8350, KI = 3.0368, KD = 2.8706
and Pω = 1.0000 as been highlighted in Table 1 while the other global value produce
overshoot and some sinusoidal waveform as an output. A step response at different
time instances has been considered where step has been requested around each axis.
The obtained results are depicted in Figs. 4, 5 and 6 from each axis respectively.
The reference signal and the system’s responses have been differentiating by color
accordingly. Based on Figs. 4, 5 and 6 the roll, pitch and yaw waveforms achieved
99.82% similar to the reference signal with better response with no overshoot. They
also have good rise time and settling time for the time respond with no strange effects
can be witnessed from it.

While, shown in Figs. 7, 8 and 9, are the roll, pitch and yaw step responses using
the proportional P2 controller as in [17]. Clearly, it’s indicates the system’s responses

Fig. 4 Quadrotor step response for roll



162 B. Darohini et al.

Fig. 5 Quadrotor step response for pitch

Fig. 6 Quadrotor step response for yaw

waveforms produced are slower and achieved the reference signal around 88.48%.
Then, comparably it’s proven that the optimized quaternion-based control scheme
proposed performs well than the previous controller with differences 11.34%. There-
fore, it can be concluded that the proposed hybrid of PID controller and proportional
controller, Pω performs very well and robust with very good reference tracking.
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Fig. 7 Quadrotor step response for roll

Fig. 8 Quadrotor step response for pitch

7 Conclusion

The full non-linear quaternion based on proposed hybrid PID and Pω control has been
presented in this article. The purpose and the novelty of the article is to present the
optimization of non-linear quaternion based on the hybrid control scheme develop-
ment that utilize in fully quaternion with no conversion of Euler angles that has been
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Fig. 9 Quadrotor step response for yaw

applied directly to the quaternion error for solving the quadrotor attitude problem.
The proven efficiency of proposed scheme is simulated using MATLAB and have
been presented thoroughly.
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Elimination-Dispersal Sine Cosine
Algorithm for a Dynamic Modelling
of a Twin Rotor System
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Abstract This paper presents an improved version of SineCosineAlgorithm (SCA).
The original SCA is a simple algorithm and it offers a good accuracy. However, for
some problems and fitness landscapes, the accuracy achievement of the algorithm
is not at optimal. Search agents of the algorithm stuck at the local optima. The pro-
posed new algorithm which is called an Elimination-Dispersal Sine-Cosine Algo-
rithm adopts Elimination-Dispersal (ED) strategy from Bacterial Foraging Algo-
rithm. The ED helps search agents to solve the local optima problem. At the same
time, an elitism approach is applied in the proposed algorithm. The elitism ensures
some agents continue the next search operation from the currently best found solu-
tion. The proposed algorithm is tested on CEC2014 benchmark functions that have
various fitness landscapes and properties. The accuracy performance is compared
with the original SCA and analyzed. It also is applied to acquire and optimize a
dynamic model for a Twin Rotor System (TRS). Result of the modelling shows that
the proposed algorithm achieves a better accuracy and thus present less modelling
error and better dynamic response for the TRS.

Keywords Elimination-dispersal · Sine cosine algorithm · Twin rotor system ·
Dynamic modelling · System identification

1 Introduction

Twin Rotor System (TRS) is a multi-input multi-output (MIMO) system used as a
laboratory prototype that mimics a real helicopter system during a hovering mode.
It consists of a dynamic behaviour of a real helicopter system. A helicopter system
is a common air transportation used to carry humans or goods from an area that is
hardly accessible using ground transportations. The travel time using the helicopter
system is also faster. Operating a helicopter system in the air is always challenging.
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There is a high possibility that the system is exposed to various disturbances such
as wind speed, earth surface, hills and mountains. These elements of disturbances
cause the helicopter system become unstable and unreliable transport. An accident
can easily happen without a proper control of the system during the hovering mode
operation. Therefore, the study of dynamic modelling and controlling a twin rotor
system during hovering mode is highly important. This is to ensure the comfort and
safety of the passengers are always at the optimum level.

In literature a lot of studies on the dynamic modelling and control design of the
TRS are found. A study about sensor-fault tolerant control for the TRSwas presented
in [1]. An estimator was designed to estimate all states and sensors faults. A state
feedback controller was then designed based on the fault free state estimator. Result
of thework showed that the proposed control strategywas effective for controlling the
TRS. A lead-lag controller for stabilizing both pitch and yaw angles for the TRS was
proposed in [2]. The study proved that the lead lag controller able to reduce steady
state error significantly and able to overcome some drawbacks of PID controller.

Dynamic modelling for a TRS can be categorized into analytical and intelligent
approaches. A dynamic model using the analytical approach was presented [3, 4].
A Lagrange formula was adopted and several assumptions were considered in the
formula development. The developed nonlinear equation was linearized prior to its
representation in state space model. Due to the assumptions and linearized strategy
in the formula development, the developed model might not represent the dynamic
of the system accurately. An intelligent approach is considered as an alternative to
the conventional analytical approach.

Using an intelligent approach, dynamic modelling of the TRS can be done via
hybrid system identification and optimization algorithm approach. An optimization
algorithm is used as a tool to optimize parameters of a candidate structure for the
dynamic model of the TRS. A study on dynamic modelling based on fuzzy logic
structure was presented in [5, 6]. Spiral dynamic optimization algorithmwas adopted
to acquire andoptimize fuzzy rules anduniverse of discourse of the fuzzymembership
function.An application of a nonparametricmodelling approach and a neural network
model structure to represent the TRS was presented in [7]. An improved adaptive
BFAwas adopted to train the neural network model. A study of a feedforward neural
network as the structure to model the TRS was presented in [8]. All weights and
bias of the neural network structure were optimized by chaos enhanced stochastic
fractal search algorithm. Another work on developing a dynamic model of the TRS
was presented in [9]. The authors applied gradient descent searchmethod to optimize
friction coefficients of the developedmodel. All theworks presented that the dynamic
model of the TRS can be acquired optimally with the application of an optimization
algorithm.

This paper presents an Elimination-Dispersal Sine Cosine Algorithm (EDSCA).
It is an improved version of Sine Cosine Algorithm (SCA) [10]. The original SCA
is a simple algorithm and it offers a good accuracy. However, for some problems
and fitness landscapes, the accuracy achievement of the algorithm is not at optimal.
Search agents of the algorithm stuck at the local optima. Elimination and Dispersal
(ED) phase of BFA is incorporated into the original SCA. The proposed algorithm
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is applied to optimize a dynamic model of a Twin Rotor System (TRS). Structure
of this paper is organized as follows. Section 2 explains the proposed EDSCA.
Performance test of the proposed EDSCA on CEC2014 benchmark functions is
explained in Sect. 3. Section 4 presents detail description of the TRS. Section 5
presents the parametric dynamic modelling of the TRS. Result and discussion of the
benchmark functions performance test and modelling work are elaborated in Sect. 6.
Finally, conclusion of the paper is presented in Sect. 7.

2 Elimination-Dispersal Sine Cosine Algorithm

The Elimination-Dispersal Sine Cosine Algorithm (EDSCA) is a synergy between
Elimination-Dispersal (ED) and Sine Cosine Algorithm (SCA). The ED adopted
from Bacterial Foraging Algorithm (BFA) [11]. The advantage of utilizing the ED
is to relocate all search agents to various new locations. This may give chances to
the relocated agents to find a better solution. It also set free all the agents that are
trapped inside the local optima space and restart the search operation from various
new fresh locations. For the ED implementation, the agents are sorted based on their
fitness cost f min and divided into two groups. The first group consists of agents with
better or lower cost. The rest of the agents are assigned into the second group before
being eliminated and dispersed. The ED equation adopted in this work is shown as
(1).

Xt+1
i = Xmin + (Xmax − Xmin) × rand (1)

where Xt+1
i is an updated position of i th agent in t + 1 iteration. The Xmin and Xmax

represent the lower and upper boundaries of the feasible search space respectively.
The rand is a generated random number.

The sine and cosine terms are the essential elements of the Sine-Cosine Algorithm
(SCA).Both terms depict an oscillation behaviour if plotted in terms of a time-domain
response. The crucial part is to utilize the two terms to generate a circular shape or a
circle. This strategy allows all search agents to possibly move 360° around its current
position. Mathematical formulations of the sine and cosine terms for generating the
optimization algorithm are presented as (2) and (3). Both equations drive all search
agents tomove from their current location to a new locationwithin the feasible search
space.

Xt+1
i = Xt

i + r1 × sin(r2) × r3
∣
∣Pt − Xt

i

∣
∣ (2)

Xt+1
i = Xt

i + r1 × cos(r2) × r3
∣
∣Pt − Xt

i

∣
∣ (3)

where r1 is an adaptive formula of the search agents step size, r2 is an equation for the
sine and cosine terms serves to generate a random direction for the agents motion.
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It represents a stochastic feature of the algorithm. The r3 is a random parameter of
the relative position of i th agent to the best agent in the population. The term r1 is
defined as (4).

r1(t) = a − t
a

T
(4)

where a is a pre-defined constant and is considered as a maximum step size of the
agents to move within the search space. The t and T are the current iteration and the
maximum iteration of the algorithm respectively. The equation r1 is generated such
that the value is getting smaller as the current iteration, t is increased towards T. The
formula of r2 is presented as (5).

r2 = 2× π × rand (5)

where rand is a generated random number. The parameter r3 is simply a generated
random value.

The proposed EDSCA consists of 9 main steps. Description of the EDSCA is
presented as follows.

Step 1: Initialize ith agents position, Xi and the maximum iteration, T.
Step 2: Update cost function, f (Xi) value of every single agent, i.
Step 3: Determine the best agent Xfmin. Agent with the lowest cost function value,
f min is considered as the best agent and is assigned as destination position, Pt .
Step 4: Update every single individual ith agent position using (2) and (3).
Step 5: Update cost function, f (Xi) value of every single agent, i.
Step 6: Determine the best agent Xfmin. Agent with the lowest cost function value,
f min is considered as the best agent and is assigned as destination position, Pt .
Step 7: Check if all agents have updated their position using (2) and (3). If it is true,
apply the ED strategy using (1) and repeat Step 4 until Step 7.
Step 8: Check if the ED has reached themaximum value, EDmax. If it is true, proceed
to Step 9. If it is not true, repeat Step 4 until Step 8.
Step 9: Check if the iteration has reached the maximum value, T. If it is true, stop
the algorithm. If it is not true, repeat Step 4 until Step 9.

3 Benchmark Functions Test

Benchmark functions are used to test the performance of the developed algorithm. In
this work, the developed algorithmwas tested on four different benchmark functions.
Their corresponding mathematical representations are shown in Table 1. All the four
benchmark functions have the test range between [−100, 100], 10 dimensions and
a unimodal fitness landscape. Functions 1–3 have a rotated feature while function 4
has a shifted and a rotated features. Details description of the functions can be found
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Table 1 Benchmark
functions

Function no Equation of the benchmarks functions

1
f1(x) =

D∑

i−1
(106)

i−1
D−1 x2i

2
f2(x) = x21 + 106

D∑

i=2
x2i

3
f3(x) = 106x21 +

D∑

i=2
x2i

4
f4(x) =

D−1∑

i=1
(100(x2i − xi+1)

2 + (xi − 1)2)

in [12]. In this work, 51 independent runs were conducted for each function. The
constant, a for the SCA was set as 2. For the EDSCA, the r1 was set as a constant
0.5. A total of 100,000 function evaluations and 50 agents were defined for both
algorithms. The ED for EDSCA was set to 4 repeated runs.

4 Twin Rotor System

Twin Rotor System (TRS) used in this work is a laboratory prototype system. It
exhibits a highly nonlinear, cross coupling effect and a complex behaviour of a
helicopter system. The system consists of a main rotor used to rotate the system
about pitch axis and a tail rotor used to rotate the system about yaw axis. Consider
the elevation angle is the angle about the pitch axis and it represents angular position
of the system to move the system in a vertical direction. Angle about the yaw axis
represents a rotational motion of the system to move in a horizontal direction. The
main and tail rotors are linked together by a solid rod which is pivoted to the main
body of the system. The TRS is connected to a signal conditioning circuit where it
allows an analogue signal to be converted into a digital signal and vice versa. For
data manipulation, analysis and control purposes, the signal is applied into a desktop.
Detail descriptions of the TRS can be found in [6].

5 Parametric Modelling of a Twin Rotor System

A dynamic model for vertical channel of the TRS is considered in this work. Autore-
gressive—Moving—Average (ARMA) model was chosen as the candidate structure
for the vertical channel. The general mathematical representation of the ARMA
model is shown as (6).
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Y (z)

U (z)
=

∑7
j=0 b j z−1

1+ ∑8
i=1 ai z

−1
(6)

For the vertical channel of the TRS, an eight order transfer function was used.
Expanding (6), the complete discrete transfer function is shown as (7). It shows
that the highest order of the denominator part of the discrete transfer function is an
8th order. It is noted that the transfer function has 16 unknown coefficients where
the values must be acquired and optimized. This can be completed via a paramet-
ric modelling approach using system identification and application of the proposed
optimization algorithm.

Y (z)

U (z)
= b0z8 + b1z7 + b2z6 + b3z5 + b4z4 + b5z3 + b6z2 + b7z

z8 + a1z7 + a2z6 + a3z5 + a4z4 + a5z3 + a6z2 + a7z1 + a8
(7)

A parametric modelling is developed based on a pair of recorded input-output
data. The recorded data was taken from the real TRS. For this experiment a total of
6000 data were captured. 4000 of the data was used in the modelling phase while the
remaining unused data was used for the validation phase. The block diagram repre-
sentation of the parametric modelling for the modelling phase is shown in Fig. 1. The
twin rotor system and the parametric model represent the actual TRS and the model
to be estimated and optimized respectively. Mathematical equation of the parametric
model is shown as (7). The optimization algorithms are the algorithms of interest in
this work i.e. EDSCA and SCA. The u(t) represents an input signal that is supplied
into the system while the y(t) is an output signal that coming out from the system.
The

�

y(t) is the estimated response from the parametric model. Notice that the output
responses from the real system and parametric model are compared. The difference
between the 2 output responses is considered as the error e(t) in the modelling phase.
The optimization algorithms will then train and optimize the coefficients of the para-
metric model as it receives an error signal in the modelling phase. The process will
be repeated until the algorithm has reached a stopping condition.

Fig. 1 Block diagram of the
modelling phase

Parametric 
model

Optimization 
algorithms

Twin rotor system
y(t)

)(ty

u(t)

e(t)

∑
+−
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Fig. 2 Block diagram of the
validation phase Parametric 

model

Twin rotor system
y(t)

y(t)

u(t)

e(t)
∑

+

−

The error function or cost function for the work is shown as (8). K is the total
number of sampled input-output data. e(t) is the error in the modelling phase or the
difference between the output response from the parametric model and actual TRS.
w is a tuneable constant used to amplify the error, e(t).

f (t) =
(

1

K

√
∑K

t=1
e2(t)

)

w (8)

The parametric model that has been acquired and optimized in the modelling
phase should be validated by the remaining and unused input-output data. Validation
phase block diagram representation of the parametric model is shown in Fig. 2. The
unused input data that was supplied into the actual TRS is injected into the estimated
model of the vertical channel of the TRS. The output response from the estimated
model is then compared with the remaining unused output data recorded from the
actual TRS. The difference between the two output responses is considered as the
error e(t) in the validation phase.

6 Result and Discussion

6.1 Result of the Benchmark Functions Test

Performance testwith the benchmark functions is discussed based on the achievement
of the SCA and EDSCA algorithms to reach the theoretical optima solution of each
function. The algorithm is considered as more accurate if the solution attained is
closer to the theoretical optima solution. The theoretical optima solution for functions
1, 2, 3, and 4 were set at 100, 200, 300 and 400 respectively. Table 2 presents the
error value between the actual reached solution and the theoretical optima solution.
An algorithm is considered as more accurate if the error is smaller. It is noted from
the table that the EDSCA achieved a smaller error for all functions compared to SCA
and thus achieved better accuracy.

Graphical representation of the performance test is shown in Fig. 3. All graphs in
the figures represent the convergence plot of the two algorithms in finding the theo-
retical optima solution. The vertical axis represents the error between the achieved
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Table 2 Error represents
accuracy achievement

Function no Algorithm

EDSCA SCA

1 2.24 × 107 4.24 × 107

2 2.26 × 108 8.19 × 108

3 1.01 × 104 1.11 × 104

4 510.80 560.10
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Fig. 3 Convergence plot, a function 1 and b function 2, c function 3 and d function 4

solution and the theoretical value while the horizontal axis represents the number of
functions evaluated. As shown in all figures, the convergence graphs of the EDSCA
have achieved lower error value for all functions. The result is in-line with the result
presented in Table 2 where the EDSCA achieved smaller error value. All the plotted
graphs also have shown that both SCA and EDSCA have almost similar convergence
speed. Noted from function 3, there is an obvious effect of the ED strategy at 2.5 ×
104, 5 × 104 and 7.6 × 104.
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6.2 Result of the Parametric Modelling

In the parametric modelling, both SCA and EDSCA algorithms were set up with 50
agents, 16,000 number of function evaluation and 16 dimensions. The search range
was defined between [−100, 100] and the constant a for the SCA was set as 2 while
for the EDSCA the r1 was set as a constant 0.5. Comparison of the convergence plot
for the two algorithms is shown in Fig. 4. It is noted from the figure that the SCA has
faster convergence speed while the EDSCA has presented a slight delay to converge.
However, SCA has trapped at a local optima solution and not able to converge further
after 13,000 function evaluation. On the other hand, the convergence graph of the
EDSCA has intercepted the SCA graph at 3000 function evaluation and it slowly
converged further until 6500 function evaluation before trapped at a local optima.
The final accuracy achievement for both algorithms is presented in Table 3. The
accuracy achievement of SCA and EDSCA were at 37.31 and 22.57 respectively. It
shows that the proposed EDSCA has reached a better accuracy.
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Fig. 4 Convergence plot for TRS modelling

Table 3 Parametric
modelling

Algorithm Modelling phase

Convergence
graph

VC TRS range Error range

EDSCA 22.57 [−0.90, 1.03] [−0.12, 0.11]

SCA 37.31 [−0.91, 0.96] [−0.22, 0.20]
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The output response of the estimated model or the parametric model and the error
in the modelling phase were recorded. The input response injected into and output
responses coming out from the vertical channel of the TRS has a range between [−1,
1]. Figure 5a shows the output responses of the estimated models that were trained
and optimized by both SCA and EDSCA algorithms. The figure shows that both
responses have almost similar patterns. The best response is the one that can follows
exactly the output response that was recorded from the actual TRS. Figure 5b shows
graph of error in the modelling phase. The figure shows that EDSCA has achieved a
smaller range of error in the modelling phase. The numerical result of the error range
and the range of output response of the estimated model are presented in Table 3.

Output response of the estimatedmodel in the validation phase is shown in Fig. 6a.
The plotted graphs show that both SCA and EDSCA can model the vertical channel
of the TRS satisfactorily. Output response fromboth algorithms also almost identical.
Figure 6b shows graph of the error in the validation phase. It shows that the proposed
EDSCA has achieved a smaller range of the error compared to SCA. The numerical
result of the error range and the range of the estimated model response are presented
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Table 4 Parametric
modelling—Validation phase

Algorithm Validation phase

VC TRS Error range

EDSCA [−0.82, 0.75] [−0.12, 0.07]

SCA [−0.81, 0.69] [−0.21, 0.15]

in Table 4. Both graphical plot and the numerical result show that the error range
in the validation phase is significantly smaller. This confirms and in-line with the
modelling result that showing the EDSCA has higher accuracy.

7 Conclusion

An Elimination-Dispersal Sine Cosine Algorithm (EDSCA) has been presented
in this paper. An Elimination-Dispersal (ED) adopted from foraging strategy of
Escherichia Coli bacteria in human intestine has been synergized with the Sine
Cosine Algorithm (SCA). Using the strategy, some agents have been relocated to a
better position and set free the algorithm from a local optima solution. The proposed
EDSCA algorithm has been tested on various CEC2014 benchmark functions with
different fitness landscapes and features. It also has been applied to acquire and opti-
mize a dynamic model of a vertical channel of a Twin Rotor System (TRS) through
a system identification approach. Result of the benchmark functions test has shown
that the proposed EDSCA algorithm outperformed the original SCA significantly.
Result of the dynamic modelling shows both EDSCA and SCA algorithms have
successfully modelled the vertical channel satisfactorily. The proposed EDSCA has
achieved a smaller error and produced a better response. In the future the algorithm
will be used to optimize a nonlinear fuzzy logic controller for the TRS.
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The Investigation of Meat Classification
Based on Significant Authentication
Features Using Odor-Profile Intelligent
Signal Processing Approach
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Abstract Meat is the flesh or another edible part of an animal and includes uncooked
meat prepared or otherwise but does not include meat products. Meat is the most
valuable livestock product and for many people serves as their first-choice source of
animal protein. Fraudmeat products are causing annoyance to consumer’s, especially
Muslim users. There are many cases that have been brought to the public attention
regarding fraud on meat products such as incidences of meat that is labeled, certified
or sold as halal may not be so. This project sets out to identify two types of different
meat which is beef meat and pork meat. Therefore, the significant authentication
features using odor-profile intelligent signal processing approachwhich is Electronic
Nose (E-nose) was used to measure odor-profile from meat. E-nose is one of the
chemical-based sensor arrays instruments which have a capability to measure odor-
profile based sample data. The data measurement of odor-profile for different meat
samples was collected based on the designated experimental procedure. Then, the
normalized and their unique features were extracted using statistical tools for feature
extraction. The input of features will be inserting into Case-Based Reasoning (CBR)
library and intelligently classified using CBR method and will be validated based
specific performance measure. From the CBR performance measures result, it is
observed that the classification of CBR is 100%.
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1 Introduction

Food is made up of nutrients that have influenced all aspects of life, especially mental
health. In order to survive and be healthy, humans need to obtain nutrients from foods.
The requirements of energy and nutrients are different due to differences in race, age,
sex, and physical activity level and people living in different places take nutrients
from different kinds of food [1]. At the world level, there are the organizations that
care about food for people such as the World Health Organization (WHO) [2]. In
Malaysia, the Department of Islamic Development Malaysia (JAKIM) is the agency
responsible for Islamic affairs including halal certification in Malaysia [3]. JAKIM
has developed theHalalMeat and Poultry Production forMalaysian Protocol to guide
in the production of halal meat and poultry.

Meat can be defined as animal flesh used for human consumption [4].Meat is good
for boost immunity, improves digestion, improves blood circulation andprotects heart
health. In this project, the focus ismore on importedmeatwhich is beef andporkmeat.
Science and technology have always played an important role in the food industry,
in ensuring that society’s need for safe and good quality food is met in a sustainable
way [5]. There is a Maqasid Shariah parameter in technology development in halal
authentication.

Maqasid Shariah is defined as objectives or purposes behind the Islamic law that
also solutions to contemporary problems faced by Muslims. Maqasid Shariah is
divided into three according to the levels of necessity which is Daruriyyah, Hajiyyah
and Tahsiniyyah. Daruriyyah is essential elements for a human being. The absence
of these elements may cause harm and damage to human life. The necessities are
further classified by the scholars into five elements of preservations to protect from
any harms. These preservations are known as Protection of religion (din), life (nafs),
lineage (nasl), intellect (aql) and property (mal). Hajiyyah is less essential for human
life compares to Daruriyyah. These are requirements for the human being to live
without facing difficulties and the lack of any of these needs is not a matter of life and
death, especially on an individual basis. Tahsiniyyah is complementary and desirable
factors that give perfection and additional values to human life. Islamencourages us to
achieve these purposes and to have a better life [6, 7]. For researchers, this technology
development is at the current level of Hajiyyah due to fraudulent activity, and the
forgery of meat products especially meat is still under control by the government [8].

In order to detect the meat, there are several authentication techniques that have
been reported which is Fourier Transform Infrared (FTIR), Electronic Nose (E-nose)
and Polymerase Chain Reaction (PCR) assays [8]. In this research, the E-nose is the
focusing device used to detect odor profile from different meat which is beef and
pork meat. During recent years, E-noses have been widely used in food analysis and
proved to provide a fast, simple, non-expensive and non-destructive method of food
assessment and quality control [9].

E-nose is an instrument which combines an array of chemical sensors that can
respond to a variety of complex odors [10, 11]. Odor data collected by the E-nose
need to be processed and analyzed to identify rules and patterns in the data. Thus,



The Investigation of Meat Classification Based on Significant … 181

the classification of meat based on odor-profile using E-nose is very useful with the
combination of Case-Based Reasoning (CBR) classification algorithm in the E-nose
system [12].

CBR required no training and suitable for a weak domain field and the classi-
fication process faster as compared to other techniques [13]. CBR is creating as a
four-step process of human or computer reasoning which called CBR cycle which
are retrieve, reuse, revise and retain [14]. Retrieve phase is the solution of the most
similar case from the case base to solve a new problem [15]. Reuse phase is the solu-
tion and information in that case to solve the new case problem [15]. Revise phase is
the solution that gets from the retrieval case and mapping with the target problem to
fit the new situation [16]. The result is retained as a new case in the case base if the
solution works well with the new situation [15]. CBR reuse the previous solution or
past experience in order to solve the current problem [16]. The performance measure
is to determine the percentage of sensitivity, specificity, and accuracy from the result
of CBR [16]. The confusion matrix is formed from the four outcomes produced as a
result of binary classification which are False positives (FP), False negatives (FN),
True positives (TP), True negatives (TN).

This paper presents the classification technique of meat based on odor-profile
using E-nose and CBR classifier. E-nose was used to collect the odor data in order to
establish the odor-profile of the meat samples. Then, the classification process takes
place by using CBR classifier.

2 Methodology

Figure 1 shows the flowchart for thewhole experiment. The experiment is startedwith
the sample preparation of meat which is beef and pork meat. Next, the experimental
setup process which is E-nose in order to get data for each sample is explained
then continue to collect data measurement. Then, the data pre-processing method
that used normalization and mean calculation technique. Next, feature extraction
that used clustering, mean technique. The classification of odor-profile is applied by
using Case-Based Reasoning (CBR). Lastly, a performance measure of sensitivity,
specificity, and accuracy is observed and calculated by using the confusion matrix.

2.1 Sample Preparation

There are six different samples of meat for this experiment which are three from beef
meat and three from pork meat. The sample consists of beef meat at 9.40 AM, at
10.40 AM and at 11.40 AM and pork meat at 9.40 PM, at 10.40 PM and at 11.40
PM. The meat sample was measured their weight with 200 g for each sample. Meat
sample was obtained from the slaughterhouse in Malaysia. The sample was leaves
at room temperature between the experiments.
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Fig. 1 Flowchart for the
whole experiment

2.2 Experimental Setup

For this experiment, E-nose is the main instrument for the classification of the meat
sample. Figure 2 shows the E-nose setup. Based on that figure, the components that
are used in order to complete the experiment are a computer, amicrocontroller, pump,
sensor array and E-nose chamber. Each component has their own function. Computer
is to display the data that from E-nose, microcontroller is to detect response sensor,
pump is to make the odor from sample is spread, sensor array is to detect the odor
from sample and pipe as the flow the odor from sample to the sensor array. The meat
sample was placed into a container with the cover. E-nose pump was acted to inhale
the odor from meat and trapping it in the E-nose chamber. The odor sensed by the
sensor array and was produced resistance value readings by connecting the sensor

Fig. 2 E-nose setup
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arrays with the microcontroller by using USB cable with computer, and was sent to
the computer for data collection.

2.3 Data Measurement

The data measurement resistance response from E-nose for two different meat sam-
pleswas collected and stored in the computer for analysis. Each samplewasmeasured
until 200 measurements with five repeated experiments. Total data measurement that
collected is 1000 data measurement for each sample. The data in the serial monitor
fromArduinowas transfer intoMicrosoft Excel. The output fromE-nose which 1000
cross 4 was called raw data.

2.4 Data Pre-processing

In this section, it will show the raw data measurement that has to undergo the pre-
processing process in order to get normalized value (0–1) and as the fixed range
for all sample by using MATLAB software. In this process, the data measurement
was used two techniques which is normalization technique and mean calculation
technique. The data measurement has been normalized by using normalization tech-
nique in order to avoid error during classification and the less exactness of results.
The equation that used for normalization technique is shown below:

R′ = R

Rmax
(1)

From Eq. (1), R has represented the sensor reading in resistance, ohm (�) and
Rmax is the maximum value of sensor reading in each data measurement. After the
data measurement has been normalized, the mean normalized data was calculated. in
order tominimize the data set from 5 normalized data set (1000 cross 4 of normalized
data) into 1 normalized data set (200 crosses 4 of normalized data) for each sample.

2.5 Feature Extraction

This section will show mean normalized data for beef and pork meat were clustered
into several cases and was plotted in order to get the odor-profile pattern by using the
mean feature in MATLAB software. Mean feature or cluster of data is a technique
that is used for statistical analysis. The data have been mean normalized which 200
mean normalized cross 4 for each sample beef and pork will cluster into 10 cases.
Each case consists of 20 mean normalized data. Then the mean normalized data for
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each case was compressed by from 20mean normalized data into 1 mean normalized
data by using mean calculation for all experiment for each case. The final data is 10
crosses 4 data measurement for each sample.

2.6 CBR Classification

Step for CBR are CBR similarity calculation and CBR voting. The step for intelligent
classification will complete with performed the performance measure. There are 4
steps in CBR cycle of meat. There are retrieve, reuse, revise and retain phase. In
this experiment, only retrieve and reuse step was used. Retrieval phase solution of
the most similar case from the case base to solve a new problem. Reuse phase is the
solution and information in that case to solve the new case problem. The CBR case
library was the datasets from a mean feature in feature extraction process. The case
library acted as a stored case in CBRmemory. In order to performCBR computation,
CBR similarity must be measured first. The CBR similarity calculation was repeated
for each case. The formula represents in Eq. (2).

Similarity (T, S) =
∑n

i=1 f (Ti , Si ) × wi
∑n

i=1 wi
(2)

where,

T is the target case for meat sample
S is the source case for meat sample
n is the number of attributions of the sensor
w is the weight factor for CBR calculation.

2.7 Performance Measure

The CBR classification for beef and pork meat was completed by calculating the
percentage of specificity, sensitivity, and accuracy measured by using confusion
matrix. The formula was shown in the equation below.

Specificity = TN

TN + FP
(3)

Sensitivity = TP

TP + FN
(4)

Accuracy = TP + TN

P + N
(5)
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where,

TP represents true positive
TN represents true negative
FP represents false positive
FN represents false negative.

Confusionmatrixwas represented the actual case andpredicted case for the sample
which beef and pork meat. The number of true positive, false positive, true negative
and false negative was determined from CBR voting table result.

3 Results and Discussion

3.1 Feature Extraction

Results from mean normalized data for beef and pork meat were clustered into
several cases and was plotted in order to get the odor-profile pattern by using the
mean feature. The result from mean normalized data that tabulated which is 200
cross 4 normalized data for each sample was clustered into 10 cases for each sample.
Resulting in 180 cases for all sample (beef and pork meat). Each case consists of
20 normalized data. Then 20 cross 4 normalized data were reduced into 1 cross 4
normalized data by using average or mean technique. The mean technique was done
in order to make the data fewer. Resulting, the data was plotted on a graph as odor
pattern as shown below.

Figure 3 shows the graph of a combination of odor pattern for beef and pork meat
sample at different time. The x-axis has represented the sensors array that is used in
E-nose which is S1, S2, S3, and S4. The y-axis has represented by the value of mean
normalized data in resistance, ohm (�). The green line (case 1-case 10) is indicated
beef meat at 9.40 AM, the yellow line (case 11–20) is indicated beef meat at 10.40
AM, the cyan line (case 21–30) is indicated beef meat at 11.40 AM, the red line (case
31–40) is indicated pork meat at 9.40 PM, the magenta line (case 41–50) is indicated
pork meat at 10.40 PM and the blue line (case 51–60) is indicated pork meat at 11.40
PM.

The pattern for all the meat samples shows significant differences and variance
especially the green line that indicated beef meat at 9.40 AM and the cyan line that
indicated beef meat at 11.40 AM. It shows the slightly different between sensor S2
and sensor S4 for beef meat. The reading of sensors is depending on the sensitivity of
chemical sensors towards the odor from meat sample and environment. The higher
the reading sensor shows the higher the sensitivity and significant towards odor from
the sample. Resulting, this data was set as an input feature for CBR performance
which CBR case library.
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Fig. 3 Graph of a combination of odor pattern for beef and pork meat sample

3.2 CBR Classification

Refer to Table 1 it shows the CBR case library for beef and pork meat sample. The
CBR case library is taken from a mean feature. The case library acted as a stored
case in CBR memory.

Table 2 shows the CBR similarity calculation in order to find similarity percentage
among the case. For this table, the similaritywas calculated between case 1 and case 2
among 60 cases fromCBR case library. The first column shows the sensor attribution
in E-nose which is S1, S2, S3, and S4. The second column shows the source or stored
case. For this table, case 1 is assigned as a source. For the third column shows the
target or current case. Case 2 is assigned as a target for this calculation. Next, in
column four shows the calculation of similarity between 2 cases which are between
source and target by using the formula in Eq. (2). Then, the similarity was multiplied
with normalized weight as shown in column seven. Resulting, the total or similarity
between two cases got from the summation of each data in column seven.

Then the data was tabulated in CBR performance. The three highest value among
case in each row was determined and selected. The result of three highest value was
tabulated in CBR voting table. CBR voting is one of the techniques that important
in order to measure the performance measure. This technique was used to make sure
the case for each sample is in their own sample group. Based on the voting result,
the highest value for each sample was located on their own sample class. The result
from CBR voting was transferred into Confusion table in Table 3.
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Table 1 CBR case library for beef and pork meat

Case S1 (�) S2 (�) S3 (�) S4 (�)

Case 1 0.92 0.90 0.77 0.84

Case 2 0.93 0.91 0.78 0.84

Case 3 0.94 0.91 0.79 0.84

Case 4 0.94 0.91 0.79 0.83

Case 5 0.95 0.92 0.79 0.83

Case 6 0.95 0.92 0.79 0.84

Case 7 0.95 0.92 0.79 0.83

Case 8 0.95 0.93 0.79 0.83

Case 9 0.95 0.92 0.79 0.83

Case 10 0.94 0.92 0.79 0.83

Case 11 1.00 0.89 0.74 0.58

Case 12 1.00 0.88 0.73 0.57

Case 13 1.00 0.86 0.72 0.55

Case 14 1.00 0.86 0.73 0.55

Case 15 1.00 0.86 0.73 0.55

Case 16 1.00 0.87 0.74 0.56

Case 17 1.00 0.87 0.74 0.56

Case 18 1.00 0.87 0.73 0.56

Case 19 1.00 0.88 0.75 0.58

Case 20 1.00 0.88 0.74 0.56

Case 21 1.00 0.81 0.74 0.51

Case 22 1.00 0.81 0.74 0.50

Case 23 1.00 0.80 0.74 0.50

Case 24 1.00 0.80 0.74 0.51

Case 25 1.00 0.81 0.75 0.51

Case 26 1.00 0.81 0.75 0.51

Case 27 1.00 0.82 0.75 0.52

Case 28 1.00 0.82 0.75 0.52

Case 29 1.00 0.82 0.75 0.52

Case 30 1.00 0.82 0.75 0.53

Case 31 1.00 0.41 0.78 0.38

Case 32 1.00 0.42 0.79 0.40

Case 33 1.00 0.42 0.80 0.39

Case 34 1.00 0.42 0.80 0.39

Case 35 1.00 0.42 0.81 0.40

Case 36 1.00 0.43 0.82 0.40

(continued)
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Table 1 (continued)

Case S1 (�) S2 (�) S3 (�) S4 (�)

Case 37 1.00 0.43 0.82 0.40

Case 38 1.00 0.42 0.82 0.40

Case 39 1.00 0.43 0.82 0.40

Case 40 1.00 0.43 0.82 0.40

Case 41 1.00 0.47 0.84 0.43

Case 42 1.00 0.46 0.83 0.42

Case 43 1.00 0.47 0.84 0.43

Case 44 1.00 0.47 0.85 0.43

Case 45 1.00 0.47 0.85 0.43

Case 46 1.00 0.46 0.85 0.43

Case 47 1.00 0.46 0.85 0.42

Case 48 1.00 0.46 0.85 0.42

Case 49 1.00 0.46 0.86 0.42

Case 50 1.00 0.46 0.86 0.43

Case 51 0.99 0.37 0.84 0.36

Case 52 0.99 0.37 0.83 0.35

Case 53 0.99 0.39 0.84 0.37

Case 54 1.00 0.40 0.85 0.39

Case 55 1.00 0.41 0.85 0.39

Case 56 1.00 0.41 0.85 0.39

Case 57 1.00 0.41 0.85 0.39

Case 58 1.00 0.41 0.85 0.39

Case 59 1.00 0.40 0.85 0.38

Case 60 1.00 0.40 0.84 0.37

Table 2 CBR similarity calculation between case 1 and case 2

Attribution Source Target Similarity Weight Normalized
weight

Similarity *
normalized
weight

S1 0.92 0.93 0.99 1.00 0.25 0.25

S2 0.90 0.91 1.00 1.00 0.25 0.25

S3 0.77 0.78 0.99 1.00 0.25 0.25

S4 0.84 0.84 1.00 1.00 0.25 0.25

The similarity between 2 cases 1.00
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Table 3 Performance classification for beef and pork meat classification using CBR

Beef at
9.40 AM

Beef at
10.40 AM

Beef at
11.40 AM

Pork at
9.40 PM

Pork at
10.40 PM

Pork at
11.40 PM

Total cases 180

Condition
positive
(P)

30 30 30 30 30 30

Condition
negative
(N)

150 150 150 150 150 150

True
positive
(TP)

30 30 30 30 30 30

True
negative
(TN)

150 150 150 150 150 150

False
positive
(FP)

0 0 0 0 0 0

False
negative
(FN)

0 0 0 0 0 0

Sensitivity
(%)

100 100 100 100 100 100

Specificity
(%)

100 100 100 100 100 100

Accuracy
(%)

100 100 100 100 100 100

Overall
sensitivity

100

Overall
specificity

100

Overall
accuracy

100

3.3 Performance Measure

The result from calculation performance measure of data after obtained CBR voting.
The percentage of sensitivity, specificity, and accuracy was measured by using con-
fusion matrix. Table 3 shows the performance classification for beef and pork meat
classification using CBR. Based on the table CBR voting, each sample consists of
30 number of real positive case and 150 number of the real negative case in data.

The sensitivity, specificity, and accuracywere calculated by using the Eqs. (3)–(4).
The sensitivity is a division of the number of true positive result with the summation
of true positive and false negative result while the specificity is a division of the
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number of true negative result with the summation of true negative and false positive
result. Lastly, accuracy is a division of summation true positive and true negative
result with the positive and negative result. Resulting, the performance measures
using sensitivity and specificity are 100%. The classification of beef and pork meat
sample by using CBR is 100% accuracy.

4 Conclusion

In conclusion, the odor-profile for beef and pork meat was successfully developed.
The result shows the difference between beef and pork meat in term of graph odor
pattern. By applying CBR as intelligent classification, the different type of meat can
be classified with 100% specificity, sensitivity and accuracy.
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The Study of Raw Water Based
on Quality Parameter Using Smell-Print
Sensing Device
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Abstract Water is a renewable natural resource and comprises about 70% of earth
whilst the balance is land. Cleanliness and purity of drinking water is important for
human health worldwide, thus it is important to know the water body source content
so that consumption of it does not give any risk to human body’s health. This study
focuses on establishing a case library profile and classification of water based on
recommended by Ministry of Health (MOH). This study water quality parameters
such as iron (Fe) and pH is obtained using Electronic nose (E-nose). E-nose is an
instrument that mimics human nose that has the ability to sniff in advance for volatile
odor. However, colourless and odourless chemical usually undetectable by normal
eyes or noses. Case Based Reasoning (CBR) is used in performing the intelligent
classification that involved CBR computation, voting and performance measure.
The similarity result shows that the technique accomplished to classify with 97.5%
accuracy, 88.0% specificity and 92.2% accuracy.

Keywords Water quality · E-nose · CBR

1 Introduction

Water sources are an essential role in supporting the lives of individuals, communities,
the social and economic development of a region or state, and the ecosystem of the
environment [1]. Approximately 99% of the water supply in Malaysia comes from
rivers and streams in the country [2]. Water can be drunk only if the concentration of
components is within the limits set by special regulations [3]. In general, pollutant
in water body sources are known as point and non-point source and monitoring its
quality has become amajor concern to certify current condition and long term pattern
for future management [4].
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A set of guidelines for safe and portable water supply in Malaysia has been pro-
vided by the Drinking Water Quality Surveillance Unit of the Ministry of Health
Malaysia and was legislated under the guidance of experts from the World Health
Organization (WHO) with a panel from the Public Works Department (PWD),
Department of Chemistry (DOC) and Department of Environment (DOE) [5]. Thus,
monitoring of drinking water quality is very important because the possibility of
drinking water resources (from rivers and groundwater) becomes polluted is very
high [6]. An agency of water supply carries out routine testing and monitoring of
the quality of the water that is produced, while the public health protection agency
conducts independent surveillance audits of water quality to determine whether the
water-supply agency is fulfilling its responsibility [7].

Normally physical parameters are recommended in monitoring water quality for
small communities [6]. The organic and inorganic forms of metals and nutrients and
measurement of ammonia nitrogen (NH3-N) and iron (Fe) are used for chemical
parameters [6]. Iron is essential for human health but it is also a toxic metal and
WHO has fixed a sanitary security limit, 2 mg/L and it was originated from aesthetic
reasons for iron (coloration of water) [8]. In aquatic system, heavy metals are a risk
and hazard to human health due to their impacts on the quality of the water, foods
and ecosystems [9]. Even though heavy metals are a common term defined in the
literature, it is widely documented and regularly applied to the widespread pollutants
of soils and water bodies with it entered into human body through air, water and food
[10]. For the pH of water, generally it scale varies from 0 to 14, 7 is considered that
water is neutral while lower of it referred acidic and a pH greater than 7 known as
basic and normally, water pH ranges from 6 to 8.5 [11, 12].

E-nose is a device engineered to crudely mimic the human olfactory system for
smells and taste sensors (gas and liquid sensors) and their communication with the
human brain [13–16]. The odorant defined as a gaseous chemical component which
encourage or stimulate the human olfactory system, while an odor is the sensorial
response of the olfactory organ due to sniffing certain volatile substances [17]. First
of all, data from sensor are collected and recorded using an E-nose system and then,
statistics software is utilized to extract qualitative and quantitative information [18].
In an E-nose system there are three components; (a) the sample conditioning unit,
which delivers odor from the headspace of the sample; (b) a test chamber in which
a sensor array is placed (c) the processing unit that analyses sensor response for
pattern recognition [19]. E-nose has various features that make it compatible for on-
site water analysis [20]. Next, the recent availability of commercial sensor array to
detect and characterize the headspace odor offering faster and an easier techniques
for monitoring changes in water and waste water quality [19].

In pre-processing, normalization is one of the important steps to increase the
accuracy of classification [21, 22]. There are several equation which were applied
for normalization and the choices of equation in this research is using Eq. (1) [21,
23, 24].

R′ = R

Rmax
(1)
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Every row in raw data measurement was divided by the highest value from its
own row in order to get the normalization value [23, 24]. It can be said, a normaliza-
tion method is used to reduce the data fluctuation and restructure the measurement
data according to the concentration levels to make the features invariant with the
concentration levels [25].

There were various artificial techniques that can be used to classify odour data like
Artificial Neural Network (ANN), Discriminant Factor Analysis (DFA), k-Nearest
Neighbour (k-NN), PrincipalComponentAnalysis (PCA) andCaseBasedReasoning
(CBR) [26, 27]. CBR is an approach to solve new problems by using the past cases
and experiences by comparing the similarity percentage with the current cases [23,
28]. CBR cycle cover four process which is retrieval, reuse, revise and retain [24,
26, 29, 30]. Its begins with the emergence of a new case/problem followed by case
retrieval which involves measuring similarities between the new case and historical
cases [29]. This is the core stage of the CBR cycle, and its accuracy is heavily
impacted by predetermined similarity assessment criteria [29].

Similarity’s result from CBR computation is chosen as current case to CBR per-
formance template followed with a voting technique using three highest similarity
value from each case is selected and applied for all the cases to observe weather the
value selected is from the same sample type with the case [31]. Equation (2) used to
calculated the similarity [23]:

Similarity (T, S) =
∑n

i=1 f
(
Tj , Si

) × wi
∑n

i wi
(2)

2 Methodology

2.1 Raw Water Sampling and Preparation

The samples used in this project were divided into two main category, raw water
and drinking water (treated water) with different solutions to represent two quality
parameter, pH and iron which followed the recommendation by Ministry of Health
Malaysia showed in Table 1. The sample preparation is done in laboratory with the

Table 1 Recommended raw
water quality and drinking
water quality standard

Parameter Acceptable value (mg/l) Sample
preparation
(mg/l)

Raw water Drinking water

pH 5.5–9.0 6.5–9.0 4.0 and 7.0

Iron 1.0 0.3 0.3, 0.4, 1.0 and
1.1
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help of chemist and lab technician to prepare the solution of iron 0.3, iron 0.4, iron
1.0, iron 1.1 mg/l, and pH solution of 7.0 and 4.0.

The water sample’s solution used were measured and set to 50 ml per sample
using beaker and pipette to measure the volume for specific concentration for each
sample by dilution process using Eq. (3)

M1V 1 = M2V 2 (3)

where M is the molarity of the solution and V is the volume of the solution.

2.2 Data Pre-processing

In data pre-processing, two technique were involved; normalization technique and
mean calculation technique. In detail, normalization technique used to reduce the
value by dividing each raw data with the highest value of its own row in order to get
the range value between 0 and 1 that is also known as feature scaling.

2.3 Features Extraction

In feature extraction, the 200 normalized data (ND) for each sample is clustered into
10 cases which lead to each case having 20 ND. Next, mean calculation is used again
to get only 10 data case with each case containing 1 ND. The cluster value is plotted
for both samples that is known as odour pattern. The mean data of ND was declared
as input in CBR.

2.4 CBR Classification

The data from feature extraction in then stored as input to the CBR with 10 cases
for each sample and it’s known as CBR computation. The similarity was obtained
by comparing the stored case with the current case which is continuously repeated
to compare 60 cases of stored case with current case, this process is repeated from
case 1 until case 60 to get the rank of similarity. The results from CBR computation
that acts as retrieval phase was then fed through the confusion matrix and voting
technique. The voting in CBR functions in order to get the result to be able to know
the sample was correct by choosing the three highest similarities for each case in
proximity matrix.
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2.5 Performance Measure

The last step sample classification is to find the performance measure. Perfor-
mance measured was calculated to know the percentage of sensitivity, specificity
and accuracy of sample classification by applying CBR technique.

3 Result and Discussion

3.1 Data Measurement

The resulting data was taken 5 times for each sample to get 5 different reading results
for one sample reading by connected the hardware part with PC. In one reading
sample contain 200 data measurement that resulted to 1000 data for one sample is
read by one sensor. In conclusion, there 6000 raw data for 6 sample named by sample
A1 for iron 1.0 mg/l, A2 for iron 0.3 mg/l, A3 for pH 7.0, B1 for iron 1.1 mg/l, B2 for
iron 0.4 mg/l, and B3 for pH 4.0. The graph pattern of raw data was not consistent, so
it needs to proceed to pre-processing process to clearly observe odour profile pattern
for each sample.

3.2 Data Pre-processing

In data pre-processing, the result from normalization technique andmean calculation
technique was obtained to get the odour profile for six samples A1, A2, A3, B1, B2
and B3 were used in the next process. The result from normalized data for 6000 raw
data is shown in the graph below with the horizontal axis showing sensor attribution
or sensor array while vertical axis showing the reading of signals; normalize reading
in the range between 0 until 1. The x-mark represents 3000 ND for sample A1, A2,
A3 while circle plot represent another 3000 ND for sample B1, B2 and B3. Based on
the two types of pattern (circle and x-mark) it shows some slight difference especially
on the sensor 2 (S2), sensor 3 (S3) and sensor 4 (S4) while for sensor 1 (S1) shows
no significant difference at all.

Next, mean calculation is applied to get the only one data set for each sample by
dividing the total of ND with the total of data set in each row. Hence, 200 ND for
each data set of sample is used mean calculation technique to get only one. So from
6000 ND, the overall now becomes 1200 ND for 6 sample which is 200 ND (Fig. 1).
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Fig. 1 Normalize raw data for six sample

3.3 Features Extraction

The 200 ND is then clustered into 10 cases to form only 20 ND for each case. Next
20 ND for each of case is then fed through the mean calculation again to get only
one value for one case in order to get the odour profile for the each sample. In the
end there only 60 ND with 10 ND illustrated for each sample and the odour pattern
is clearly classified in the Fig. 2.

The reaction of sample odour with the gas sensor is represented above as vertical
axis showing the quantitative value of the resistance reading in ohmwhilst horizontal
axis shows the sensor attribution or sensor array. From the odour pattern above x-
mark represents sample A1, A2 and A3 while circle represent for sample B1, B2 and
B3. It clearly shows significant difference in S4 between sample A and B through
magenta and green colour respectively that shows same difference between the two
groups. Moreover S2 and S3 also have the same condition for A2 and A3 as for the
other samples the difference is so small. As for S1 almost dominant by red and black
which is B1 and B3 from the same group and it can conclude all the data for S1 is
almost close to each other for six samples in the range of 0.9–1.0.
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Fig. 2 Odor pattern for sample A and sample B

3.4 Performance Measure

Next, the data from feature extraction was stored as input to the CBR for the next
step which is performance measures. The similarity is obtained by comparing the
stored case with the current case and was summarized into proximity matrix shown
in Fig. 3.

In the simplest way to conclude, when case 1 as current case and compared with
the stored case and if the stored case belongs to case 1, the similarity is 100%same this
is illustrated in black colour. While if stored case is case 2 then the compared result
shows 99.9048% similarity. This process is repeated until all 60 cases is compared
by filled in the stored case and current case. The summarized results are shown in
Tables 2 and 3.

The next process is voting with the highest similarity represented in pink, second
highest in yellow and the third highest green. The purpose of this is to make sure
the top three of similarity is in correct group. The result of voting shows that the top
three rank of sample A and sample B are overall in the correct group for A2, A3,
B2 and B3. From the voting results the performance measurement is then calculated
using confusion matrix based on CBR.
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Table 2 Result of confusion
matrix for sample A and
sample B

Predicted

Sample A Sample B

Actual Sample A 78 12

Sample B 2 88

Total 180

Table 3 Results of
performance measure

Total cases 180

Condition positive (P) 90

Condition negative (N) 90

True positive (TP) 78

True negative (TN) 88

False positive (FP) 12

False negative (FN) 2

Sensitivity (%) 97.5

Specificity (%) 88

Accuracy (%) 92.2

The performance measured is then calculated using confusion matrix to get the
accuracy, sensitivity and accuracy of the sample. The confusion matrix is a 2 × 2
table, two rows and two columns that represents the number of false positive, false
negative, true positive and true negative is illustrated in Table 2. The sample A is for
recommended quality parameter of water by MOH while sample B does not meet
with regulation that is suggested by MOH. It is shown that the accuracy of E-nose
toward the samples are 92.2% that indicated the E-nose device had highest sensitivity
closely to 100% in detecting and differentiating odour molecules for sample A and
sample B. The specificity is 88% and the sensitivity of the sample is 97%.

One sample contains 30 cases from 3 highest of similarity where six cases are
applied in this project to become the total cases of 180. For TP there are 78 cases
which were predicted sample; A which is follows the water parameter quality for
iron and pH and the results is same. While 88 cases is TN showing that the predicted
and results is shows sample B which is the water not following the parameter quality
for raw water and treated water based on iron and pH value. The accuracy for intelli-
gence classification is 92.2%which is the frequent of the classifier is correctly detect
the sample is followed the recommended parameter. Meanwhile the sensitivity and
specificity are the one method to quantifying the diagnostic ability of the test.
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4 Conclusion

In conclusion, the case library profile for samples A and Sample B were established.
The case library was drawn from the data measurement from smell print device that
undergoes pre-processing technique. The case library than is used forCBR technique.

As the odor profile and case library had been done from smell print device, the
classification of samples done using CBR technique. The classification of raw water
quality parameter for iron and pH from odor profile is successful with the accuracy,
sensitivity and specificity approximately approach to 100%.
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Camera Orientation Determination
Based on Copper Wire Spool Shape

Farah Adiba Azman, Mohd Razali Daud, Amir Izzani Mohamed,
Addie Irawan, R. M. Taufika R. Ismail and Mohd Mawardi Saari

Abstract A simple and inexpensive system but effective in performing required
tasks is the most preferable in industry. In this study, a vision system is developed
to solve the peg-in-hole problem of a robot-like forklift to pick up copper wire
spool arranged side by side on a rack, without using any sensors, except a low-cost
camera. Inspired by how human perceive an object orientation based on its shape,
an algorithm is developed to determine robot orientation based on the shape of a
copper wire spool relative to camera position and yaw angle. The center point of the
spool (CPS) should be on the center line of camera FOV (CFOV) if the camera is
perpendicular or 0° parallel to the spool. Thus, the coordinate of the CPS and the
CFOV is same. Instead, when the camera is seeing the spool from the angle less
or bigger than 0°, the CPS and CFOV will be different, and the difference shows
the position and the yaw angle of the camera relative to the spool. A copper wire
spool has three circles; the outer circle, the tapper part around its center hole and
the center hole itself. The proposed system uses Circular Hough Transform (CHT),
filtering, binary, morphology and Sobel edge detection of the sampled images from
real-time video recording to determine the orientation of the camera related to the
copper wire spool shape, in which the center coordinate of the three circles was
determined. Results from the experiments that had been done show that the system
is able to determine the orientation of the camera related to the spool.
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Keywords Circle detection · Copper wire spool · Camera orientation ·
Vision-based system

1 Introduction

Robotic manipulator is widely used in the manufacturing process for grasping and
insertion (peg-in-hole) tasks because it is a reliable system to maintain productiv-
ity and quality [1]. The peg-in-hole problems are also widely discussed in robotic
research due to complexity in applying control algorithm that requires position and
force feedback. This lead to encourage some researchers have tried to solve the
problem without sensor, as presented by [2, 3]. However, some researchers utilized a
camera to navigate the robot hand nearer to the hole, or to determine the pose of the
peg and hole, before the force or torque sensor was used. Lin et al. employed three
kinds of cameras; Kinect, Bumblebee stereo and a high-resolution camera to support
the peg-in-hole insertion process by two 6 D.O.F robotic arms equipped with a force
sensor [4]. Chang employs binocular vision to observe a manipulator and a target for
insertion of USB flash drive to a USB square hole automatically. The vision system
was also used to control the movement of the robotic arm through a visual servo
controller [5].

In order to detect circular shape,many researches improvedCircularHoughTrans-
form (CHT) to avoid false circle detections because CHT involves high computation
[6–8]. Yao et al. proposed Curvature Aided Hough Transform for Circle Detection
(CACD) to detect circles in a complex scene. However, it needs a proper edge detec-
tion method to avoid false circle detections [9]. Canny edge detection method is one
of the methods commonly used to obtain the correct results and reduce the noise of
the image despite the fact that the method has a flaw which it may not traverse all
weak edge pixels [10–13]. Hussin et al. use color detectionmethod to detect an object
in a complex scene image and it involves only one color. Due to lighting intensity,
the object cannot be detected accurately [14]. In addition, the vision system also
has some flaws such as the existence of dust, the need for extra lighting, occlusions
and distortions which can occur noise of an image [15]. The development of circles
detection is still needed especially for circles shape with many noises. Therefore,
addition of filters in image processing can minimize the noise of an image. Filters
that usually be used by researches are Gaussian Filter [16, 17], Mexican Hat Filter
[18] and Median Filter [19].

In this study, a cheap camera which is LogitechWebcam C270 is put on a forklift-
like robot, which will autonomously pick up a copper wire spool (a cylindrical object
on which the copper wire is wound and having a rim at each end). For simulation pro-
cess, the proposed algorithm uses Circular Hough Transform combined with another
image processing techniques; filtering, binary, morphology and edge detection to
track the spool and determine a stop position that enables the robot moving closer to
the spool and insert the center cylindrical shaft through the center hole of the spool.
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However, the scope of this study is limited to the development of the vision system
and focus on camera orientation verified through simulations using real-time video
recording.

2 Theoretical Background

The process of tracking and checking the alignment of the spool and camera only
will be guided by a web camera. Based on the images taken from a real-time video
recording, the vision system guides the camera to stop at the correct position. Refer-
ring to the isometric projection perspective, as shown in Fig. 1, the correct position
is where the front and back circles (rims) of the spool are sharing the same center.
From the side view of isometric projection, they overlapped each other and seen as
only one circle.

While the camera moves to the location where the spools are located, it is scan-
ning its side and search for the spool. The spool will be detected starting from the
point when it enters the field of view (FOV) of the camera. The robot orientation is
depending on the camera orientation. As the spool reaching the center of the FOV,
the centers of the big and small circle will become overlapping and finally sharing
the same center point, as illustrated by Fig. 2. In the implementation of the system,
a center with coordinate (320, 240) is plotted at the center of the image frame of

Fig. 1 Isometric projection of a spool
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Fig. 2 Camera and spool orientation during image capturing

the camera. When the big and small circle center of the spool is overlapped by the
virtual center, it means the robot is at the correct position and the camera can move
forward. While moving forward, the camera orientation (yaw angle) is confirmed by
determining the position of the spool on the frame image as shown in Fig. 2. The
camera orientation (yaw angle) is considered 0° (parallel to spool) if the spool is at
the center of the frame image. The spool image will shift to the right-hand side of
the image frame if the yaw angle is positive and likewise for the negative yaw angle.

3 Proposed Algorithm

The proposed algorithm follows several steps to detects the copper wire spool circle
and confirms the alignment of the camera and copper wire spool. The general idea
is described as follows. Images are preprocessed to obtain a circle by using unsharp
filtering. In most filtering method, unsharp filtering is the most effective method to
prevent false circle detection by using Circular Hough Transform (CHT). CHT is
applied after the preprocessing method. The alignment of the camera and copper
wire spool is determined by using several formulas as follows.
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3.1 Copper Wire Spool Detection

Images are acquired using Logitech HD Webcam C270 and processed using MAT-
LAB programming platform. The real-time video is applied and previewed in
grayscale color. The resolution of the video used in this system is 640 × 480 pixels.
The steps are listed as follows:

Step 1. Filtering. Unsharp filter is applied to overcome false detection. Unsharp
filter is a simple sharpening operator to unsharp contrast enhancement of
the grayscale image. There are 3 types of filter are used which are Median,
Prewitt andUnsharp filtering to compare the effectiveness of circle detection
by using the CHT method.

Step 2. Binary operation. The image is converted to binary with 0.3 threshold value.
All connected components that have fewer than 100 pixels from the binary
image are removed by using ‘bwareaopen’ function.

Step 3. Morphological operation. Morphological apply a structuring element to an
input image, creating an output image of the same size. The erosion and
dilation methods are applied in this system.

Step 4. Edge detection. It is applied to obtain accurate edges of an input image.
Edge detection method is compared between Canny and Sobel method and
Canny method is applied due to the effectiveness of circle detection.

Step 5. Circular Hough Transform (CHT) is applied after image processing. CHT
is applied to identify the characteristics of copper wire spool. CHT is one
of the methods to detect the circular image in a vision system. A reference
center with coordinates (320, 240) is displayed on the screen in green color,
serves as a reference center

Step 6. The camera will detect the copper wire spool whenever the system detects
big circle within the radius range shown in Rule 1. The big circle is
previewed in red color and the screen will display “Spool detected”.

Step 7. The camera will detect small circle whenever the system detects small circle
radius range shown in Rule 1. The small circle is previewed in blue color

Rule 1=
⎧
⎨

⎩

1, 100 ≤ radii1 ≤ 250(Big circle)
1, 10 ≤ radii2 ≤ 25(Small circle)
0, otherwise

3.2 Camera and Spool Alignment

The copper wire spool and camera are considering at the center of the frame when
the center of big and small circle overlap the reference center (320, 240) calculated
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Table 1 Coordinate of spool
circles

X1, Y1 Big circle coordinate

X2, Y2 Small circle coordinate

320, 240 Reference center

by using (X, Y) coordinate. Due to slight errors, the distance between the center can
be accepted within error range ±3 pixels as shown in Rule 2. The steps are listed as
follows:

Rule2 =
⎧
⎨

⎩

1, −3 ≤ distance center 1 ≤ 3(Big circle)
1, −3 ≤ distance center 2 ≤ 3(Small circle)
0, otherwise

Step 1. The screen displayed “Centers overlapped” when both small and big circle
center overlapped the reference center.

Step 2. The camera will focus on the small circle to make sure the orientation of
the camera (yaw angle) and copper wire spool at 0°.

Step 3. The small circle center must overlap the reference center if the camera is
moving forward, backward and the screen will display “Center aligned”.

Step 4. The copper wire spool is considered not aligned when there are more than
one circles displayed at the center of the spool. The mathematical equation
to determine small and big circle centers overlapped the reference center is
shown in Eqs. (1) and (2). For aligning position, the coordinate for both cir-
cles must be (0, 0) by using both Eqs. (1) and (2) and the camera orientation
must be in 0° position (Table 1).

Distance center 1= ((320 − X1), (240 − Y1)) (1)

Distance center 2= ((320 − X2), (240 − Y2)) (2)

From the steps mentioned above, the alignment of the spool and camera must
satisfy two conditions which are the big and small circle center must overlap the
reference center when the yaw angle of the camera is at 0°. Secondly, the number of
small circle detection is one.

Referring to Fig. 3, it shows the condition of camera orientation when it is in
align position. In align position, at 20° angle, the spool is viewed as half spool
image. Camera orientation only affects the spool position image on the frame. It
does not affect the spool orientation. The camera orientation theory is proved by
using Eq. (3) below.

a = tan θ(b) (3)
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Fig. 3 Camera orientation parameters relative to spool position and orientation

As it can be seen, a refers to distance of circle center from FOV center, where b
is the distance of the camera to the copper wire spool and θ is refers to the camera
orientation. In this paper, the distance of the camera to the spool is taken from 40
to 100 cm due to its effectiveness of circle detection. The overflow of the proposed
algorithm is shown in Fig. 4.

4 Experimental Results and Discussion

The experiments performed in an indoor environment which is in the lab of Faculty of
Electrical and Electronic Engineering (FKEE) UMP. This experiment is performed
by using MATLAB software with Logitech C270. Figure 5 shows that the copper
wire spool (circle) is detected by using Unsharp filter and CHT method. By using
the proposed method, the system can detect the copper wire spool by detecting the
big and small circle which is in red and blue color. The copper wire spool can be
detected within the range 40–110 cm from the camera due to the range that has been
set in this system. It is because if the distance of the camera to the spool is less than
40 cm, it will affect the accuracy of the circle detection due to lighting and noise that
hard to be eliminated and cause false circle detections. Based on the results, Unsharp
filter can prevent false circle detection. It fits the expected results of this paper.

From the results shown in Fig. 5, the screen displayed “Spool detected” whenever
the spool is detected. The red and blue circle stands for big and small circle whereas
the green center is for reference center. All figures above show that the copper wire
spool is not aligned. Next, Fig. 6 shows that when the copper wire spool is considered
align when it satisfies all align conditions. The copper wire spool is at the center of
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Fig. 4 Flowchart of the proposed algorithm
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Fig. 5 Spool detected in random distances and camera’s angles

Fig. 6 Spool detected in align position
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Fig. 7 Spool not detected in many situations

the frame which is both small and big circle center overlapped the reference center
and the screen displayed “Center overlapped”. It also shows that there is only one
small circle displayed on the screen at 0°.

When copper wire spool cannot be detected, the screen will not display anything
until the camera detects the copper wire spool. Figure 7 shows the condition of
copper wire spool that cannot be detected. The reasons the copper wire spool cannot
be detected are the distance between camera to the spool is less than 40 cm and the
shape of the spool (circle) is not like a circle such as a semi-circle.

Next, Fig. 8 shows that the camera and the copper wire spool are not aligned.
Thus, the small circle detected as two circles. The analysis on camera and copper
wire spool orientation are shown in Table 2 and Fig. 8. From the analysis, it shows
that when the camera is aligned with the spool at 0°, the orientation of the spool is
not changed although the orientation camera is changed to other angles. The position
of the spool is changed due to the orientation of the camera.

The relationship of camera orientation and distance of the FOV center to circle
center is shown in Table 2. All the analysis is taken whenever the distance of the
camera to the copper wire spool is from 70 to 100 cm. FOV center is considered as
0 cm and the experimental value is compared to the theoretical value. The theoretical
value is calculated by using Eq. (3).

From Table 2, it shows that the differences between the experimental and theoret-
ical value are lesser. For 20° or −20° angle, it is when the camera shows capture the



Camera Orientation Determination Based on Copper Wire Spool Shape 215

Fig. 8 Spool is not aligned in random distances and camera’s angles

spool in semi-circle. Although the distance from the camera to the spool is change,
it does not affect the camera’s view and copper wire spool orientation. It only affects
the size of the spool in the frame and the distance of the FOV center to the circle
center at once. All the analysis is takenwhen the copper wire spool is in align position
and only the camera’s orientation is changed. Since it is proved that the orientation
of the camera can be calculated, the correct position of the copper wire spool can
be determined. However, there are some values produce high error rate. It is due to
errors in camera orientation value in real-time experiment.

5 Conclusion

This paper proposed an alternative solution to the peg-in-hole problemwithout using
sensors such as force and torque sensor. The results showed that the proposed sys-
tem could track and determine the correct position for the camera to stop moving
forward when the copper wire spool and camera is confirming aligned. Based on the
experimental results, the Unsharp filter with Circular Hough Transform (CHT) can
detect true circles and prevent false detections. However, these proposed works can
be improved in order to reduce the error rate and determine the relationship between
camera orientation and camera movement with high accuracy.



216 F. A. Azman et al.

Table 2 Relationship of camera orientation and distance of FOV center to circle center

No./distance
camera to
spool (cm)

Camera orientation (°) Distance of FOV center to circle center

Experimental value (cm) Theoretical value (cm)

1 100 −5 10.69 8.75

2 −10 18.37 17.63

3 −15 27.18 26.79

4 −20 35.16 36.4

5 5 6.11 8.75

6 10 18.11 17.63

7 15 22.46 26.79

8 20 35.66 36.4

9 90 −5 5.19 7.87

10 −10 16.65 15.87

11 −15 20.43 24.12

12 −20 31.71 32.76

13 5 9.24 7.87

14 10 16.31 15.87

15 15 24.89 24.12

16 20 32.13 32.76

17 80 −5 8.21 7.00

18 −10 14.35 14.11

19 −15 22.08 21.44

20 −20 28.20 29.12

21 5 4.61 7.00

22 10 14.65 14.11

23 15 17.75 21.44

24 20 28.52 29.12

25 70 −5 5.52 6.12

26 −10 12.21 12.34

27 −15 23.21 18.76

28 −20 25.00 25.48

29 5 6.09 6.12

30 10 12.86 12.34

31 15 18.77 18.76

32 20 24.92 25.48
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AModified Symbiotic Organism Search
Algorithm with Lévy Flight for Software
Module Clustering Problem

Nurul Asyikin Zainal, Kamal Z. Zamli and Fakhrud Din

Abstract To date, there are much increasing trends on adopting parameter free
meta-heuristic algorithms for solving general optimization problems. With param-
eter free algorithms, there are no parameter controls for tuning. As such, the adop-
tion of parameter free meta-heuristic algorithms is often straightforward. On the
negative note, exploration (i.e. roaming the search space thoroughly) and exploita-
tion (i.e. manipulating the current known best neighbor) are pre-set. As the search
spaces are problem dependent, any pre-set exploration and exploitation can lead to
entrapment in local optima. In this paper, we investigate the use of Lévy flight to
enhance the exploration of a parameter free meta-heuristic algorithm, called Modi-
fied SymbioticOrganismSearchAlgorithm (MSOS), via its population initialization.
Our experimentations involving the software module clustering problems have been
encouraging, as MSOS gives competitive results against existing selected parameter
free meta-heuristic algorithms. For all the given module clustering problems, MSOS
generates overall best mean results.

Keywords Search based software engineering · Software module clustering ·
Symbiotic organism search

1 Introduction

In line with rapid advancement of computing technologies, software line of codes
(LOCs) is getting larger to accommodate ever increasing demands for functionalities

N. A. Zainal (B) · K. Z. Zamli · F. Din
Faculty of Computer Systems & Software Engineering, Universiti Malaysia Pahang, 26300
Gambang, Kuantan, Pahang, Malaysia

K. Z. Zamli
e-mail: kamalz@ump.edu.my

F. Din
e-mail: fakhruddin@uom.edu.pk

F. Din
Department of Computer Science & IT, University of Malakand, Khyber Pakhtunkhwa, Pakistan

© Springer Nature Singapore Pte Ltd. 2020
A. N. Kasruddin Nasir et al. (eds.), InECCE2019, Lecture Notes in Electrical
Engineering 632, https://doi.org/10.1007/978-981-15-2317-5_19

219

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-2317-5_19&domain=pdf
mailto:kamalz@ump.edu.my
mailto:fakhruddin@uom.edu.pk
https://doi.org/10.1007/978-981-15-2317-5_19


220 N. A. Zainal et al.

from the users. Furthermore, there is an increasing trend that indicates the popularity
of outsourcing LOCs to geographically distributed software engineering teams in
order to accommodate development costs to third world countries (i.e. where the
costs of programmers and software engineers are relatively cheap). Often, the main
challenge of these development models is on dealing with software comprehension,
evolution, and maintenance [1, 2]. Clustering of LOCs into small modules and pack-
ages can help to alleviate such challenges. Related literature, in fact, suggests that
modularized software eases both development and maintenance of software systems
[3]. Recently, the area of Search based Software Engineering treats the problem of
software module clustering as an optimization problem.

Hill Climbing (HC) has been exploited byMancoridis andMitchell in a tool known
as Bunch [4]. Similarly, Mahdavi et al. [5] employ combinations of hill climbs for
modularization problem. Kumari and Sirvinas [6] attempt to address the software
module clusteringproblemwithGenetic algorithm (GA).Concerningmulti-objective
approach, Praditwong et al. [7] and Huang et al. [8] have adopted Pareto optimality
concept based on HC.

To date, much of the existing work on software module clustering deals with
parameterized algorithms. With parameter free algorithms, there are no parameter
controls for tuning [9, 10]. As such, the adoption of parameter free meta-heuristic
algorithms is often straightforward. On the negative note, exploration (i.e. roaming
the search space thoroughly) and exploitation (i.e. manipulating the current known
best neighbor) are pre-set. As the search spaces are problem dependent, any pre-set
exploration and exploitation can lead to entrapment in local optima. Addressing these
issues, we investigate the use of Lévy flight to enhance the exploration of a parameter
free meta-heuristic algorithm, called Modified Symbiotic Organism Search Algo-
rithm (MSOS), via its population initialization. The prospect of adopting MSOS is
in line with the No Free Lunch theorem [11] which suggests that no single meta-
heuristic can outperform all others even over different instances of the same problem
(e.g. [12–27]). Our experimentation involving the software module clustering prob-
lems have been encouraging, as MSOS is able to give competitive results against
existing selected parameter free meta-heuristic algorithms in the given case studies.
The proposed algorithm can be helpful for software engineers in efficient software
module clustering process as the findings of this study are encouraging. Moreover,
other possible application venues for the algorithm can be t-way testing, software
product line (SPL) testing and test redundancy reduction.

The rest of the paper is organized as follows. Section 2 describes the software
module clustering problem. Section 3 gives an overview of SOS and its successor
MSOS. Section 4 presents our benchmark comparison with other parameter free
meta-heuristic algorithms. Section 5 presents our discussion. Finally, Sect. 6 presents
the conclusion of the work.
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2 The Problem of Software Module Clustering

The problem of software module clustering involves partitioning a set of modules
into clusters by considering coupling and cohesion. Coupling measures dependency
within clusters. The higher the coupling, the less readable the piece of code will be
and thus the harder the code for bugs fixing. Cohesion, on the other hand, measures
software module cluster internal strength. Therefore, better cluster distribution helps
in enhancing source code comprehension and improve functionality-cluster-module
traceability.

To allow its quantification, Mitchell and Mancoridis [4] (and later refined by
Praditwong et al. [7]) define Modularization Quality (MQ) measure as the sum of
the ratio of intra-edges and inter-edges in each cluster, called Modularization Factor
(MFk) for cluster k based on the use of Module Dependency Graph (MDG) [4].
Mathematically, MFk can be formally expressed as follows:

MFk =
{

0 if i = 0
i

i+ 1
2 j

if i > 0 (1)

where i = weight of intra-edges and j = weight of inter-edges. The term 1
2 j is for

splitting the penalty of inter-edges across the two clusters that are connected by that
edge. The summation of MFk results in MQ as follows:

MQ =
n∑

k=1

MFk (2)

where n = number of clusters.
Figure 1 highlights a snapshot of two cluster modularization of a class diagram

(i.e. referred to asMF1 andMF2). Here, the class relationship is often one way when
the navigation arrow is specified. If there are no specified navigation, the relationship
is considered two way (and counts as two edges for MQ calculation). Considering
the example in Fig. 1, the most minimum possible cluster is 1 whilst the maximum
possible clusters are 6. The goal is to find the clusters from 2 to 5 that maximizes the
MQ. In this case, the total MQ is 1.5. It should be noted that considering different
clustering possibilities yields different MQ. The goal here is to maximize MQ.

3 Symbiotic Organism Search and Its Modification

Symbiotic Organism Search (SOS) [28] is one of the recently proposed population
based meta-heuristic algorithms that mimics real life symbiosis interactions. Here,
every organism is assumed to interact with other organism in all three symbiosis
categories which are mutualism, commensalism, and parasitism.
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ModularEntity

SubModule

Calculator

Overlay

LayerControl

Monitor

Fig. 1 Sample MQ calculation

Within SOS,mutualismphasemimics the interactions between twoorganisms that
get the benefits of living and co-exist together. To increase the chances of survival in
the ecosystem, organismX t

i is matched with a random organismX t
j and the candidate

solutions are calculated by measuring the differences between the best solutions and
the average of these two organisms (Mutual Vector). Therefore, when interactions
between two organisms which are far away, the movement represents the exploration
of the search space. Equations 3 and 4 summarize the mutualism interaction.

Mutual_vector = X t
i + X t

j

2
(3)

X t+1
i = X t

i + rand(0, 1) · (Xbest − Mututal_vector · BF1) (4)

where X t+1
i is new solution obtained using current solution of X t

i ; rand(0, 1) =
random value from population; Xbest is the current best solution; BF1= a random
number either 1 or 2.

Concerning commensalism phase, only one organism gets the benefits from the
interactions while the other organism is unaffected by the collaborations. Based on
these interactions, commensalism phase in SOS is calculated based on Eq. 5. X t

j
will be picked randomly and assumed to be a passive receiver in a commensalism
interaction with organism X t

i .

X t+1
i = X t

i + rand(−1, 1) · (Xbest − X t
j ) (5)
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where X t+1
i is a new solution obtained using current solution of X t

i ; X
t
j is a random

solution from population; Xbest is the current best solution.
Here, (Xbest − X t

j ) is reflecting the benefits of X
t
j towards the improvement of X t

i
in search for better candidate solution. Best solutions are used as reference points so
that the new candidate solution will be exploited around that region only to facilitate
convergence.

Following the concept of the survival of the fittest, parasitism phase in SOS
involves duplicating organism X t

i , that is, by modifying its characteristics using
some random number. This duplicated organism will be compared with randomly
selected organism X t

j . If X
t
j has better fitness, then X t

j is immune from the parasite
(and the parasite is discarded). Meanwhile, if the parasite wins, the current X t

j will
be killed and the parasite assumes the position of X t

j as highlighted in Eq. 6.

Xparasite_vector = rand(lb, ub) (6)

where Xparasite_vector is a new modified parasite; lb is for lower bound; ub is for upper
bound.

For all the phases, each organism interacts with other organism randomly. Every
organismwill go through each phase in sequence for every iteration until termination
criteria are met.

As exploration of SOS may be limited as the displacement for global search is
based on the average mutual vectors from two populations (as in the commensalism
phase), ourwork explores the adoptionofLévyflight to initialize the initial population
candidates. With Lévy flight, the exploration of the search space can be enhanced to
ensure that the initial populations are diverse and far from each other. Essentially, the
Lévy flight is a random walk interspersed by small and/or long jumps with various
distance steps. Eq. 7 defines the Lévy flight.

01

( )sin
12 ,        ( 0)λ

πλλ λ
λ

π +

⎛ ⎞
Γ ⎜ ⎟⎝ ⎠

= ⋅ >> >L vy( ) s s
s

é (7)

whereλ is the step size to control the Lévy flight, ifλ> 0, Lévy(λ) represents the flight
behavior of the population based on the Lévy distribution. The recommended value
of distribution factor λ is selected from 0.3 to 1.99 [29]. Γ (λ) is standard gamma
function. This distribution is valid for large steps s > 0. The actual initialization can
be defined by Eq. 8 as follows:

( (0,1) ( )) λ= + ⋅ − ⊕t
iX lb rand ub lb éL vy( ) (8)

where X t
i is a newly initialized solution; lb represents lower bound; ub represents

upper bound; ⊕ represents exclusive OR operation.
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Input: The population X = {X1, X2, …, Xn}
Output:    Final Xbest
1 Set maximum partition = no. of modules/2
2 For(i = 1 to population size) do                 // Lévy Flight Initialization
3 Initialize  using Eq. 8 within lower and upper bound limits
4 End // For
5 Obtain initial Xbest
6 While(Not maximum fitness function evaluations) do
7 For(i = 1 to population size) do                                   // Commensalism Phase
8 Calculate mutual vector using Eq. 3
9 Update  using Eq. 4
10 If ( then
11
12 End //For
13 For(i = 1 to population size) do // Mutualism  Phase
14 Randomly select one learner from the population X such that 
15 Update  using Eq. 5
16 If( then
17
18 End //For                          
19 For(i = 1 to population size) do // Parasitism  Phase
20 Update  using Eq. 6
21 If then
22
23 End //For
24 Update Xbest

25 End //While
26 Return Xbest

Fig. 2 Modified SOS algorithm with Lévy flight

Apart from using Lévy flight to initialize the populations, we have also changed
the flow of SOS. At any particular loop in the original SOS structure, a selected
potential candidate solution from the current undergo all the phases (i.e. mutual-
ism, commensalism, and parasitism) in sequence. In this paper, we propose to loop
through all populations in sequence instead of interleaving them one after the other as
suggested by the original algorithm.With the changes, we hope to increase the effec-
tiveness of exploration and sharing of the information about the search space. Based
on this aforementioned modification, the complete pseudo code of the modified SOS
algorithm can be summarized in Fig. 2.

4 Benchmarking Case Studies

Our benchmarking experiments focus on characterizing the performances of MSOS
and its predecessor SOS and other parameter free meta-heuristic algorithm (i.e.
TLBO and Jaya). We opt to select three case studies (refer to Figs. 3, 4 and 5).
Case study 1 with eight modules relates to the robot controller class diagram (see
Fig. 3). Meanwhile, case study 2 with nine modules relates to printer controller class
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Fig. 3 Robot controller class diagram
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Process

Cabinet
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Desktop

IOTControl

Best MQ = 2.5238

Fig. 4 Printer interface class diagram

diagram (see Fig. 4). Case study 3 having ninemodules deals withmatching interface
class diagram (see Fig. 5). These case studies are actually students’ class projects
for an undergraduate course. Although the chosen case studies are rather small, it is
enough to demonstrate the usefulness of our approach.

Here, we don’t use the number of iterations as the stopping criteria owing to
fairness issues. For instance, SOS and MSOS has three fitness function evaluation
per iteration as compared to two in the case of TLBO. For the case of Jaya, only one
fitness function evaluation per iteration. As such, the number of iterations cannot be
used as the stopping criteria. Thus, in all our experiments, we set the same number of
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Best MQ = 2.1111

Fig. 5 Matching interface class diagram

population size of 40, and the same number of maximum fitness function evaluations
of 2500.

Our experimental platform comprises of a PC runningWindows 10, CPU 2.9 GHz
Intel Core i5, 16 GB 1867 MHz DDR3 RAM and a 512 MB of flash HDD. In all
the experiments, we have executed all the algorithms 20 times to ensure statistical
significance. The best MQ and the mean MQ for each experiment is reported side-
by-side. The best mean cell entries are marked in bold font. Here, we do not consider
the execution time as the implementation of TLBO, Jaya, SOS, and MSOS use
different data structures and different implementation languages. As such, unlike
comparison of MQs which is independent of the implementation details and its
computing environment, the comparison of time is unfair.

5 Discussion

Table 1 summarizes the results. Referring to Table 1, we note that all algorithms
can achieve the best MQ owing to small enumeration of all possible combinations.
Figures 3 till 5 summarize the clusters that yield the best MQ. Summing up, MSOS
gives the best overall mean in two-out-of-three cases (i.e. case study 1 and 2). TLBO
comes in second scoring the best mean in case study 3. Putting MSOS and TLBO
aside, SOS comes in third. Jaya performs last having the worsts mean for all case
studies.

Significant improvement can be seen in the performance of MSOS against its
predecessor. The fact that the initial populations are scattered across the search space
(owing to the adoption of Lévy flight) ensures consistent converge to the best MQ.
As a result, the mean of MQ is larger as compared to SOS.
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Table 1 Comparative MQ performance of TLBO, Jaya, SOS and MSOS

TLBO [30] Jaya [31] SOS [28] MSOS

Case
studies

Best Mean Best Mean Best Mean Best Mean

Robot
controller

1.8772 1.8330 1.8772 1.7890 1.8772 1.8330 1.8772 1.8772

Printer
interface

2.5238 2.3630 2.5238 2.2480 2.5238 2.2920 2.5238 2.3810

Matching
interface

2.1111 2.0940 2.1111 2.043 2.1111 2.059 2.1111 2.0890

6 Conclusion

Summing up, this paper has demonstrated the effectiveness of Modified Symbiotic
Organism Search Algorithm (MSOS) for software module clustering applications.
MSOS has outperformed its predecessor SOS aswell as TLBO in terms of generating
the optimal MQmeasure. As the scope of future work, we are exploring the potential
of adopting chaotic maps in place of using Lévy flight motion to ensure diversity of
the initial populations. Finally, we will also be looking into the adoption of MSOS
for other optimization problems particularly on test redundancy problems as well as
combinatorial test suite generation.
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Classification of Agarwood Types
(Malaccensis and Crassna) Between Oil
and Smoke Using E-Nose with CBR
Classifier
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Abstract The issue of quality of agarwood quality among sellers and buyers is
still ongoing due to manual olfactory methods. This study purpose classification
of Malaccensis and Crassna agarwood in oil and smoke by electronic nose using
Case-based Reasoning classifier. The CBR performance measurement shows that
classification of agarwood Malaccensis and Crassna for both oil and smoke using
CBR technique can achieve 100% classification success.

Keywords E-nose · CBR · Agarwood · Malaccensis · Crassna · Intelligent
classification

1 Introduction

Diseased wood of the genus Aquilaria (Thymelaeceae) is a type of fragrant wood
which known as Gaharu in South East Asia or Agarwood [1, 2]. Agarwood can be
foundmainly in Southeast Asian countries such as Vietnam, Indonesia, andMalaysia
[3]. Agarwood is used in a large domain [1]. Nowadays more than 18 countries
throughout Southeast Asia and the Middle East have participated in agarwood trade
[1]. The price is depending on agarwood quality which can be divided into different
grades. Finding the grade of agarwood is a major problem in this area, An review on
2017 was suggested one of principle on the classification of agarwood is depend on
origin or species because the qualities are varied through the species [1]. In Malaysia
and Indonesia forest, Aquilaria is one of the main agarwood species and has a huge
population [4, 5]. BesideMalaccensis there are 18more accepted species ofAquilaria
[1].Malaccensis andCrassna are the best known specieswhich produced high quality
and multipurpose used [6].
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Agarwood oil quality assessment is typically carried out manually via the human
olfactory systemwhich produces different results and inconsistency from traders and
buyers [6]. Traditionally, there are 7 physical properties have been used on grading
agarwood namely resin content, sinkage, color, scene/aroma, agarwood-inducing
method, formation time and place of origin [1]. Through all of these properties,
scene/aroma was claimed to be the most important property for quality assessment
[1–8]. However, the traditional technique is not quantitative measurement which is
questionable and can be manipulated on many aspects which mean there is a need
for the qualitative measurement method [1].

The modern technique identified 3 properties on classifying the agarwood grade
into qualitative indicator which is color, scene/aroma and chemical [1]. In chemical
analysis, several studies were conducted through high-resolution melting (HRM)
[7], Support Vector Machine (SVM) [8, 9], headspace solid phase microextraction
(HS-SPME), Gas Chromatography-Mass Spectrometry (GC/GCMS), Gas Chro-
matography–olfactometry (GC-O), headspace preheating system combined with
gas chromatography-mass spectrometry (HS GC-MS), and Partial least squares-
discriminant analysis (PLS-DA) [1–6, 10–12]. Study on color or image was utilized
with Fuzzy C-Means (FCM) [13] and Image Processing Technique [14].

Focusing on classification by scene/aroma, utilized non-targeted headspace solid-
phase microextraction (HS-SPME) combined with gas chromatography/mass spec-
trometry (GC/MS) and multivariate analysis to analyze aromatic characteristics
which successfully classified agarwood. Besides that, feed forward artificial neu-
ral network defined by “32-8-1 architecture” and trained via Levenberg-Marquardt
back propagation (LMBP) algorithm, can successfully grade agarwood with a 100%
classification rate [1]. However, the drawback of these techniques is a large amount
of procedure, data and facilities (32 number of sensors) led to a large amount of time
and money spend.

An electronic nose (E-nose) contains an array of sensorswhich detect the presence
of gases molecule on the surrounding environment, molecule detected by the sensors
produces an electric signal which passes to the computer system for further analysis.
E-nose has large advantages including detection on small changes in volatile and
also exhibit good identification on some compounds compared to GC-MS [15]. The
complexity of most food aromas makes it difficult to characterize the quality of the
final product with conventional flavor analysis techniques such as gas chromatogra-
phy, spectroscopy, and chemical analysis. This gives the advantages over the e-nose
which can solve the complexity of the aroma into the unique pattern.

E-nose is structured with 3 important elements which are sensor array, microelec-
tronic devices, and data processing algorithms [15]. Sensor array as the indicator
for detection agarwood sample [16] which all sensors generate response signals dur-
ing odor’s collection. Therefore, the odor sample is composed of two dimensions:
“number of sensors” and “response time series” [17].

E-nose system can be divided into 3 part which are sampling system technique,
detection system, and data processing systems and pattern recognition methods [15].
There are several methods that can imply to classify the quality of Gaharu such
as k-Nearest Neighbor (k-NN), Relevance Vector Machine (RVM), Self-Organizing
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Map (SOM), Radial Basis Function (RBF), Support Vector Machine (SVM), Artifi-
cial Neural Network (ANN) and Case-Based Reasoning (CBR). Literature has been
shown that data recognition methods used in classifying agarwood quality were suc-
cessfully employed, however, there are some drawback should overcome such as a
large number of resources used which led to time-consuming and high cost.

CBR is much better compared to RBR, Artificial Neural Network (ANN) and
other statistical andmachine learning techniques [18]. CBR is suitable for the domain
with uncertain knowledge and theory [18–21]. Case-based reasoningmeans using old
experiences to understand and solve newproblems [20]. CBRgives the solutionwhen
there is no algorithm for particular problems, give warning to the potential problems
from previous remembered problems, focus on the important part of problems by
pointing on the features of the problems [20]. There are several steps for classifying
using CBR which is retrieved, reuse, revise and retain. Retrieve is the most crucial
step inCBRwhich is to recall a previous case that stored inCBR. Then, it will retrieve
the best similar cases to compare with the new case. The best similarity cases will
reuse in order to revise the case and retained it when it was solved [22]. The latest
study on agarwood classification using CBRwas employed on 2016 where the result
of accuracy was 86.7% which is considered to be a gap that can be improved and
refined as suggested by that paper [22].

This study purposes a method of classification of agarwood species (Malaccensis
and Crassna) between two different mediums; oil and smoke, using e-nose with case-
based reasoning classifier. The benefit toward society is in economic development
due to the high demand for grading technique of agarwood.

2 Methodology

Figure 1 shows the overall flowchart for the research of classification of agarwood
types using case-based reasoning. E-nose was used to collect the data measurement,
the data was then being pre-processed, the features or odor profile pattern for each
sample was extracted. The pattern was classified using CBR classifier. Lastly, the
classification results were evaluated using confusion matrix and performance mea-
surement in order to get the percentages of accuracy, specificity, and sensitivity of
the classification.

Fig. 1 Overall flowchart
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2.1 Data Measurement

Data from two samples of agarwood: Malaccensis and Crassna, for both oil and
smoke has been collected by E-nose. Figure 2 shows the experimental setup for
agarwood data measurement employ by e-nose.

The 200 data measurement was collected after every 5 min and were repeated for
5 times (experiment) resulting in total 1000 data every sample. E-nose was acted as
an inhaler to the odor released from agarwood samples. Sensor array was controlled
by a microcontroller that used to read the resistance value and send it to the computer
for data collection. The data collection was recorded in Table 1 as raw data with a
total of 1000 measurements. Table 1 indicated a sample of a set of overall measured
data.

Fig. 2 Experimental setup

Table 1 Table of agarwood data measurement

Data measurements Sensor 1 Sensor 2 Sensor 3 Sensor 4

DATA1 DATA11 DATA12 DATA13 DATA14

DATA2 DATA21 DATA22 DATA23 DATA24

DATA3 DATA31 DATA32 DATA33 DATA34

. . . . .

DATA1000 DATA10001 DATA10002 DATA10003 DATA10004
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Table 2 Table of normalized agarwood data

Data measurements S1 S2 S3 S4

NDATA1 NDATA11 NDATA12 NDATA13 NDATA14

NDATA2 NDATA21 NDATA22 NDATA23 NDATA24

NDATA3 NDATA31 NDATA32 NDATA33 NDATA34

. . . . .

NDATA1000 NDATA10001 NDATA10002 NDATA10003 NDATA10004

2.2 Data Pre-Processing

Collected data were normalized to get a standard measurement value. Data were
normalized using Eq. 1:

R′ = R

Rmax
(1)

The normalized data was tabulated in Table 2.

2.3 Features Extraction

Each agarwood sample (normalized data are shown in Table 2) was merged using
mean calculation for 200 data through all 5 experiments and was divided into 10
cases which gives 40 cases for all 4 samples. The data cases were visually presented
in the graph (odor-profile pattern) in Fig. 3. The mean of normalized odor-profile
forms features. The classification of CBR stored cases (odor-profile pattern) was
recorded.

2.4 CBR Classification

CBR was used to differentiate the pattern of agarwood odor profile. CBR uses past
experience or stored cases to differentiate the sample in the expected cases. In CBR
library of agarwood odor-profile, 10 cases of 4 groups agarwood samples were estab-
lished. In retreival phase of CBR, 1 out of 40 cases was set to be current case and the
remaining are set to be stored case. Then the similarities distance was calculated in
percentage for the remaining 39 cases using this equation:

similari t y (T, S) =
∑n

i=0 f (Ti , Si ) × wi
∑n

i=0 wi
(2)



236 M. Mohamad et al.

Fig. 3 Raw data of agarwood using E-nose

2.5 Performance Measurement

Classifications of agarwood using CBRwas evaluated to determine the accuracy, per-
centage of sensitivity, and specificity of the classification system based on agarwood
samples for performance measurement.

3 Results and Discussion

Figure 3 shows the sensor reading values on the relation between 4 samples agarwood
which areMalaccensis smoke (AW1),Malaccensis oil (AO1), Crassna smoke (AW2),
Crassna oil (AO2), all gives total 40 patterns comes from 4000 data.

The x-axis specify the number of sensors S1, S2, S3 and S4 while Y-axis shows
normalized sensor reading the value of agarwood sample. The 10 values were plotted
for every sample in the graph showed which indicates the number of cases. S3 shows
the highest value for sample AO1 compared to other samples. S2 shows the lowest
reading value for sample AW2. Reading values on S1, S2 and S3 show interception
between two samples AO2 and AW2, AO1 and AW1, and AW1 and AW2.

S3 and S4 are good for differentiating betweenmediumbecause the reading values
are almost identical on the same medium and differ on the different medium. S1 and
S2 are good for differentiate between agarwood types because Malaccensis reading
value is far larger than crassna for S1 and small different for S2.
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Table 3 shows the CBR library for agarwood Malaccensis and Crassna in two
mediumoil and smokes. Row indicates cases values corresponding to sensors number
which totals up to 40 cases. Case01 to Case10 indicates Malaccensis agarwood oil
denoted as AO1, Case11 to Case20 indicates sample Crassna agarwood oil, A02,
Case21 to Case30 indicates sample Malaccensis agarwood smoke, AW1 and Case31
to Case40 indicates sample Crassna agarwood smoke, AW2.

Table 4 shows a similarity computation for every case. Similarity calculation was
per-formed between two cases through all 40 cases. Features are set to be e-nose
sensors S1, S2, S3, and S4. Source and target are the two compared cases also

Table 3 CBR library for agarwood malaccensis and crassna for oil and smoke

Case ID S1 S2 S3 S4

Case01 0.545160684 0.177827188 1.000000000 0.500243076

Case02 0.558294680 0.182664156 1.000000000 0.502841776

Case03 0.556567318 0.181594899 1.000000000 0.510834960

Case04 0.552740310 0.180445409 1.000000000 0.512688064

Case05 0.543179915 0.178051768 1.000000000 0.507039960

Case06 0.522381530 0.170389147 1.000000000 0.501787128

Case07 0.501477077 0.162848638 1.000000000 0.492674593

Case08 0.490601175 0.160165004 1.000000000 0.493259621

Case09 0.493790566 0.161648598 1.000000000 0.489744398

Case10 0.493893471 0.161161842 1.000000000 0.485743718

Case11 0.278808521 0.091997308 1.000000000 0.378766986

Case12 0.285694717 0.093978638 1.000000000 0.379923044

Case13 0.291444610 0.095962393 1.000000000 0.382186717

Case14 0.303891578 0.100686298 1.000000000 0.385435039

Case15 0.308639559 0.100464542 1.000000000 0.384036535

Case16 0.312801338 0.101389604 1.000000000 0.385647711

Case17 0.311290978 0.100498936 1.000000000 0.381201107

Case18 0.299957963 0.096929839 1.000000000 0.375098064

Case19 0.291177036 0.094638370 1.000000000 0.376697631

Case20 0.289218125 0.094379180 1.000000000 0.379847247

Case21 0.867071826 0.171109101 0.521429457 0.962769842

Case22 0.871014286 0.165857428 0.499091373 0.964223998

Case23 0.862990568 0.157621090 0.494367638 0.953544270

Case24 0.843317346 0.145704680 0.492099523 0.942160129

Case25 0.840928226 0.144893755 0.493022099 0.930116749

Case26 0.849018071 0.144493493 0.491877750 0.930941777

Case27 0.839976542 0.148496489 0.502402476 0.965789020

(continued)
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Table 3 (continued)

Case ID S1 S2 S3 S4

Case28 0.820809519 0.142196889 0.504498969 0.976267532

Case29 0.805577990 0.136687259 0.497149884 0.970431635

Case30 0.782283209 0.136012381 0.499016908 0.971437930

Case31 0.313384823 0.047004038 0.323211973 1.000000000

Case32 0.311565164 0.046498885 0.323509033 1.000000000

Case33 0.306229491 0.047261669 0.327693353 1.000000000

Case34 0.312943506 0.049336398 0.332362043 1.000000000

Case35 0.319895545 0.050261127 0.336659938 1.000000000

Case36 0.321586597 0.050271463 0.340624923 1.000000000

Case37 0.315795769 0.049427845 0.342636807 1.000000000

Case38 0.314514645 0.049375335 0.341881792 1.000000000

Case39 0.312224631 0.049547272 0.339998477 1.000000000

Case40 0.303782167 0.048807171 0.338143931 1.000000000

Table 4 Similarity computation

Features Source Target Sim Weight norm_w sim*norm_W

S1 0.54516 0.55829 0.98687 1 0.25 0.98687

S2 0.17783 0.18266 0.99516 1 0.25 0.99516

S3 1.00000 1.00000 1.00000 1 0.25 1.00000

S4 0.50024 0. 50284 0.99740 1 0.25 0.99740

Total or global similarity between two cases (%) 99.4858

known as stored case and current case. Sim or similarity between the stored case
and current case was calculated using Eq. (2). The normal similarity was got from
the multiplication of similarity and normalized weight or norm_w. All features in
each row were under-goes the same calculation procedure was then added together
resulting similarity percentage between two cases.

Table 5 shows the weight vector assigned to each e-nose sensor array. By defaults
weight vector was set to 1. As this far, this value gives positive classification
performance.

Table 5 Weight vector Weight vector Attributes (E-nose sensors)

W1 = 1 S1

W2 = 1 S2

W3 = 1 S3

W4 = 1 S4
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Table 6 showing the outcome of CBR voting. CBR library of 4 samples (40
cases) of Malaccensis and Crassna agarwood oil and smoke. Case01 to Case10
indicateMalaccensis oil agarwood sample.While Case11 to Case20 indicate Crassna
oil agarwood sample. For Case21 to Case30 indicate Malacencis smoke agarwood
sample. Lastly, Case31 to Case40 indicate Crassna smoke agarwood sample. The
value of K indicate the similarity distance between each CaseID and its voting value.
K = 1 indicates the nearest value to CaseID while K = 3 indicates the third highest
value to CaseID. The CBR voting resulting in all CaseID have 100% voting. It means
that all K values for all CaseID are located in the same voting group.

Table 6 CBR voting

Voting Percentage accuracy (%)

Case ID K = 1 K = 2 K = 3

Case01 AO1 AO1 AO1 100

Case02 AO1 AO1 AO1 100

Case03 AO1 AO1 AO1 100

Case04 AO1 AO1 AO1 100

Case05 AO1 AO1 AO1 100

Case06 AO1 AO1 AO1 100

Case07 AO1 AO1 AO1 100

Case08 AO1 AO1 AO1 100

Case09 AO1 AO1 AO1 100

Case10 AO1 AO1 AO1 100

Case11 AO2 AO2 AO2 100

Case12 AO2 AO2 AO2 100

Case13 AO2 AO2 AO2 100

Case14 AO2 AO2 AO2 100

Case15 AO2 AO2 AO2 100

Case16 AO2 AO2 AO2 100

Case17 AO2 AO2 AO2 100

Case18 AO2 AO2 AO2 100

Case19 AO2 AO2 AO2 100

Case20 AO2 AO2 AO2 100

Case21 AW1 AW1 AW1 100

Case22 AW1 AW1 AW1 100

Case23 AW1 AW1 AW1 100

Case24 AW1 AW1 AW1 100

Case25 AW1 AW1 AW1 100

Case26 AW1 AW1 AW1 100

(continued)
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Table 6 (continued)

Voting Percentage accuracy (%)

Case ID K = 1 K = 2 K = 3

Case27 AW1 AW1 AW1 100

Case28 AW1 AW1 AW1 100

Case29 AW1 AW1 AW1 100

Case30 AW1 AW1 AW1 100

Case31 AW2 AW2 AW2 100

Case32 AW2 AW2 AW2 100

Case33 AW2 AW2 AW2 100

Case34 AW2 AW2 AW2 100

Case35 AW2 AW2 AW2 100

Case36 AW2 AW2 AW2 100

Case37 AW2 AW2 AW2 100

Case38 AW2 AW2 AW2 100

Case39 AW2 AW2 AW2 100

Case40 AW2 AW2 AW2 100

Performance evaluation for agarwood Malacensis and Crassna in two different
medium oil and smoke using CBR classifier has been shown in Table 7. Sensitivity,
specificity, and accuracy are the elements required in performing analysis.

Malaccensis oil, Crassna oil, Malaccensis smoke, and Crassna smoke sample
shows the value 1.00 indicate the 100% sensitive. The specificity and accuracy for

Table 7 Performance
evaluation for malaccensis
and crassna agarwood in oil
and smoke classification
using CBR

Performance evaluation K = 1 K = 2 K = 3

Criteria/Indices Value Value Value

Total cases 40 40 40

AO1 cases 10 10 10

A02 cases 10 10 10

AW1 cases 10 10 10

AW2 cases 10 10 10

True AO1 10 10 10

False AO1 0 0 0

True AO2 10 10 10

False AO2 0 0 0

True AW1 10 10 10

False AW1 0 0 0

True AW2 10 10 10

(continued)
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Table 7 (continued) Performance evaluation K = 1 K = 2 K = 3

False AW2 0 0 0

Sensitivity AO1 1 1 1

Sensitivity AO2 1 1 1

Sensitivity AW1 1 1 1

Sensitivity AW2 1 1 1

Specificity AO1 1 1 1

Specificity AO2 1 1 1

Specificity AW1 1 1 1

Specificity AW2 1 1 1

Accuracy AO1 1 1 1

Accuracy AO2 1 1 1

Accuracy AW1 1 1 1

Accuracy AW2 1 1 1

Overall sensitivity 1 1 1

Overall specificity 1 1 1

Overall accuracy 1 1 1

every sample achieving 100% in percentage indicated by the value 1.00. This perfor-
mance table has shown that the classification of agarwood Malaccensis and Crassna
in a different medium of oil and smoke using CBR technique can achieve 100%.

4 Conclusion

Results on this paper showed that the agarwood samples; Malaccensis oil, Crassna
oil, Malaccensis smoke, and Crassna smoke, have their own odor profile. Different
agarwood properties have different odor profile. Case-based reasoning, CBR tech-
nique employed on the classification of agarwood in two medium; oil and smoke,
across different species; Malaccensis and Crassna showed the positive result with
100% classification rate.
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SCAR-CNN: Secondary-Classification-
After-Refinement Convolutional Neural
Network for Fine-Grained
Categorization

Bernard Jun Kai Cheah, Abduljalil Radman and Shahrel Azmin Suandi

Abstract The majority of existing approaches for fine-grained image recognition
that work on attention-based learning, have their respective Top-K prediction accu-
racy better than Top-1 prediction. It is to say, there is a significant number of cor-
rect class falls in the range of Top-K predictions where K = 2, 3, 4, 5. This is the
indirect indication for researchers not to neglect the need to explore the possibility
of getting better prediction based on the discriminative feature of Top-K classes.
This paper presents Secondary-Classification-After-Refinement Convolutional Neu-
ral Network (SCAR-CNN) which have an adaptive secondary classification model
built on top of primary classification Top-K classes. Our focus is also on how to
maximize the effect of removing unwanted classes in secondary classification, by
performing image-enhancement on the input image of primary classification. Exper-
iments show that these approaches achieve 86.9% of total accuracy as compared to
the current state-of-the-art 86.5%.

Keywords Fine-grained categorization · Image up-scaling · Secondary
classification

1 Introduction

Recent published work shows that deep convolutional neural network (CNN) repre-
sents the common approach to achieve excellent results in fine-grained categorization
without extensive feature engineering [1]. CNN is capable of extracting insignificant
object features based on the object appearance representation in pixel. CNN-based
classification gives great performance, however, the state-of-the-art part-based repre-
sentation for fine-grained categorization shows significant increase in Top-K (where
K = 2, 3, 4, 5 and so on) accuracy compared to its respective Top-1 accuracy [2].
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Accordingly, Top-K prediction might significantly improve the final classification
results, due to the Top-K prediction usually carries the top K similar classes. Con-
sequently, the classification results can be improved by appending specialized CNN
with relatively less number of classes in a classification system. There is absolutely
no issue to perform classification in a single CNNwithmore number of classes which
have been already proven in the literature [2]. Indeed, specialized network is in fact
theoretically better in learning discriminative features between “close classes”. In this
paper, the term “close classes” refers to the top similar classes obtained by CNN.
Thus, a Secondary-Classification-After-Refinement Convolutional Neural Network
(SCAR-CNN) for fine-grained categorization is introduced in this paper.

Apart from this, part-based fine-grained feature learning approaches in the litera-
ture seldom mentioned the way to handle pixel information passed from localization
module to classification module. The regions of localized part with low resolution
have constant change of size on case-by-case basis. Localized parts of image with
dynamic resolution are usually the source of classification module, while the input
image resolution of CNN in classification module is always fixed. Therefore, a suit-
able image up-scaling method that can indeed recover fine details for low resolution
images is required. Image up-scaling method plays essential role to avoid massive
loss of useful information which is essential to attain high classification performance
by CNN [3]. Moreover, the quality of processed image will be worse off if the image
up-scaling method is not carefully chosen. This problem is critical when the local-
ized part image resolution deviates a lot from the input image resolution of CNN.
High intra-class variance and low inter-class variance will exist in the image space
of the specific part location, in turn, seriously affect the performance of classifica-
tion. In this research, the most suitable image up-scaling method is determined and
evaluated.

SCAR-CNNis designed to dealwith the problems stated above. Figure1 illustrates
the overall pipeline of SCAR-CNN. SCAR-CNN is a part-based convolutional neural
network (CNN) segregates object of interest into few part locations and specializes
classification function of CNN into a specific part location. In this research, CNN-
based image up-scaling method in SCAR-CNN so as to minimize the loss of pixel
information is introduced. Furthermore, we exploit Top-K classes information in
order to enhance current performance of fine-grained categorization in terms of
accuracy.

2 Related Work

Fine-grained categorization problem has been addressed as a result of the success of
large scale image categorization breakthrough in recent years. Over the years, there
are a number of successful solutions in the literature [4–6] to solve this problem. In
contrast to the general object category, fine-grained categorization proceeds along
two dimensions, which are discriminative feature learning and part based represen-
tation.
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Fig. 1 The Secondary-Classification-After-Refinement Convolutional Neural Network (SCAR-
CNN) hybrid architecture was proposed in this paper. SCAR-CNN is a part-based approach for
fine-grained categorization image up-scale with CNN super-resolution technique and exploitation
of Top-K classes information after primary classification. SCAR-CNN was designed specifically
to enhance current performance of fine-grained categorization in term of accuracy

The majority of existing approaches attempted to extract image features with a
deep convolutional neural network (CNN) [7–9], due to the success of CNN in giv-
ing significant improvement for fine-grained categorization. He et al. [10] optimized
residual functions and in turn scaled up the deep residual network (ResNet) that
could learn stronger feature representation. Bilinear Convolutional Neural Network
(B-CNN) was introduced by Lin and Maji [1, 11] which comprises of two CNN
feature extractors running in parallel and its output result is derived by bilinear pool-
ing. B-CNN is suitable for fine-grained categorization with its special translation-
invariant manner. In a different approach, B-CNN with a low-rank classification
model that leverages bilinear feature pooling for fine-grained classification was pro-
posed by Kong and Fowlke [12]. Deep attention-based spatially recurrent B-CNN
was also introduced by Wu and Wang [13]. Hierarchical bilinear pooling implemen-
tation by Yu et al. [14] was proposed in order to have powerful discriminative feature
learning in CNN. Besides that, there are also some suggestions to improve CNN
categorization such as the spatially weighted representation by Fisher Vector [15]. In
a different manner, Cai et al. [3] proposed Resolution-Aware Convolutional Neural
Network (RACNN) for fine-grained categorization of the low-resolution image on
the Caltech-UCSD Birds 200-2011 dataset by having convolutional super-resolution
layers being integrated in front of CNN [16–18].

On the contrary, the difference of object appearance between close categories was
exploited as unique feature properties that stay in the object pixel values. Part-based
representation is having two processes which are part localization and fine-grained
categorization. Zhang et al. [19] and Lin et al. [5] trained a part localization model
by using both bounding boxes and part annotations, the detected part locations were
cropped and fine-tuned separate CNN for categorization. However, Wei et al. [20]
did not use bounding boxes in the testing phase while some other researchers did it
to ensure precise localization result. Unlike Huang et al. [4] and Krause et al. [21]
who were only using the result from segmentation to localize entire object or parts,
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respectively, Wei suggested Mask-CNN to localize parts and selecting useful deep
convolutional descriptors using masks from segmentation to proceed fine-grained
categorization. Multi-Attention Convolutional Neural Network (MA-CNN) [22] and
Recurrent Attention Convolutional Neural Network (RA-CNN) were proposed by
Zheng et al. [23] taking the advantages of CNN to promote learningmutually for both
localization and categorization, where part localization performance is optimized by
classification loss.

In order to localize objects of interest effectively in fine-grained categorization,
the authors of [4, 5, 19, 24] proposed to leverage extra annotations of bounding
boxes and parts which are not practical as compared to unsupervised approach for
large-scale real problems [22, 23]. Xiao et al. [25] proposed to have two level domain
net on both object and parts in weakly supervised CNN model, where object-level
attention feeds relevant patches in a variety of scales and part-level attention focuses
on local patterns. It was conducted under weak supervision by providing the only
label of relevant category. Similar approaches were adopted by Zheng et al. [22], Fu
et al. [23] and Wei et al. [20]. Some other part-based representation methods like
picking deep filter responses [26] and multi-grained descriptors [27] were proposed,
anunsupervisedway forCNNto respond to specificpatterns consistentlywas adopted
as well. Bao et al. [28] presented a different approach to have variational generative
adversarial networks that are capable of generating realistic and diverse samples with
fine-grained category labels to enlarge dataset size for fine-grained categorization.

3 Methodology

In this section,wepresent Secondary-Classification-After-RefinementConvolutional
Neural Network (SCAR-CNN) for fine-grained categorization. SCAR-CNN consists
three main modules for different tasks which are part localization, primary classi-
fication and secondary classification. Part localization and primary classification
are designed according to multi-attention concept in MA-CNN architecture [22]. In
SCAR-CNN, default image up-scaling (also known as image super-scaling) used
in MA-CNN is replaced by CNN-based method after part localization. Secondary
classification is added in SCAR-CNN for the improvement of prediction result.

3.1 Datasets

Caltech-UCSD Birds 200 fine-grained dataset [29] has been primarily used to carry
out evaluation in this research (Fig. 2). The dataset contains a total of 200 bird cat-
egories with 5994 images for training and 5794 images for testing. Referring to
MA-CNN approach, part localization module and primary classification module in
SCAR-CNN are optimized with iterative training by classification loss and channel
grouping loss as well. Thus, object bounding box and parts annotation of training
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Fig. 2 Four sets of images from Caltech-UCSD Birds 200 fine-grained dataset. Each set has three
images from different bird species. Set (a) illustrates three subspecies from same species category
with significant differences in appearance. They are labelled as “Red Winged Blackbird” (left),
“Rusty Blackbird” (middle) and “Yellow Headed Blackbird” (right) in dataset. Sets (b), (c) and (d)
are three sets of bird species with subtle feature differences that primary classification gets confused
in the experiment

dataset are not required. Regardless of training process or testing process, the fol-
lowing image pre-processing steps are adopted. Firstly, full-sized image is cropped
equally from center and resized by keeping aspect ratio to 448 by 448 pixels. The
image is then translated to the format that fits the network input of part localiza-
tion model. Secondly, it is after the process of localization. The respective region
of parts are cropped out from original image and resized to 224 by 224 pixels. Part
images are used for the subsequent primary classification and secondary classifica-
tion. In secondary classification, training dataset is used to generate an optimized
pre-trained weights for transfer learning later. To the best knowledge of authors, the
latest excellent performance using Caltech-UCSD Birds 200 is reported in [30].

3.2 Part Localization

Part-based localization and feature learning is the future direction to solve fine-
grained categorization problem (e.g., bird species). Zheng et al. [22] mentioned not
to ignore the fact that there is mutual correlation between part localization (e.g., beak
of bird) and fine-grained feature learning (e.g., shape of beak). In this research, MA-
CNN architecture as the backbone of SCAR-CNN is adopted. The official released
weights of part localizationmodel is used to generatemultiple part attentionmaps and
proceed to channel grouping. Eventually, there are four resultant part representations
(also known as part images in this paper) generated for each testing image which
represent feet, tails, beaks and wings of bird. Based on our analysis, the resultant
part images resolution from Caltech-UCSD Birds 200 fine-grained dataset is in the
range of 85 by 85 pixels to 100 by 100 pixels. It is to say part images have to be
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up-scaled to 224 by 224 pixels for primary classification. This is due to the fact that
the input resolution of CNN model is fixed to 224 by 224 pixels.

In MA-CNN, Bilinear Interpolation method (BI) has been used as the default
image up-scaling method. In our work, we propose other image-upscaling method
like Bicubic Interpolation over 4× 4 pixel neighborhood, Lanczos Interpolation
over 8× 8 pixel neighborhood and image super-resolution technique by Residual
Dense Network (RDN) [3, 31]. Blind/Referenceless Image Spatial Quality Evaluator
(BRISQUE) [32] has been used to perform image quality assessment on the output
images from each image up-scaling method. BRISQUE checks image quality by
comparing input image to the default evaluation model that has been computed from
images of natural scenes with similar distortions. Since there are five images (one
object and four parts) generated from one testing image, 28,970 images in total
are evaluated. The image quality assessment provides the evidence to decide which
image up-scaling method is the most suitable to be used in SCAR-CNN. For the case
of RDN, the network architecture configuration is shown as follows:

– Number of Residual Dense Blocks (RDB) = 20
– Number of convolutional layers stacked inside a RDB = 6
– Number of feature maps of each convolutional layers inside the RDBs = 64
– Number of featuremaps for convolutions outside of RDBs and of eachRBDoutput
= 64

– Super-scale factor = 2.

3.3 Primary Classification

The primary classification model in SCAR-CNN is designed using VGG-19 CNN
model. Differed from MA-CNN authors’ approach, we propose to have the primary
classification process running in multiple instances. The source of each instance
consists of a pair of images which are the object-level image (whole bird object)
and part representation. Same object-level image is used while its respective part
representation is not repeated between instances. The purpose of giving each instance
a pair of image is to leverage the part feature ensemble for each case. There are two
types of instances in the design of SCAR-CNN. First type instance has one object-
level image pairedwith four part representation. Second type instance has one object-
level image paired with only one part representations. In both types of instance, the
respective pair of image is fed into their part-CNN for feature extraction. All feature
representation map of each instance is then concatenated into fully-connected fusion
layer with softmax function. The joint part-based feature representations Ja of first
type instance is presented by Eq.1 and the joint part-based feature representations
Jb of second type instance is presented by Eq.2. There are five instances running
simultaneously on each testing image in SCAR-CNN. The prediction result of five
instances are passed down to secondary classification module for further analysis.
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Ja = {P1, P2, P3, P4, PO} (1)

Jb = {Pi , PO} (2)

where Pi denotes the extracted part description by part-CNN; PO denotes the feature
extracted from object-level images; i denotes the number of part.

3.4 Secondary Classification

In this section,we proposed the secondary classification as a solution to let CNN learn
better from discriminative features between “close classes”. A secondary classifica-
tion module is appended to SCAR-CNN after primary classification. Convolutional
neural network (CNN) with smaller number of classes is used for secondary clas-
sification where the candidate classes is refined from primary classification result.
The purpose is to improve final classification performance by utilizing new CNN
trained with a “more relevant” reference pool. This is inspired by [2] which having
evidence CNN to do decision refinement (secondary classification in our context). In
contrast to [2] system architecture design, we select single ResNet-50 CNN model
as the backbone of fully-connected fusion layer classifier. During inference, Top-K
classes in the prediction of primary classification are recorded for secondary classi-
fication. Let’s take an example saying that the Top-3 prediction result from primary
classification has “Class A”, “Class B” and “Class C” out of 200 species. Secondary
classificationmodel will adaptively make final prediction out of “Class A”, “Class B”
and “Class C”. The highest score of these three classes from secondary classification
softmax function will be the predicted class of SCAR-CNN.

ResNet-50 is trained by Caltech-UCSD Birds 200 training dataset and later, the
pre-trained model has been reused on a new testing image prediction. Transfer learn-
ing is carried out by using the pre-trained model based on the Top-K classes obtained
from primary classification. The respective reference pool (training images) of each
testing image is used for transfer learning. Reference pool is collected from Caltech-
UCSD Birds 200 training dataset based on the jurisdiction from Top-K class condi-
tional probabilities (joint part-based feature representations with 4 parts) upon which
predictions are made in primary classification. Besides that, we append training set
of top class from joint part-based feature representations with 1 part in reference
pool as well. The reference pool is relatively a lot smaller in secondary classifica-
tion than primary classification. Therefore, training process to best fit ResNet-50
and feature learning of “close classes” with subtle difference in appearance can be
achieved effectively. In SCAR-CNN, object-level image is used to proceed secondary
classification for the final result.
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4 Experiments

In this section, we present the experiment results of image quality with different
image up-scaling method as well as the classification results using SCAR-CNN in
different experimental scenario. SCAR-CNN was examined by using 5794 images
from Caltech-UCSD Birds 200 fine-grained dataset. It should be noted that there are
two sub-sections of SCAR-CNN analysis with two experimental scenario. In the first
scenario, the classes of secondary classification model takes only the Top-K classes
from one instance result in primary classification (classification result from joint
part-based feature representations with 4 parts in Eq.1). In the second scenario, the
classes of secondary classification is similar as first scenario but considering also the
top class from the remaining 4 instances (classification result from joint part-based
feature representations with 1 part in Eq.2).

4.1 Image Up-Scaling Method

Bilinear Interpolation (BI), Bicubic Interpolation (BC), Lanczos Interpolation (LI)
and Residual Dense Network (RDN) are evaluated by BRISQUE. BRISQUE has
score between 0 (best) and 100 (worst). Table1 presents the average image quality
score of each method. RDN score (13.62) which is the lowest among the four image
up-scaling method. It is to say the up-scaled image quality using RDN is better-off
against BI, BC and LI. BI is the default image up-scaling method in MA-CNN,
therefore, we also select testing samples to compare the image quality with BI and
RDN. Figure3 shows one of the testing sample by putting part images of different
image up-scaling method side-by-side in visual. The result of BI is on the left and
the result of RDN is on the right. The part images from both sides have actual image
resolution of 224 by 224 pixels. Human vision is subjective to observe blurry set of
images on the left. To being coherent, we also perform image quality assessment for
this testing sample. Image quality assessment result follows the sequence of image
frame colour: starting from red, yellow, green and then blue colour. Part images that
covered by same image frame colour represent the identical part location from same
testing image. In this case, Bilinear Interpolation image up-scaling method recorded
BRISQUE score of 43.20, 34.70, 39.05 and 54.65. Image up-scaling method with
Residual DenseNetwork recorded BRISQUE score of 38.99, 26.86, 30.03 and 39.62.
Once again, our experimental results show that the image up-scaled by using BI
provide comparatively low image quality.

Besides that, we perform image quality assessment by taking all testing images
into account. We merely compare BI and RDN in this assessment case by case.
Experimental results show that 26,085 (90.04%) of images have better quality up-
scaled by RDN, on the other hand, 2885 (9.96%) of images have better quality up-
scaled by BI. Thus, image super-resolution technique by RDN is selected to upscale
the output image from part localization before primary classification.
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Table 1 The evaluation results of image up-scaling method by BRISQUE

Image up-scaling method Score

Bilinear Interpolation (BI) 44.17

Bicubic Interpolation (BC) 37.14

Lanczos Interpolation (LI) 36.16

Residual Dense Network (RDN) 13.62

Fig. 3 Results of two sets of part images being up-scaled respectively by Bilinear Interpolation
Method (left) and Residual Dense Network (right). The image frame colour in each set of part
images represent same part location of same testing image. This figure is best viewed in colour and
the part images do not comply with the actual image size

4.2 First Classification Scenario

First classification scenario denotes the secondary classification result is solely based
on the Top-K classes of first type instance from primary classification. In this sce-
nario, classification task with Top-1 denotes the absence of secondary classification.
This is because only top one class from primary classification is used for secondary
classification. Table2 shows how different image up-scaling method after part local-
ization stage and Top-K classes from primary classification affect the overall infer-
ence result in term of accuracy. Overall result shows that the combination of RDN
image up-scaling method and Top-2 classes from primary classification give the best
accuracy of 86.91%. Without considering the case of Top-1 classes prediction, the
trend of accuracy is decreasing when Top-K classes is developing. The trend indi-
cates that secondary classification model with more classes tend to give more false
prediction. This is due to the fact that secondary classification model has to describe
more object-level image with subtle features differences.
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Table 2 Secondary classification accuracy on condition that it is in first classification scenario.
Secondary classification is performed on Top-K classes from primary classification where K has
maximum value of 5. “Top-1” denotes the absence of secondary classification

Image up-scaling methods Accuracy (%)

Top-1 Top-2 Top-3 Top-4 Top-5

Bilinear Interpolation method (BI) 86.58 83.36 82.67 82.29 81.77

RDN image up-scaling method (RDN) 86.10 86.91 86.27 85.93 85.76

The results inTable2 showconsistent improvement of prediction resultwhenRDN
image up-scalingmethod is applied before primary classification. This is the evidence
to prove that better testing image quality can improve the overall classification result.
In the absence of secondary classification, however, overall accuracy with RDN
image up-scaling method drops slightly to 86.10% as compared to 86.58% with
Bilinear Interpolation Method. In other words, RDN image up-scaling method is
better than Bilinear Interpolation Method as if it was proven in previous sub-section
if and only if secondary classification was present.

4.3 Second Classification Scenario

Second classification scenario denotes the secondary classification result is based on
both Top-K classes of first type instance and Top-1 class of second type instances
from primary classification. Therefore, Top-1 in secondary classification scenario
denotes the number of classes in secondary classification CNN model can be either
one ormore than one. Table3 shows howdifferent image up-scalingmethod after part
localization stage, Top-K classes from first type instance in primary classification
and the four Top-1 classes from second type instances in primary classification, affect
the inference result of secondary classification in term of accuracy. The prediction
results that are made bold exceed the current state-of-the-art accuracy. Once again,
SCAR-CNN prediction result is better by applying RDN image up-scaling method
after part localization. The combination of RDN and Top-1 prediction class achieves
the highest 89.96% accuracy. Top-1 accuracy is better than Top-2, Top-3 and so on,
which is different from what has been presented on the first classification scenario.
This is because the correct class tends to be in either Top-K classes in the first
type instance or Top-1 class in the second type instance. In this scenario, Top-1
provides sufficient classes for secondary classification in most testing cases, which
consequently, increase the chances of obtaining correct inference result.
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Table 3 Secondary classification accuracy on condition that it is in second classification scenario.
Secondary classification is performed on Top-K classes from primary classification where K has
maximum value of 5

Image up-scaling methods Accuracy (%)

Top-1 Top-2 Top-3 Top-4 Top-5

Bilinear Interpolation method (BI) 84.15 83.62 83.25 82.29 82.13

RDN image up-scaling method (RDN) 86.96 86.65 86.08 85.81 85.60

4.4 Overall Result

The best result of Second Classification Scenario slightly higher than the best result
of First Classification Scenario, scoring 86.96% and 86.91%, respectively. Accord-
ing to the results, we can also conclude that RDN super-scaling method is necessary
to improve the quality of low-resolution part images before proceeding to primary
classification. In addition, setting top class of all five instances (first type instance
and second type instances) in primary classification (First Classification Scenario)
as classes in secondary classification CNN model produces slightly better result
than solely having Top-K classes from first type instance in primary classification
that resulted from joint part-based feature representations with four parts. Round-
ing off to the nearest one decimal places, our solution SCAR-CNN achieved 86.9%
of overall accuracy in both cases stated in First Classification Scenario and Sec-
ond Classification Scenario. The comparison results of our solution with the pre-
vious works in Table4 illustrate that the proposed solution is slightly surpass the
state-of-the-art accuracy on Caltech-UCSD Birds 200 fine-grained dataset by 0.46%(
86.9−86.5

86.5 × 100%
)
.

5 Conclusion

In this paper, we presented Secondary-Classification-After-Refinement Convolu-
tional Neural Network for Fine-Grained Categorization (SCAR-CNN) for fine-
grained categorization model that performs multiple part localization, primary clas-
sification on general classes and secondary classification on Top-K classes according
to the result of previous stage. Experimental result demonstrated that SCAR-CNN
outperforms the previous state-of-the-art methods in term of accuracy. SCAR-CNN
achieved 86.9% of overall accuracy in both cases stated in First Classification Sce-
nario and Second Classification Scenario. Theoretically, higher image resolution
contains more useful information for inference. In the future, we will conduct the
research on how higher input image resolution affects the performance of primary
classification and secondary classification in SCAR-CNN.
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Table 4 Comparison results on CUB-200-2011 dataset. Train Anno. denotes using bounding box
or part annotation in training. The result of SCAR-CNN is taking the best combination with highest
accuracy in the respective First Classification Scenario and Second Classification Scenario

Approach Train Anno. Accuracy (%)

MG-CNN [27] ✓ 83.0

FCAN [33] ✓ 84.3

SPDA-CNN [24] ✓ 85.1

B-CNN (250k-dims) [1] ✓ 85.1

PN-CNN [34] ✓ 85.4

Mask-CNN [20] ✓ 85.4

PDFR [26] 84.5

RACNN [23] 85.3

RAM [35] 86.0

MACNN [22] 86.5

MAMC [30] 86.5

Our SCAR-CNN (first classification scenario) 86.9

Our SCAR-CNN (second classification scenario) 86.9
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Using Support Vector Machine
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Abstract An average of 6,350 people died every year in Malaysia due to road
traffic accidents. A published data of Malaysian road deaths in 20 years since 1997
reveals that the number of fatalities has not really declined with a difference of
less than 10% from one year to the next. Forecasting the number of fatalities is
beneficial in planning a countermeasure to bring down the death toll. A predictive
model of Malaysian road death has been developed using a time-series model known
as autoregressive integrated moving average (ARIMA). The model was used in the
previous Road Safety Plan of Malaysia to set a target death toll to be reduced in
2020, albeit being inaccurate. This study proposes a new approach in forecasting the
road deaths, by means of a machine learning algorithm known as Support Vector
Machine. The length of various types of road, number of registered vehicles and
population were among the eight features used to develop the model. Comparison
between the actual road deaths and the prediction demonstrates a good agreement,
with a mean absolute percentage error of 2% and an R-squared value of 85%. The
Linear kernel-based Support Vector Machine was found to be able to predict the road
deaths in Malaysia with reasonable accuracy. The developed model could be used
by relevant stakeholders in devising appropriate policies and regulations to reduce
road fatalities in Malaysia.
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1 Introduction

Road traffic accidents account for 4.6% of death cases in Malaysia in 2017 [1].
This is the main cause of deaths among youth in Malaysia at 22.5%. Although the
percentage has reduced from the previous year (5.4% in 2016), annual death cases
in Malaysia has not actually decreased since 1997. Figure 1 shows the percentage
difference of road deaths in Malaysia compared to the previous year, starting from
1997 until 2017. It is seen that the differences are less than 10%, either increasing or
decreasing. But the number has not really changed for almost 2 decades now, with
an annual average of road deaths of 6,350 cases.

It is essential to be able to project how the number of deaths due to road traffic
accidents in Malaysia will change, either growing or reducing before any action plan
can be proposed. An autoregressive integrated moving average (ARIMA) model was
proposed in 1998 to predict road fatalities in Malaysia [2]. This model has been
further updated and used by Sarani et al. [3] to predict the number of road deaths in
Malaysia in 2020.

Using themodel, Sarani et al. predicted that therewill be 8,760 roaddeaths in 2015,
and this number will keep on increasing in 2020 with 10,716 fatalities. These figures
have been used in the Road Safety Plan of Malaysia 2014–2020 [4]. Nonetheless,
it is observed that the prediction made was inaccurate. In 2015, there were 6,706
road deaths recorded. The model has overpredicted fatalities by 31%. Owing to this
flawed prediction, the government of Malaysia has set a wrong fatalities reduction

Fig. 1 The difference in road death from the previous year in Malaysia from 1997 until 2017
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target, that is to bring the fatality down to 25% from the predicted value of 8,760–
6,570. Considering the actual road deaths in 2015, the target should have been 5,030
instead.

In order to support the Decade of Action for Road Safety 2011–2020, the national
policymaker together with the state government have implemented a blue ocean
strategy focusing on black spot areas in every state. The aim is to reduce the number
of road death by half in 2020 [5]. Darma implemented an autoregressive integrated
moving average model (ARIMA), transfer function-noise model and state-space
model integrated into traffic fatality regression model by considering the correlation
of the number of traffic fatalities, vehicle ownership, and road length with road
safety campaigns in Malaysia [6]. Sapri et al. [7] demonstrated that accident caused
by road geometry, vehicle type, age, and collision type are the most important factors
that lead to non-fatal crash injuries in Kota Bharu. The research employed a decision
tree with the application of Classification and Regression Trees (CART).Meanwhile,
Hartika et al. [8] compared the predictability of road deaths between the conventional
multilinear regression (MLR)model andArtificialNeuralNetworks (ANN) in a black
spot area in Selangor. The study demonstrated that ANN outperformed the MLR
model in predicting road fatalities at the black spot area, suggesting the efficacy
of the machine learning model to provide a better accident prediction. A number
of variables were used in the aforesaid study, namely hourly traffic volumes, 85th
percentile speed, vehicles’ gap and the number of the access point at the selected
study area.

In this study, we are proposing a machine learning model known as the Support
Vector Machines (SVM) or in regression studies, it is often known as Support Vec-
tor Regression. SVM has demonstrated to provide desirable prediction in different
studies [9, 10], nonetheless, it is worth noting that the employment of machine learn-
ing, particularly SVM in road safety is scarce. Thus, the objective of this study is to
develop an SVM model to forecast road deaths in Malaysia based on a number of
features. The subsequent sections shall describe the dataset used, the development
of the SVM model, as well as reporting the efficacy of its prediction.

2 Methodology

Road traffic accident data was extracted from reports by theMalaysian PublicWorks
Department (JKR) [11] and Malaysia Road Safety Department (JKJR) [7], respec-
tively. The number of road death based on Malaysian traffic accident scenario is
predicted via the SVM model by considering a number of features that will be
elaborated in the subsequent section.



264 N. Q. Radzuan et al.

2.1 Datasets

The road network length data, aswell as population and number of registered vehicles
from 1997 until 2017, were used in the road death (RD) model. Registered vehicles
are expressed by the number of vehicles registered in the Road Transport Department
Malaysia system, the population is the number of people estimated by theDepartment
of Statistics Malaysia, and the road network length is in kilometre as reported by
Public Works Department. It is worth noting that the road network length is further
demarcated into the highway, federal road, federal territories road, institution road,
industrial road as well as FELDA road. Therefore, a total number of eight (8) features
or dependent variables are considered. The Support Vector Regression model was
developed using MATLAB® 2016b.

2.2 SVM Model Development

SVM is a supervised machine learning model that is based on statistical learning the-
ory that could either be used for classification or regression problems. For regression
problems, the central notion, is essentially to minimize the loss function defined by
the flatness of the ε-tube, that in turn,minimizes the prediction error. The kernel func-
tion often influences the prediction outcome based on the nature of the data. In the
present investigation, the linear kernel function is employed in developing the SVM
model. The mathematical treatment of the different types of kernels is described in
[8]. The generalized equation of the SVM model is described in Eq. (1). In which,
ω is the flatness that is required to be minimized, x is the input patterns and b is the
bias. Moreover, the five-fold cross validation technique was employed in this study
owing to the size of the data. Figure 2 illustrates the variables involved in developing
the model.

Fig. 2 Depiction of the overall model
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f (x) = 〈ω, x〉 + b (1)

3 Results and Discussion

Table 1 lists the performance evaluation of the proposed model. Linear based SVM
model developed demonstrates its capability to predict road death with an accuracy
of 85%. This is shown by the R-squared percentage. A very low mean average
percentage error (MAPE) of 2% was also observed, further suggesting the efficacy
of the developed model in predicting road fatalities.

The previous model developed by Radin Umar [2], which was further updated by
Sarani et al. [3] predicted 8,760 road deaths in 2015. This is an overprediction of
30.6% (the actual number of road deaths in 2015 is 6,706). Our Linear based SVM
model, on the other hand, predicted 6,961 road death in 2015, which brings down
the overprediction to a mere 3.8%, suggesting that the model developed has a better
prediction capability.

The prediction accuracy is further corroborated in the plot of the comparison
between the actual and predicted road death as shown in Fig. 2. Also included in the
plot is the prediction by Sarani et al. [3]. Both lines (actual and predicted) are very
close to each other, with slight but acceptable discrepancies in some years. Neverthe-
less, our proposed model forecasted a similar trend of road deaths as compared to the
actual data. On another note, it is observed that the number of road deaths inMalaysia
shows an increasing trend, although gradually, despite the multitude of road safety
campaign organised by the government agencies and non-government organisations
(NGOs). Effective countermeasures are required to be planned immediately in order
to impede this alarming trend (Fig. 3).

It is worth noting that other features ought to be considered, for instance, the
number of vehicles equipped with safety features (anti-lock braking system and
airbag), number of accidents at black spot areas, or road environment safety features
amongst others in order to evaluate its influence towards the prediction of road
fatalities Through such sensitivity or parametric analysis, appropriate suggestions
could be made to policy makers as well as other relevant stakeholders in further
reducing the fatality rate on Malaysian roads.

Table 1 Performance
evaluation of the developed
SVM model

Evaluation metrics SVM linear model

R-squared 0.85

RMSE 153

MAE 113.77

MAPE % 2%
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Fig. 3 Actual and predicted number of road death in Malaysia from 1997 to 2017

4 Conclusion

Road deaths in Malaysia has been previously predicted using a time-series model
known as ARIMA. Nonetheless, the model was found to overpredict the fatalities by
more than 30%. On a serious note, the flawed prediction was used to set a target in
the previous Road Safety Plan of Malaysia 2014–2020. This study introduces a new
approach to forecasting road deaths, employing a machine learning model known
as the Linear based Support Vector Machine. Eight features namely the number of
population and registered vehicles, as well as the length of six different type of roads,
were used in developing the proposedmodel. Themodel was used to predict 20 years
of road deaths, from1997 until 2017. The prediction accuracywas evaluated using the
mean absolute percentage error and R-squared, among others. The proposed model
demonstrates 85% prediction accuracy, with on 3% of MAPE. It also predicts the
gradually increasing trend of road deaths inMalaysiawell, in linewith the actual road
death data. Therefore, the developed model could be used by relevant stakeholders in
charting pertinent policies that could eventually reduce the number of road fatalities
in Malaysia.
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Investigation of Dimensionality
Reduction on Numerical Attribute
Features in a Finger Vein Identification
System
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and S. Khatun

Abstract With the large number of people travelling internationally, there is an
increasing demand to be able to deal with security clearance rapidly and with a
minimum of inconvenience. Using finger vein biometric traits fulfils these require-
ments. In previously-reported work, the data obtained from finger veins underwent
dimensionality reduction using principal components analysis (PCA) followed by
linear discriminant analysis (LDA) and this was shown to improve the identification
rate compared to the more commonly applied Discrete Wavelet Transform (DWT).
Although PCA was found to be effective at reducing the noise residing in the dis-
carded dimension, this work demonstrates that the corresponding eigenvalue may in
fact also contain useful local information that is important in identification and so
should be retained. To overcome this problem, this paper proposes the use of fea-
ture extraction using DWT and local binary patterns (LBPs) to generate the feature
vectors, before they undergo dimensionality reduction using PCA. Support Vec-
tor Machines (SVMs) are used for classification. The performance of the proposed
methodwas comparedwith previouswork,with the identification rate of the proposed
method offering the best accuracy of 95.8%.

Keywords Finger vein · Dimensionally reduction · Discrete wavelet transform ·
Local binary patterns

1 Introduction

In this modern technological world, biometric technology has become an important
focus of attention for the biometric-based research community. These technologies
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are commonly used in identification, verification and security systems. The technolo-
gies that use the traditional biometrics traits (such as iris, fingerprint, and face) have
limitations compared to the use of finger veins in their application [1]. The finger
vein has advantages in term of its high immunity to counterfeit, vein aliveness and
user friendliness. The finger vein location is covered by skin, making it very difficult
for the finger vein pattern to be stolen or duplicated in some way [2]. The use of the
finger vein is convenient, generally easy to access and uses a contactless method in
the capture data.

2 Related Work

Previous research in finger vein recognition system has been able to demonstrate
the potential of the approach. Wu and Ye [3] proposed a finger vein extraction using
discrete wavelet transforms (DWTs) local binary patterns (LBPs) and to extract the
local and global features from the finger vein structure. In [4], Miura et al. proposed
repeated line tracking and a maximum curvature points technique to extract finger
vein features for recognition. In 2015, Shrikhande [5] proposed performing finger
vein recognition using discrete wavelet packet transform features when applied to
the SDMULA HMT finger vein database. They used the average standard deviation
and energy without the HH sub band as features and achieved a high recognition rate
of 88.58% using a Euclidean classifier and 92.33% using Canberra as the classifier.

In 2011, Park [6] proposed the use of support vector machines (SVMs) for finger
vein recognition and Wu and Liu [7] introduced PCA for feature extraction while
retaining SVM as the finger vein identification system. Both researchers applied
PCA at an early stage of feature extraction and it is proposed in the current work that
such an application of PCA may potentially remove features that are unimportant
for recognition. In 2017, finger vein verification using repeated line tracking with
dimensionality reduction by PCA was shown to be able to improve the finger vein
recognition rate in template matching from verification rate of 52.19–94.29% [8].

Most of the reportedfinger vein feature extractionmethods use local vein structure,
but it is known to be difficult to collect good quality images from such regions. To
overcome this problem, a combination of features which are binary features (local
features) and discrete wavelet transform (global features) are proposed in this paper.
The local and global features are presented as numerical attributes whose feature
vectors are long. Hence, dimensionality reduction using PCA on the feature vectors
is proposed in order to allow the classification algorithms to concentrate on the most
relevant features.
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3 Propose Method

This paper proposes a finger vein identification system which improves on previous
work by replacing the template matching method by a machine learning approach.
The finger vein recognition system uses repeated line tracking with dimensionality
reduction using PCA, following the approach in [8], Themethod was applied to three
samples from each of 20 subjects from the SDMULA-HMT finger vein database.
The experiment was then repeated using 100 subjects with six samples from each
subject. The feature extraction methods included the DWT and LBP, dimensionality
reduction was carried out using PCA and the training and testing were carried out
using SVMs.

3.1 Finger Vein Database

Several finger vein databases are publicly available, but differ in a number of respects,
such as the number of samples, number of fingers, format of images and so on. A
number of the databases contain misaligned and skewed finger images which are not
suitable for use in this research. The most widely used database is the SDMULA-
HMT finger vein database, an open source database. Each of the database samples
consists of images of six fingers, the index, ring and middle fingers of both the left
and right hands. The total number of the images is 3816 with image resolution of 320
× 240 pixels in ‘bitmap’ format. In the experimental work in this paper, the images
of the index fingers available in the SDMULA-HMT database were used to compare
finger vein recognition performance with that obtained from previously published
work. Figure 1 shows examples of finger vein postures from the SDMULA-HMT
database. Subsequent paragraphs, however, are indented.

Fig. 1 Examples of finger vein postures in SDMULA-HMT
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Fig. 2 Image pre-processing stages

Fig. 3 Image pre-processing: a original image; b CLAHE enhancement; c finger vein ROI
extraction; d canny edge detection; e ROI of finger vein after median filtering

3.2 Image Processing

Image pre-processing plays an important role in ensuring that the original images
are enhanced in such a way that the later classification has the best opportunity of
being successful. In this work, both region of interest (ROI) extraction and image
de-noising are carried out before performing feature extraction. The pre-processing
steps are shown in Fig. 2.

Firstly, the finger vein image was converting from RGB to gray scale, followed by
image enhancement using conventional contrast-limited adaptive histogram equal-
ization (CLAHE), a method proposed by Zhu et al. to achieve contrast enhancement
[9]. This approach involves computing several histograms, each corresponding to a
distinct section of the gray scale finger vein image, while at the same time redis-
tributing the brightness of the image. Following finger enhancement, the localization
the finger vein region is used to generate a suitable ROI. Here, a 3 × 3 median filter
mask was used to reduce the noise generated by the image operation. Figure 3 shows
the outputs of each stage in the image preprocessing of finger vein image.

3.3 Feature Extraction

In this paper, DWT and LBP were used to extract the finger vein features. Unlike
the template matching vein pattern extraction applied in [8], the DWT and LBP
approaches do not extract the x- and y-axis coordinates of each pixel in the image
and the numerical attributes of the features are the mean and standard deviation.
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3.3.1 Discrete Wavelet Transform (DWT)

The DWT can be used as a form of image compression and represents the signals in
dynamic sub-band decomposition. It is an efficient and powerful tool for signal and
image processing applications. The DWT was applied by passing the image signal
through both low pass and high pass filters and its output was down sampled by a
factor of two at each level. In this research, a 2DDWTwas used for feature extraction
as this provides amulti-resolution transforms yielding both time and frequency infor-
mation. Figure 4 shows how each sub-band has been extracted using discrete wavelet
decomposition. The process first decomposes the ROI of the finger vein using the
2D-DWT. The first level decomposition produces four subpart images known as the
image approximation (cA), the horizontal details (cH), the vertical details (cV), and
the diagonal details (cD). Then, each of the sub images was further decomposed (sec-
ond level decomposition) into 16 sub-images, each of which is decomposed again
(third level decomposition) to provide 64 sub-regions. Discrete wavelet decomposi-
tion has been previously used in feature extraction for other biometric identification
purposes, such as finger print and palm vein classification [10]. Figure 5 shows the
how the third-level discrete wavelet decomposition is carried out and also shows the
output produced. Finally, the mean and standard deviation of each of the 64 blocks
was taken as the features. From the 2D DWT, 128 features in total can be obtained
from each finger vein image.

Previous publishedwork on the classification of palmvein images decomposed the
image approximation (cA) into additional levels to obtain high frequency information
corresponding to noise content [11]. In this paper, as the finger vein images are
less complex that the palm vein images, the decomposition of the images instead
involved all of the four sub-parts of the image and ignored the high frequency details
as these were less likely to cause the loss of important information relevant to the
later classification.
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Fig. 4 DWT process flow
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Fig. 5 Third level discrete wavelet decomposition

3.3.2 Local Binary Pattern (LBP)

The LBP is a method that is capable of extracting finger vein codes without requiring
an accurate isolation of the finger vein region. In addition, this method is robust with
respect to high degrees of saturation and irregular shading in finger vein images.
The LBP is defined as an ordered set of binary neighborhood pixels surrounding the
center pixels [6]. The LBP features are obtained using the following steps:

Step 1: The finger vein image is divided into several cells as shown in Fig. 6.
Step 2: In each cell, the neighbour pixels (Np) are compared with its centre pixel

(Nc), giving a 12 digit binary number that is converted to its decimal
equivalent.

Step 3: The histogram is computed over the cells.
Step 4: Histogram normalization and concatenation of histograms of all divided

cells are carried out to yield a feature vector.
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Fig. 6 Process flow of the
LBP operator
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Figure 6 shows the process flow of the local binary pattern features extraction
method. In this research, the neighbor parameter was set to 12 and the local binary
pattern operator for 12 neighbors is shown in Fig. 6c.

The LBP operator also can be expressed in algorithmic form as can be seen
in Eq. (1) which uses a gray-level comparison of its neighborhood of pixels. The
original operator was a 3 × 3 neighborhood of 8 pixels in around a center pixel ic.
The threshold s(x) for those neighborhood pixels is the value of the center pixel and
the result can be represented as a binary number or as its decimal equivalent LBP
(xc, yc).

LBP(xC, yC) =
7∑

n=0

s(in − ic)2n (1)

s(x) =
{
1, ifx ≥ 0
0, ifx ≤ 0

(2)

The feature vector of LBP can be defined as in Eq. (3), where the overall LBP
feature length depends on the number of cells and the number of bins, B which in
turn depends on the upright property and the number of neighbors, P.

LBP features = Size(Lxy) = [1,B] (3)

The upright property represents the rotational invariance flag. The property is set
as true if the features do not encode rotation information. In this paper, the upright
property is set to to false as the rotationally invariant features are required in the
research.
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3.4 Principal Components Analysis (PCA) Dimensionality
Reduction

PCA is a popular, powerful, yet simple to apply dimensionality reduction technique
that has been used in many data mining and pattern classification applications. It
performs a linear mapping of higher dimensional data to a lower dimensional data in
a manner such that the variance of the data in the lower dimensional representation
is maximized. The approach permits a reduction in the quantity of data by removing
those components least useful in the classification, but with minimal loss of infor-
mation. In 2011, PCA and LDA were used in combination byWu et al. and Liu et al.
to extract finger vein patterns and both papers demonstrated a successful reduction
in the dimensionally of an image while obtaining an improved identification rate of
98% with only seven PCA features and four LDA features [7].

Previous work that performed finger vein recognition using PCA was carried out
by applying PCA directly to the two dimensional finger vein image. In this exper-
iment, the PCA was applied to the 500 × 142 numerical attributes obtained from
DWT and LBP. In this paper, PCA is used for dimensionality reduction and Fig. 7
shows the overall process. The input data are the feature vectors of the finger veins
obtained from100 sampleswhere each sample consists of five individual images. The
feature vectors are transformed into a covariance matrix before undergoing dimen-
sionality reduction. From the covariance matrix, the eigenvector and eigenvalues are
determined, and, finally, a reduction in the number of feature vectors was obtained
by setting a target number of dimensions for PCA and letting it choose the most
significant features.

3.5 Support Vector Machine (SVM)

The linear SVM is a fast machine learning algorithm that providesmulticlass classifi-
cation implemented on an original proprietary version of cutting plane. It is efficient
when dealing with large data sets and is able to make a simple linear separation
between classes by finding the best hyper-plane that separates the feature points of
one class from the other [11]. The largest margin between the two classes can be con-
sidered to be a the hyper-plane that provides the maximal width of the slab parallel
to the hyper-plane that has no interior points as shown in Fig. 8.
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4 Experimental Results and Discussion

In this experiment, finger vein images from 100 different subjects each providing
six samples were extracted from the SDMULA-HMT finger vein database. Each of
the samples was used to provide five images for training and the remaining one was
used for testing. The ‘leave one out’ method was adopted in the training process and
the linear SVM was used for classification purposes. The experimental procedure
described in [8] was implemented in that numbers of subjects involved was gradually
increased from 20 to 100. Figure 9 shows the performance of identification system
using the different feature extraction methods.

From Fig. 9 it can be seen that the best identification accuracy was obtained
by using maximum curvature as the feature extraction method and this achieved
successful identification in 83.56% of cases; the next best being repeated line track-
ing with an accuracy of 80.8%. The accuracy of identification using DWT acting
alone and LBP acting alone were both relatively low, but, when the features from
DWT and LBP are combined, the accuracy increased to around 80%. The identifi-
cation rates using the template-based feature extraction methods such as RLT and
maximum curvature were found to be better than the numerical attributes feature
extraction methods (DWT and LBP), probably because the template-based methods
provided additional information. However, the numerical attributes methods’ fea-
tures became increasingly powerful following dimensionality reduction using PCA.
The experimental work was continued by analyzed the effect of PCA on the accu-
racy of the identification system using the different feature extraction methods. The
three best-performing feature extraction methods found in the results shown in Fig. 9
were chosen for further investigation when using PCA dimensionality reduction and
Fig. 10 compares the accuracy of the identification systems when implementing
feature extraction both with PCA and without PCA.

From the observations recorded in Fig. 10, it can be seen that the performance of
the identification obtained using maximum curvature was reduced by 0.28% when
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Fig. 9 Identification performance using different feature extraction method
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Fig. 10 The comparison of identification accuracy between different feature extraction methods
with PCA and without PCA

PCA was employed, but the two remaining feature extraction methods exhibited an
improvement in accuracy after applying dimensionality reduction using PCA. The
identification accuracy using repeated line tracking was improved by 4%, and the
combined DWT and LBP approach shows a significant improvement of 15.67%.
This is an excellent demonstration that PCA enables improvements in the accuracy
of identification systems where the features are represented in numerical attributes
far better than when the x-axis and y-axis features are used.

The experiment was repeated several times to determine the number of dimen-
sions that gives best accuracy following the application of PCA. Figure 11 shows
the accuracy of the identification system following DWT and LBP pattern feature
extraction for different numbers of dimensions.

The experiment was carried out with the number of dimension being 10, 20, 30,
50, and 80 and it can be seen that the accuracy of the identification system improved
by 4% when the number of dimensions of the features increased from 10 to 20.
This is because the first 10 principal components are not sufficiently unique to be
able to distinguish between 100 subjects and the increased number of dimensions
provides additional unique features for classification. No improvement in accuracy
was apparent as the number of features was increased to 30 and then further to 50 and
thismight be caused by having an insufficient number of features to represent the data
or due to the increase in noise content that will be obtained if superfluous features
are present during classification. Hence, the best classification performance was
obtained when PCA provided a number of features in the range 20–50. However, a
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Fig. 11 The accuracy of identification system with different number of dimension remained

20 dimension feature vectorwas selected rather than 30 or 50, as the fewer the number
of dimensions then the shorterwill be the processing time of the identification system.

Table 1 compares the identification rate of the proposed methods with other meth-
ods that have also used the SDMULA-HMT finger vein database. From the table,
it can be seen that the proposed method was able to improve the accuracy of the
identification system compared to other methods. Further, it is clear that that PCA is
able to improve the identification rate by selected the most suitable features, while
at the same time reducing the dimensionality of the features by reducing noise and
removing non-unique features.

Table 1 Comparison of the
identification system
performance of different
methods

Method Accuracy (%)

Wavelet transform 75.83

Local binary pattern 70.67

Wavelet + Local binary pattern 80.16

Max curvature 83.56

Repeated line tracking 80.80

Max curvature + PCA 83.28

Repeated line tracking + PCA 84.79

Wavelet + Local binary pattern + PCA
(proposed method)

95.83
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5 Conclusion

The paper has presented a finger vein identification system that uses a machine
learning approach. The features were extracted by a combination of DWT and LBP,
followed by dimensionality reduction using PCA to extract unique features for clas-
sification carried out using linear SVM. Compared to a range of methods in the lit-
erature that did not use PCA, the performance of the new approach when combined
with PCA is substantially better. This is due to PCA being able to reduce the data to
its most relevant components without significant loss of information. This releases
the identification algorithm to concentrate on relevant targeted information that is
best suited for classification and be unaffected by irrelevant data. Furthermore, the
PCA-based methods for finger vein verification system had a shorter training vector
leading to a reduced training time.
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Intelligent Gender Recognition System
for Classification of Gender in Malaysian
Demographic

Yap Su Chi and Syafiq Fauzi Kamarulzaman

Abstract Identification of a person gender as a man or woman based on the past
experiences through features of face such as eyes, mouth, cheek can be obtained
through an intelligent gender recognition system. Detection of a person’s gender
can be difficult but important for security purposes, especially where safety issues
concerning woman in public amenities. The objectives of this research are to identify
the techniques for classifying features from man and woman facial images, through
which embed as a system and validify using photos within Malaysian demographic.
This research is focused on utilizing facial features for gender classification in real
time, emphasizing on deep learning-based gender recognition and HAAR Cascade
classifier using pre-trained caffe model in OpenCV library. Results show that under
Malaysian demographic, probability of 86% accuracy of gender recognition were
obtained.

Keywords Gender recognition · Gender classification · Deep learning

1 Introduction

Since year 2013, statistics highlighted over 50,000 sex crimes concerning domestic
violence cases inMalaysia involving girls as young as six years old. On average, there
were at least approximately eight cases reported daily within the country. Among the
cases, a man was convicted for rape of a 19years old girl in the woman lavatory of a
shopping center within Kuala Lumpur. Another was aman convicted for hiding in the
women’s bathroom cubicle of a gasoline station, attempted rape on any unsuspecting
victim. Such public amenities are commonly utilized by unsuspecting women where
the probability of such crimes occurring exist remains a threat to public confidence
in safety [1].
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Digital video surveillance systems have been commonly implemented in multi-
ple fields, such as shopping mall, train station, airport, and numerous others, due to
the fast growth of internet, cloud computing, and multimedia technologies. Object
identity can play a very significant role in government security in these digital video
surveillance systems. Intelligent gender recognition is the capacity to identify an indi-
vidual, whether man or woman, depending on the position and previous experience
in detection of features of the face such as the mouth, nose or eyes [2].

In this research, artificial intelligence techniques used to classify gender were
identified for gender classification under Malaysian demographic. The techniques
was applied into a system that provides real-time recognition to be implemented in the
public amenities. The applicationwas validated through a series of images concerning
individuals under theMalaysian demographic. Performance of the developed system
were evaluated and the performance are discussed within this paper.

2 Related Works

There are different methods for gender classification. Nearly all works in gender
classification involve pre-processing images, extracting characteristics from faces
and classifying those characteristics using marked information. It can be classified
on the basis of extraction and classification of features. Extraction of features can also
be classified into techniques based on appearance and geometry. While this section
will briefly discuss about previous work of classification method applied.

Eigenface algorithm is a Principal Component Analysis (PCA) application for
analyzing human faces [3, 4]. Eigenfaces is an appearance-based approach to face
recognition that looks to capture the variety in a collection of facial images and use the
information to encode and compare the images of individual faces in a holistic way
(rather than a component-basedor feature-based approach). Eigenfaces are calculated
by estimating the principal components of the facial images dataset. Frequently, this
technique is used for facial recognition and detection of facial landmarks. Eigenfaces
focus the significant facial data that could be directly identified with human facial
instincts such as eyes, nose and lips. Capturing the statistical variation between face
images is one of the approaches. In addition, Eigenfaces is used to decrease the
complexity of computation and space, where each face image can be represented
by a few parameters. The primary concept of Eigenface is to get the characteristics
in mathematical sense instead of using mathematical transform for acceptance as
a physical face element. Eigenfaces are sensitive to lighting conditions and head
position, but recognition is time-consuming, while recognition results are highly
affected by changes in size and easily affected by the recognized head orientation.

A holistic method is also used by the Fisherface algorithm. Fisherface varies
from Eigenface, where Fisherface maximizes the mean range between class disper-
sion while minimizing the variance within class dispersion [5, 6]. With Eigenface
improvement, Fisherface utilizes Linear Discriminant Analysis (LDA).Fisherface
uses LDA to differentiate between two images of distinct classes where the variation
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within a class can be minimized. LDA works better to classify various classes. The
concept of Fisherface is quite easy, where the same classes should cluster together
closely while in the reduced dimensional representation separate classes are as far
separated from each other as feasible. Due to its invariant to light intensity, Fisher-
face can be used for age and gender classification. However, the scatter within the
class could still be of comparatively big importance when the scatter between classes
is big. Therefore, to perform facial recognition, it requires more processing rooms
and time. A class of profound neural network is the Convolutionary Neural Net-
work (CNN). Shift invariant is where CNN utilizes multilayer perceptron variation
intended to require minimal pre-processing [7]. CNN is a series of layers in which
each layer converts volume by differentiable function from one activation to another.
Convolutionary Layer, Pooling Layer, and Fully Connected Layer are among the
layers. The layers seen in periodic neural networks are the fully linked layer. Every
CNN layer has its own features. Each subsequent output is the input of the next layer
[8]. Each input image passes through convolutionary layers, pools, completely linked
layers, and uses Softmax to classify an object. Pooling was conducted to decrease
dimensional size. Due to these characteristics, even when modeling complex func-
tions, extraction of features can be performed effectively. The only drawbacks is that
it needs training, where effectiveness and precision are improved through training
when more training iterations are performed.

Comparing the three abovemethods, we could summarize that the Convolutionary
Neural Network (CNN) could provide greater effectiveness and precision than the
Fisherface and Eigenface algorithm [5]. We therefore utilize CNN as a classification
algorithm within this study to determine man and woman subjects from our data on
the images.

3 Method

In this research, we proposed a system that can detect and classify gender using
ConvolutionalNeuralNetwork (CNN) technique. The system can be installed outside
the public bathroom for facial recognition of people entering the bathroom. Through
this system, it will detect the gender of the person real time and capture the face
images. Later, CNN is utilized to recognize the gender. When the recognition result
is man, the alert message is sent to the security department to alert the authorities,
therefore improve the safety of the public bathroom users especially women [9].

Figure1 shows the overall process of the system while Fig. 2 shows the context
diagram, the relationship between the system and the external entities. The camera
captures the real time face images TheCNN technique is applied and results is shown.
The alert message is sent to the security department if someone trespassing.
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Fig. 1 The overall process of the system

Fig. 2 The context diagram of the proposed system

Fig. 3 The system architecture for implementation

3.1 System Architecture

Figure3 shows the system architecture for implementation of the system. Based on
the figure, the faces of the user will be captured and transformed to images by the
Raspberry Pi NoIR V2 camera. The images will be sent to the Raspberry Pi 3 Model
B+. Then, by processing the cropped facial images, the forecast is carried out in
Raspberry Pi. The outcome will be shown on the laptop’s camera windows. Only the
safety guard can view the outcomes. If the identified gender is man, the alert will be
sent via buzzer and email to the security department by creating the beep sound.

Figure4 displays the system flowchart including the system features. First, the
scheme begins with the camera being initialized for ongoing capture. The camera
will keep capturing the picture constantly. The images were then transformed into
frames. Continue with CNN algorithms to recognize the face. The images will then
be transformed to pre-processed greyscale and gender prediction. The buzzer will
behave as the alert and beep to notify customers in the event that the gender identified
is man. An email will also be sent to customers to behave as a signal of warning.
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Fig. 4 Flowchart of the
proposed system

3.2 Convolutional Neural Network Technique

Convolutional Neural Network (CNN) is an architecture used for deep learning. It
is used for object recognition by detecting features and perform segmentation. The
CNN used for deep learning become more and more popular since it eliminates the
requirement for manual feature extraction. The features are found instantly through
CNN and can be train and retrain again for new recognition tasks which allow for
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Fig. 5 Image passed through CNN and automatically learns the features and classifies the gender

Fig. 6 CNN feature learning and classification of gender

improvement on previous existing networks [10]. Figure5 shows that the image
passed to CNN automatically learns the features and classifies the gender. The man
and woman are the output of the image.

CNN can have many layers that determine distinct characteristics of an
picture. Each layer filters the picture of the training at distinct resolution and the
outputs/tensors are used as the input of the next filter. The filters can begin to more
complicated characteristics as very simple features that can define the object in a
unique way as the layers progress. The input picture will undergo a few changes and
then pool the state to fully linked steps and lastly the output will be released. Figure6
demonstrates how the CNN functions to extract functions as filters [10].

CAffe Model is a profound learning structure that takes into account expression,
velocity and modularity. It is created by Berkeley AI Research (BAIR) and C++
community contributors and has bindings from Python and Matlab. This model is
the pre-trained model used to recognize gender. The trained CNN models are used
by the package of OpenCV. OpenCV provides Net class for the neural network to
be populated in the package. The package can import structure for neural network
models such as sex identification caffe model. The model of Caffe has two related
documents, prototext file and model file of Caffe. In the prototext file, the CNN
definition is entered here. Also defined here are the layers in the neural network, as
well as the inputs, outputs and functionality of each layer, where the Caffe model
file contains the trained model information [11].

CaffeNet uses the OUI-Adience Face collection to train the Caffe Model datasets.
This dataset has a total of 26,580 gender and age label pictures. The complete amount
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Fig. 7 The cropped face images in OUI-Adience datasets

of topics is 2284. The data included were intended to be as close to the real envi-
ronment where, without careful preparation, it attempts to capture the appearance
where the images are taken. The information involves noise, pose, lighting and more
information variants in addition to facial information sets. The source pictures in the
dataset were from Flickr albums, compiled from iPhone 5 or later phones automati-
cally uploaded and published to the general public by writers. Some of the cropped
pictures used in this model’s training are shown in Fig. 7. The prototext file demon-
strates every layer, input and output features.

Haar Cascade is a machine learning object detection algorithm used to distinguish
objects in an image or video where a lot of positive and negative image train the Cas-
cade feature. Positive image imply the pictures are facial while adverse pictures are
facial pictures. Haar Cascades is used in this system for face detection. In grayscales,
this classifier processes pictures. This algorithm contains four phases [11].

Stage 1: Haar Feature Selection. To train the classifier and extract characteristics
from it, positive images and negative images are used. Each characteristic is a sin-
gle value acquired by subtracting the white rectangle pixel amount from the black
rectangle pixel sum.

Stage 2: Creating Integral Images. Integral image is used to rapidly calculate the
characteristics of the rectangle. Most of the characteristics calculated are meaning-
less. The chosen first edge characteristic appears to concentrate on the eye region.
While the dark rectangle is on the side of the eyes and the white rectangle on the side
of the cheek and nose, which is darker in the region of the eyes than in the region
of the nose and cheek. The chosen second row characteristics are based on the fact
that the eyes are darker than the nose bridge. But it is meaningless to apply the same
windows to cheeks or other places.

Stage 3: Adaboost Training. This phase is used to pick the finest characteristics
and to train the classifier. A set of weak classifiers were concatenated to produce
a powerful classifier. Weak classification has restricted efficiency while powerful
classification is useful for correct classification of the information. Adaboost builds
a powerful classifier as a linear weak classifier mixture.

Stage 4: Cascade Classifier This phase comprises of stages compilation and each
phase is a wear learner ensemble. To train each phase, themethod of boosting is used.
Boosting offers the capacity to train high-precision classifier by taking a weighted



290 Y. S. Chi and S. F. Kamarulzaman

average of weak learners’ choices. If the picture goes through all the stages, the
picture has a human face.

A facial recognition system that can classify gender can be created and imple-
mented for safety reasons in government installations based on the features in the
Convolutional Neural Network (CNN). The prototype was constructed and tested
on the basis of these methods using a set of pictures representing Malaysian demo-
graphics.

4 Results and Discussion

4.1 Prototype Operation

The findings will be displayed in Figs. 8 and 9. Figures8 and 9 displays the person’s
detection and gender data. The prototype will also display detection for all image
frame faces as well as frame number per second (fps). If a man has been identified,
he will beep the buzzer and send email.

While there is some delay in the frame per second, the process of gender recog-
nition is running in real time. The customer will be able to see the produced output
or outcome. The findings are the rectangle showing where the face is, the expected
gender, the alert buzzer and the alert email notification if man is identified.

Fig. 8 Prototype detecting a woman photo
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Fig. 9 Prototype detecting a man photo

4.2 Performance in Malaysian Demographic

Malaysian demographic consists of multiracial communities with different facial
features and accessories applied. 50 selected images from malaysian demographic
based on different ethnic groups, gender and ages was selected to be tested on the
system in real environment for verifying the accuracy of the system in predicting
gender from images of persons in Malaysian demographic. The images used include
25 mans with distinct races and 25 women. Figure10 shows the image used to
experiment. Each picture is screened 10 times to assess the system’s precision that
can predict the gender.

In the 1st image in Fig. 10, the test results showed 7 times woman and 3 times
man detected. The probability that this picture will produce a man outcome is 0.3
and a woman outcome is 0.7, and the precision here is 70 percent. The test findings
showed 8 times woman detected and 2 times man detected for the 2nd picture, and
the outcome is in fact incorrect. We can conclude from here that the second picture
probability is 0.2 for man and 0.8 for woman. So, the image’s precision is just as
small as 20%. The outcome overview using all the images in Fig. 10, is shown in
Table1.

Some limitations like the angle of the face captured in the image are important
because it will impact the forecast of gender. It is also necessary to be concerned
about the exposure of light because when the light exposure is low or very dark, the
system could not detect the position of the faces as it could not acknowledge the
position of the eyes, nose and mouth. If the light exposure is too large, the reverse
will influence the precision of the gender forecast. Furthermore, camera pixel and
resolution are as essential as images of low quality can impact the forecast of gender.
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Fig. 10 Images of
individuals from Malaysian
demographic
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Table 1 Result of detection from images of individuals from Malaysian demographic

Image Actual Man % Woman % Predicted Accuracy

1st Woman 30 70 Woman Correct

2nd Man 20 80 Woman Wrong

3rd Man 60 40 Man Correct

4th Woman 10 90 Woman Correct

5th Woman 40 60 Woman Correct

6th Man 100 0 Man Correct

7th Woman 80 20 Man Wrong

8th Man 60 40 Man Correct

9th Woman 10 90 Woman Correct

10th Woman 20 80 Woman Correct

11th Woman 10 90 Woman Correct

12th Woman 0 100 Woman Correct

13th Woman 30 70 Woman Correct

14th Woman 0 100 Woman Correct

15th Man 100 0 Man Correct

16th Man 100 0 Man Correct

17th Man 90 10 Man Correct

18th Man 100 0 Man Correct

19th Woman 30 70 Woman Correct

20th Woman 40 60 Woman Correct

21st Woman 80 20 Man Wrong

22nd Woman 0 100 Woman Correct

23rd Woman 60 40 Man Wrong

24th Man 100 0 Man Correct

25th Man 90 10 Man Correct

26th Man 100 0 Man Correct

27th Man 90 10 Man Correct

28th Man 100 0 Man Correct

29th Woman 0 100 Woman Correct

30th Woman 20 80 Woman Correct

31st Woman 0 100 Woman Correct

32nd Woman 0 100 Woman Correct

33rd Woman 100 0 Man Wrong

34th Woman 0 100 Woman Correct

35th Man 90 10 Man Correct

26th Man 80 20 Man Correct

37th Man 90 10 Man Correct

38th Man 100 0 Man Correct

(continued)
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Table 1 (continued)

Image Actual Man % Woman % Predicted Accuracy

39th Man 100 0 Man Correct

40th Man 90 10 Man Correct

41st Woman 20 80 Woman Correct

42nd Woman 60 40 Man Wrong

43rd Woman 40 60 Woman Correct

44th Woman 30 70 Woman Correct

45th Man 100 0 Man Correct

46th Man 90 10 Man Correct

47th Man 20 80 Woman Wrong

48th Man 90 10 Man Correct

49th Man 90 10 Man Correct

50th Man 90 10 Man Correct

Moreover, the system could not recognize the face place when the face is covered by
mask. It is also hard to define the transgender problems because the characteristics
are changing to the opposite gender where the system may be confused, and the
gender detected may be incorrect as a consequence. Also essential is the model used
for practice. The greater the number of qualified data sets, the greater the outcome
precision. In this case, the pre-trained model is used because with big information,
the training method takes time. If the trained datasets are not sufficient, the accuracy
will be very low.

5 Conclusion

In this research, the artificial intelligence methods used to classify gender were rec-
ognized and a prototype of public bathroom gender recognition systemwas designed
to enforce and check the efficacy of the defined technique. This project’s case study
focuses on gender recognition by using Artificial Intelligent in Malaysian demo-
graphics. This system was created by gender detection for safety reasons, preventing
the opposite gender from entering another specified gender bathroom. Results show
that 7 pictures are wrongly predicted out of the 50 pictures tested. Based on these 50
pictures, the general precision is properly estimated at 86%.

In the future, the present system characteristics will be improved to improve
detection precision. Device or single board computer with greater processing power
can enhance frame per second (fps) and decrease delay. Additionally, when the face is
covered,motiondetection canbe introduced to the scheme to resolve the issue.Motion
detection can also be used to begin the objective of classification, with the method
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of gender forecast being taken when movements are detected. This decreases the
system’s workload and avoids overheating of the device.

The most significant aspect is the model that has been trained. We need to train
our own datasets in the future by using Asian people’s face pictures. Malaysia’s
four major races are Malay, Chinese, Indian and Indigenous. In order to increase
prediction accuracy, we need to consider all the races in the face images in the
datasets. In addition, the dataset should include more than 1000 faces of each race
and gender to verify the learning process’s efficiency through a convolutionary neural
network.
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A Novel Approach Towards Tamper
Detection of Digital Holy Quran
Generation

Md. Milon Islam, Muhammad Nomani Kabir, Muhammad Sheikh Sadi,
Md. Istiak Morsalin, Ahsanul Haque and Jing Wang

Abstract Quran phrases are found in many Arabic websites. Lamentably, many
mistakes and typos appear on most of the websites embedded with Quran texts.
Therefore, it becomes very difficult to recognize the legal document of the religious
book, whether the online document is tampered or not. Hence, verifying the Quran
expression has become a crucial issue formost of the online userswho read the digital
copy. We propose a novel approach for the tamper detection of a digital document
of the Holy Quran. We have implemented a desktop application, having modified
UI that utilizes Jaro-Winkler distance and Difflib function as String Edit distance
algorithm to highlight the words in the Holy Quran for the verification purpose. A
reliable and trustworthy Quran database was taken for testing. The results obtained
from the application show higher performance. The system achieved the detection
accuracy of 95.9% and 95% by Jaro-Winkler and Difflib, respectively along with
the precision of 93.29% and 96% in the case of diacritics. Additionally, F-score is
93.22% and 96.41% obtained by Jaro-Winkler and Difflib, respectively in the case
of no diacritics.

Keywords Quran expression · Quran verification · Quran words · String matching
edit distance algorithm · Jaro-Winkler distance

1 Introduction

With the revolution ofmodern technology in very recent years, the number of internet
users as well as the digital contents on the internet, has increased dramatically. This
causes copyright violations which raise the problem of the genuineness of digital
text, integrity and data vulnerability [1]. A very recent statistics from Pew Research
Center [2], there are about 1.8 billion Muslims in the world which is approximately
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24% of the total population. The Holy Quran is a sacred book of Revelation for 1.8
billionMuslims in the world. Quran is the holy scripture of Islamwhich is the special
book that constitutes the guidance for human life, suggestions for doing good deeds
and refraining from evil deeds. According to Islamic history, it has been revealed to
the Prophet Muhammad (peace be upon him) of Islam for a long time in the chunk
of the twenty-three years. The Holy book was exposed about 1400 years ago and
remains unchanged until now. This is the Holy Quran, the main source for Muslim
Ummah to guide their life. Allah sent the Holy Quran, as the absolute revelation
from Him to all human beings. More than a billion Muslims are bound to regard the
Quran as the first criterion to guide and unite them in order to live in peace.

Nowadays theQuran is available in digital format on the internet. The overwhelm-
ing use of Internet everywhere has resulted in the fact that the traditional trend of
learning from written books has diminished and a trend of using the internet for
learning has become very prominent [3, 4]. The Holy Quran has no difference in this
regard. The Quranic contents have many symbols and diacritics and the change of a
single sign will change the meaning of the whole sentence which may mislead the
manyMuslims. The number of people trying to get access to the Holy Quran through
the internet has grown tremendously over the years [5]. This includes Muslims and
non-Muslims, and Arabic speaking and non-Arabic speakers. For the online-readers
of the Quran, the authenticity of the Quranic text is thus very important.

There is a major problem in non-Muslim countries to find an authorized Quran
teacher who can help to recite the Quran properly. To overcome the problem, the IT
companies have developed some software, mobile application and web portal which
can act as a Quran teacher for recitations, listening and memorization [6]. However,
there are someweb applications that check the authenticity of Quran verses and avoid
any tampering and distortion [7]. Security is a main concern for the digital contents.
But the present solutions to security issues for the digital Quran in desktop/mobile
applications are ambiguous and of lack of strength.

Researches related to this field have become prominent due to the revolution of
modern technology. Numerous works done in this area were reviewed in [8–10].

It is noteworthy that the original Quranic text did not include diacritics is used
as the main principle. Obviously, deletion, alteration, and addition of fundamental
Arabic characters are reported as errors, while deletion of a diacritic character at
the correct location (for correct pronunciation) is not considered an error. In this
research, we developed a novel approach for authentication and tamper detection of
a digital document of Quran considering diacritics issues.

This following Section describes the related works that summarize the research
in the field of digital Holy Quran. The research methodology of this research is
explained in Sect. 3. Implementation phases including database are described in
Sect. 4. Section 5 shows the exploratory results obtained from various approaches.
The conclusion is drawn in Sect. 6.
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2 Related Works

A lot of research has been done in the field of digital Holy Quran. As the online
Quran is available in various formats like image, audio/video, and text format, etc.,
the researchers are working in different directions. They are also working on plain
image, complex image, JPG image, PNG image and plain text, complex text, PDF
file, word file, etc.

Kamsin et al. [11] developed a system that checks the authenticity of the digital
Holy Quran. The goals of the system are to provide authentic and reliable Quran
applications to the users as well as the authority of the various research center all
over the world. But the system has not been fully implemented, and it was only an
idea with a simple prototype. Adhoni et al. [12] developed an online cloud Quran
portal in which all the authentic version of the Quran are available. The users can
access the Quran through a personal computer, laptop, and mobile, etc. There is a
user interface in a mobile application for quick access and translation option for the
non-Arabic user. Sabbah and Selamat [13] proposed a system to identify Quranic
verses which are available online. They worked only for diacritics text and calculate
the diacritic ratio as well as the accuracy, precision, and recall which was 62%,
75%, and 78%, respectively. The system would not work for non-diacritical text and
for more complex diacritical text the complexity became high which is the major
drawback of the system. The researchers in [14] developed a software system which
is worked in a web-browser tool to calculate the accuracy of digital Quran-verse.
Digital certificates are used for verified Quranic-text. The system is user-friendly
and provides higher authenticity for web-content.

An authentication system of Quranic verses is proposed by the authors of [15].
In this scenario, they used the two mostly wide methods named as digital signature
and document control where the digital signature is used in terms of verification and
document control is used to provide authorization before releasing the article online.
They used different hashing techniques to check the integrity of the Arabic diacritics.
The proposed method was appropriate only for single verse and collision can occur
at any moment. A system for Quranic verse detection was introduced in [16]. The
authors designed the system in such away that the input of the system isQuranic verse
and the output of the system is an authentic verse or not. Quranic quote filtering and
verification are the principal components in this research where the quote filtering
is used to eliminate the diacritics and special symbols and verification are used to
verify the input verse comparing with the database. The accuracy of the system was
89%.

There are many digital Quran available in Portable Document Format (PDF).
AlAhmad et al. [17] proposed a method for PDF format digital Quran. The water-
mark was completed by hashing the image features. The Discrete Cosine Transform
(DCT)was used to extract the image features so less timewas needed. The SLSB per-
formed better than LSB in the case of color distortion. Tuncer et al. [18] introduced
a technique for the color images which is the combination of LSB and XOR water-
marking scheme because both LSB and XOR performed better in tamper detection.
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It is almost impossible to extract thewatermarkwith the absence of the original image
while the XOR operation is performed. A digital watermarking technique for verify-
ing the reliability of digital Quran which is available in PDF format is demonstrated
in [19]. The authors used a Discrete Wavelet Transform (DWT) methods to gain the
authenticity of the religious book. PSNR, MSE, and SSIM are used as evaluation
criteria. The technique worked only for PDF format.

Khan et al. [20] described a reliable system for authentication and certification
of digital Quran. The system worked only for the multimedia format. The system
protects the digital Quran contents of all types of modification to get the customer’s
faith. Yassein et al. [21] proposed a technique in the view of network structure. An
application layer protocol is introduced to provide the reliability of the holy book. The
HQTP worked based on the Protocol Header and Protocol Payload. They compared
two versions of the Quran. They only implemented HQTP but another protocol like
RFC is not shown in the paper. The TF-IDF technique [22] is utilized in data retrieval
and opinion mining. The developed system takes input from the multiple online and
offline sources and provides the authentic verse of the religious book. The system
shows higher performance both for the Quran and hadith and achieved 60% precision
for Quran and 53% for hadith. The system worked only for the five authentic verse
of the religious book.

According to a study conducted byHamid et al. [23] for their project namedTanzil,
a number of erroneous texts of Quran found on the internet was alarmingly high at the
time of their study in 2007. In addition to this, the Quranic text is extremelymalleable
when it comes to tampering, meaning that a single addition, removal or alteration
of a diacritic can have a devastating effect on the consequent meaning of the text.
When reading the Quranic text online, the main concerns are the authenticity and the
accuracy of the text [24, 25]. And on theweb, to retain credibility the presented verses
on any site must be accurately displayed from an authentic source. In addition to this,
since a normal user cannot verify the Quranic text by them, a means to automatically
authenticate the Quranic text by verifying against an existing authentic source is
arduously important.

3 Methodology

3.1 System Design

We will build up a desktop application for verifying the Holy Quran whether it is
tampered or not. The proposed framework has several fragments. The highlighted
words of the Quran are found in the first stage. Then some preprocessing steps are
applied to the highlighted words to crop the words, eliminate additional spaces and
detect the existence of diacritical symbols. The diacritic search procedure has been
utilized in the case of with diacritical symbols and the general search procedure has
been utilized in the case ofwithout diacritical symbols. The framework takes the input
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and tries to find the exact match with the Quran database. At last, the output of both
cases is defined in the prescribed language. When the diacritic search procedure is
unable to find a similarity, the tokenization step which is the Arabic NLP procedure is
carried out. In Natural Language Processing, tokenization of garbage words is done
in the pre-processing stage.

The input text is accustomed by removing the latter word in the text when no
similarity is found. In the case of no similarity, the latter word will be eliminated and
the new text will be searched until finding a similarity. The flowchart of the proposed
system is depicted in Fig. 1. As shown in the figure, the input data are retrieved from
the Quran database and all the verses are found by parsing URL. The verses are
split into words by invert index mapping. Then the similarity is measured. With no
similarity, Jaro-Winkler distance method is applied, while normal string matching
technique is used in case of similarity. Both of the results are combined and finally
displayed.

Fig. 1 Flowchart of the solution approach
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3.2 Jaro-Winkler Similarity

The Jaro-Winkler distance is used to measure the similarity between two sequences.
The higher value of Jaro-Winkler distance represents themore similarity between the
sequences. The Jaro measure [26] dj considers the quantity of character matches m,
the length of first and second sequence s1, s2 and the proportion of their transpositions
t:

d j =
{
0 if m = 0
1
3

(
m
|s1| + m

|s2| + m−t
m

)
otherwise

(1)

The equation returns a value from 0 to 1, where 0 represents no similarity and 1
represents exact similarity.

The Jaro distance is improved through the Jaro-Winkler measure [27]. This
improvement was achieved through the observation of Winkler. The observation
was that typing errors generally arise in the mid or at the end of a word, but very
few errors occur in the beginning. Therefore, a boost threshold bt is set as 0.7 to
highlight on matching prefixes. The Jaro-Winkler distance dw is defined as

dw =
{
d j if d j < bt
d j + (

lp(1 − d j )
)
otherwise

(2)

where lmeans the length of the normal prefix, p is aweighting factor and dj represents
the Jaro distance. Winkler uses p = 0.1 and l ≤ 4. Note that lp must not be greater
than 1.

3.3 Performance Measure Parameters

The performance of the proposed system is measured in terms of some performance
parameters. A confusion matrix consisting of TP, TN, FP, and FN is formed to
investigate the performance parameters. The significance of the terms is as follows.

TP = True Positive (Correctly Identified)
TN = True Negative (Incorrectly Identified)
FP = False Positive (Correctly Rejected)
FN = False Negative (Incorrectly Rejected)

There are a lot of parameters which describe some relation among the parameters
of the confusion matrix that can help to measure the performance of a system. The
performance of the proposed system is measured by the following formulas:

Precision(Prec) = |TP|/(|TP| + |FP|) (3)
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Recall(Rec) = (|TP|)/(|FN| + |TP|) (4)

Accuracy(Acc) = (|TP| + |TN|)/(|TP| + |TN| + |FP| + |FN|) (5)

Specificity(Spec) = (|TN|)/(|FP| + |TN|) (6)

Fscore = (2 ∗ |TP|)/((2 ∗ |TP| + |FP| + |FN|)) (7)

Number of Letters = DR/(Number of Diacritics) (8)

The Diacritical Ratio (DR) of each word in the document will be calculated
through the following equation. DR is characterized as the quantity of diacritics to
the quantity of letters in the word.

4 Implementation Details

The digital documents of Quran are available in King Fahd Complex, Tanzil, Quran
Database, and etc. But it is very difficult to find the authenticated version. The word
documents are downloaded from the King Fahd Complex which has the font Hafs
version 9. Then, some preprocessing steps are carried out to extract the suitable
knowledge; and database is formed with the knowledge. A Not only SQL database
is used to store the data and it has an ability to retrieve. The database is very simple
and having control over availability.

We have used the pickle module for object serialization. The data format used
in pickling a printable ASCII representation is very helpful for debugging purpose.
PyQt API is used to develop the application which has a huge number of functions
and classes.We have implemented the proposed scheme using PyQt which can easily
verify the online texts in the Quran. We have used Quran phrases as an input in URL
and compared them with our database. A case study is illustrated in Fig. 2 having a
user interface with Sura, Ayat, and Match. Our scheme tries to get the exact match
with the related verses by implementing its algorithm.

5 Experimental Results and Analysis

A subjective comparison with the existing methods reveals that the proposed
approach can detect almost any kind of tampering, given the reference text being
completely diacritical throughout, while many of the existing approaches fail to
detect every tampering. The following outcomes were obtained from the proposed
approach:
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Fig. 2 Tamper detection of The Holy Quran

We have considered the first 293 ayat of Quran (Fatiha + Baqara) as a test case.
In Jaro-Winkler method, we have calculated the following parameter:
278 True Positive = (278/293) * 100 = 94.88%
20 False Positive = (20/293) * 100 = 6.82%
238 True Negative = (238/293) * 100 = 81.23%
2 False Negative = (2/293) * 100 = 0.68%
Precision = (278/(270 + 20)) * 100 = 93.29%
Recall = (278/(2 + 278)) * 100 = 99.2%
Accuracy = ((278 + 238)/(278 + 238 + 20 + 2)) * 100 = 95.9%
Specificity = (238/(20 + 238)) * 100 = 92.25%
Fscore = (2 * 278)/(2 * 278 + 20 + 2) * 100 = 96.19%
In the similar way, we have calculated the value of TP, TN, FP, FN, Precision,

Recall, Accuracy, Specificity and Fscore for Difflib and Sabbah-Selamat [13]method
as shown in Table 1.

From Python’s Difflib module we used two classes extensively in our work,
namely Sequence Matcher and Differ. The Differ class (its compare() method to
be exact) is used to produce the deltas for the two sets of strings, the first set being
the authentic verses read from the database, and the second set being those either
directly input by the user, or scraped from the URL entered by the user. The graphical
representation of Precision, Recall, Accuracy, Specificity, and F-score is depicted in
Fig. 3. Figure 3 shows that Jaro-Winkler methodworks better than the other methods.

The Recall, Accuracy, and F-score for Jaro-Winkler method are comparatively
high. The specificity for the Sabbah-Selamat [13] method is relatively low because
of the highest value of FP (Correctly Rejected). Next, we have compared the Status
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Table 1 Status of identification/rejection with diacritics

Parameters Methods

Jaro-Winkler (%) Difflib (%) Sabbah-Selamat [13] (%)

True positive 94.88 90.10 98.63

False positive 6.82 3.75 19.80

True negative 81.23 76.45 61.09

False negative 0.68 5.11 1.36

Precision 93.29 96 83

Recall 99.2 93.7 97.8

Accuracy 95.9 95 88.3

Specificity 92.25 95.32 75.52

Fscore 96.19 95.31 90.31
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Jaro-Winkler 93.29 99.2 95.9 92.25 96.19
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Fig. 3 Performance measure parameters for Quranic tamper detection with diacritics

of Identification/Rejection without diacritics. In this case, we have got the following
results shown in Table 2.

The graphical representation of Precision, Recall, Accuracy, Specificity, and F-
score is illustrated in Fig. 4 for the case of without Diacritics. The figure shows
the comparison of Jaro-Winkler and Difflib method performance. The figure illus-
trates that Difflib method works better because of the lowest value of FP (Correctly
Rejected) and FN (Incorrectly Rejected).

Using Eq. (8) we have drawn the error rate graph which implies the error rate for
different approaches in Fig. 5. The figure depicts that the Jaro-Winkler method has
comparatively low error rate than the others. The Sabbah-Selamat [13] method has
a high error rate. Hence, we can conclude that the Jaro-Winkler method performs
better than other methods. The error rate increases with the large size of the data.
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Table 2 Status of
identification/rejection
without diacritics

Parameters Methods

Jaro-Winkler (%) Difflib (%)

True positive 91.79 92.02

False positive 7.13 5.67

True negative 71.36 70.21

False negative 6.23 1.19

Precision 92.79 94.16

Recall 93.64 98.72

Accuracy 92.43 95.94

Specificity 90.92 92.53

Fscore 93.22 96.41
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Jaro-Winkler 92.79 93.64 92.43 90.92 93.22
Difflib 94.16 98.72 95.94 92.53 96.41
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Fig. 4 Performance measure parameters for Quranic tamper detection without diacritics
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Fig. 5 Error rates of different approaches in Quranic tamper detection
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6 Conclusion

The novel approach towards tamper detection of digital HolyQuran is a web program
service (e.g. Mozilla Firefox Internet Explorer and Google Chrome) that verifies the
contents of Quran of online and offline versions. The scheme provides a verification
of the highlighted texts for the cases of with and without diacritics by utilizing the
search algorithms. It will be very helpful for protecting the religious book from any
kind of tampering or distortion. The Jaro-Winkler method performs better than the
other twomethods. The detection accuracyobtainedby the Jaro-Winkler is 95.9%and
92.43% for the case of with and without diacritics, respectively. The error rate for the
Jaro-Winkler method is comparatively low although it is increased with the data size.
Future work can be conducted on accelerating the search process in authentication
[28, 29] by incorporating efficient search techniques.
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A Comparative Study of AFM-Assisted
Direct and Least-Square Attitude
Determination Algorithm

Suqing Yan, Yue Wu, Yuanfa Ji, Kamarul Hawari Ghazali and Xiyan Sun

Abstract Based on GNSS (Global Navigation Satellite System) technology, the
importance of vehicle attitude calculation has become more and more prominent in
military and civilian fields. In this paper, an attitude determination algorithm assisted
by ambiguity function method (AFM) is proposed. Due to the characteristics of the
AFM algorithm is insensitive to cycle slip and independent of initial ambiguity, and
considering the large amount of computation and the long computation time, it is
used as an auxiliarymeans for initial attitude search and error correction in the search
process, and C-LAMBDA algorithm is used to complete the ambiguity resolution.
The attitude angle is calculated by direct and least squaremethod, and the accuracy of
the attitude angle based on the AFM-assistedmethod is compared. Through the static
experiment of dual antenna direction finding and three antenna attitudes finding, the
accuracy of direction and attitude angle is analyzed. It is concluded that the attitude
calculation accuracy based on AFM-assisted least square method is usually higher.
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1 Introduction

Vehicle attitude information has become increasingly important in military and civil
fields, and has become an important navigation information for aerospace, ground
carrier operation, ocean navigation and other applications [1–3]. With the inno-
vation and development of technology, the requirement for resolution accuracy of
attitude angle is getting higher and higher. Successful integer ambiguity resolution
has become an important factor in the success of attitude determination algorithm
[4, 5]. Although the traditional LAMBDA (Least-Square Ambiguity Decorrelation
Adjustment) [6, 7] algorithm improves the calculation accuracy of ambiguity and
innovates the search method, due to the existence of nonlinear mapping from the real
field to the integer domain, its computational complexity increases with the number
of observations and the dimension of the double-difference ambiguity. For this, Teu-
nissen proposed a new method called C-LAMBDA based on baseline constraints [8,
9], which further reduced the search range by using known baseline constraints to
improve the accuracy of ambiguity resolution. In addition, since the ambiguity func-
tion method (AFM) is not susceptible to cycle slip and is independent of the initial
ambiguity [10, 11], the attitude angle can be searched by combining the baseline
length constraint, and finally the optimal initial solution of the attitude angle and the
corresponding initial ambiguity solution can be obtained.

In this paper, a method of attitude calculation based on AFM is proposed [12].
The baseline vector is solved by C-LAMBDA algorithm based on baseline length
constraint, and the attitude angle is calculated by direct and least square method
[13–15]. If the solution is correct, the result is output directly. If the attitude angle
deviation occurs, the optimal attitude angle and its corresponding integer ambiguity
can be obtained by using the AFM algorithm to correct it (The correct attitude
angle has been obtained from other platforms). Through the attitude measurement
experiments of two antennas and three antennas, the error correction is completed and
the accuracy of attitude angle calculation is improved [16]. The experiment proves
that the least square algorithm assisted by AFM has the least error.

2 Ambiguity Resolution

2.1 Ambiguity Function Method (AFM)

For a short baseline with antennas 1, 2 as endpoints, the double-difference carrier
phase equation is

λ(ϕik
12 + Nik

12) = (
I i1 − I k1

)T · b + vik12 (1)
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where λ is the carrier wavelength, ϕik
12 is the fractional part of the double-difference

carrier phase observation of the satellite i to the reference satellite k, which I i1, I
k
1

is the unit vector of the receiver to the satellite i , k, respectively, which b is the
baseline vector to be sought, which Nik

12 is the double difference integer ambiguity
to be estimated. vik12 is the observed noise. For the two-dimensional attitude angle,
The NED (North-East-Down) three components in the local geographic coordinate
system of

(
I i1 − I k1

)
, b can use heading angle and the pitch angle expressed as [10]

I ik1 = I i1 − I k1 =
⎡

⎢
⎣

I ikN
I ikE
I ikD

⎤

⎥
⎦=∣∣I ik1

∣∣ ·
⎡

⎣
cβ ik cαik

cβ ik sαik

sβ ik

⎤

⎦ (2)

b =
⎡

⎢
⎣

bN
bE
bD

⎤

⎥
⎦ = |b| ·

⎡

⎢
⎣

cpch
cpsh
sp

⎤

⎥
⎦ (3)

where αik , β ik are the heading angle and pitch angle of I ik1 , h, p are the heading angle
and pitch angle of b, respectively, operators c and s represent cos(·) and sin(·), and
N , E ,U are north, east, and down directions. By introducing formula 2 and formula
3 into formula 1, the following results can be obtained

Ñ ik
12 = λ−1 · (|b| · ∣∣I ik1

∣∣ · 〈eik, eb〉 − ϕik
12

)
(4)

where < eik, eb > is the inner product of the unit vector.

〈eik, eb〉 = sin p sin β ik + cos p cosβ ik cos(αik − h) (5)

For the correct value p and h, Ñ ik
12 should be an integer in theory, but due to the

influence of the observation error, it can only be infinitely close to the integer. For
the wrong, the deviation of Ñ ik

12 is large far from the integer value, and for double
difference ambiguity, the adapted function is defined as

F(p, h) = 1

N

N∑

i=1

cos(2πNik
12) (6)

According to the angular range of the angle p and h, and the selected step size,
fitness function is calculated, and the maximum value corresponds to the coordinate
(p, h) are the two-dimensional solution.

As shown in Fig. 1, the known baseline length is 0.575 m. The correct values of
the pitch and heading angles obtained in advance are −45.013°, 77.257°, and the
search step is set to 0.01°. The maximum fitness function is 0.67797. The calculated
attitude angle coordinates are (−45.11°, 77.52°). However, the smaller the step size,
the higher the accuracy of the resulting attitude angle and the calculation amount is
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Fig. 1 AFM fitness function
for single frequency single
epoch

larger. Even if the step size is selected to be 1°, the search range for the pitch angle
of 180° and the heading angle of 360° is very large. So, the AFM only can be an
auxiliary algorithm.

2.2 New Method Based on AFM

It can be seen from Eq. (1) that the float solution of the ambiguity is

Nik
12=

1

λ

(
I i1 − I k1

)T · b − ϕik
12 (7)

In the search process, the searched attitude angle is substituted into the Eq. (7)
in order to improve the attitude angle resolution accuracy when using the AFM
algorithm alone, after obtaining the ambiguity float solution, rounding off it to get the
integer ambiguity. After knowing the integer ambiguity of all satellites, substituting
it into the double-difference observation Eq. (1), using the least square method to
calculate the high-precision baseline vector, and then high-precision attitude angle
can be obtained. The linear form of Eq. (1) the design is

y = Bb + ε (8)

where y=λ(ϕik
12 + Nik

12), b is baseline vector, the baseline vector and least square
residual obtained by least square are

bLS=
(
BTCB

)−1
BTCy (9)

Ry = ‖y − BbLS‖2Qy
(10)



A Comparative Study of AFM-Assisted Direct and Least-Square … 313

Carrier Phase 
and Pseudo-
range Data

Get the Float  
Solution by Least 

Squares 

C-LAMBDA 
Algorithm for 

Searching

Auxiliary 
Correction 

by AFM

Output

Baseline Length 
Constraint 

Direct Attitude 
Determination

Least Squares
attitude 

determination

Attitude  
Calculation ?

True

False

Fig. 2 A block diagram of a new algorithm based on AFM algorithm

The weighted residual obtained by the least square method can be used as a
constraint. Thus, for the correct solution, the baseline vector based on residual should
satisfy the following constraints:

(1) The error between the baseline length and the true value is as small as possible;
(2) The least square weighted residual is the smallest or nearly the smallest.

Therefore, the ambiguity candidate solutions can be filtered according to the
constraint conditions, and the number of candidate solutions is gradually reduced.
In this way, the C-LAMBDA algorithm is first used to solve the carrier attitude
angle, and C-LAMBDA selects the correct integer ambiguity according to its fitness
function and baseline length constraints.

When the accuracy of the floating solution is high, since the fixed solution is
searched by C-LAMBDA, the time to find the correct solution will be short and
efficient. Therefore, when the attitude solution is wrong, this paper uses AFM to
improve the accuracy of floating solution, shortens the search time of C-LAMBDA
and reduces the number of candidate solutions for C-LAMBDA termination condi-
tion, so that the float solution with poor quality is directly eliminated. One of the
main problems with the original AFM algorithm is the large amount of computation
and low search efficiency. Therefore, when the initial baseline and attitude angle
conditions are utilized to narrow the AFM search range, the search efficiency is
improved. The real-time performance of the entire algorithm can be guaranteed. The
block diagram of the overall design is shown in Fig. 2.

3 Attitude Determination

3.1 DAD Method (Direct Attitude Determination)

Definition of Different Coordinate Frames
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Fig. 3 Coordinate frame
conversion
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Two coordinate frames need to be first introduced: the local level coordinate frame
(LLF) and the antenna body frame (ABF). The NED (North-East-Down) coordinate
frame is used in this paper (one ofLLF). The former one canbe obtainedby converting
the coordinates of slave antennas given in the Earth Centered Earth Fixed (ECEF)
coordinate frame with respect to the coordinate of the master antenna. The latter one
is formed by the GPS antennas (Figs. 3 and 4).

Attitude can be determined usingGNSSobservation frommore than two antennas.
The measuring antenna is fixed on the rigid body, that is, the coordinates of the
antenna are unchanged in the body frame, and the double baseline vector is formed
in the geocentric coordinate frame

rn − r1 = RT(h, p, r)bn (11)

where RT(h, p, r) is rotationmatrix frombody frame to geocentric coordinate frame,
n is the number of antennas, bn is n-th baseline, based on the transformation relation
of coordinate system, the baseline vector in body frame is expressed by attitude
matrix.

ϕik
1n = −λ−1

(
I i1 − I k1

)T · RT(h, p, r)bn + Nik
1n + εikϕ,1n (12)
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where R is attitude matrix for geocentric coordinate frame to body frame. When the
ambiguity of double difference is determined, there are only three unknown attitude
angles. The baseline vector bl , is obtained in the LLF (converting the geocentric
coordinate), and the baseline vector, bn denotes the positions of in the ABF, the
baseline vectors in the two coordinate systems are related as follows:

bn = Rr RpRh · bl

=
⎡

⎣
cr ch − sr spsh cr sh − sr spch −sr cp

−cpsh cpsh sh
sr ch + sr spsh sr sh − cr spch cpch

⎤

⎦ · bl (13)

where r, p, y represent the rotation matrix of roll, heading and pitch, respectively.
Operators c and s represent cos(·) and sin(·). R = Rr RpRh is a 3 × 3 matrix
containing the nine direction cosine element and three Euler angles (roll, heading
and pitch).

Based on the definition of ABF, the coordinates of the antenna 2 in the ABF can
be expressed as b2 = [0 b12 0]T, respectively, where b12 is the baseline vector of
antenna 1 and antenna 2. Substituting the ABF coordinate of antenna 2 into Eq. (13),
and applying the orthogonality of the rotation matrix yield the LLF coordinate of
antenna 2, the relation can be determined using

⎡

⎣
x2l
y2l
z2,l

⎤

⎦ = b12 ·
⎡

⎣
−cpsh
cpch
sp

⎤

⎦ (14)

Pitch and heading angle are acquirable only using the LLF coordinate of antenna 2
instead of using baseline length b12, so b12 does not need to bemeasured in advance.
Then the heading and pitch angle can be directly obtained using

h = − arctan

(
x2l
y2l

)
(15)

p = arctan

⎛

⎝ z2l√
x22l + y22l

⎞

⎠ (16)

If there are more than two antennas, then the coordinates of the antenna 3 in the
LLF can be expressed as b3 = [x3l y3l z3l]T, Applying the LLF coordinate of antenna
3, the roll value will be determined using

r = − arctan

(
z

′
3l

x
′
3l

)

(17)
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where the z
′
3l and x

′
3l is determined by Rotating the LLF coordinate of antenna 3 by

heading and pitch resulted from Eqs. (4) and (5) yields. The specific expression is as
follows:

⎡

⎣
x

′
3l

y
′
3l

z
′
3l

⎤

⎦ =
⎡

⎣
1 0 0
0 cp sp
0 −sp cp

⎤

⎦

⎡

⎣
ch sh 0

−sh ch 0
0 0 1

⎤

⎦

⎡

⎣
x3l
y3l
z3l

⎤

⎦ (18)

3.2 LSAD Method (Least Square Attitude Determination

From Eq. (13), three attitude angles r , p and h, are included in the attitude matrix

R = Rr RpRy (19)

The non-linear least square method is used to estimate the attitude angle, the three
attitude angles are as follows

x = (
r p h

)T
(20)

Linearization of non-linear equations, that is, the first order Taylor expansion
of the equation in the matrix. Ignoring the higher order terms, then the nonlinear
equation according to formula (12) can be approximated into the following linear
equations expressed in matrix form

G · �x = �y (21)

The observation matrix can be expressed as [3]

G =
⎡

⎢
⎣

. . .

. . . −(
I s1 − I k1

)T ·
(

∂RT

∂xl

)
bn . . .

. . .

⎤

⎥
⎦ (22)

where xl(l = 1, 2, 3) are attitude angles, ∂RT
/

∂xl is the partial derivative of attitude
matrix for each attitude angle, its expression is as follow

∂RT

∂r
=

⎛

⎝
−chsr 0 chcr − shspsr

−shsr + chspsr 0 shcr + chspsr
−cpcr 0 −cpsr

⎞

⎠ (23)
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∂RT

∂p
=

⎛

⎝
−shcpsr shsp shcpcr
chcpsr −chsp −chcpcr
spsr cp −spcr

⎞

⎠ (24)

∂RT

∂h
=

⎛

⎝
−cr sh − chspsr −chcp −sr sh+chspcr
chcr − shspsr −shcp chsr + shspcr

0 0 0

⎞

⎠ (25)

where �y = ϕik
1n − f (xk), �y is the deviation between the estimated result xk of the

state variable and the measured value ϕik
1n in the k-th iteration, and its least square

solution is

�x = (
HT H

)−1
HT�y (26)

By establishing the above non-linear least square estimation equation, the esti-
mation of unknown parameters can be completed under given initial attitude angle,
and the attitude angle can be obtained by using carrier phase observation equation.

4 Verification and Analysis

4.1 Two Antenna Experiment

We have implemented our proposed method withMATLAB and applied it to the real
measurements from two u-blox receivers. The experiment with 0.575 m baseline
length is performed. The mask elevation was set to 10, 1020 common epochs and 8
satellites (PRN: 2, 5, 6, 9, 12, 17, 19, 25) were observed. On this basis, the parameters
(heading, pitch, positions and the baseline error) were calculated and compared
applying the direct, least square determination method (Figs. 5 and 6).

In Table 1: the mean value of the heading angle and the pitch angle obtained by
the least square method and the direct method are not much different, but for the
RMS value, the least square method obviously has a smaller error, only 0.525 and
0.341. That is, the accuracy of the least square method is higher than direct method.

4.2 Three Antenna Experiments

In order to compare the accuracy of the attitude measurement, a set of three-antenna
GNSS static data is used for verification. The receiver type is u-blox, and the data
sampling rate is 1 Hz. The antenna 1 is the main antenna, the antenna 2 and the
antenna 3 are the auxiliary antennas, and the baseline length formed by the antenna
1 is 0.60 m and 0.92 m, respectively. The mask elevation was set to 10 degree, a total
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of 8 satellites were observed within 1020 s of the experimental data acquisition time,
and their PRNs were 2, 5, 6, 9, 12, 17, 19, 25 respectively.

We have implemented our proposed method with MATLAB ang applied it to
the real measurements from three u-blox receivers. the parameters (attitude angles,
positions and the baseline error) were calculated and compared applying the direct
method, least square determination method (Figs. 7 and 8).

In Table 2: the attitude angle stability obtained by the two methods, that is, the
mean value is basically the same, but the RMS value of the heading angle and the
roll angle obtained by the least square method is smaller than the direct method, that
is mean, the heading angle and the roll angle precision of the least square method
is higher; and the value are 0.590° and 1.695°, respectively. For the pitch angle, the
RMS error obtained by the least square method is slightly larger.

From the above analysis, it can be known that there are certain differences in the
attitude angle accuracy of the two methods. In most cases, the accuracy of the least

Fig. 5 Estimates of baseline components using direct and least-square method

Fig. 6 Heading and pitch angles determination using direct and least-square method
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Table 1 Attitude mean value and RMS error

Number Algorithm name Attitude Mean value/deg RMS error/deg

1 Direct method h 77.076 1.688

p −45.016 1.046

2 Least-square method h 77.257 0.525

p −45.013 0.341

Fig. 7 Estimates of baseline components errors using direct and least-square method

Fig. 8 Attitude errors using direct and least-square method (the right shows the least square, and
the left is the direct method)

square attitude method is better than the direct method. However, the stability of the
two methods is basically the same, and there is only a difference in the estimation of
the deviation of the pitch angle.
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Table 2 Attitude mean value and RMS error

Number Algorithm name Attitude Mean value/deg RMS error/deg

1 Direct method h −85.189 0.680

p −24.712 0.349

r −20.134 1.714

2 Least-square method h −85.868 0.590

p −24.793 0.373

r −19.800 1.695

5 Conclusions

This paper introduces a comparison of two attitude solving algorithms based on
AFM-assisted solution of integer ambiguity. Given the high searching efficiency of
LAMBDA algorithm with baseline constraints, and the AFM algorithm does not
consider the initial conditions and will not be affected by the cycle slip. As an
auxiliary means, when the integer ambiguity of the CLAMBDA algorithm is greatly
deviated, the initial baseline length information is used to correct the search process
using the AFM algorithm, and the candidate integer ambiguity of the CLAMBDA
algorithm search is used. Further screening to improve the efficiency and accuracy
of ambiguity resolution.

After obtaining the accurate integer ambiguity, the direct method and the least
square method are used to obtain the attitude angle, and the baseline vector, baseline
error and attitude angle error analysis are compared. The experimental results verify
the feasibility of correcting the integer ambiguity based on AFM. When the error
occurs in the CLAMBDA solution, the correct integer ambiguity can be corrected
and the attitude angle can be solved.
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Design and Development of Wearable
Human Activity Recognition
for Healthcare Monitoring

Hamzah Ahmad, Nurul Syafiqah Mohd, Nur Aqilah Othman,
Mohd Mawardi Saari and Mohd Syakirin Ramli

Abstract This research deals with development of a wearable sensoring system
for human activity recognition focusing on hand and leg assessments. The research
attempts to sufficiently recognize the motion to provide physiotherapist about the
patient condition in the remote area. The system is designed by applying Arduino
as the main controller with the help of accelerometer to identify human movements
and then classifying them into soft, medium and hard motions categories. From the
research, data acquired from the assessment is then imported into Microsoft Excel
by using Guino software to describe the human motions. The accelerometer sensors
are placed as follows; the on the right hand for three positions which are on the wrist,
on the elbow, and on the shoulder. Meanwhile on right leg for three position which
is in tight, calf and ankle. Experimental results show that the proposed system is
capable to provide reliable information to both patient and physiotherapist about the
motions. The recognition for the activity is based on physiotherapist consultation
which provides early descriptions of human various activities using hands and legs.
The proposed system can be applied for rehabilitation and monitoring system to
realize a home-based smart monitoring and assessment system.

Keywords Activity recognition ·Wearable system · Accelerometer · Hand and leg
assessments

1 Introduction

Since the last decade, human activity recognition has become an important emerging
field in research health monitoring systems. The main objective of activity recog-
nition is to recognize the actions and goals of an agent or a group of agents based
on the observations and assessment [1]. In a healthcare system especially, activity
recognition is important in order to identify the behaviors and symptoms of a patient
in real time, especially for rehabilitation. Rehabilitation is a process of recovering
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human body to normal condition after an injury, illness or disease [2]. This rehabil-
itation process requires continuous monitoring from doctors or physicians to allow
them to diagnosing the disease and then prescribe personalized treatment regimens.
Patients who suffer from the fractures, for example, can be equipped and attached
with small sensors and also enrolled in healthcare study for future references. Their
conditions can be monitored continuously and data about their daily activities can
be recorded. Sensors that are placed on the patients can monitor their daily activities
and provides early warning and detections for doctors or physician of any abnormal
conditions. By doing this, the patient can avoid congestion when commuting to the
health institution for treatment and analysis.

There are a few different approaches that available to recognize human daily
activity in order to improve human healthcare. Three approaches have been mainly
employed for this purpose; video-based system through Automatic Activity Recog-
nition [3–6], wearable sensor based [7–9] and environmental based [10–12]. A table
comparing these techniques are presented in Table 1.

Along with the above three main approaches in recognizing human activities, arti-
ficial intelligence ismainly applied for analysis and verifications such as Fuzzy Logic
[13, 14], Support vector machine [15, 16] and Neural Network [6, 9, 17]. Currently,
most researcher applies a lot of sensors for the measurement process. However, the
measurements are prone to failure due to sensitivity between sensors measurement

Table 1 Comparison between available system on wearable devices

System Video based system
[3–6]

Wearable sensor based
system [7–9]

Environmental sensor
based [10–12]

Type of sensor
used

Use camera to detect
activity recognition

Worn a sensor on the
body to detect activity
recognition

Use ambient sensors to
detect activity
recognition

Advantages – Effective and works
fine only in laboratory

– Suit to collect data
on daily physical
activity

– The system is
independent
infrastructure

– Low cost
– Does not threat to
people’s privacy

– Passively monitor
their occupants all
day, without requiring
action from users

– A large number of
parameter can be
monitor

Disadvantages – Fails in achieving
same accuracy under a
real home setting

– Higher cost
– Inconvenience to setup
multiple camera
devices

– Intrude user’s privacy
– Needs to obtained
adequate silhouette
features

– Impractical for
patient deployment

– A change in position
could lead to
variation in received
signal

– Perform poorly if
the device is only
worn at the specific
human body

– Fewer restriction in
terms of size, weight,
and power

– The system is
infrastructure
dependent

– Cannot monitor
subject outside of
home setting
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[17]. Hence, this research focusing only on one type of sensors i.e. accelerometers.
The sensors are developed such that it still able to provide information on human
motions with early detection of humanmotions. Besides, the research is not focusing
on the characterization of motion i.e. soft, medium, hard motions and only referring
to the available works of literatures for references.

In this research, the activity recognition needs to solve the two following issues.
The first issue is to detect and analyses the hand motion movement for rehabilita-
tion purpose. For this issue, sensors are needed to recognize and collect data from
hand activities such as internal rotation, external rotation, shoulder flexion, shoulder
extension, elbow flexion extension, forearm supination, and forearm pronation. The
second issue is to identify the soft, medium and hard motion of hand movement
from collective data. From the data collected, a conclusion can be made whether the
movements can be categorized into soft, medium or hard motion movement which
consistent with preceding works [2–4]. The work mainly focusing to identify the
human activities in prescribed motions on different age to recognize the features
which will then use for further analysis of motions.

This paper is organized in the following manner. Section 2 explains the sys-
tem modeling and design of the proposed system which consists of controller and
sensors with the application of Microsoft Excel. This is then followed by Sect. 3
which presents the results of several subjects’ movements for hand and legs assess-
ments. The contents mainly illustrates human capabilities in doing specific motions
by looking on the aspect of the range of motions. Finally, Sect. 4 concludes the paper.

2 System Modelling and Design

Theproposed systemattempts to identify the humanmotions on both hands and leg by
measuring each of seven different assessments asmentioned respectively. The system
applies ARDUINO Mega 2560 to act as the controller to the system in identifying
the signals and transmit the signal to be shown in graphical illustrations in Microsoft
excel by software named GUINO. Nine inputs are recognized to be processed by the
controller from the accelerometer ADXL335 expressing the data acquired from the
human motions in x, y, z accelerations for each sensor. These sensors are positioned
on hand and leg; elbow, shoulder and wrist, tight, knee and ankle. To perform the
activities for assessment, the patient must be in the prescribed posture to avoid errors
during measurements. Figure 1a shows the GUINO software which responsible to
extract information from the sensor during assessment processes. Figure 1b describes
one of the human motion in performing one of the assessment.

All the assessments are based on Table 2 Range of Motion (ROM) provided by
the physiotherapist for hand and leg assessments.

Every subject is required to do all assessments to identify their capabilities in
performing those activities. The subjects are healthy individuals did not involve and
experience in any physical injuries due to accidents and did not receive any major
medical treatments. By doing these exercises, then it is only possible to classify
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Fig. 1 a GUINO software in microsoft excel, b sample of assessment; internal pronation

Table 2 ROM for hand and
leg assessments

Human body ROM Movement (°)

Hand Forearm Supination (0–90)

Pronation (0–90)

Shoulder Flexion (0–180)

Extension (0–50)

Internal rotation (0–90)

External rotation (0–90)

Elbow Extension flexion

Leg Hip joint External (0–30)

Flexion (0–120)

Abduction (0–40)

Adduction (0–35)

Knee joint External-flexion (0–135)

Ankle joint Dorsiflex (0–15)

Plantarflex (0–50)

the activities through soft, medium and hard motions which are identified based on
previous works of literature e.g. [2–4]. This is presented in Table 3 associating all
related assessments to the respected classifications.
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Table 3 Classification of activity based on hand assessment

No. Activity Type of activity Activity classification

1 Internal rotation Wearing pants Soft level [2]

2 External rotation Comb hair Soft level

3 Shoulder flexion Pick up the object from high
place

Medium level

4 Shoulder extension Tuck in shirt Soft level

5 Forearm supination Lifting the object Medium level

6 Forearm pronation Wiping the table Medium level [2]

7 Elbow extension flexion Eating/drinking Soft level [2]

8 Hip joint extension Running Hard level

9 Hip joint flexion Walking Medium level

10 Abduction Horse riding [14] Medium level

11 Adduction Balancing [14] Soft level

12 Knee joint Cycling [14] Medium level

13 Dorsiflex Climbing Medium level

14 Plantarflex Wearing shoes Soft level

3 Results and Discussions

The hand and leg assessments are tested on 20 subjects whose been identified at
different age ranges (under age20years old, under 40years old and above age50years
old). This is purposely done to identify any correlations, relations or any specific
explanations that can be formulated based on the human age without significantly
focus on gender. The test is conducted in room temperature. For every hand and leg
assessment, the data is taken from the starting point which is from 0 to 7 s and the
final point which is from 8 to 15 s. The initial timing is dedicated to ensuring that the
test subject has prepared for the assessment to begin. The starting angle is recorded
as this is very important to recognize the differences between the starting point of
motions until the target positions. The results are then processed by the GUINO
software to plot the motions on the specific human body parts each at hand and legs.
The results focussed on the motion as the classification is generally referred to the
preceding results [2–4].

The results and analysis of this research are explained below. There are a lot of
figures presented to show the results on each hand and leg assessments. Due to this
conditions, only 6 results are selected which demonstrates human daily routines,
three each for the hand; internal rotation, external rotation, and shoulder flexion and
legs; hip joint extension, hip joint flexion and plantarflex to explain and discuss our
findings.

Remark that most of the movements are strongly related to the human sample
flexibility in moving their hands and legs due to various reasons such as accidental
injuries, effect of surgery or unidentified factors. However, in our experiments, all
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human subjects have not experienced any shoulder or elbow injuries. This is to ensure
that the measured data offers better reliability and consistency of the motions. In fact,
these motions should still be able to provide general conditions on how the human
hands and legs are moving and behaving based on the outlined activities.

Figures 2, 3 and 4 illustrates the measured ROM data for every single human
subjects with respect to the internal rotations, external rotations and shoulder flex-
ion on hands assessments respectively. There are 20 human subjects ranging from
20–70 years old performing the activity for internal, external rotations and shoul-
der flexion. Covering on soft and medium activities. The result has shown that the
youngest subject has generally better flexibility in performing hand assessments
compared to the older subjects. This is, in fact, consistent for all other human hand
assessments.

On the other hand, looking into leg assessments, Figs. 5, 6 and 7 illustrates three
activities namely the hip joint extension, hip joint flexion and plantar flex which
describes the hard, medium and soft motions respectively. For the hip joint extension
which is categorized as hardmotions, younger human subjects have a higher range of
motion compared to the elders. However, surprisingly both of the younger and elders
human subjects do not have significant differences when medium and soft motions
are performed. They are both have almost possessed the same capability for those
two motions.

All of the above results can be further applied to identify the various human con-
ditions in performing any actions such as walking, running, sitting and lifting part

Fig. 2 Measured ROM data for internal rotation for different subject age respectively
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Fig. 3 Measured ROM data for external rotation for different subject age respectively

Fig. 4 Measured ROM data for shoulder flexion for different subject age respectively

as the organized assessments are conducted to simulate those actions on hands and
legs. This has been mentioned in Table 3 which recognizes different human activ-
ities based on the assessment. Although there are no feature extractions technique
been applied for verifications purposes on each motion, the results still produced
an exemplary condition of human movements for various actions for different ages.
Nevertheless, these results are also comparablewith the existing techniques presented
in [2–4]. The human errors are also avoidable and the proposed system has higher
accuracy especially when comparing to the goniometer for measurement process. In
fact, the measurements show a lower error than 7% compared to the goniometer if
actual measurement is considered. Remark that these results have been verified by
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Fig. 5 Measured ROM data for hip joint extension for different subject age respectively

Fig. 6 Measured ROM data for hip joint flexion for different subject age respectively

the physiotherapist for each activity. Most importantly, the system is influential and
reliable whenever remote monitoring is necessary between patient and physiothera-
pist. Moreover, based on the proposed results, there is also a significant correlation
of measurement data and human age which in the end defines the human capabilities
in performing any actions.
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Fig. 7 Measured ROM data for plantarflex for different subject age respectively

4 Conclusion

This paper presents an analysis of human activity recognition using the accelerome-
ter as a sensor based technique for various hands and legs motions. The results show
that with only accelerometers, it is possible to predict the human motions with an
acceptable range of motion. The motion can be further analyzed to categorize the
human activities either running, walking, wearing shoes or lifting parts based on
the results of assessments. Even without the existence of feature extraction of the
human motion, the application of the accelerometers still produce consistent results
on motions with different age. This technology can support the healthcare institu-
tions which is more reliable than using the mechanical type sensor, i.e. goniometer.
Furthermore, the results also described the different range of motions for human
on different age which are important to be analyzed further by considering gender
aspects as well.
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Region of Interest Extraction
of Finger-Vein Image Using Watershed
Segmentation with Distance Transform

Lim Yuan Zhang and Bakhtiar Affendi Rosdi

Abstract Finger Vein Recognition System (FVRS) is a biometric technology that
identifies or verifies an individual based on unique vein patterns. Region of inter-
est (ROI) extraction is one of the essential steps in FVRS. Current ROI extraction
methods cannot extract an accurate ROI for a finger vein image with non-uniform
background illumination. In this paper, we propose a newROI extractionmethod that
is immune to non-uniform background illumination. To detect the edge of the finger
for the ROI extraction, we utilise watershed segmentation with distance transform
and Canny edge detector. Experimental results show that the proposed ROI extrac-
tion method can extract consistent ROI from a finger vein image with non-uniform
background illumination.

Keywords ROI extraction · Finger vein recognition · Image processing

1 Introduction

The term biometrics refers to the measurement of human physical traits and
behavioural traits. Several common physical traits used in biometric technologies
are fingerprints, palm prints, face, iris while behavioural traits used are voice and
gait [1]. Biometric technologies are widely used in various identity authentication
and verification applications, namely customs, airports, banks and so on [2].

Among various biometrics developed, the fingerprint recognition system is the
most established biometric technology where many applications can be seen utilis-
ing this system. Despite being the most common approach these days, a fingerprint
recognition system still poses the risk of forgery due to the exposure of fingerprints
easily. It also degrades the system’s performance when it comes to obtaining unclear
fingerprint images due to sweat or dry condition [3]. In response to the addressed
drawbacks of current biometrics, researchers have put considerable attention to per-
sonal authentication using finger vein recognition system [4]. This is because finger

L. Y. Zhang · B. A. Rosdi (B)
School of Electrical & Electronic Engineering, Engineering Campus, Universiti Sains Malaysia,
14300 Nibong Tebal, Penang, Malaysia
e-mail: eebakhtiar@usm.my

© Springer Nature Singapore Pte Ltd. 2020
A. N. Kasruddin Nasir et al. (eds.), InECCE2019, Lecture Notes in Electrical
Engineering 632, https://doi.org/10.1007/978-981-15-2317-5_28

333

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-2317-5_28&domain=pdf
mailto:eebakhtiar@usm.my
https://doi.org/10.1007/978-981-15-2317-5_28


334 L. Y. Zhang and B. A. Rosdi

veins are hidden under the skin and therefore it is almost impossible to be forged. It
also provides extremely high security due to its distinctive patterns that no one fin-
ger, even twins or our fingers have the same vein pattern. Moreover, the finger vein
pattern can only be obtained from a living person. Due to these characteristics of
increased security and reliability; finger vein biometric outperforms other biometric
identifiers.

Typically, a finger vein recognition system (FVRS) consists of three stages,
namely, image acquisition, image pre-processing as well as feature extraction and
matching. Of all stages, region of interest (ROI) extraction during image pre-
processing is considered one of the most critical elements which have a direct impact
on the accuracy of the system [5]. ROI of a finger vein image refers to the region of
a finger which is filled with an abundant finger vein pattern network. ROI extraction
aims to decide which part of the image is fit for finger vein feature extraction, thereby
reserving the useful information in the ROI and removing the useless information in
the background [6].

Many researchers had contributed to different ROI extraction methods. Yang and
Shi [7] proposed an ROI extraction by using distal interphalangeal joint localisation.
Distal interphalangeal joint is the joint near the fingertip and has a higher sum of
grey value. They first calculate the sum of pixel values in each row of the image.
Then, they estimate the position of the distal phalangeal joint by pinpointing the
maximum row-sum. Finally, they extract ROI using a window where the phalangeal
joint position is located at 2/3 the height of the window. This method is able to obtain
localized ROI by estimating the position of the distal phalangeal joint. However, the
calculation of row-sum value is easily affected by illumination. Moreover, it used a
fixed window instead of edge detection in extracting ROI, thus it is more prone to
extracting unwanted background noise.

Yang et al. [6] also extracted the ROI based on phalangeal joints but used a single
sliding window as an improvement to the method [7]. First, they used the Sobel edge
operator to detect finger edges. Based on the finger edges, they calculate the skew
angle to correct finger orientation. For ROI extraction, Yang et al. [6] used a sliding
window with 50 rows to estimate the position of the distal and proximal phalangeal
joint, which are two joints of the finger. They slide the sliding window row by row
from the top to the bottom of the key area to calculate the sum of grey value, where
two highest sums are the two phalangeal joints. Lastly, they crop out ROI with two
phalangeal joint positions as the height and internal tangent of the finger edge as
the width. Sobel edge operator is sensitive to illumination. Hence this method is not
accurate for FV images affected by uneven illumination.

Shahrimie et al. [8] proposed a different ROI extraction method which involves
orientation correction and height and width definition. They corrected the orienta-
tion of the FV image based on the finger edge obtained by Canny edge operator
and connected component labelling. For ROI extraction, they cropped the ROI with
300 pixels of height which was empirically set and with the width that was adap-
tively defined based on the bottom end of finger geometry. The method proposed by
Shahrimie et al. [8] provides an accurate straight middle line as the fingertip point is
taken. This ensures the rotation of skewed FV image to be more precise. However,
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its finger edge detection was applied to FV images with a clear background and mild
illumination. It is incapable of obtaining a clear finger edge if given a higher intensity
of light interference.

Van et al. [9] proposed a method of ROI extraction that omits the orientation
correction process. In the beginning, they detected finger edge with Canny edge
detector. This separated finger image from the background. Then, they drew lines
of finger edge with Hough transform. These lines served a means to estimate the
direction of the finger. After that, Van et al. [9] synthesised a middle line based on
finger edges. Finally, they cropped out the ROI by using a fixed rectangular window
in the direction of the finger, with the synthesized middle line as reference and finger
edges as boundaries. This method does not extract a good ROI as there is no localised
benchmark or reference. ROI images extracted using this method are inconsistent as
ROI image could be the higher or lower part of the finger depending on the placement
of the finger. Moreover, the finger edge obtained could be inaccurate as the noise
outside finger image was not masked out.

Most of the previously proposed ROI extraction techniques [6, 8, 9] utilise the
edge-based method such as Canny and Sobel edge operators to detect the edge of
the finger. Edge-based image segmentation method is not suitable to be applied on
raw FV images captured under a severe non-uniform illumination. Apart from the
edge-based image segmentation method, there is another category of segmentation
method called region-based segmentation [10]. Region-based segmentation is based
on continuity. It has not been used in FV image segmentation before becausemost FV
images captured by different image acquisition device are not severely affected by
background illumination. Some region-based segmentation methods are watershed
segmentation, region growing, region splitting and regionmerging [11]. In this paper,
we utilise watershed segmentation with a distance transform to detect the edge of
the finger for ROI extraction. With the proposed method, a consistent ROI can be
extracted from a finger vein image with non-uniform background illumination. This
will increase the accuracy of an FVRS.

2 Proposed ROI Extraction Method

This research proposes an ROI extraction with three stages: Image segmentation
and edge detection, image orientation correction and ROI extraction. For image
segmentation and edge detection, instead of using an edge-based segmentation we
propose a region-based segmentation,which iswatershed segmentationwith distance
transform [12] and applied Canny edge detection. Edge-based segmentation detected
finger edges along with many unwanted lines, which is not suitable for a finger vein
image with a severe non-uniform background illumination. Details for each steps of
the proposed ROI extraction method is explained in following sub-sections.
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2.1 Finger Vein Image Segmentation and Edge Detection

First, we use a Laplacian filter with the 3× 3 s derivative kernel to enhance the finger
edge region. Then, we sharpen the FV image by subtracting the Laplacian filtered
image from the original FV image. After that, we apply Otsu binary thresholding to
the sharpened image to obtain a binary image. Following that, we perform distance
transform on the binary image to find foreground area as depicted in Fig. 1b. In
FV image, the foreground area is the finger itself, while the background area is the
background region or noise other than a finger.

Next, we apply a suitable threshold to obtain the marker for the foreground object.
We labelmarkers tomark the foreground region, and thebackground region. Figure 1c
illustrates the marked regions. Next, we perform a watershed algorithm to obtain the
shape of the foreground object and then invert it to become a mask image as shown
in Fig. 1d. The FV image segmentation is completed as we applied the mask image
onto the original image. Figure 1e shows the segmented FV image. Finally, we apply
Gaussian blur and Canny operator to detect finger edges instead of Sobel operator as
the Sobel operator is more sensitive to light interference. Figure 1f shows the Image
of finger edges detected. Although there is little defect at the right side of the finger
edge, it can be disregarded as it does not affect the process orientation correction and
ROI extraction. Figure 2 shows the overall flow of FV image segmentation and edge
detection.

2.2 Finger Vein Image Orientation Correction

For FV image orientation correction, we adapt Yang et al.’s method [6]. First, from
the finger edge detected in the previous step, as shown in Fig. 3a, we cropped out
part of the top and bottom of FV image with a predefined window of (48, 10, 136,
246), where noises could still reside due to the floating position. We calculate two
midpoints based on the first two detected edge pixels in the top row and the first two
detected edge pixels from the last row of cropped FV image. This is because there
might be some severe light interference at the horizontal middle row of finger edge

Fig. 1 FV image segmentation and edge detection. a Raw image; b Distance transform; cMarker;
d Mask; e Segmented FV image; f Finger edge
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Fig. 2 Overall flow of the Finger Vein image segmentation and edge detection

Fig. 3 FV image orientation correction
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caused by different position. Figure 3b depicts the drawn middle line intersection
two midpoints. Lastly, we compute the skew angle of the image based on the middle
line using Eq. (1) and rotate the segmented FV image as shown in Fig. 3c.

∝ = arctan(a) × 360/2π (1)

where ∝ is the skew angle and a is the slope coefficient of the straight line obtained.

2.3 ROI Extraction

Finally, we adopt Yang et al.’s method [6] to extract ROI. First, we detect the inner
contour of the FV image based on rotated finger edge as shown in Fig. 4a. Figure 4b
shows the inner contour detected. Then we crop out the outside part of the contour as
depicted in Fig. 4c. Following that, we enhance the remaining region with Contrast
LimitedAdaptiveHistogramEqualization (CLAHE) using a clip limit of 6 as contrast
limiting threshold and grid size for histogram equalisation of (6, 6). The use of
CLAHE enhancement is to distinguish the grey values of the phalangeal joint further.
Figure 4d illustrates the enhanced region.

ForROI localisation, althoughQiu et al.’s [5] dual slidingwindowmethod is better
in terms of insensitivity to light interference, we still chose to employ single sliding
window method due to several reasons. First, it takes shorter computational time.
Second, a raw image captured by FVRS developed in-house only have interference
in the background but not in the finger vein itself. Furthermore, the region beyond
the inner contour was already discarded to eliminate light interference. Figure 5
illustrates the sliding window process.

Fig. 4 Inner contour detection. a Rotated finger edge; b Inner contour drawn in vertical red line;
c Cropped key region; d Enhanced image
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Fig. 5 Sliding windows’ (red box) sliding process

In the first step of phalangeal joint detection, we divide FV image into two parts,
top half and bottom half, as distal interphalangeal joint usually resides in the top half
in FV image and proximal interphalangeal joint at the bottom half. We use a sliding
window with 20 rows as shown in Fig. 6a to calculate the sum of grey value. Then,
we slid the window from top to middle row of FV image and from the 100th row
after top phalangeal joint to the bottom of FV image. This is because from Yang
et al.’s [6] careful observation, distal phalangeal joint and proximal phalangeal joint
are at least 100 rows apart. Next, we locate the phalangeal joints by obtaining the
maximum sum of grey values in the top half and bottom half of FV image. Figure 6b
depicts the estimated phalangeal joint position in the red line. Following that, we
defined the height of ROI. For height, we select the rows at which top phalangeal

Fig. 6 ROI extraction. a Sliding window; b Estimated phalangeal joint in red line; d Resized ROI
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joint and bottom phalangeal joint were detected. Lastly, we cropped out the ROI and
resized it to 30 × 90 based on the row and width defined. Figure 6c shows the final
ROI extracted.

3 Results and Discussions

To demonstrate the effectiveness of the proposed region-based edge segmentation
method two different types of experiments were conducted. First is the comparison
between the proposed method with the existing edge-based segmentation methods
[5, 11, 13] in the extracting of the finger edge. The second experiment is to evaluate
the impact of the proposed method in the ROI extraction of FV image. In both of the
experiments, we use 6 FV images with different finger positions to illustrate different
scenarios where users may insert their fingers. The positions are as follows:

1. Straight (Not floating)
2. Slanted to the left (Not floating)
3. Slanted to the right (Not floating)
4. Straight (Floating)
5. Slanted to the left (Floating)
6. Slanted to the right (Floating)

All of the images used in the experiments are captured internally using our
developed finger vein image acquisition device.

3.1 Comparison of the Proposed and Previously Proposed
Finger Edge Detection Methods

Here, we compare our proposedwatershed segmentationwith distance transform and
Canny edge detector with previously proposed edge-based segmentation methods
[6, 8, 9, 13]. Figure 7 shows finger edges detected using different edge detection
methods. Based on observation, finger edges of positions 1–3 (non-floating) are
successfully detected by methods [6, 9, 13]. However, there are unwanted lines on
both sides of the finger edges caused by illumination. Clearer finger edges are found
with our proposed method and method [8], where the unwanted lines are eliminated.
Nevertheless, the method [8] is still affected by illumination, particularly where the
finger and background light seem to ‘touch’ each other at positions 1 and 3. Failure
of the method [8]’s connected component labelling at the affected areas could be the
reason for the incomplete detection of finger edges. Our proposed method is almost
unsusceptible to illumination for positions 1–3. There is little noise for position 1,
but that can be ignored.

On the other hand, methods [6, 8, 9, 13] failed to determine finger edges of
positions 4–6 (floating). Most edges detected are incomplete or too short. As shown
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Fig. 7 Edge detection comparison of left index finger with various positions. a Raw images with
various positions; bCanny edge detector [13]; c Sobel edge detector [6]; d Canny edge detector and
Hough transform [9]; e Canny edge detector and connected component labelling [8]; f Proposed
method
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in Fig. 7f our proposed method can detect the finger edge efficiently for a finger with
floating positions. Although some unwanted lines remained especially for position
5, the orientation of FV image can still be continued as long as both edges are present
and connected.

3.2 Comparison of Various ROI Extraction Methods

In our proposed method, we utilise the ROI extraction method in [6] to correct the
orientation of the finger and also to extract the ROI. To justify the adoption of the
method proposed in [6], five different ROI extraction methods are compared in this
section. The compared methods are as follows:

I. Fixed window method
II. Inner contour based [13]
III. Adapted finger direction based [9]
IV. Adapted maximum row sum value based [7]
V. Adapted single sliding window based [6].

Figure 8 shows the ROI extracted using different methods. Based on observation,
it can be clearly seen that ROI extracted with methods I and II are not consistent. For
both methods, FV patterns vary with different finger positions. Besides that, there
are noises in the ROI. It can also be observed that large patches of non-informative
black pixels are present at the top and bottom of the images, especially for floating
finger positions 4–6. Furthermore, inner contour based ROI extraction of method II
shows that it is highly susceptible to slanted finger positions.

For method III, FV patterns are more consistent than that of methods I and II.
However, dark patches in ROI can still be seen in position 4–6. For methods IV
and V, consistent ROIs were successfully extracted. There is little or no difference
between these two methods because illumination affected area is eliminated before
the process of localised benchmark estimation was carried out. Methods IV and V
can be employed to extract ROI as it retains solely informative FV patterns and are
consistent. In this case, method V was chosen. This is because there are still many
variations that finger can be positioned. As illumination changes with the way finger
is positioned shown in Fig. 7a position 5, FV images are still possible to be affected
by illumination. Since it was proven byYang et al. [6] that methodV is more accurate
in estimating phalangeal joints while method IV is more susceptible to illumination,
method V was employed in ROI extraction.
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Fig. 8 ROI extraction
comparison. a Raw images
with various positions;
b Fixed window method I;
c Method II [13]; d Method
III [9]; e Method IV [7];
f Method V [6]
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4 Conclusion

In this paper, to detect the finger edge of a finger vein image with a non-uniform
background illumination, we utilise watershed segmentation with distance transform
and also Canny edge detector coupled with Gaussian blur. Following that, we correct
the orientation of the image based on the edges obtained. Next, we push a single
sliding window down the rows of FV image to calculate the sum of grey value
to estimate the position of phalangeal joints. Finally, we extract the ROI based on
the height of the phalangeal joint and width of inner contour of the finger edge.
Experimental results prove that the proposed method can detect a consistent ROI
from a finger vein image with various positions. This shows that the proposed region-
based image segmentation plays an important role in ROI extraction of finger vein
image.

Acknowledgements This work is supported by Universiti Sains Malaysia Bridging Fund No.
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Abstract More often than not, the evaluation of skateboarding tricks executions is
assessed intuitively according to the judges’ observation and hence are susceptible to
biasness if not inaccurate judgement. Hence, it is crucial to underline the benchmark
for analyzing the rate of successful execution of skateboarding trick for high level
tournaments. The common tricks in skateboarding such as Kickflip, Ollie, Nollie,
Pop Shove-it and Frontside 180 are investigated in this study via the synthetization
of image processing and machine learning classifiers. The subject used for accom-
plishing the tricks is a male amateur skateboarder at the age of 23 years old with
±5.0 years’ experience using ORY skateboard. Each trick is collected upon five suc-
cessful landings and the camera is placed 1.26 m from the subject on a flat cemented
ground. The features extracted from each trick were engineered using Inception-
V3 image embedder. Several classification models were evaluated, namely, Support
Vector Machine (SVM), k-Nearest Neighbour (kNN), Logistic Regression (LR),
Random Forest (RF) and Naïve Bayes (NB) on their ability in classifying the tricks
based on the engineered features. It was observed from the preliminary investiga-
tion that the SVM model attained the highest classification accuracy with a value of
99.5% followed by LR, k-NN, RF, and NB with 98.6%, 95.8%, 82.4% and 78.7%,
respectively. It could be inferred that the method proposed decisively provide the
classification of skateboarding tricks efficiently and would certainly provide a more
objective based judgment in awarding the score of the tricks.
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1 Introduction

The net worth of the skateboarding industry is approximately $USD 4.8 billion in
2010 [1]. It is worth noting that skateboarding will make its debut in the 2020 Tokyo
Summer Olympics, suggesting the popularity and the traction that this game has
made over the years. This growth somewhat demands new innovative approaches in
evaluating the game in such significant competitions, especially with the judgment of
the tricks executing which is conventionally carried out by judges through subjective
means that is often liable to bias and imprecise assessment.

The implementation of machine learning on a computer vision system to classify
skateboarding tricks are sparsely found in the literature. Auxiliary tools, for instance,
the use of wearables technologies have been demonstrated to provide ample infor-
mation of training and identifying athlete performances for instance in archery [2],
golf [3] and badminton [4]. In skateboarding, a notable work was carried out by
Groh et al. [5] to identifying tricks. The performance of classification rate between
the models was compared using Support Vector Machine with a radial-basis kernel
(RBF-SVM), Support Vector Machine with a linear kernel (LSVM) [6], k-Nearest
Neighbor (kNN) [2], Random Forest (RF) [7] and Naïve Bayes (NB). The tricks
were classified through data obtained from both motion capture system (Vicon MX)
as well as IMU sensors. The datasets were collected from a total of eleven skate-
boarders within the range of 23 ± 4 years of age, and 179 ± 5 cm in height. In
addition, the stances were segregated into two types of goofy and regular with five
and six skaters, respectively. The findings suggest that RBF-SVM classifier provided
the best classification with an accuracy of 89.1%.

Groh et al. [8], in an earlier study, classified six skateboarding tricks, namelyOllie,
kickflip, nollie, pop shove-it with the addition of 360-flip and heelflip by utilizing
four different machine learning models, viz. NB, SVM, radial basis kernel kNN and
Partial Decision Tree (PART). The imageswere recorded by Panasonic LumixDMC-
FT5 digital camera and IMU sensors as well. The studymainly focuses on sevenmale
athletes within the age range of 25± 4 years old in which four of them possessing a
goofy stance and the remaining three are regular. The classification evaluation was
performed using Embedded Classification Software Toolbox (ECST) by Weka. The
SVM and NBmodels both demonstrated reasonably accurate classification accuracy
of 97.8%.

The classification of snowboarding tricks [9] was carried out by utilizing GoPro
Hero3+ camera as well as IMU sensors, which has inherent similarities with skate-
boarding. Nine experienced male snowboarders (age: 19± 9) were recruited for the
study. The types of tricks evaluated were Ollie, standard jump, drop and step-up
jump, respectively. It was shown from the study that the SVM model evaluated is
able to provide a classification accuracy of 80.5%.
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The paper aims to evaluate a number of classifiers, notably SVM, kNN, LR, RF
and NB on their ability in classifying a number of skateboarding tricks, i.e. Nollie,
Ollie, Shove-it, Kickflip and Frontside 180 based on features engineered via the
Inception-V3 image embedder. The preliminary results from this investigation could
provide an insightful quantitative based evaluation for the judges alongwith assisting
the athletes themselves in improving their skills.

2 Methodology

2.1 Experimental Setup

The YI Action Camera with Full HD 1080p 60 frames per second was used to record
the skateboarding tricks (Fig. 1). The specifications of the camera are tabulated in
Table 1, whilst the experimental setup, with regards to the camera orientation, is
depicted in Fig. 2.

2.2 Data Collection

The test subject used in this study is a male skateboarder with seven years of experi-
ence recruited from the University Malaysia Pahang (UMP) skate park. The height
and weight of the subject is 170 cm and 54 kg, respectively. As mentioned earlier,
five distinctive tricks were performed, as shown in Table 2 and are repeated five times
for each trick. The tricks were selected according to the skateboarder’s capability
and by performing a goofy stance as the rotational axis reference.

2.3 Image Processing

The video of the tricks was recorded from the YI Action Cam. The extraction of the
video was carried out using VLC media player 2.2.6. The video that is subsequently
used for the image extraction process was taken for a period between 2 and 3 s
(the execution of the trick only). It is worth noting that unrelated video scenes were
ignored. The videoswere then processed by using the video to jpg converter v. 5.0.101
to obtain the frame per frame images. The extraction of the images was set to 30
frames per video. A total of approximately 750 images were extracted from the 25
videos captured for the tested tricks.
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Fig. 1 The interface of the YI Action Camera Official App

Table 1 Specification of the
YI Action Camera

Specifications Description

Model YI Action Camera

Lens F2.8 aperture/155° wide-angle lens

Resolution Full HD videos 1920 × 1080 (60 FPS)

Dimension 60 × 42 × 21 mm

Weight 72 g
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Fig. 2 Experimental setup

2.4 Machine Learning

Image Embedding Inception-v3 is used in the present investigation owing to its
capability in providing a series of image descriptors or feature vectors [10]. It is a
form of transfer learning that is based on the notion of convolution neural networks.

Table 2 Description of the tricks class

Tricks Description Figure

Ollie (O) The skater “pops” (striking
to the ground) the tail of the
board down whilst jumping
and slid the nose of the
skateboard to achieve
lift-off in order to make the
board “pop” into the air

(continued)
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Table 2 (continued)

Tricks Description Figure

Nollie (NFS) The opposite of an Ollie,
the skater “pops” the nose
of the skateboard down
while jumping and slid the
tail of the board to achieve
lift-off in order to make the
board “pop” into the air

Front-side 180 (FS180) An Ollie where the skater
and his board rotate 180
degrees (front-side) after
lift-off from the ground
with the skateboard
sticking to the
skateboarder’s feet

(continued)
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Table 2 (continued)

Tricks Description Figure

Pop Shove-it (PS) A similar trick as the Ollie
with a snap of the tail
spinning the board
clockwise about the
vertical axis at 180° or
360° underneath the skater
and lock it in mid-air

Kickflip (K) The skater Ollie the board
into the air and then flips it
fully 360º along the axis.
Then landing the board
approximate as its original
position
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Feature Selection The features generated from the image embedding was then eval-
uated using the RankWidget that is available in OrangeDataMining software V3.11.
Five best features are selected by comparing different scoring methods namely Infor-
mation Gain (expected amount of information), Information Gain Ratio (reduces the
bias in information gain) and Gini Decrease (inequality of a frequency distribution).

Classifier Several machine learning models were implemented to examine its per-
formance in classifying the skateboarding tricks, i.e., SVM, kNN, LR, RF, and NB.
The default settings of the Orange platform are used for the classifiers. The machine
learningmodelswere assessed accordingly through the classification accuracy, speci-
ficity, sensitivity, recall, precision and F1-score. The cross-validation technique
applied in the present study is the leave-one-out method.

3 Results and Discussion

A total of 40 trick events were carried out by the skateboarder, and the success rate
of the landings was recorded. From the 40 tricks, only 25 tricks were found to be
successful and the data (herein the images, i.e., 46 for FS180, 48 for K, 39 for NFS,
37 for O and 46 for PS) obtained were then used to develop the machine learning
models.

It can be ascertained from the Table 3, that the SVM and the LR model provided
higher classification accuracies (CA) with 99.5 and 98.6% each, compared to the
other classifier of kNN, RF and NB with a CA of 95.8%, 8.24%, and 7.87%, respec-
tively. In addition, the confusion matrix of both the SVM and LR models illustrated
in Figs. 3 and 4, respectively, revealed that the misclassification recorded by the
SVM model came from the Pop Shove-it trick images that was recorded as Ollie,
whereas LRmodel recorded the misclassification of Pop Shove-it (PS) images, again
that was misclassified as Nollie Front Shove (NFS) and Ollie (O) images, respec-
tively. The misclassification of PS on to O in Fig. 3 may due to the orientation of
the skateboard where the vertical axis has difficulties in discriminating the counter-
clockwise motion. In Fig. 4 the PS trick was misclassified as NFS as the skateboard
tail (back of the board) has a small gap with the skater’s foot during lift off [5].
The following conclusion can be drawn from the present preliminary investigation,

Table 3 Performance evaluation of the classifiers

Method AUC CA F1 Precision Recall

SVM 1.000 0.995 0.995 0.995 0.995

Logistic regression 1.000 0.986 0.986 0.987 0.986

kNN 0.997 0.958 0.958 0.961 0.958

Random forest 0.962 0.824 0.822 0.824 0.824

Naïve Bayes 0.943 0.787 0.787 0.800 0.787
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Fig. 3 Confusion matrix of
the SVM classifier

Fig. 4 Confusion matrix of
the logistic regression
classifier

i.e., that the combination of the distinctive features obtained through the Inception
V3 image embedder with various classifiers is capable of providing reasonably well
classification accuracy in distinguishing the skateboarding tricks.

4 Conclusion

The following conclusions can be drawn from the present preliminary study, where a
post-processing skateboarding tricks classification system was developed via image
processing. It was demonstrated from the study that the features extracted by the
Inception V3 image embedder are vital in contributing to a reasonable classification
accuracy of the appraised skateboarding tricks. Furthermore, the findings suggest
that both the SVM and LR model performed at a high CA of 99.5% and 98.6%,
respectively. The present investigation will be further investigated by evaluating
different image embedders, namely VGG-16 and VGG-19, amongst others apart
from optimizing the hyperparameters of different machine learning models. Taken
together, these preliminary results suggest that the appropriateness of the suggested
system in producing a quantifiable based verdict on skateboarding tricks as opposed
to the conventional subjective techniques that are currently being applied in this
sport.

Acknowledgements The authorswould like to gratefully acknowledgeUniversitiMalaysia Pahang
for supporting this study via RDU190328.
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Review and Analysis of Risk Factor
of Maternal Health in Remote Area
Using the Internet of Things (IoT)

Marzia Ahmed, Mohammod Abul Kashem, Mostafijur Rahman
and Sabira Khatun

Abstract IoT is the greatest ingenious innovation in the modern era, which can
exploit also in mission-critical like the healthcare industry. This paper demonstrates
effective monitoring of pregnant women mostly in a rural area of a developing
country, with the help of wearable sensing enabled technology, which also noti-
fies the pregnant women and her family about the health conditions. There are many
researchers have been researched to reduce the maternal and fetal mortality but the
mortality rate is not reducing, where it should be in zero tolerance. This research
intended to use machine learning algorithms for discovering the risk level on the
basis of risk factors in pregnancy. In this research, an existing dataset (Pima-Indian-
diabetes dataset) has been used for the analysis of risk factor and comparison of some
machine learning algorithm shows that Logistic Model Tree (LMT) gives the highest
accuracy in case of classification and prediction of the risk level. Regardless, few
selected pregnant women’s data has been collected (through IoT enabled devices)
and the same process also applied for this dataset also by using LMT. Comparison
results show that the prediction of risks is the same for the existing and real dataset.

Keywords Maternal risk factors · Internet of things · Wearable sensors

1 Introduction

Most of the pregnant women, die from the known and preventable complications
of pregnancy and childbirth, live in low- and middle-income as such as developing
countries who are ignorant about the risks factors that cause maternal mortality
[1, 2]. Consistently, pregnancy should be monitored for making sure the healthy
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development of fetal and the safe delivery of the infant. Regardless, the greater portion
of pregnancy-related devices is placed in health complex for being expensive and in
consequence, passing through all the difficulties as proper transport, huge traffic jam,
ruthless weather, environment pollution, extended queues to attain regular checkup
in hospital [3]. Pregnancy-related complications will be possible to diminish by
classifying risk factors, which is essential at the early stage of the symptoms [4]. The
objective of this research is to provide efficacious care for pregnant women mostly
living in a rural area by using smart technology based on IoT.

The IoT is the integration concept of all devices which are readable, address-
able recognizable, locatable and manageable via the Internet through RFID (Radio-
Frequency Identification), wireless local area network, wide area network, etc. Addi-
tionally, it provides real-time information and interacts with real-time users. The
hardware layer is responsible for the interconnection between the physical devices
through the sensors where miniaturization can be a challenge and in communication
layer, lots of devices are connected in a network where bandwidth and electromag-
netic spectrum may be a challenge that can be a barrier to transfer data effectively
and efficiently. However, Internet of Things is an important medium for data transfer
through the hardware layer with full communication between Person to Person and
machine to machine, for improving the health monitoring system for patients [5].

This approach is an attempt to resolve a maternal healthcare problem presently
the non-urban area of developing countries is facing. The foremost objective of this
paper was to design a remote healthcare system to reduce the complications during
pregnancy as well as the birth of an unborn child. It’s encompassed three main parts.
First one is finding patient’s relevant medical data using IoT based medical sensors;
second, processing the collected data for predicting maternal health status and the
last part was transferring the collected data to medical experts for remote viewing
that enables the medical team to monitor the mother and fetal health progress away
from hospital premises.

Wearable sensing devices name as Radio Frequency Identification (RFID) tags in
Body Area Network (BAN) will be connected by Bluetooth/ZigBee with Personal
Area Network (PAN) and the database will be updated for getting monitored in
anytime-anywhere, by the medical staffs.

2 Analysis of Risk Factor during Pregnancy

2.1 Literature Search and Selecting Risk Factors Intensity

Analyzing medical profiles such as age, weight, blood pressure, existing health con-
dition, heart rate, body temperature, physical activity, etc. these parameters and cor-
responding values and their intensity of risks for that specific patients can be pre-
dictable. It enhances knowledge about the risk level of women in pregnancy, e.g.
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patterns of risk, relationships between medical factors related to pregnancy and pre-
cautions. Table 1 summarizes the level of risk parameters in pregnancy and their
values, weights with references. Initially, analyzing these very basic medical factors
in pregnancy to find out the risk level as well as the worst case of these factors.

Table 1 Pregnancy-related medical parameters with corresponding values and their weights

Parameters Low Mid High References

Blood
pressure

Systolic
120–139 mm Hg,
diastolic
80–89 mm Hg

Systolic
140–159 mm Hg,
diastolic
90–99 mm Hg

Systolic
160 mm Hg or
greater, diastolic
100 mm Hg or
greater

[6]

Heart rate Heartbeat
75–80 bpm

Hear beat
90–140 bpm

Heartbeat >70 and
<140 bpm

[7]

Body
temperature

Averages about
98.6 F (37 °C)

<98.6 F (37 °C)
and > 102 F
(38.9 °C)

102 F (38.9 °C) or
higher and (>35 °C
or > 95 F) =
Hypothermia

[8]

Fetal
movement

10 movements
such as kicks,
flutters, or rolls.
within 12 h;
6 k/2 h

10 movements
flutters, or rolls.
within 12 h;
6 k/2 h

>10 movements
such as kicks,
flutters, or rolls.
within 12 h;
>6 k/2 h

[8]

Age 20–29 30–35 35–45 [9]

BMI (18.5–24.9 kg/m2) (18.5–24.9 kg/m2) Underweight
(18.5 kg/m2)
overweight
(25–29.9 kg/m2),
obese
(30–34.9 kg/m2)

[9]

Blood
glucose (2-h
glucose)

<7.8 (<140)
mmol/l (mg/dl)

<7.8 (<140)
and ≥ 7.8 (≥140)
mmol/l(mg/dl)

≥11.1 (≥200)
mmol/l (mg/dl)

[10]

Blood
glucose
(Fasting
glucose)

<6.1 (<110)
mmol/l(mg/dl)

≥6.1 (≥110)
and < 7.0(<126)
mmol/l(mg/dl)

≥7.0 (≥ 126)
mmol/l(mg/dl)

[10]

Blood
glucose
(HbA1c)

<42 mmol/mol 42–46 mmol/mol ≥48 mmol/mol [10]
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2.2 Analyzing the Common Risk Parameters
from an Existing Diabetes Dataset for Women

In this research an existing dataset has been used [10]. Since the dataset was prepared
for the diabetes patients and after analyzing it is found that some of the risk factors
are common and after preprocessing and filtering this dataset, it is included into risk
intensity level and categorized the risk according to the literature search and with the
help of medical experts.

One of the data mining software named Waikato Environment for Knowledge
Analysis (Weka), developed by ‘University of Waikato’ in New Zealand, which
contains a large number of algorithms and imagining tools for data preprocessing
and predicting the accuracy of the new model. It supports data mining tasks such as
classification, regression, visualization, clustering, and feature selection. [10]

Two functionalities of ‘weka’ are focused, first one is for mining information from
existing medical datasets; and another is to classify the risk level accurately with the
help of machine learning algorithm for better prediction of the risk level. Fig 1 shows
the comparisons of machine learning algorithms belongs to different types of groups
to observe which part will provide better classification accuracy through the existing
dataset.

LMT(logisticmodel tree) is oneof the algorithmsunder the trees groupofmachine
learning algorithm has the highest accuracy almost 98%. The classifier for construct-
ing ‘logistic model trees’, which are classification trees with logistic regression func-
tions at the leaves. One of the more convenient ways to deal with classification tasks
is the combination of the logistic regression models and a tree structure in a single
tree. Therefore, using logistic regression estimates class probability rather than just
a classification. The algorithm can deal with binary and multi-class target variables,
numeric and nominal attributes and missing values.

Fig. 1 Comparisons
between machine learning
algorithms
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Fig. 2 The detailed outcome
of LMT for real dataset
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2.3 Analyzing Sample Real Data to Explore the Status
of Accuracy

Selected sample data are collected through IoT enabled devices and verified by a
medical expert to provide the notification to the pregnant women and family about
her risk level and health conditions.

The following algorithms are using for determining the classification of risk level
accuracy. Few selected pregnant women’s data have been collected and with the help
of medical experts, the risk level is determined that whether it is high, mid or low.
Fig 2 shows the accuracy of correct identification of risk level in pregnancy for the
given dataset of risk parameters. Among the entire machine learning algorithm, LMT
provides the highest accuracy for correct classification in both training set data and
cross folding validations.

At last, our proposed approach obtained 90% accuracy for the diagnosis of risks
in pregnancy with faster training time and there is no misclassification in prediction
because false positive (FP) and false negative (FN) is almost zero that shows in the
below Fig. 2.

3 The Experimental Result Over Pima-Indians-Diabetes
Data Set

3.1 Classification Accuracy

In Fig. 3 LMT is applied in the existing dataset and got almost 98% accuracy. LMT is
the combination of logistic regression and tree induced machine learning algorithm.
In the y-axis of this bar chart representing the risk intensity level of the existing
dataset that is labeled as 3 instead of mid-level risk, 2 instead of low-level risk and
1 instead of a high-level risk for the better representation of the result.
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Fig. 3 Classification accuracy summary for an existing dataset

Confusion matrix for this dataset representing the false positive and true positive
rate clearly where the false positive rate is very low that maximizes the accuracy and
performance of this algorithm.

Confusion matrix High Low Mid

Predicted class Low 408 0 4

Mid 0 271 5

High 2 4 42

3.2 Making Prediction

Prediction of risk level is determined by LMTwithout any errors which are shown in
Fig. 4. The model has been trained by the existing dataset and five new patients’ data
has been supplied as test data. Evaluating the model on current test data using LMT
predict the risk level accurately according to our standard categorization of risk level
in Fig. 4.

Fig. 4 Prediction of risk
level using LMT
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4 Proposed System Model

4.1 Integrated Model

Timely diagnosis and proper medication of pregnant women is the critical process
during pregnancy. This proposed model attempts to provide better and real-time
medical care with lower cost and easier. Fig 5 shows the proposed system model.

Reducing maternal mortality and taking care of pregnant women in rural areas is
the primary goal of our proposed system model. Mostly, non-portable, sophisticated
and expensive devices are used by the hospitals. Development of a compact assist
system is the main goal of our proposed system model for accessing and assessing
the vital signs such as blood pressure, physical activity, heart rate of rural pregnant
women and the movement count, heart rate of the fetus with the help of RFID tags
also named as wearable sensing devices. The continuous medical data will be stored
in a database for analyzing. Finally, pregnant women and the respective doctor will
get a notification for the patient’s current health status.

4.2 Model of IoT Device

The developed system in Fig. 6 represents the temperature, pulse and heart rate
reading of patients properly.

Fig. 5 Proposed system model
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Fig. 6 Reading heart rate, pulse data using Arduino mega 2560, ECG

5 Conclusion

In this research, different risks factors are identified and categorized with the help
of medical experts. Machine learning algorithms have been used to classify and
predict the risk level of an existing dataset. The result of the prediction has been
coordinated with the selected sample data collected through the IoT enabled devices.
The outcomes of this coordination have shown that prediction of risk level has been
successful in both cases without any errors. Crowd sourcing approach can be adopted
in this research for broadcasting risk factors to analyze and to provide better health
monitoring for the patients and their family.

Acknowledgements Thanks to Dr. Shirin Shabnam for helping to prepare the categorization of
risk parameter in a pregnancy-related medical dataset on the basis of intensity.
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Abstract Recent advances in computer hardware and signal processing have made
possible the use of electroencephalogram (EEG) for communication between human
brain and computers and this technology is known as brain-computer interface (BCI).
Locked-in patients have now a way to communicate with the outside world using
BCI technology. Nowadays, BCIs are getting popularity among the researchers to
control devices using brainwaves especially in providing good assistance to disabled
people. Impressive development and integration of both hardware and software in
BCI have been carried out in the last two decades. However, some open challenges
and limitations have also been exposed in the previous researches. In this paper, we
have tried to mention some critical issues of EEG based BCI system including EEG
modalities, EEG acquisition, signal processing algorithm and performance evalua-
tion. These issues need to be solved to develop error-free BCI system. In addition,
possible solutions and future directions have also been discussed.
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1 Introduction

Brain-computer interface (BCI) aims to provide a direct communication pathway
between brain and external devices [1, 2]. In recent years, this new brain-computer
interaction method has attracted people’s attention for its potential applications in
rehabilitation engineering, intelligent assistive robot and so on [3]. More specifi-
cally, it is very helpful to assist people with damaged motor functions, or completely
paralyzed people. Currently, BCIs are employed in many non-medical fields such
as gaming, virtual reality control, biometric identification etc. It is an interesting,
vibrant and highly interdisciplinary research topic which involves medicine, psy-
chology, neurology, signal processing and machine learning. Despite its expected
success, BCI needs to overcome some technical difficulties as well as challenges.
Abdulkader et al. [4] introduced usability and technical challenges of BCI system.
In usability challenges, they discussed the issues related to the training process and
information transfer rate. On the other hand, in technical challenges, they listed some
issues including on Non-linearity, non-stationary and noise, small training sets and
high dimensionality curse. Ramadan et al. [5] stated elaborately someof theBCI chal-
lenges including BCI standards, participants and stable classifications, non-linearity
and non-stationarity in EEG, information transfer rate (ITR), data acquisition sen-
sors, real-life applications, ethical issues, privacy and security, and agreement of the
future directions. Another recent article in [6] discussed comprehensively potential
problems with EEG-based BCI systems, and possible solutions are also proposed.
In this paper, we have investigated the common challenges in both offline and online
BCI system from a variety of perspectives. We have also recommended some possi-
ble solution to overcome these limitations. This paper is organized as follows: Sect. 2
introduces recent advancements in BCI system; Sect. 3 states the challenges in BCI
system with possible solutions and finally, the paper concludes in Sect. 4.

2 Recent Advancements in BCI System

BCI technology may enable the human being to communicate with external devices
using brainwaves or EEG signals without involving physical contact with the devices
[7]. A BCI model consists of five components which are signal acquisition, prepro-
cessing, feature extraction, classification and control interface. Figure 1 illustrates a
typical block diagram of EEG based BCI system.

2.1 Data Acquisition for BCI

A BCI system requires EEG signals directly from the human brain and the capturing
of EEG can be done in 2 different ways; (i) invasive and (ii) non-invasive. The
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Fig. 1 Block diagram of
BCI system

invasive of EEG capturing is described by placing EEG electrodes on the surface
or deep inside the brain in order to obtain high quality of EEG signals, however,
this method causes high inconvenience to human and might create risks to human
health. Hence, due to the evolution in the EEG technology, researchers have come
out with a more convenient and safe method to obtain EEG signal by inventing
noninvasive technique to place the EEG sensors on the scalp of human’s head [7, 8].
This technique still can capture high quality of EEG signals without causing risk to
human’s health. Therefore, non-invasive BCIs are more convenient and preferable
by researchers to obtain EEG signals. Here, there are various non-invasive methods
to measure the brain activity of human’s cognitive state such as positron emission
tomography (PET), functional magnetic resonance imaging (fMRI), functional near-
infrared spectroscopy (fNIRS) and Magnetoencephalography (MEG) [8]. Among
them, EEG is the most prevalent method of signal acquisition for BCI application
due to the portability, low cost and user-friendly. Moreover, due to the vast temporal
resolution of EEG recording, it is capable of capturing changes in neural activity that
occur within a few milliseconds [9, 10].

2.2 EEG Modalities Used in BCI

Different EEG modalities are used in the BCI system. Among them, Steady-state
Evoked Potentials (SSEP), P300 and motor imagery are the most preferable modal-
ities by researchers. Steady state evoked potentials (SSEP) which are evoked by a
modulated stimulus and stimulation frequency can cause an increase in neural activ-
ities. Here, the stimulation could be done either visually, auditory and somatosen-
sory respectively. For example, the steady-state visually evoked potentials (SSVEP)
occurred from the stimulation of the brain cognitive state using visual stimulus. In
addition, an auditory evoked potentials (SSAEP) occurred by applying audio stimu-
lus on the neural state. Meanwhile, the stimulation of a sensory pathwaywill produce
a steady state somatosensory evoked potential (SSSEP) [11]. P300 is an even related
potential (ERP) which evoked potentials are positive peaks in the EEG due to infre-
quent auditory, visual, or somatosensory stimuli. P300 occurred during the process
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of decision making. The P300 responses are revealed about 300 ms after attending
to an oddball stimulus among several frequent stimuli [12, 13]. Researchers have
confirmed that the less probable of the stimulus, the larger the amplitude of the
response peak [13]. In addition, the use of P300-based BCI does not require any
training. However, the performance may be reduced because the user can get used to
the infrequent stimulus and consequently, P300 amplitude might be decreased [13].
Here, the P300-based BCI provides an extremely low rate of information transmis-
sion because the classifier based on an average is too simple, and cause the poor
accuracy of P300 potential detection [14]. Motor imagery is defined as the imag-
ination of kinaesthetic movements of the left hand, right hand, foot and tongue.
During the motor imagery, distinct mu/beta event-related (de)synchronization phe-
nomena are generally shown around the motor cortex, which can be employed for
the classification of an individual’s intention [15].

2.3 Data Pre-Processing

Pre-processing of EEG signal is required in BCI to eliminate artifacts and noises
because EEG signals are weak and can be contaminated easily with eye blinking, eye
movement, heart activity, muscles and from the instrument itself such as EEG sensors
or recording systems [5, 9, 10, 16]. Therefore, the clean EEG signals are required in
order to secure the correct features which later will be classified by the classifier and
increase the classifier performance. Here, the popular preprocessing techniques that
are employed by researchers are Principle Component Analysis (PCA), Common
Average Referencing (CAR), Surface Laplacian (SL), Adaptive Filtering (AF), and
Independent Component Analysis (ICA) [9, 10, 16].

2.4 Feature Extraction and Classification

Here, feature extraction and classification methods definitely play a vital role in any
EEG based BCI systems since for any incorrect selection of the EEG features and
misclassification will cause wrong commands given to the devices. As a result, the
BCI system might malfunction and cause harm to disabled people. In order to obtain
excellent classification results, an effective method of feature extraction is required
[5, 16]. There are various features used for different designs and applications of
BCI systems. Among these, the prevalent features are principal component analysis
(PCA), independent component analysis (ICA), band power spectrum (BP), power
spectral density (PSD) values [17], energy spectral density (ESD) values, spectral
centroid values, spectral entropy, cerebrospinal fluid (CSF), wavelet transformations
(WT), wavelet packet decomposition (WPD), autoregressive (AR), adaptive autore-
gressive (ARR) parameters, fast Fourier transform (FFT) and short-time Fourier
transform (STFT) [18]. Nowadays, applying a combination of EEG features is a
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new trend for BCI applications. In addition, several experiments have shown that a
combined set of features can produce a better classification performance rather than
using feature independently [18]. After features have been selected and extracted
using feature extraction techniques, the extracted vectors are fed and classified into
various classifiers. Here, the most preferred classifiers by researchers in BCI applica-
tion are Artificial Neural Network (ANN), k-Nearest Neighbor (k-NN) [19], Linear
Discriminant Analysis (LDA) and Support vector machine (SVM) [20], Multi-Layer
Perceptron (MLP) and Hidden Markov Models (HMM) [21].

2.5 EEG Based BCI Technologies

BCIs offer their users new communication and control channelswithout any interven-
tion of peripheral nerves andmuscles. Hence, BCI researchers are trying to build such
BCI applications that could be helpful to physically disabled patients. BCI speller
is one of the first BCI application to enable communication for people with severe
disabilities. The speller systems are categorized according to major BCI paradigms:
P300, steady-state visual evoked potential (SSVEP), and motor imagery (MI) [22].
However, P300 is widely using by the BCI researchers in BCI spelling. Recent
developments and studies in BCI technologies have facilitated emotion detection
and classification [23, 24]. The goal of the emotion classification is to recognize the
emotional state of interest into a number of emotional feature inputs.Usermental state
recognition using EEG can be used to detect the driver’s drowsiness level [25]. BCI
researchers have attempted to developed brain control electric wheelchair in order to
restore the mobility for disabled peoples and some remarkable improvements have
been achieved in the last 10 years [26]. The Robotic arm is another non-invasive
and cost-effective application for disabled people that can also be controlled by the
neurophysiological signals with the help of BCI technology [27]. Other EEG based
BCI applications are environment control [28], person authentication system [29],
stress detection [30], age and gender classification [31], cursor control [32] and vir-
tual reality and game [33] etc. Table 1 gives a summary of some EEG based BCI
application.

3 Challenges in BCI System with Possible Solutions

Despite the significant advances in BCI technology, there are still many challenges to
the realworldBCI control, for example, absenceof standarddata acquisitionprotocol,
low information transfer rate (ITR), BCI system cannot be operated autonomously
by disabled people, dissimilar performance evaluation metric of BCI, etc.
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3.1 Absence of Standard Data Acquisition Protocol

Data acquisition for BCI consists of two phases namely EEG headset and participant
or subject. There are some issues regarding EEG headset that needs to be solved.
First of all, most of the EEG headsets require gel or liquid on electrodes which are
very uncomfortable for the user. Dry electrodes may solve this problem. Already,
some dry electrodes are available in the market but these headsets contain very
few electrodes and the procedure is not standardized yet. There are thousands of
devices already developed by different companies for BCI application. The number
of electrodes (for example 1, 3, 4, 8, 14, 16, 20, 24, 32, 64, etc.) is varied from headset
to headset and these headsets are not compatible with each other. Hence, the number
of electrodes should be standardized for the specific signal. The high cost of EEG
headset is another challenge to make the BCI technology affordable to the disabled
people around the world [43]. Hence, the price of the EEG headset should be as low
as possible. Although, the targeted user of BCI technology is physically disabled
people, data from healthy users with excellent skills have been used in almost all
the experiments. Moreover, the number of subjects is also very insufficient in some
experiment. Hence, experimental studies must be conducted with disabled people
who actually need theBCI technology and in themeantime the number of participants
in the experimentmust be increased. A threshold number of subject including healthy
and disabled patients should be recommended by the BCI community to make the
data as well as BCI system validation. From the previous experiments, it is clear
that there is no standard way of evoking EEG stimulation. Different methods of
evoking EEG stimulation have been used by the authors. Moreover, there is no clear
recommendation regarding the environment of data acquisition surroundings. All
these issues should be cleared and standardized. If all the specific BCI experiments
maintain the same standard then it will be very easy to compare as well as to choose
the best one.

3.2 Low ITR of BCI System

Higher ITR is the primary requirement of any effective BCI system. It is one of
the most used performance evaluation metrics of BCI systems. ITR of the BCI
system depends upon three factors namely target detection accuracy, the number
of classes, and target detection time [5, 44]. The target detection accuracy can be
improved through enhancing the signal-to-noise ratio (SNR) and separability of mul-
tiple classes. For reducing the SNR, several methods are used in the preprocessing
phase which is described in Sect. 2.3. Secondly, with high ITR, the number of classes
will be increased and more complex applications will be developed. Several stimulus
coding methods including TDMA, FDMA and CDMA have been adapted for BCI
systems [37, 45, 46]. TDMA, for instance, is used with P300 to code the target stim-
uli. FDMA and CDMA have been adopted in the VEP based BCI systems. Finally,
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reducing the target detection time is one of the objectives of BCI systems to enhance
the ITR. To do so, adaptive methods could be a solution to reduce the target detec-
tion time such as ‘dynamic stopping’ method. In addition, machine learning methods
based on single-trail classifications. Moreover, optimized stimulus presentation by
reducing the duration of the ISI between two flashes in stimulus presentation [47].

3.3 Lack of Autonomous Operation of BCI System/Expert
Dependency of BCI System

BCI systems cannot be used autonomously by disabled people, because BCI systems
require assistants to set up electrodes or signal-receiving devices. Most of the BCI
applications are at the research stage and they are not ready to be introduced into
people’s homes for continuous use in their daily life. Hence, BCI systems should be
capable of operation by the disabled patients autonomously without any assistance
of experts. Moreover, these applications should be portable, comfortable and user-
friendly.

3.4 Dissimilar Performance Evaluation Metric of BCI System

Different types of performance evaluation metrics are used by BCI researchers.
Among them, classification accuracy (CA), Kappa value, confusion matrix, sen-
sitivity, specificity, ROC curve, ITR, etc. are highly used metrics. Many articles
used task-specific metrics, such as task completion time and number of successful
trials, number of collision etc. It is almost impossible to compare the same types
of BCI systems which are evaluated by the dissimilar performance metrics. Hence,
BCI research community should recommend certain performance metrics for spe-
cific BCI application. For example, number of control command, types of control
command, distance covered, the time required, number of collision, classification
accuracy, average success rate, etc. can be used in BCI wheelchair control. If the
same types of performance metrics are used in same types of BCI application, then
the comparison between different BCI experiments will be easier.

4 Conclusions

This paper has uncovered some open challenges of current EEG based BCI technol-
ogy. Moreover, a brief overview of EEG based BCI system and some recent related
researches have also been surveyed. It has been noted that many breakthroughs were
achieved in BCI research over the last 20 years. A wide variety of signal features
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and classification algorithms have been tested in the BCI design. Many studies have
demonstrated the valuable accuracy of BCIs and provided acceptable information
bit rate. In spite of the recent important advances in the BCI field, some issues still
need to be solved. These issues include the absence of standard data acquisition pro-
tocol, low ITR of BCI system, BCI system cannot be used autonomously by disabled
people, dissimilar performance evaluation metric of BCI, etc. Hence, BCI research
community should recommend complete standards of different phases of the BCI
system. These standards help to compare the same category of BCI application as
well as to choose the most efficient one. Nowadays, interest in the BCI field is get-
ting attraction by the researchers around the world which will bring benefits to the
daily lives of disabled people. Therefore, BCI systems may become a new mode of
human-machine interaction with levels of everyday use in the near future.
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Early Rubeosis Iridis Detection Using
Feature Extraction Process

Rohana Abdul Karim, Nur Amira Adila Abd Mobin,
Nurul Wahidah Arshad, Nor Farizan Zakaria and M. Zabri Abu Bakar

Abstract Iris image analysis studies the relationship between human health and
changes in the anatomy of the iris. One of the changes related to the anatomy of
the iris is diabetes. This illness can be determined from the iris of human eyes
because it affects the eyes. Latest advanced technologies are introduced in the image
processing that helps automate the detection of diabetes based on the analysis of
iris feature extractions. Various features are detected on iris such as texture, colour,
histogram and shape. In this paper, the dataset of iris image from Warsaw Biobase
are used to detect and recognise the rubeosis iridis by extracting their details using
image processing methods. The results obtained from the experiment show that the
normal and abnormal iris image can be classified using original and small size of iris
image. Through this experiment, it was discovered that images for abnormal original
are greater than 1,200,000 pixels while for small size are less than 35,000 pixels.
On the contrary, normal original size are less than 1,200,000 pixels and for small
are less than 25,000 pixel. By considering these results, the proposed method can be
extended to the iris monitoring system.

Keywords Features extraction · Blood vessels · Diabetic

1 Introduction

An ordinary eye examination done by a specialist ophthalmologist is a manual path
in diagnosing and measuring iris variations from the norm of every patient whether
they have diabetes or not [1]. Essentially, this manual technique expands the expert’s
workload and they will be inclined to spend less time to diagnose each eye’s image,
hence higher propensity of blunder in the finding. Be that as it may, the clinical eye
issue is not the same as the experimental situation.

In this paper, the image analysis is based on rubeosis iridis; defined as the pres-
ence of visible blood vessels on the surface of the iris detected during the slit-lamp
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examination. The slit lamp microscope has a special mirrored gonioscopy lens used
to examine the blood vessel growth in the front of the eye.

As the matter of fact, the limited number of ophthalmologists becomes a con-
straining factor to screen and audit the retinal images of the huge number of patients
at the primary care clinics. This demonstrates how the profound cost of screening
and lack of therapeutic experts hamper patients from taking the normal screening.
In addition, patients are also required to queue for the examination in primary care
clinics.

Nowadays, with the existing project that use the advancement of image processing
technologies, the techniques can be applied to analyse iris images in the absence of
expert ophthalmologists. Therefore, analysis techniques can help ophthalmologists in
diabetes screening to detect the symptoms faster, easier and reducing their workload.
This project explores the identification of iris feature extraction for early diabetic
detection. Image processing techniques are introduced to detect and classify features
of iris images into diabetic or normal. This is because the cases of diabetes are
increasing and poses a great challenge to public health care. Diabetic prevalence
rate in Malaysia has risen much faster than expected, almost doubling over the last
decade [2].

For this project, image processing will be used to detect Rubeosis Iridis disease.
Image processing is a method to get an enhanced image and to extract some useful
information from it. It is a type of signal processing in which input is an image and
output may be image or characteristics/features associated with that image.

2 Research Background

Previously, detecting diseases (diagnosis) using iridology principles were done man-
ually. Nowadays, numerous technology provides additional tool to assist the oph-
thalmologist in diagnosing the patient. One of them is image processing, researcher
use feature extraction in image processing to make an analysis of the iris image.

Some researchers used feature extraction such as mean, variance, standard devi-
ation which is used in histogram feature. The region of interest can be identified
according to the iridology chart [3].

Principal Component Analysis (PCA) is used for extracting the features of region
of interest [4]. In general features, they used the application features such as colour,
texture and shape. For example, images characterized by colour offers many advan-
tages such as having texture, effectiveness, implementation simplicity, computational
simplicity, low storage requirements. Besides, texture is an important part of image
and powerful regional descriptor. It helps in the retrieval process which can be used
to classify textured images from non-textured ones and then combined with another
visual attribute like colour tomake the retrieval systemmore effective. Texture is also
one of the most important characteristic which has been used to classify something
and have been used in finding similarities between various images in databases [5].
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Sometimes, features such as blood vessels, exudates, micro-aneurysms and optic
discs have been extracted for further analysis in medical treatment. The morpholog-
ical operations such as opening, closing, erosion and dilation, as well as conversion
into binary images are used in extraction process [6]. Feature analysis based on
iridological visual inspection is an essential technique for extracting a feature in
image. Besides that, other methods used for different image enhancement of feature
extraction are spatial domain procedures such as grey scale manipulation, discrete
formulation, images smoothing and histogram equalization.

However in this research, we directed more efforts on adaptive histogram equal-
ization due to visual inspection based on iridology [7]. From the enhanced iris image,
there are some distinctive features of the iris image such as furrows, ridges, and crypts
being more visible than before as shown in Fig. 1. The iris pattern can be described
if these features can be segmented out efficiently. In this research, to extract the iris
features, an image segmentation method based on ICM neural network has been
introduced [8]. The feature extraction is a key component of iris recognition system
since it acquires the system’s performance and the most valuable information in iris.
The thresholding, template matching boundary detection and shape transform are
the techniques for feature extraction. Therefore, the edge detection are conducted
and focused to extract the iris information [9].

Iris consists of rich texture information and breaking of tissues of iris which is
directly associated with these texture features. Wavelet transforms show its great
potential in various fields such as in biomedical and telecommunication. Discrete
Wavelet Transforms (DWT) are very suitable for non-stationary image analysis. A
total of 63 statistical, texture, and DWT features were used to quantify the broken
iris tissue information.

Fig. 1 Visible features of the eye [10]
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3 Methodology

In this manuscript, the Rubeosis Iridis detection was done using classification from
datasets. From the eyes databases, the segmentation is donemanually using photo edi-
tor software, LunaPIC to obtain only the iris image by removing all noises. LunaPIC
extraction divides the image into two features which are colour and histogram. After
that, the datasets of iris are tested, trained and categorised to detect Rubeosis Iridis
(see Fig. 2). The datasets used for this project were obtained from Warsaw Biobase.

The method used for iris segmentation are manually cropped using photo editor
software. First step, the image to be cropped and resized is uploaded to the photo
editor software. The segmentation process is done up to 60 images for the test and
training of feature extraction. After that, the outer layer is cropped to eliminate other
parts of the eye, followed by cropping the pupil part of the iris to get exactly iris
image only. Step 2 is cropping all noises and converting the deleted portion to black
(see Fig. 3). Finally, it is saved in jpg format before being tested. They are divided

Fig. 2 Block diagram to detect Rubeosis Iridis

Fig. 3 Step for segmentation process
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Fig. 4 Flow chart for feature extraction of colour feature

into two categories, which are the original size image and resized small image. These
method were applied to all images from Warsaw database obtained.

After completing the segmentation proses, the next step is feature extraction. Two
methods of feature extraction are used in this project, colour feature and histogram.
Matlab is used for coding the feature extraction to classifywhether the iris are rubeosis
or normal. In this project, no hardware is used because it only depends on software
which is the important part of image processing.

By manipulating the iris image that are already segmented, feature extraction
process for colour and histogram is carried out using the process flow shown in
Figs. 4 and 5. Hierarchy threshold value are used to classify the conditions of iris,
either normal or abnormal. Two parameter was observed, red band and red pixel
count. The iris is classified as a diabetic if the range of red band betwen 34 ≥ Red
Band ≤ 92 for RGB. Meanwhile, threshold for the red pixel count is ≤ 1,200,000
pixel. The sample for colour feature is 5 and histogram is 10.

The last step is classification using datasets fromWarsawBiobaseDisease Iris v1.0
collection [11] andWarsawBiobaseDisease Iris v2.1 collection [12]. For this project,
we collected just datasets of Rubeosis Iridis for test and training purpose. These
collections have 603 Near Infrared (NIR) eye images and 222 corresponding colour
eye images. Most of the images were acquired for eyes affected by different diseases.
NIR imageswere captured by Iris GuardAD100, and colour imageswere captured by
general-purpose Canon EOS 1000D as well as professional Topcon DC3 cameras.
Each class of images for any unique iris is accompanied by an ophthalmological
commentary as metadata.
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Fig. 5 Flow chart for feature extraction of histogram

4 Result and Discussion

This section presents the results and discussion of Rubeosis Iridis detection. From
colour feature experiment, the pattern of RGB (Red, Green, Blue) from Warsaw
databases were shown using colour threshold. Red serves as control while blue and
green colours are kept as constant. Therefore, only the pattern of red colour histogram
will change. In this experiment, red colour becomes the threshold to get the value of
red part only on iris image. The value of red colour depends on control for normal
and abnormal iris.

From experiment, the datasets were divided into two sizes which are original
and small. It is done to differentiate between original and resized images and also to
differentiate betweennormal and abnormal iris. Besides that, it enables comparisonof
the exact value of reddish part between two different sizes. From the originalWarsaw
for normal image, it is between 48 and 68 pixel and for normal resize Warsaw, are
between 46 and 71 pixels. Then, for abnormal original Warsaw are between 34 and
130 and for resize abnormal Warsaw are between 41 and 126 pixel (see Figs. 6 and
7) for sample image that are already processed. Graph for Normal and Abnormal
result from 5 datasets of colour feature original iris size image are shown in Fig. 8.

For histogram experiment, the value of red count pixel is analysed. By training
abnormal and normal Warsaw, the histogram count pixel shown for original and
resize image to differentiate the value, making the analysis smooth while classifying
between two condition sizes.As a result, abnormal original are greater than 1,200,000
pixel. Besides, the experiment also get for normal original size which is less than
1,200,000 pixel (see Figs. 9 and 10).
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Fig. 6 Sample for abnormal from Warsaw datasets

Fig. 7 Sample for normal from Warsaw datasets

5 Conclusion

This paper presents a Rubeosis Iridis detection method beginning from segmentation
of iris image onWarsaw datasets, feature extraction and then classification. For clin-
ical feature analysis, enhancement is essential for extraction of deep layer features.
For feature extraction, the database of iris image enhancement method is applied on
this project. The approach used is to prevent the user from contracting critical dia-
betes. This approach will be useful in the diagnosis field which is faster, user friendly
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and less time consuming. As a conclusion, this method is able to perform early diag-
nose for Rubeosis Iridis from the database that has already been captured. Further
system or application to assist the ophthalmologist will be developed in real-time.
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Abstract In this chapter, an application for Android WiFi Direct multi-hop com-
munications with log-file generation and cloud-based back-up have been proposed.
WiFi Direct technology is used to peer-to-peer files transfer between neighboring
devices without going through any access point. Distributed file systems for the cloud
is a system that enables users to have access to the same data or file remotely (any-
time any-where). The proposed custom WiFi Direct based Cognitive Radio (CR)
application is able to create an ad-hoc network for multi-hop file transfer wirelessly
using WiFi between two or more devices. Besides, to customize the channel accord-
ing to the user demand, CR technique is used. An application (App) is developed
and used in mobile devices (smart phones, note book, etc.) in a testbed to verify the
system performances. This App detects and saves all the network activities informa-
tion (in terms of log file) to keep track of the user activity and connection details in
the network. The generated log files are stored in the cloud for further processing
and security purpose. The performance of WiFi Direct based CR discovery service,
channel detection, log file generation, multi-hop communication and WiFi Direct
applications were successfully tested intensively with ~93% efficiency. Based on
experimental data, an empirical model for multi-hop communication is proposed
and validated. This shows, multi-hop file transfer and cloud back-up of log-files are
possible through neighbor nodes with WiFi direct connection for at least one node
in a network. This can be helpful for data safety, recovery and connection status
monitoring/analysis for possible intrusion detection.
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1 Introduction

Ad-hoc network based communication is getting popular day by day all over the
world. WiFi directs is a very interesting feature for Android based Smartphones.
Android is chosen as the platform because in the past few years it has become
the market leader for smart phones. By the fourth quarter of year 2013, Android
accounted for 77.83% and ahead of iOS with just 17.8% and Symbian with only
0.71% of global smart phones shipments [1].

Cognitive Radio Network (CRN) is developed to increase the spectrum efficiency,
sharing the available channels with the needs of the devices at any moment in oppor-
tunistic manner. Cognitive Radio (CR) is a technology that allows an unlicensed
user (secondary user) to use the spectrum that is already allocated to licensed users
(primary user) [2]. Through this process the secondary users can use the spectrum
while primary users are idle (not using it). It is used to solve the spectrum shortage
problem due to the inflexible spectrum allocation. Spectrum sensing refers to as cog-
nitive radio users. The focus of spectrum sensing is to detect unused spectrum that
already been allocated to the primary users for the usage of secondary user without
causing any interference to primary users. This is also to provide more spectrum
access opportunities to cognitive users [3]. To customize the WiFi channel for sec-
ondary users as per user demand in this chapter CRN is considered to integrate with
WiFi direct [4–23].

WiFi Direct, formerly known asWiFi Peer-to-Peer (P2P), is a standard that allows
WiFi to connect easilywith each otherwithout the need for awireless access point and
communicate at the speed of a typicalWiFi network.WiFi Direct device connections
can happen anywhere, even when there is no access to a WiFi network. WiFi Direct
devices are able to transmit a signal to other devices in a specific area. The process
of connecting devices is much simpler than trying to use current tethering or Ad-hoc
networking devices (laptops and smartphones). Basically WiFi direct technology
uses channel numbers 1, 6 and 11 for its communication due to their independent
and non-overlapping nature [4].

The implementation ofAd-hoc network features onAndroid device involvesmany
issues that need to be investigated and settled.Multi-hop operation is usually required
in situations where one or more intermediate nodes exist along the path (of a source–
destination communication pair) that receive and forward packets via wireless links.
Neighbor nodes can directly communicate with each other, while nodes that are not
directly connected to Internet, use the intermediate neighbor nodes to forward the data
to the destination. The appropriate routing protocol, Optimum Link State Routing
(OLSR) was proposed by [10] for CR based Mobile Ad-hoc Networks data routing.
It focused on direct routing in a testbed (with three devices), without considering
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multi-hop peer-to-peer communication in a comprehensive environment. Hence, tak-
ing the advantage of CR detection [3, 4] and OLSR [10], focus of this chapter is to
come out a comprehensive algorithm and to implement it in a fullWiFi based CR net-
work scenario (testbed) that can support peer-to-peer multi-hop file transfer without
directWiFi connection besides CR channel detection and communication. It can also
support the dynamic topology change ofMobileAndroid devices, and cloud synchro-
nization with data (log-file, etc.,) back-up in cloud. Besides, extensive experiments
were conducted to establish an empirical model.

2 The System Model

The whole development procedure is divided into four phases as follows. After rout-
ing protocol, the android application designed and created to cater the requirements
for practical testing, which, mainly focuses on Cognitive Radio (CR), WiFi Direct
discovery service, and cloud backup service.

2.1 Routing Protocol Selection

The suitable routing protocol is needed to be identified that can be used with WiFi
Direct. The pros and cons of some related routing protocols is shown in [10]. Similar
to [10], to ensure optimum routing path and less energy consumption, OLSR is best
suited for this research involving ad-hoc CR network with mobile devices. OLSR is
also suitable to implement in most of the android based mobile devices for wireless
communications.

2.2 Cognitive Radio Network (CRN) Activity Implementation

Java-eclipse programs with Graphical User Interface (GUI) are developed to support
Cognitive Radio (CR) network activities. The program has two parts: (i) The first part
is to sense the Primary User (PU) channel/spectrum using the cooperative method
in a similar fashion as in [3, 4], so that the Secondary User (SU) can use it. (ii) The
second part is for SUs to monitor PU’s activity while using their channel/spectrum.
This is to make sure, there is no interference to PUs caused by SUs. In case any PU
becomes active andwants back the channel/spectrum for their use, SUhas to release it
instantly. Simultaneously, the SU can switch to another PU’s channel/spectrum from
the available pool of idle channels/spectrums incase of an ongoing communication.
This process can be continued for the benefit of both secondary and primary users
and to mitigate the channel/spectrum saturation problem (shown in Fig. 1).
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Fig. 1 The workflow of the
CR-WiFi direct system
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2.3 WiFi Direct Based Multi-hop Data Transfer and Cloud
Synchronization

An android system application is developed for WiFi Direct based multi-hop-data
transfer to cloud, along with cloud synchronization, and to interface with CR activi-
ties. This application is developed using Android version 4.0 to make it compatible
withWiFiDirect technology. Figure 1 shows the proposed self-explanatoryworkflow
of the proposed CR-WiFi Direct system.

2.4 System Implementation

We considered 5 stationary access points (APs) as PUs, who are fixed at specific
location in a 200-m× 200-m area. The considered 10 SUs are free to move randomly
within the area (or out of area) as per need. The PUs’ have 13 specified 2.4 GHz
dedicated channels for their use, which are non-overlapped to avoid inter-channel
interference. The Android-based 8 smartphones and 2 tablets are considered as SUs.
APs are located at various distances from the SUs with multiple hops.

For experiments, we assumed noise floor between −45 and −100 dBm, which
includes a variation from sunny weather to harsh weather (rain with thunderstorm),
which is similar to works done in [3, 4, 10]. The overall system scenario for multi-
hop file transfer was adopted from [10] along with its specifications. The practical
experiments were conducted in an indoor (lab building) and outdoor (open play-
ground) environment alternately. All the SU devices were equipped with developed
application platform along with GUI and executed in a CR-WiFi Direct environment
(similar to [3, 4]). Then the performances were investigated to validate the overall
network/system functionality.

3 Performance Analysis

The performance parameters were measured in the WiFi Direct and Bluetooth based
CR network in terms of 10 ‘Trials’ repeatedly for a particular application in an
experimental set-up. The experiments were repeated 10 times at three different time
instant (Clear/sunny morning, Cloudy noon, and Clear evening) on three different
days, then saved the performance accuracy accordingly. The average performances
were calculated and plotted to compare the results. TheGUI of successfully uploaded
Apps in SU devices for CR system implementation can be seen in Figs. 2, 3, 4, 5.
Figure 2 shows the main GUI of WiFi Direct and Bluetooth based CR network.
Here, the channels of WiFi Direct and Bluetooth are used as PU and SU channels
for CR activities. Figure 4 shows CR network with successful channel detection for
SU’s use. The initiation of communication among devices, and generated log files
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Fig. 2 Main GUI of CR-WiFi application

(a) WiFi detection. (b) Bluetooth detection. 

Fig. 3 Main GUI of CR-WiFi application

in SD cards of corresponding devices are shown in Fig. 4. “WiFi.txt” file contains
all information about Bluetooth and WiFi scanned device as shown in Fig. 4a.

WiFi Direct discovery is linked with the CR function and based on WiFi Direct
Service. CR function is used for detection of the available channel and data transmis-
sion for SUs through either WiFi Direct or Bluetooth channels. It scans all available
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(a) Discovery summary with log file. (b) WiFi neighbor discovered.  

Fig. 4 CR-WiFi communication details

(a) LogFile contents. (b) Log File saved in cloud. 

Fig. 5 Layout for LogFile and upload to cloud
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neighbor devices, find the channel with strongest signal strength, communicate with
the required device, save the log file in device’s sd-card initially, and then transfer
log files through neighbours (as multi-hop file transfer) to cloud. The discovered
nearby/neighboring devices are shown in GUI in Fig. 4b. The reason for generat-
ing communication log file and save to in cloud is to keep track of the connection
details and network activities among devices. This is also to retrieve information of
the third-party device in case of security breaches occur and to keep the network
secured. Dropbox and Gdrive are used for this application as cloud. Wifi.txt is the
detection log file that contains available channel information and LogFile.txt is com-
munication log file for WiFi Direct communication information to keep track of the
connection detail of the connected/active devices as shown in Fig. 5.

Figure 6 shows the tested services detail (14 services/functions) for all 10 con-
secutive trials in three practical experimental CR-WIFI network set-up. The average
success rate is determined by the number of successful tests over total number of tests
conducted for a service. The performance is low for detection-log-file and discovery
service due to harsh weather during that time.

Each service was tested in terms of 10 trials for a test set-up, with 10 times
repetition results, a total number of 100 tests for a service type (with 10 trials and 10
times repetition). Finally, for 14 services, total 1400 testswere conducted to verify the
system efficiency. The average performance is around 90%, bit low at the beginning
due to initial synchronization and connection set-up.

Based on experimental data in Fig. 6 in terms of ‘correlation among trials’,
‘services’ and ‘success rate/efficiency’ an empirical model is formed as shown in
Eq. (1).

Fig. 6 The tested services and their average successes
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y = 10.765 ln(x) + 71.2 (1)

Here, y is average success rate and x is the service-type, graphical representation
is shown in terms of the dotted line in Fig. 6. For example, x= 1 for WiFi Bluetooth
connections, x = 2 for connected WiFi devices, and so on. To verify the equation, if
we consider, x = 3 (means listed WiFi devices), Eq. (1) gives, y = 83.026%, which
is exactly the same average value as shown by the dotted curve in Fig. 6.

The average system efficiency per experiment [outdoor cloudy day experiment
(1400 experiments)] and the average overall efficiency for all experiments (1400 ×
3 = 42,000) are shown in Fig. 7. The average values per trial per experiment varies
from79.8 to 100%,whereas, the overall (average of all trials and applications) system
efficiency is around 93% demonstrating the workability of the practical WiFi based
CR network.

Figure 8 shows the efficiency percentage ofmulti-hop communications and cloud-
backup service via active android smartphones in terms of multi-hop data transfer
through the active neighboring devices in the service area. This is average perfor-
mance for 10 number of trials with 10 repetitions done in 3 different days, i.e., total
300 tests conducted on android phone to check the efficiency of these systems. Most
of the tests were successful, the average efficiency for multi-hop file transfer and
cloud back-up are around 95% and 96% respectively. The efficiencies are lower at
the beginning and at trial Number 8 due to initial set-up and hoarse weather condi-
tions respectively. In comparison with [10], the cloud back-up efficiency is enhanced
at least 4% due to our enhanced algorithm for the whole scenario.

Fig. 7 Average percentage of successful detection and communication
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Fig. 8 Percentage of successful multi-hop file transfer and cloud backup

4 Conclusion and Future Works

An ad-hoc based enhanced CR network test-bed was developed with successful
implementation of multi-hop-file transfer and cloud back-up using Android smart-
phones. A simple Android application platformwith GUI was created to run on these
devices in the network.

Log files that contain necessary networking information about connected devices
were generated and savedSDcard initially, then in cloud throughmulti-hop-file trans-
fer and communication successfully. This could be useful for networkmonitoring and
to identify the attacker (third-party/middle-man) in case of security breaches occur,
where any third-party device tries to tap data while a communication/data-transfer
in progress. This is convenient within an organization, such as, government/private
offices and/or universities where all the users are usually connected to a common
access point or router that connects the organization to outer world.

Future work is to upgrade the application detection of Bluetooth devices andWiFi
devices automatically, then to save the log files in cloud autonomously through any
connected (with Internet) device in a heterogeneous peer network. Also to test the
test-bed network using 4G/5G on top of WiFi and Bluetooth.
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The Multifocus Images Fusion Based
on a Generative Gradient Map

Ismail and Kamarul Hawari Bin Ghazali

Abstract The limitation of camera lens is inability to make focus region for whole
scene in one shot image. The camera creates one focus object for one image. It is
needed several images to get many focus objects of the scene. It makes difficult to
read many focus objects from several images. Multifocus image fusion is a process
of combiningmany focus objects from several images into one image. This operation
gives easier way to read focus information from many images clearer. It commonly
needed in medical examination, robotics and bioinformatics fields. The clearness
information enables machine, computer and human understand the image better and
prevents any mistake. In an image, the clear object is only located in focus region. In
order to generate all objects in focus region, the multi focus images will be fused into
fused image. The methods generally use complicated mathematic equation and hard
algorithm. In addition to handle the problem, we design a simple way and have accu-
rate output. Our method is the multifocus image fusion based on generative gradient
map. By generative gradient map, it quickly determines the initial prediction of focus
region precisely. The Generative gradient map is the external information, generated
from gradient of blurred random number image. This procedure substitutes compli-
cated mathematical equations or hard algorithm sequence implementation. Finally,
our algorithm able to produces a fused image with high quality. The assessment of
our method is according to Mutual Information and Structure Similarity parameter.

Keywords Multifocus image fusion · Generative gradient map · Simple method
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1 Introduction

The application of camera as censor device is ubiquitous nowadays, it is applied
in many fields such as in robotics, medical equipment, remote sensing and so on.
The need of clear and rich data of output image is a must. This clearness helps the
machine or computer even human able to understand the data. Since, every parts of
image give valuable information to the user, so the image should show very detail,
clear and sharp of objects inside.

This condition is a bit problem for the general camera. The camera has inability
to capture all objects of scene in focus in one shot or in an image. Furthermore, the
collection of detail information of the scene needs many images with different focus
of each image. These multifocus images are not efficient to read. The researchers
have developed the methods to fuse multifocus images into one image that contain
all objects in the scene showing in focus.

The fused image is a kind of process in image processing that collecting all most
important information from multifocus images sequence and place them into one
image [1]. The multifocus image fusion operation that has developed so far reached
advancementwith the variousmethods available nowadays. In general, thesemethods
can be classified based on spatial domain and temporal domain fusion [2]. The spatial
domain fusion is images fuse directly into fused image, such as the method segments
image to compose an image fusion [3], the selection of distance pixel or variance
is optimized with Genetic Algorithm to make a decision mode [4]. Other method is
segmenting the images into several blocks, then each block from every input image is
selected through iteratively comparing edge value of regions. The higher is selected to
form a fused image [5]. The other method uses mean shift algorithm to determine the
focus regions [6]. The other method, using saliency to determine the focus region [7].
Then, to achieve the better output, the fused image is generated from content based
blurring region with adaptive threshold [8] and so forth. Secondly, the transform
domain fusion method, it converts image data into transform coefficients. These
coefficients combined together to generate fused image. This method applied with
multi-scale wavelet technique [9]. Then, to increase the accuracy, the method selects
thewavelet coefficientwith consistency verification [10]. Tomaintain the consistency
verification stronger, the other method uses Fuzzy Logic [11]. The other method
solves the texture selection and block effect problems through generating hybrid
spatial based model via Fast Discrete Curvelet Transform (FDCT) [12]. Finally, the
use of wavelet to decompose focus images into high and low frequencies, then a deep
CNN uses to make the model of mapping [13], and so on.

The above mentioned methods work perfectly through employ the complicated
mathematical equations or hard algorithm procedures. They are used to process
multifocus images data. These tough fashions deliver high cost to process.

Our proposed method is multifocus images fusion based on generative gradient
map. The method not only uses important images information but also equipped
with external information. The aim of our method is to practice the multifocus image
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fusion procedure with a simple and accurate way. This procedure will avoid the use
of complicated mathematical equations or hard algorithms.

The method provides the high ability to predict an accurate initial dense map. Fur-
thermore, this method is robust to appearance clear of noise and unrelated objects.
The accuracy dense map that has sharp and compact boundary shows the high accu-
racy of the previous procedures. The generating of precise dense map only needs a
simple morphological filtering. The result presents that the fused image is very clear
and fully strong with details.

We give assessment according to objective point of view. We measure the mutual
information between input images and fused image. Then we also measure structure
similarity also between input images and fused image. Our method is also robust
to dynamic scene condition. The existence of generative gradient map makes our
new algorithm look different with the previous methods. Our method structure is
more ordinary than in segmentation based [3, 4] and less mathematically compare
to previous method [12, 13].

2 Methodology

The multifocus image fusion is a kind of method in image processing to select the
interesting information from multifocus images and place the required information
in a fused image. The selecting information is read by many kinds of equipment such
as machines, computers and human in order to understand what information inside
the fused image. The accuracy of the fused image influences the understanding of
the machines or computers. So, it is very important to keep the required information
of input images during transfer into fused image. The algorithm should be able to
maintain the required data of input images as the processing generates fused image.

Our algorithm takes the input images to build prediction of focus region. The pre-
diction is helped by a generative gradient map. This completeness map assists algo-
rithm to lessen frequency of using processing data of input images. The generative
gradient map aids to predict initial dense map through gradient subtraction opera-
tion. Gradient subtraction operation involves gradient of input images and generative
gradient map.

The generative gradient map has ability to absorb the poor gradient and leave the
high gradient map. By this way, algorithm tries to keep the important information
from the sources to the next stage of procedures. The high gradient map as an initial
dense map used to generate dense map through morphological filter operation. Since
the initial dense map is less of noise and unrelated object, the morphological filter
operation is quite enough to build dense map.

The purposes of using morphological filtering are to create the connecting region
among disconnected related object and to diminish the emerging of unrelated parts
objects.

The dense map produced through morphological filter is then softened to adopt
focus region image of camera lens. This goal achieved by using guided image filter.
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The softened dense map optimizes the weight of dense map. The last section of the
method is the procedure to compound the fused image from softened dense map and
input images.

2.1 Multifocus Images Fusion

The multifocus images are a very important part in composing multifocus image
fusion. The pair or sequence of focus images are obtained through the camera image.
The focus image shows the object sets in focus appearance, the other region become
blurry as shown in Fig. 1 (top left). The blurred image shows when the object set to
blurred appearance and the background become focus as shown in Fig. 1 (top right).
This sequence of focus images is as multifocus images in our experiments.

The focus image is the image part which is compounded by the almost converged
the light from object as much as possible. Otherwise, blurred image is the image
part that formed by non- converged light from the object. The camera lens does not
produce focus image region to whole image parts. Some of the parts are in out of
focus image [1].

Multifocus image fusion is an imagewith consist of many focus parts. To generate
this image, the two or more images as inputs are extracted the focus parts and fuse
them together to become one all focused image [see Fig. 1 (bottom)]. The format of
the image can be in jpg, png and so on. I apply a pair of focus images in jpg format.
The focus parts are on front part and at the rear part of the images.

Fig. 1 The method generates focus image (experiment 1): a the focus region is on the front part of
image, b the focus region is on the rear part of image, c the all in focus image
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Fig. 2 Schematic diagram of proposed method

2.2 Multifocus Images Fusion with Generative Gradient Map

Multifocus image fusion is a process that combines every parts of required infor-
mation of the image sequence into one focus information image (see Fig. 1
bottom).

The Multifocus images fusion based on generative gradient map is the fusion
process helped by a generative gradient map. It started with the creation of random
number matrix,M as big as images size. It is uniformly distributed random numbers.
The range of random numbers is between 0 and 1 or randomness [14]. Then this
matrix is transformed to image form, Ir (see Fig. 3a). The random number image, Ir

then is smoothed by Gaussian filter (see Eq. 1) as in [15]. The process creates blurred
random number image, Jbr. The generative gradient map, Ggg is gradient of blurred
random numbers image (see Eq. 2). Where, Gσ is Gaussian filter, σ is variance, W
is kernel filter domain, s is central pixel of kernel, t is pixel at input image, Ir.

J br
s =

∑

s∈W
Gσ (‖s − t‖)I rt (1)

Ggg(x, y) = ∇ Jrb(x, y) (2)

Gk,l(x, y) = ∇ I k,l(x, y) (3)
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Fig. 3 The generative gradient map: a random number image, b blurred random number image,
c generative gradient map

On the other side, through the input images, Ik and Il . We also build gradient
image, Gk and Gl of the input images (see Eq. 3).

The initial dense map, Ginit is generated by subtracting gradient operation. The
operation subtracts gradient input images,Gk,l with the generative gradient,Ggg. The
process is as following equation:

Ginit k,l = Gk,l−Ggg, (4)

To avoid negative pixels, we normalized as follow:

Ginitk,l =
{
0, Ginitk,l ≤ 0
1 Otherwise

(5)

The morphology filtering aim is to generate the dense map,Gsh from initial dense
map.Morphological filtering consists of integrating the unconnected parts operation,
IUP and small objects removing operation, SOR. They form a perfect dense region
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shapes. It follows the equation below:

Gshk,l = IUP
((
Gintk,l

)
, sw

)
(6)

This operation enlarges the objects and unifies the neighbor parts. This operation
is using of sliding window, sw. It compares large size of object region betweenGinit k

and Ginit l . Process selects the larger object region to be kept as a dense map. The
larger object marked by less zero in the sliding window. Then the normalization
performs to these maps to maintain the value in the range.

Secondly, the small object removing operation, SOR operation cleans the noise
and useless objects. The operation as following formulation:

Gsh k,l = SOR
((
Gint k,l

)
, sw

)
(7)

The result shows the initial dense maps is accurate to estimate the densemap. This
dense map with sharp edge is a focus region image. In order to soften the boundaries
as camera has, the guided image filter, GF with window radius, r1 and regularized
parameter, ε1 helps to solve the problem. It can build soften dense map image, Gsoft.
The process as the following equation:

Gsof t k = GFr1,ε1
(
Gsh k, I k

)
(8)

Lastly, the multifocus image fusion, Ifused is synthesized through the following
equation:

Ifused = I k .Gsof t k + I l
(
1 − Gsof t k

)
(9)

The schematic diagram of the processes is as (see in Fig. 2).

2.3 The Generative Gradient Map

The generative gradient map is a gradient map that generated from a blurred random
numbers image with the size as same as the input images (see Fig. 3).

The purpose of this image is to perform the gradient subtraction. The gradient sub-
traction operation delivers a way to shorten technique to gain residual gradient. The
residual gradient contains the initial approximation of focus region of the multifocus
images.
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2.4 Morphology Filtering

Mathematical Morphology is a kind of methodology based on object formation gen-
erally used for identifying object boundary accurately [16]. It can make a simplifi-
cation operation based on formation in image data. It makes connection the related
and removes the unrelated parts [16].

Dilation

The dilation operator is concerning with the pixel formation modification. In the
image processing, the pixel formation modification is implemented in the binary (0,
1) or gray scale (0–1) image. The operation of pixel formation is in the binary level
image [16]. The dilation operation is a builds addition dimension of pixel forms. It
works to merge two pixel formations using vector addition of each element. X and
Y are pixel formation. The dilation of X and Y symbolized as X ⊕ Y [19]. x ε X is
x subset X. And formulated by

(X ⊕ Y )X = ∪x∈X Xy (10)

Xy is a translation of X by y. Since dilation is an operation of pixel formation
modification, and it performs a lowest level image, this operation generally used to
modify the shape structure image. It can be used to smooth, segment image and so
on.

Erosion

Erosion process works at pixel level image, in binary or gray image. It does as a
decrement operation. If X and Y is the erosion operation X by Y symbolized as X
� Y [14]. y ε Y is y subset Y. X−y is translation erosion X by y. Mathematically, it
formulated by following equation:

(X � Y ) = ∩y∈Y X−y (11)

The erosion operation presents the discrepancy between two pixels form modifi-
cation.

Opening Operation

The opening operation is combination operation between erosion and dilation.
This operation works starting with erosion and follow by dilation operation.
Mathematically formulated as follow:

X © Y = (X � Y ) ⊕ Y (12)

where X is an image, Y is structuring element. This equation gives smoothing,
breaking uncorrelated and removing small objects. And, it also sharpens the binary
image.
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Closing Operation

The closing operation of image or pixel form X by the structuring element Y, it
symbolized as X · Y. The closing operation presented as following equation:

(X · Y ) = (X ⊕ Y) � Y (13)

The characteristic of closing operation, mainly are removing the small holes and
filling the gaps among part pixel form.

2.5 Guided Image Filter

Guided image filter is a linear translation-variant filter that wraps together a guidance
image R, filter input t and an output image S. The filtering process according to the
following equation,

Si =
∑

j

Ki j (R)t j (14)

The filtering output at pixel is according to Eq. 14. There i and j are pixel indexes.
K ij is a window kernel as a function of guidance image and independent image. The
characteristic of this filter is linear with respect to t [17].

3 Test and Results

For testing the method, we do some experiments. The experiment 1, the transformer,
it gives the fused image as see in Fig. 1. We measure the mutual information, MI PQ

f
of fused image and input images [18]. The P and Q are input images, fused image
is f and I(f, P) and I(f, Q) are mutual information between fused image, f and input
images P and Q. H(f ), H(P) and H(Q) are the entropy of the f, P, Q respectively.

The assessment as follow:

MI PQ
f =

[
I ( f, P)

H( f ) + H(P)
+ I ( f, Q)

H( f ) + H(Q)

]
(15)

We get the values as show in column 3 of Table 1. To amplify the result, we
also measure structure similarity, SSIM(P, Q) between reference image, P and fused
image, Q [19]. The assessment equation:

SSI M(P, Q) =
(
2μPμQ + C1

)(
2σPQ + C2

)
(
μ2

P + μ2
Q + C1

)(
σ 2
P + σ 2

Q + C2
) (16)
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Table 1 The objective
measurement values of
experiments

No. Experiment Mutual information SSIM

1 Experiment 1 0.7719 0.7723

2 Experiment 2 0.7724 0.9231

3 Experiment 3
(dynamic scene)

0.7546 0.7664

4 Experiment 4 0.8490 0.6567

5 Experiment 5 0.7218 0.8643

C1 = (K1L)2,C2 = (K2L)2, L is dynamic range (255). K1 = 0.01, K2 = 0.03.
The value 1 means two images are identical image. It showed in column 4 of Table 1.
Here, we apply 5 datasets to complete testing our method. The result shows as see
in the Table 1.

In the experiment 2, the input images are as in Fig. 4 (top left), the output is as
see in Fig. 9a and Table 1. The SSIM value is high. The structural reference image
and fused image are almost identical twins.

In the experiment 3, as shown in Fig. 4 (top right), we use image with dynamic
scene condition, and the result as shown in Fig. 7b.We test our method with dynamic
scene in order knowing the robustness of the method. The assessment quality is in
Table 1.

The experiment 4, as shown in Fig. 4 (bottom). We also present the initial dense
map (see Fig. 6a), sharp dense map (see Fig. 6b) and optimized dense map (see
Fig. 6c). The boundaries among all maps provide similar shape. The fused image is as
shown in Fig. 7c. They show that the generative gradientmap is able to diminish noise
and unrelated objects. The mutual information value is high. The miss information
as processing is not significant. The experiment 5, the input images are shown in

Fig. 4 Input images: experiment 2 (top left); experiment 3 (top right); experiment 4 (bottom)
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Fig. 5 Input images of experiment 5

Fig. 6 The dense map of experiment 4: a initial dense map, b dense map, c optimized dense map

Fig. 7 Fused images: a experiment 2, b experiment 3, d experiment 4, e experiment 5

Fig. 5, the result shows in Fig. 7d gives mutual information and SSIM are quite high.
The process gives the acceptable result, fused image.

The most important is our new method success to substitute complicated mathe-
matical equation and hard algorithm procedures in multifocus image fusion topics.
The simple algorithmand acceptable result demonstrate the robustness of themethod.
Furthermore, we also demonstrate the ability of generative gradient map to handle
dynamic scene situation and produces the acceptable result too. These contributes
are evident that the new method is reliable.
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4 Conclusions and Future Work

The settlement of the multifocus image fusion with a new method has already com-
pleted. The generative gradient map is able to substitute mathematical equation
works. It gives acceptable quality. This method can be implemented in many fields.

The use of generative gradient map enhances resource methods to handle image
fusion problem. The utilization of external information to support internal data gives
a big impact to image processing fields.

The method obtains escalation of output quality. This is the power of our research
actually and we can minimize the use of complicate mathematical equation and hard
algorithm.
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1 Introduction

Extracting knowledge from a large number of data has an impact on decision mak-
ing and it has become an important component in many sectors. Educational data
mining is such an emerging area through which student’s learning process, learning
characteristics and academic performance can be evaluated. Educational institutions
like schools, colleges and universities can use their large amount of unique data
to predict the performance of their students and explore the data to better under-
stand the learning environment. In this research, concentration been given on feature
selection techniques because it is an essential part of determining what influences
the performance of a data mining model. The main goal of using feature selection
for this research is to find the factors of a university which have much influence
on student performance. Result of feature selection shows that university admission
policy, admission procedure, sincerity and commitment, laboratories facilities, inter-
net speed, gymnasium facilities etc. along with student result have more influence
in student CGPA. After identifying all those attribute predict student performance
using four different algorithms, KNN, NB, DT and ANN. The performance shows
that the prediction accuracy increase as the number of prediction class decrease.

This paper is organized as follows. Section 1 provides an overview on the back-
ground of the study with problem statement and motivation. Followed by literature
review and novelty of this research in Sect. 2, the experimental results in Sect. 3, the
findings based on the experimental result in Sect. 4, and finally, the conclusion with
future directions in Sect. 5.

2 Literature Review

In recent times, data mining gaining more and more popularity of the educational
research field because of its potentials to educational institutes. Data mining can be
used in the educational field to enhance our understanding of learning process to focus
on identifying, extracting and evaluating variables related to the learning process of
students as described by El-Halees [1]. Mining in the educational environment is
called Educational Data Mining.

Pandey and Pal [2] conducted a study on the student performance by selecting
600 students data from different colleges of Dr. R.M.L. Awadh University, Faiz-
abad, India. Employing Bayes Classification on category, language and background
qualification, it was investigated whether newcomer students will performer or not.

Hijazi and Naqvi [3] conducted a study on the student performance by selecting a
sample of 300 students (225 males, 75 females) from a group of colleges affiliated to
Punjab university of Pakistan. The hypothesis that was stated as “Student’s attitude
towards attendance in class, hours spent in study on daily basis after college, stu-
dent’s family income, student’smother’s age andmother’s education are significantly
related with student performance” was farmed. By means of simple linear regression
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analysis, it was found that the factors like mother’s education and student’s family
income were highly correlated with the student academic performance.

Baradwaj and Pal [4] collected data like attendance, class test, seminar and
assignments marks from university student’s previous database and predicted the
performance at the end of the semester.

Al-Radaideh et al. [5] applied a decision tree model to predict the final grade of
students who studied the C++ course. He used three different classification methods
namely ID3, C4.5, and the Naive Bayes. After calculation, the results indicated that
the Decision Tree model had better prediction than other models.

Ben-Zadok [6] used student’s data to conduct a case studywhich analyzes students
learning behavior to predict the results and towarn students at risk before final exams.

Bhardwaj and Pal [7] selected 300 students based on their academic performance
from 5 different degree colleges who were undertaking the Bachelor of Computer
Application course. By using the classification method, the result indicated that the
factors like student’s grade in the senior secondary exam, living location, themedium
of teaching, mother’s qualification, student’s other habit, annual family income, and
student’s family status were highly correlated with students’ academic performance.

Yassein et al. [8] proposed a pattern to predict students’ performance. The research
was conducted in two parts, firstly they investigated the factors that are related to
course success rate, and the second one to determine predictors based on students
performance. Both classification and clustering techniques were used to find the
factors that affect students’ performance.

Asif et al. [9] proposed a case study based on predicting student academic perfor-
mance. By using different classifiers, data were extracted from 347 undergraduate
students. Artificial neural networks, decision trees, k-nearest neighbor, naive Bayes,
rule induction classification techniques were used in this study. The study showed
the possibility of predicting fourth-year graduation performance with pre-university
marks, along with university Year 1 and Year 2 marks. The accuracy on analyzing
the datasets was satisfactory.

Nghe et al. [10] predicted academic performance considering the data from two
different universities. First, they collected undergraduate students data fromCan Tho
University (CTU), Vietnam to predict GPA by using the student’s record (faculty,
English skill, age, gender, family, job, religion etc.) and 2nd year GPA. As the sec-
ond step, they considered master’s students’ data from Asian Institute of Technology
(AIT) by using students’ admission information (like entry GPA, English proficiency
marital status, academic institute, TOFEL score, income age, etc.). Then, they pre-
dicted the GPA of students at the end of first year of the masters’ program. Decision
tree and Bayesian networks were used in this study and their accuracies were com-
pared. The accuracies were as follows: 73/71% for {fail, fair, good, very good},
84/67% for {fail, good and very good} and 94/93% for {fail, pass} at the CTU/AIT
respectively. The prediction of accuracy for 2 classes was much higher than that of
3 or 4 classes. They obtained higher accuracies using the decision tree classifier.

Díaz [11] collected data from 1178 secondary school children in Almeria City
(Spain). An adaption of the TAMAI questionnaire and a measurement of school
failurewere used. The results of this survey showed that the variables such as parents’
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academic level, gender, motivation, relationships between peers, and others have a
direct influence on the school children performance.

Shahiri et al. [12] predicted students’ performance using data mining. They
focused on how the prediction algorithm can be used to identify the most important
attributes in a student’s data.

Asif et al. [13] predicted students’ academic achievement at the end of a four-year
study program and identified the low and high achieving students, which could result
in timely warning to support a low achieving students.

Fok et al. [14] predicted model for students’ future development by using deep
learning and tensor flow artificial intelligence engine.

These works show that it is possible to predict student performance based on one
background qualification, attendance, class test result, assignments mark, English
skill, age, gender, family status, religion, marital status, attitude toward class, daily
hours spent on study, family income, mother qualification, mother age, living loca-
tion, living cost of student etc. The researcher also predicts one’s performance using
a certain subject one studied. Most of the case analyzer use classification and clus-
tering technique where in few case they tried to find factors that are related to course.
Nowadays more data are generated by the university while they take a review from
the student. Where comes a question, is it possible to predict one performance using
students review and other available data?

3 Methodology

This section of the paper describe how data been collected and analysis of the
student academic performance is done. Firstly, Null data reduced from row data,
after that label encoding applied on dataset, thereafter three feature selection algo-
rithm Chi square, Euclidian distance, Correlation been implemented on dataset then
result of all three-feature selection algorithm result been combined and after that
four-classification algorithm implemented on combined result of feature selection.
Different task that have been done throughout this research is described here.

3.1 Data Collection

Precise data collection is fundamental to keeping up the trustworthiness of research,
settling on educated business choices and guaranteeing quality affirmation. Data col-
lection methods can be divided into two categories: secondary and primary methods
of data collection. We used here both categories. Firstly, in secondary data collection
methods, for the research purpose, the dataset gathered fromweb source named “Kag-
gle” (Student Survey, University level student survey for academic quality enhance-
ment, 2017) [15]. We downloaded the dataset concentrated the survey analysis on
the students’ quality enhancement. We named the dataset as Student Survey (SS).
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This dataset was collected by a survey conducted by Google forms for a Bangladeshi
Universities in order to examine their current academic situation and their improve-
ment. This Survey was part of the Institutional Quality Assurance Program, initiated
by the University Grant Commission, Bangladesh and funded by the World Bank.
After collecting data, we calculated the average CGPA for each student. Which are
then used for data processing and further evaluation as shown in Fig. 1.

Fig. 1 Proposed data processing model
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Fig. 2 Algorithm for
removing null data from
dataset

3.2 Null Data Reduction

In the SS database, there are some common properties such as incomplete, noisy and
inconsistent data. There are various fields that have no recorded data for a number of
rows, then the null values are removed through calculating the average of the column
and putting the average value on null field. This method is not efficient when the
percentage of missing values are increased. The algorithm for removing null data
from dataset is shown in Fig. 2.

3.3 Label Encoding

In this research, the preparation data is named by words for mapping. To change over
word names into numbers, a name encoder can be used. The name encoding refers to
the manner toward changing the word names into the numerical frame. The coding
label of categorical value, there is a function encloses in panda library to code the
data and reverse the encoded values. The algorithm for label encoding is shown in
Fig. 3.

Fig. 3 Algorithm for label encoding
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3.4 Feature Selection

Chi Square. The Chi-Square test of freedom is utilized to decide whether there is
a significant connection between two categorical variables. The recurrence of every
classification for one ostensible variable is determined over the classifications of the
second ostensible variable. From the definition of chi-square, we can easily deduce
the utility of chi-square approach in feature selection using Eq. (1) [16].

X2 =
∑ (O − E)2

E
(1)

where O is our observed attribute like student SGPA, gender, curriculumPressure,
assessmentMeetsObjectives etc. AndE is the Expected valuewhich is Student CGPA.

Chi Square with null hypothesis found out 39 important attributes along with
different SGPA which are studentType, curriculumPressure, coursesCurriculumAr-
ranged,modernDevicesUsed,admissionPolicy etc. These attribute are very important
features of the dataset.

Euclidean Distance. Euclidean distance is usually used to examine the core of
the square difference within a pair of features/objects. For each feature, its Euclidean
distance from all other features can be calculate using Eq. (2) [16].

(x, y) = {
∑

i(Xi − Yi )
2}

1
2

(2)

The output results show Euclidean distances of 39 important attributes (selected
through Chi Square) for different SGPA from internetSpeed, indoorAndOutdoor,
medicalFacilities have less distance. Hence, there are 39 attributes with the lowest
distance selected for further evaluation.

Correlation. Correlation algorithm finds the correlation between input attributes
and output attributes. On our dataset libraryMaterials, resultAssessment, classroom-
Facilities, internetSpeed, indoorandoutdoorMedicalMacilities among with SGPA
seem to be more correlated with student academic performance and then top 39
correlated attributes been selected using Eq. (3) for further evaluation [16].

rx = krzi√
k + k(k − 1)rii

(3)

Combining Feature Selection Results. From Chi-square, we found 39 feature
as important. Then we choose the most relevant 39 from other feature selection
algorithms. For feature combination, we selected the features that are within best
39 for each feature selection algorithm. From the best 39 features, 22 common fea-
ture are selected and named combined features: such as, 1stY1stSem, 1stY2ndSem,
1stY3rdSem, 2ndY1stSem, 2ndY2ndSem, 2ndY3rdSem, 3rdY1stSem, 3rdY2ndSem,
3rdY3rdSem, 4thY1stSem, 4tyY2ndSem, admissionPolicy, admissionProcedure, sin-
cerityAndCommitment, laboratoriesFacilities, internetSpeed, gymnasiumFacilities,
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adequateSafety, scholarshipsAvailable, opportunitiesOfcommunityServices, depart-
mentDevelpmentPolicy and departmentServicePolicy.

4 Results and Discussions

The prediction summary on dataset using DT, KNN, NB and ANN are shown in
Figs. 4 and 5. These graph show details result for 3, 5 and 9 classes with different
test and train data. Here, for class 3, the different classes are considered based on
CGPA values as CGPA less than 2.00 as class 0, CGPA within 2.00–3.24 as class 1,
and CGPA 3.25–4 as class 2. Class 5 is divided as CGPA less than 2.00 as class 0,

Fig. 4 Comparison of student performance prediction percentage before feature selection

Fig. 5 Comparison of student performance prediction percentage after feature selection
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2.00–2.49 as class 1, 2.50 to 2.99 as class 2, 3.00–3.49 as class 3 and 3.50 to 4.00 as
class 4. Finally, Class 9 is classified as: CGPA less than 2.00 as 0, 2.00–2.24 as class
1, 2.25–2.49 as class 2, 2.50–2.74 as class 3, 2.75–2.99 as class 4, 3.00–3.24 as class
5, 3.25–3.49 as class 6, 3.50–3.74 as class 7, 3.75–4 as class 9. The result shows
that as the number of class decreased accuracy improved in significant number. DT
performs better with large number of classes but with feature selection; whereas for
less class, ANN Gradually improves and beat DT. The accuracy of prediction after
feature selection significantly improved.

Figure 4 shows that KNN Performance is lower than the other three algorithms.
Naive Bayes (NB) performs slightly better than KNNwith fewer train data but KNN
shows better performance thenNBwithmore train data. Here, for 9 class, the average
accuracy of NB and KNN are 22.91% and 22.93% respectively. In comparison with
KNN and NB, ANN shows better performance of 36.12% and 76.50% accuracy for
9 class and 3 class respectively. DT outperforms KNN, NB, and ANN with better
accuracy for all classes. As the number of classes decreases such as for 3 class DT
average accuracy is 90.91%.

Figure 5 shows the comparison of all feature selection results. It can be observed
that with the increase of the number of class, the accuracy of KNN and NB algorithm
decreases and vice-versa. DT also perform better with the higher classes. As the
classifier decreases from 9 to 3, ANN shows better performance with an average
accuracy of 93.70%, whereas it is 92.18% for DT. Therefore, a small number of
class selection may tend to produce a more accurate result. Figure 5 also shows that
the highest accuracies are achieved by using 3 class. Hence, the selection of features
is a crucial fact to get better accuracy for predicting student academic performance.

5 Conclusions and Future Directions

In this research, datamining techniques such as feature selection and classification are
applied to student survey dataset and predict university students’ performance. Three
feature selection algorithms namely Chi-square, Euclidean distance and correlation
results are combined for predicting university students’ performance. The KNN,
NB, DT and ANN classification algorithms are used to predict student performance
using 9, 5 and 3 classes. DT performs the best with an accuracy of 60.35% for 9
class. Even for 5 class DT perform better with 11.83% more accuracy then ANN.
However, for 3 class ANN performance is 1% more accurate then DT. Therefore, it
can be concluded that decreasing number of class may increase the accuracy. This
research can be extended different ways, such as more feature selection algorithm
and more classification algorithm can be used to evaluate the result more accurately.
This research paper predicts student performance as CGPA using student SGPA and
their review on university facilities. For future work, student SGPA can be predicted
using this dataset.
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Open-Set Face Recognition in Video
Surveillance: A Survey

Wasseem N. Ibrahem Al-Obaydy and Shahrel Azmin Suandi

Abstract Face recognition has received a substantial attention by the vision com-
munity over the past few decades. Most of the proposed frameworks have adopted
the closed-set form of face recognition. However, when a novel unregistered face
is presented to the system, the result will be misclassification. A more general and
challenging open-set face recognition scheme is highly desirable due to its ability in
dealing with the unknown persons which are not enrolled before. We observed that
there is a shortage in survey papers that explore the research endeavors in open-set
face recognition. In this paper, we present a literature survey of the open-set face
recognition approaches that have been introduced for real-world scenarios focusing
on video surveillance applications. Moreover, we discuss the current difficulties and
suggest the promising directions for future research. The paper also describes the
evaluation metrics and available benchmarking face video surveillance databases.

Keywords Open-set face recognition · Video surveillance · Identity of Interest
(IoI)

1 Introduction

Nowadays, the governments and private sectors aim to enhance screening and secu-
rity by adopting automatic surveillance systems to monitor the crowd for identity of
interest (IoI) recognition in many real-world scenarios for example, airports, trans-
port stations, shopping malls, and others. The objective is to automatically recognize
human faces regardless whether or not they are members in the reference database.
In general, the automated facial recognition system performs as either a “closed-set”
or an “open-set” [1]. The closed-set face recognition aims at identifying the identity
of only previously registered subjects. The open-set face recognition recognizes the
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identity of registered subjects and detects the unregistered individuals. Section 2
describes these types in more detail. Thus, applying closed-set hypothesis in surveil-
lance environments is not feasible and therefore should be turned to the open-set
approach [2]. Open-set face recognition in video surveillance is utilized into two
common applications, namely watch-list screening and face re-identification [3]. In
the former, the systems recognize a small set of individuals who are on a watch-
list and reject everyone outside the list. In the latter, we have a network of video
surveillance cameras capturing different non-overlapping zones. The face recogni-
tion system is trained using faces acquired from video sequences in one zone, and
seeks to re-identify themamong other individuals as theymove fromone camera zone
to another [4]. However, video surveillance scenarios are very challenging environ-
ments due to the uncontrolled complex conditions of image acquisition. Face images
captured by video surveillance cameras suffer from large intra-subject variations
such as changes in illumination, pose, facial expression, occlusion and orientation,
and small inter-subject variations such as the facial similarity between individuals’
appearances.Moreover, these images usually have low resolution, poor quality, small
sizes, blurring and uncooperative subjects. Such challenges make the open-set face
recognition in video surveillance a more complex task for researchers [5–7].

In this work, we present a survey of the approaches that recognize human face
in an open-set style. Although several survey papers [8–11] have been introduced to
categorize and summarize the existing face recognition approaches from different
points of view, they have focused only on the closed-set recognition form. To the best
of our knowledge, this paper represents the first state-of-the-art literature survey on
open-set face recognition. The remaining part of this paper is organized as follows.
Section 2 highlights the differences between the closed-set and open-set types of face
recognition. Section 3 categorizes and describes the principles of existing open-set
face recognition approaches. In Sect. 4, we discuss the problematic issues in the
existing methods and suggest recommendations for future research. The evaluation
metrics used for assessing the performance of open-set face recognition approaches
are described in Sect. 5. Section 6 summarizes the available benchmarking face
databases collected by video surveillance cameras. The conclusion of this paper is
drawn in Sect. 7.

2 Closed-Set Versus Open-Set Face Recognition

In the closed-set face recognition, we ask the question: whose face is this? The
answer is based on the fact that in the closed-set recognition, all identity classes that
are examined during the identification phase were previously presented to the system
at enrollment phase. This means that each probe face is known and should belong to
an enrolled subject in the gallery. The recognition here is performed by matching the
probe face image against all the subjects in the gallery and the best match is returned.
However, the applicability of this kind of recognition may become questionable in
real world situations, e.g. video surveillance, in which the face recognition systems
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may confront unknown persons which are not registered in the database. In this case,
if unregistered face is presented to the closed-set systems, it will be erroneously
identified as one of the database faces. Since these systems have much smaller set of
enrolled faces than what they observe, there will be a large number of misclassified
faces and thus the face recognition problem in this case will be extended to the
open-set problem [1, 12–14].

A recent study [15] has re-definedmachine learning-based recognition as open-set
recognition. The definition stated that open-set recognition represents the scenario
when there is insufficient knowledge of theworld at training time, and novel unknown
objects can be submitted to the system during testing. That is to say, the open-set
recognition may encounter new objects in testing that were not seen in training.
In open-set face recognition, some identity classes that are presented during the
identification stagewere not previously registered in the enrollment stage. Thismeans
that each probe face may not have a counterpart in the gallery. Therefore, when a
probe face is submitted to recognition, the question that should be asked here: do
we know this face? In this case, prior to identity recognition, the system should be
able first to decide whether the probe face is known or unknown. The case “known”
means that the subject of the probe face was previously registered in the database
and vice versa. If the probe face is declared as known, the system should provide the
identity of the probe face. Otherwise, the system should either reject it (i.e., exclude
it from identity recognition) or enroll it automatically as a new subject in the gallery
[1, 13, 16, 17].

The open-set face recognition framework should providemulti-class classification
and a rejection mechanism [15, 18, 19]. The multi-class classification task predicts
the identity of the input face as one of the identities of training faces. The impor-
tance of rejection option is to decide whether the input face is unknown and does not
belong to any of the training faces. Several methods were proposed in the literature
to form the rejection functionality. Some approaches [7, 12, 20] proposed to project
the probe face on a decision boundary so that the probe face is accepted as known
if its projection is inside or on the boundary, otherwise the probe face is rejected
as unknown if it is projected outside. Another rejection criterion may also be deter-
mined based on rejecting the classes that have the lowest posterior probabilities or
likelihoods as proposed in [21]. Other approaches [16–18, 22–30] represented the
rejection procedure as a decision threshold on which the probe face is decided as a
familiar or unfamiliar face. As pointed out by Li and Wechsler [18] and Tjahyadi
[31], estimating rejection thresholds automatically is very challenging due to their
reliance on the quality and structure of training face images. The traditional approach
of selecting a priori threshold is based on computing the distribution of intra-class
and inter-class distances of the training set. The threshold value that equalizes the
overlapping areas of the distributions is then selected.
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3 Literature Review

In this section, a brief review is presented for the research efforts that tackle the
problem of open-set face recognition particularly in video surveillance. Generally,
methods addressing open-set face recognition can be divided depending on the type of
basis classification into three major categories: one-class, two-class, and multi-class
classification based approaches. Among these categories, multi-class classification
based approaches are the predominant approaches recruited for open-set face recog-
nition. We provide 18 research works in this category while 8 papers are reviewed
for each of the one-class and two-class categories.

3.1 One-Class Classification Based Approaches

The one-class (unary) classification models have been efficiently used to implement
the multi-class classification with rejection option [32]. This paradigm is adopted by
researchers to decompose themulti-class open-set face recognition problem into sev-
eral one-class classification problems. The idea is, for each subject in the database,
one or more one-class classification models are built using only training images of
that subject. The probe face is then presented to each unary model to yield either
a decision score, similarity score or reconstruction error to indicate how much the
query face belongs to the corresponding subject. The resulted output scores are then
employed to define a measure that is compared to a threshold to accept the probe
face as a known face or reject it as unknown. Moeini et al. [33] introduced three
open-set face recognition approaches to handle the look-alike faces based on 3D
face reconstruction, sparse representation classification (SRC), collaborative repre-
sentation classification (CRC) and combined SRC and CRC methods. Zhang and
Patel [30] exploited the statistical extreme value theory (EVT) to extend the sparse
representation-based classification (SRC)method to open-set recognition. Dhifli and
Diallo [12] exploited support vectormachine (SVM) to encompass all training images
of each class in a minimum bounding hyper-sphere specified by a center and radius.
Extending the sphere boundary may increase the chances of identifying the faces
that belong to the corresponding class. Conversely, shrinking the sphere boundary
may increase the chances of rejecting faces that do not belong to the associated class.
Zhang and Hao [29] combined the kernel associative memory (KAM) with trans-
ductive confidence machine (TCM) for open-set face recognition. Kato et al. [34]
developed an angle aware face recognition system based on a proposed angle fea-
ture extraction technique, independent component analysis (ICA), and multi-layer
perceptron (MLP) classifiers. Chang et al. [35] applied one-class support vector data
description (SVDD) on the local binary pattern (LBP) features of each training class
to construct a super-sphere model specified with a core and radius for each database
class. Stallkamp et al. [17] suggested a video-based face recognition approach based
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on training one Gaussian mixture model (GMM) per person using the person’s train-
ing discrete cosine transform (DCT)-based feature vectors. Kohir and Desai [21]
trained one hidden Markov model (HMM) with 5 state ergodic for each registered
subject using the discrete cosine transform (DCT)-based features extracted from the
subject’s training images.

3.2 Two-Class Classification Based Approaches

The multi-class classification problem has also been implemented using two-class
(binary) classifiers [36]. A number of published works have invested this solution to
address the open-set face recognition problem. One ormore binary classifiers learn to
distinguish between known and unknown classes by training using images of target
subjects (positive classes) and images of other subjects inside and/or outside the
dataset (negative classes). The process of identifyingwhether the query face in known
or unknown is similar to that of the one-class classification based approaches. In this
section, we review the approaches that employed two-class classification in open-
set face recognition. Bashbaghi et al. [3] trained an ensemble of two-class support
vector machines (SVMs) for each target person using multiple face representations
extracted from a person’s still image and many video images of other non-target
unknown persons in the video surveillance scene. Vareto et al. [28] divided the
registered subjects randomly into many two disjoint groups, namely positive and
negative subsets. The authors trained a binary partial least squares (PLS) or fully
connected networks (FCN) model for each group of both positive and negative sets.
The work presented by dos Santos and Schwartz [16] suggested five approaches for
open-set face recognition. One approach trains a binary partial least squares (PLS)
regression model using the known gallery set and external background set. The
remaining four approaches, namely support vector machine (SVM-All and SVM-
Single), least squares (LS), andChebyshev inequality (CI), depend on responses from
the face identification. Qiu et al. [20] employed the morphing technique proposed in
[7] to generate two image sets: borderline positive images (less morphed faces) and
borderline negative samples (deeper morphed faces). The two sets were used to train
two parallel SVM-based binary classifiers for each target individual. Pagano et al.
[2] used an ensemble of two-class probabilistic fuzzy adaptive resonance theory map
(PFAM) neural network classifiers (or ensemble of detectors, EoDs) per subject to
propose a multi-classifier face recognition approach in video surveillance. Kamgar-
Parsi et al. [7] proposed a face image morphing operator to generate two sets of
synthetic images: borderline acceptable and borderline unacceptable face images.
The two sets were then subsampled and used to train a neural network classifier for
each person. Ekenel et al. [37] used support vector machines (SVMs) to construct
multiple verifiers so that one SVM verifier is trained for each known subject in
the gallery using the training images of the known subject and training images of
unknown subjects outside the gallery. Hsu [38] reported to fuse hidden Markov
model (HMM) and support vector machine (SVM) for each subject in the gallery.
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The subject’s HMM module measures the similarity likelihood between the testing
face and each training subject face. The SVM modules then measure the distances
of the candidates.

3.3 Multi-class Classification Based Approaches

In this section, we describe the approaches that use the conventional multi-class
classification models to handle the problem of open-set face recognition. In this cat-
egory, one or more multi-class classifiers are trained using the training data of all
classes in the database. During testing, each classifier matches the query face with
all trained faces and produces matching scores. The resulted scores are processed
to yield a confidence score that is compared to a threshold to decide whether to
accept or reject the query face. Xue and Zhu [39] combined visual geometry group
(VGG) deep neural network and recursive label propagation based on statistical
classification (ReLPBSC) algorithm to propose a low resolution and open-set face
recognition framework. Al-Obaydy and Suandi [40] proposed an open-set single-
sample face recognition in video surveillance using fuzzy adaptive resonance theory
map (ARTMAP) neural network. The fuzzyARTMAP either classifies the probe face
as one of gallery faces or rejects it as unknown depending on a predefined vigilance
parameter. Xie et al. [41] adopted deep transfer learning, multi-class support vec-
tor machines (SVMs) and extreme value statistical quantity (standard deviation) to
solve the open-set face recognition problem. Toufiq and Islam [42] introduced a face
recognition scheme with rejection option based on a proposed fusion technique and
backpropagation neural network (BPNN) to classify principal component analysis
(PCA)-based feature vectors. Zhang [43] proposed a face recognition with rejec-
tion option based on four ensembles of random subspace support vector machines
(SVMs). A further face recognition with rejection approach was reported by Ravi
et al. [24] based on dual-tree complex wavelet transform (DT-CWT) and local binary
pattern (LBP). The work reported by Pankaj andWilscy [44] proposed a fuzzy neural
network classifier based on integrated adaptive fuzzy clustering (IAFC) algorithm to
classify linear discriminant analysis (LDA)-based feature vectors. Theodorakopoulos
et al. [27] proposed to use sparse coding procedure and nearest neighbor classifier for
face recognition with rejection option. The sparse coding technique was employed
for facial feature extraction based on two non-parametric dictionaries which are con-
structed using k-singular value decomposition (SVD) and generalized sparse cod-
ing neural gas (GSCNG) algorithms. Chen et al. [45] suggested a face recognition
system with a rejection mechanism based on a margin-enhanced space. A further
face recognition with rejection framework based on error correcting output codes
(ECOC) and multi-layer perceptron (MLP) neural network was proposed by Hatami
et al. [22] to classify principal component analysis (PCA)-based facial feature pat-
terns. Nakamura and Takano [46] reported a rotation and size spreading associative
neural network (RS-SAN net) to recognize registered and unregistered face images.
Sing et al. [26] proposed a face recognition scheme with rejection criteria using
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point symmetry distance-based radial basis function neural network (RBFNN). The
research carried out by Sebastiao et al. [25] suggested to use view-morphing method
and independent component analysis (ICA) with a rejection threshold to implement
a face recognition system to control the access to restricted areas. Mu et al. [47]
proposed a face recognition scheme with rejection mechanism using an associative
memory neural network based on restricted Coulomb energy (RCE) network. Li and
Wechsler [18] proposed an open-set face recognition approach based on transductive
confidence machine (TCM) and k-nearest neighbors (k NN). Paliy et al. [23] pre-
sented a face recognition framework for access control applications using wavelet
transform and ensemble of multilayer feedforward neural networks (EMNN) with
a proposed decision rule based on using threshold and voting techniques. A face
recognition approach based on ordinal correlation principle and automatic rejection
threshold algorithm was proposed by Tjahyadi et al. [31] for the watch-list scenario.
The last multi-class classification framework in this category is the face recognition
system presented by Seow et al. [48] for real time surveillance based on composite
principal component analysis (CPCA).

4 Current Problems and Future Research

We have concentrated in the previous section on the treatment of open-set face
recognition problem from different perspectives. In this section, we discuss the
shortcomings in the established techniques and propose the possible future research
directions.

– The majority of approaches train several images per subject in order to address the
intra-class variations (pose, illumination, facial expression and partial occlusion).
However, in real-life face recognition applications, such as identity of interest
recognition in video surveillance and ID card identification, the collection of many
samples per person is hard to achieve due to the limited availability of face images
and storage capacity. We anticipate that the open-set face recognition using single
sample per person will receive more attention by the computer vision research
community.

– Most of existing frameworks rely on a manually set criterion to decide whether
to accept or reject the inquiry face. This criterion is determined empirically and it
differs from one training set to another depending on the quality and structure of
the training set. Therefore, estimating a decision criterion automatically is highly
preferred, yet it is extremely challenging due to the intra-person and inter-person
variations among training subjects.

– The two-class classification based approaches train non-target (negative) set as
well as the target (positive) set to enable the system to detect the unknown faces.
However, these negative classes are considered as insufficient data due to they do
not describe the whole open universe of novel faces. The rejection performance
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of these systems may decline when the ratio of unknown faces to known faces is
large in the probe set during operation mode.

– The researches intended for surveillance applications have been evaluated using
face datasets collected by high quality cameras under controlled conditions. How-
ever, such evaluation may not be reliable due to it does not reflect the real-
world surveillance scenario. Alternatively, these approaches should be evaluated
based on face databases captured by surveillance equipment under unconstrained
conditions.

5 Performance Evaluation

The efficacy of open-set face recognition approaches is assessed based on evaluation
paradigm that must include novel unseen subjects in the testing set [15]. A number of
standard statistical performance measures are used to conduct the open-set evalua-
tion. False acceptance rate (FAR) is the ratio of the number of unknown subjects that
are falsely accepted as known persons to the total number of subjects in the testing
set. False rejection rate (FRR) is the ratio of the number of known subjects that are
falsely rejected as unknown persons to the total number of subjects in the testing set.
FAR and FRR are normally illustrated using receiver operating characteristic (ROC)
curve [49]. Equal error rate (EER) is the sum of FAR and FRR showing the total error
of the system. The best performance of open-set face recognition approach is when
EER is as minimum as possible. Correct classification rate (CCR) is the ratio of the
number of known subjects that are correctly recognized (i.e. identified with the cor-
rect label) to the total number of known subjects in the testing set. Correct rejection
rate (CRR) is the ratio of the number of unknown subjects that are correctly rejected
as unknown to the total number of unknown subjects in the testing set. According to
Scheirer et al. [15], the overall accuracy is measured as the proportion of the number
of truly classified (known and unknown) subjects to the sum of the number of truly
classified (known and unknown) subjects and the number of falsely classified (known
and unknown) subjects. However, since in open-set recognition the number of known
subjects is expected to be much smaller than the number of unknown subjects, this
accuracy ratio is not precise. Alternatively, three new statistical measures, namely
recall, precision and F-measure, are used to evaluate the classification performance
in open-set recognition. Recall is the proportion of the number of known subjects
that are correctly classified as known to the number of all known subjects in the test-
ing set. Precision is the proportion of truly classified known subjects to the sum of
truly classified known subjects and falsely classified unknown subjects. F-measure
is defined based on recall and precision as in (1).

F-measure = 2× Precision × Recall

Precision + Recall
(1)
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Lastly, a measure called openness is defined by Scheirer et al. [15] to compute the
degree of openness of open-set face recognition as in (2). This equation produces the
openness as a percentage where 0 represents totally closed system and larger values
more open system.

opennes = 1−
√

2× |training classes|
|testing classes| + |target classes| (2)

6 Face Video Surveillance Databases

To proof that the open-set face recognition algorithms have a robust, feasible
and reliable performance in video surveillance, they should be experimented on
face databases collected by video surveillance cameras. Such datasets mimic the
real-world uncontrolled conditions of surveillance applications in terms of illu-
mination, pose, facial expression, partial occlusion, subject’s cooperation and low
image resolution. Three publicly available face video surveillance databases namely
large variability surveillance camera face database [50], surveillance cameras face
(SCface) [6], and ChokePoint [51] have been acquired for research purposes. The
key characteristics of these databases are outlined in Table 1.

Table 1 Key characteristics of existing face video surveillance databases

Database Subjects Images Frame
size

Cropped
image
size

Videos Conditions Modes

Large
variability
database
[50]

100
36 males
64
females

20,000 704 ×
576

N/A 200 Indoor
Outdoor

v, n

SCface [6] 130
114
males
16
females

4160 680 ×
556

100 × 75
144 ×
108
224 ×
168

N/A Indoor v, n

ChokePoint
[51]

25 at
portal 1
19 males
6 females
29 at
portal 2
23 males
6 females

64,204 800 ×
600

96 × 96 48 Indoor v

The mode is denoted by (v) visible and (n) night vision
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7 Conclusion

In this paper, we have presented a brief review of the existing open-set face recog-
nition approaches and face databases in real-world scenarios emphasizing video
surveillance. We have categorized the current approaches based on the type of basis
classificationmodel into one-class, two-class, andmulti-class approaches. Themulti-
class classification based approaches generate decision boundaries that arise in com-
plexity as the number of classes increases. They also may need to retrain when a new
class is enrolled. One-class or two-class classification based approaches encapsulate
training face images of each gallery subject in a separate classification model pro-
viding a better discrimination among enrolled faces. This separation also provides
flexibility in adding or removing classes without the need to retrain the system. The
one-class approaches have a key advantage over the two-class counterparts in that
they do not need to train negative unknown faces. From this literature review, we
conclude that the research attempts in open-set face recognition are still limited and
have not reached a high maturity as in the closed-set face recognition research. Thus,
open-set face recognition still represents an open research problem that needs to be
investigated further.
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Microscope
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Abstract The scientific instrument technology has growth faster than we all could
imagine, there are many research team keeping their momentum in creating new
innovation in scientific instrumentation technologies. The optical microscopes are
still being used widely in the scientific research especially by researcher and medical
practitioners. Manually deal with the microscope could make the user spend somuch
time to obtain the result of cleared image. It could cost hours to obtain the desire
result. From this problem, this study proposes the development of hardware system
for auto focused of an optical microscope. The proposed system consists of two
stepper motors that will move the fine focus knob and the course focus knob on a
microscope. The timing belts are being used as mounting between the stepper motor
and the fine/course focus knob. The motor will move step by step in same degree
given from the commandof a program.Themotor is able to be controlled and itmoves
slowly to perform an auto focus task. Additionally, it is able to move in a small angle
to find the proper exposure of the images scan. The hardware implementation of auto
focus on the optical microscope has been tested and it worked perfectly. The result
presented in this study shows that the proposed system is able to do auto focus in
precise step which is 5◦ step.
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1 Introduction

The scientific instrument technology has growth faster than we all could imagine,
there aremany research team all over theworldwho keep theirmomentum in creating
the new innovations in scientific instrumentation technology to help other researchers
to obtain the precise result from the instrumentation used. Currently, optical micro-
scopes are still being used widely in the scientific research especially in hospital and
laboratories. This device helps a lot of researchers and medical practitioners to deal
with the specimen under observed such as to find the cause of a disease.

The microscope is usually being used in laboratories, the user commonly used it
for scanning the micro object which normal eye cannot see. The microscope helps
human a lot in order to determine the problem. However, manually dealing with the
microscope could spend much time and effort. Imagine if the objects that need to
be scan are in a huge quantity, it could cost hours or even day. The new technology
has proved that the innovations of an auto focus microscope can scan and obtain
the cleared image for 42 objects just in minutes. By using this technology, the time
spent on the analysis by using microscope to obtain the cleared images could be
minimized.

The application of an auto focuses optical microscope is where the object, for
example sputum is put on the stage of an optical microscope, and then scanned
automatically to obtain clearer result image of the object. Here, the sputum is the
mucus that forms through coughing, which it is not really the saliva and spit. The
sputum is being used as the sample for the experiment. The characteristic of the
sputum consists of the pus cell and the epithelial cell.

In auto focus optical microscope, stepper motors are used to move the stage of the
microscope. The stepper motor will be mounted into the thick Perspex and connected
to motor drivers. The motor drivers are a device with little current amplifier. It will
take low current signal from a microcontroller and then turn it into a higher current
signal to drive on the stepper motor. Here, the microcontroller plays the main role
because it will process and transmit the input signal to motor driver in order to
implement the auto focus for optical microscope.

The clearer image can be obtained by examining the images in sequential images
formed by using the Hand–eye coordination of Z-axis of microscope. The different
focus on the Z-axis of the microscope will generate the microscopic imaging with
optimal focusing. Initially, the probability density function of image focusing by auto
focus is obtained then the clearer imaging will be assigned as the reference images
[1].

The high-speed autofocusing ofmulti-sizemicro-objects, proposed byOhara et al.
is for observing the multi-sized objects under a transmitted light microscope with
high speed autofocus algorithm [2]. The object scanned is analyzed based on the
intensity variation of the determined region of the objects in the frequency domain.
It is claimed that the defocus function is highly recommended so then the clearer
images scan can be obtained when the defocus function is close with the region
around the focal plane.
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Makakpati [3] proposed the improved wavelet-based microscope autofocusing
for blood smears by using segmentation. By using a device that can produce the
high quality of images, the video is recorded and the data is presented in term of
plot of focus versus the frame number. The method proposed in the study is that the
focus function is referred in a peak when the in focus frame is obtained. Previously,
the varying degrees of performance by the specimen’s observed can be identified by
using the generic wavelet based schemes have been proposed. This method can be
improved if the nature of the specimen being observed is identified. This scheme
is being verified by videos taken from blood smears and the result shows that the
segmentation step improves the wavelet-based measure.

In current applications, fast autofocus of microscopy images based on Depth-
from-Defocus is widely being used in automated microscope system by Liguo et al.
[4]. This is due to low efficiency of the application in micromanipulation system
which needs fast autofocus for real time control. The Depth From Defocus (DFD)
algorithm is being used to improve the performance of the auto focusing on the
optical microscope.

Liu et al. [5] proposed the automateddeep access ball bonder forMEMSpackaging
based on fast autofocus system with the flexible micro-vision system and the manual
ball bonder. By analyzing the images of the continuous zoom by microscope, the
clear imaging of different multiple images is obtained by using the zoommicroscope
auto focused method. Roughly the procedure is started with placing the large scale
and recorded under low magnification. However, the high magnification is used for
precise positioning by continuous variable characteristic to identify the wide range
of valuable positioning. On the other hand, an integrated auto-focusing system for
biomedical digital microscope is introduced. He et al. [6] proposed a method by
combining an image definition calculation algorithm and the pre-reach/final-search
auto-focus strategy. They developed and studied a set of integrated auto-focusing
system that can automatically monitor the situation of cells or other microorganisms
by following remote orders or local pre-set orders.

Considering the importance of auto focusing on optical microscope to support
other area for example medical applications, this study proposes the development of
auto focusing mechanism for optical microscope.

The outline of the paper will be as follow. Section 2will discuss the detail method-
ology used in this study. Section 3 will be the result and discussion. Conclusion and
future works will be explained in Sect. 4.

2 Methods

This project is divided into three parts. Those are the hardware configuration, circuit
interfacing and software configuration. The hardware configuration is focusing on
the development of themechanical base design,mounting between the steppermotor,
fine adjustment knob and course adjustment knob. The circuit interfacing will cover
about the electronic circuit diagram and the detail of the Arduino as the interface
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between software programming and the stepper motor. The software configurations
are explaining about the programming and command written for the stepper motor
angle movement.

2.1 Hardware Design

Mechanical Base Design. The microscope will be put on a base which is made from
Perspex. The Perspex used is thick as it can resist the weight of the microscope. The
thicknesses of the Perspex used is 10 mm. The microscope will be put in the middle
right of the Perspex. The sewing machine belt has been used as the belt to move
the adjustment of the fine and course from the stepper motor. The stepper motor is
mounted to the Galvanized steel plate. The T-slotted aluminum is used as the poles
that support the galvanised steel plate.

Stepper Motors. Two stepper motors are used in this project. The first stepper
motor is connected to the course focus knoband the second steppermotor is connected
to the fine focus knob. The stepper motors are used because it can be moved by a
certain value of angle given through command coding.

The stepper motor used is 28BYJ-48 as shown in Fig. 1. The motor can be run by
only using source of 5 V. Figure 2 shows the circuit of the motor drive. The circuit of
the motor driver includes the switching system for ON/OFF of the system and also
includes the voltage regulation and port hub for the power adapter.

Fig. 1 Stepper motor model
35BY48L
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Fig. 2 Circuit of motor drive. a Front side and b back side

2.2 Circuit Interfacing

In this project, the electronic part consists of one Arduino Mega, two motor driver
and circuit board for ON/OFF switch of the system.

Figure 3 shows the layout of full connection of the proposed system.The electronic
circuit is connected toArduinoMega,motor driver 1 and2, power adapter, and stepper
motor. The stepper motors are connected to motor driver 1 and 2. The timing belt is
used for mounting between both stepper motors with the course and fine adjustment.
The DinoEye Eyepiece device is connected to the computer to capture the image
from the lens. The real hardware connection is shown in Fig. 4.

Fig. 3 Layout of full connection of the proposed system
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Fig. 4 Real hardware connection

2.3 System Workflow

The work flow of the proposed system is shown by flowchart in Fig. 5. The specimen
which contains the sputum as the object is placed on the microscope. During this
time, the stepper motor 1 for course adjustment is moved 5° and stepper motor 2 for
fine adjustment is moved 10°. 5° is the smallest angle that stepper motor can handle.
Combination of 5° and 10° is chosen from heuristic experimentation. Combination of
5° for both motors is not strong enough to move the knob. Meanwhile, combination
of 10° for both motors is too strong for the adjustment.

After the both motors moved, then a process for examining whether the image
obtained is overexposed or underexposed is conducted. Because this study is a pre-
liminary study on the development of autofocusmicroscope, the examination process
is conducted by human expert. If the image is overexposed then the motor will rotate
clockwise, otherwise the motor will move anticlockwise. During the rotation for
autofocus process, the image is captured for every step.

Figure 6 shows the result of the best image under the optimized exposure. An
image is said to be well exposed by judgment based on bare eyes. If the image is
sharp base on bare eyes observation, this image is said to be well exposed or under
optimized exposure.
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Fig. 5 Work-flow of the proposed system

Fig. 6 Optimized exposure image of sputum
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3 Results and Discussions

3.1 Fine and Corse Knob

The fine and course focus knob are pulled by the stepper motors. The Arduino will
process the command from the coding and transfer it to the motor driver to move
the stepper motor step by step in same angle. Noted that he angle given to move
the stepper motor must be in smaller range around 2◦–10◦. For the stepper motor 1,
which is connected to the course adjustment, the motor only moves in 5◦ per step.
The angle given is smaller because the course adjustment has the limitations, the
course focus knob cannot be pushed downwards or upwards too much because it
could bring damage to the microscope. For the stepper motor 2, which is connected
to the fine focus knob, the angle given for the stepping motor move is 10◦ per step.
The range is a little bit bigger because the fine adjustment does not have limitations
like the course adjustment.

However, due to the size of the roller in the stepper motor is not same as the
roller for controlling the fine and course focus knob, the angle given by the stepping
motor will not be the same output in the both adjustment. For example if we give a
command for the stepper motor 1 to move 5◦ per step, the course adjustment will not
be exactly moved by 5◦. The angle moved by the course adjustment could be bigger
or smaller than the exact angle given by the stepping motor 1.

The course focus knob for the microscope type eclipse e100 Nikon is difficult to
control the adjustment. Even to control by hand, it needs a high force to move the
course adjustment.

There are 3 factors why the course adjustment cannot be pulled by a timing belt.
The first one is due to the performance of the stepper motor, the toque and power of
the stepper motor used is low which is considered as not in optimum performance.
The second is due to the timing belt used. The timing belt used for pulling the
course adjustment from the stepper motor is too thin and not really gripping the knob
efficiently.

The third reason why it cannot rotate the course adjustment is because the posi-
tioning of the stepper motor and the course adjustment. The position of the stepper
motor is too high while the position of the course adjustment is lower down parallel
with the stepper motor 2. When the position of both stepper motor and the course
adjustment are parallel, the stepping motor is able to pull the course adjustment.
However, it only can move forward only and while step is reverse, the stepping
motor does not perform well to pull the course adjustment. The proposed solution
for the next is to change the position of the stepping motor 1 which the position
of the stepping motor must be same as the course adjustment. However, this will
produce another problem which is the position of the stepping motor 2 are too closed
and it collides each other. The pole cannot be mounted to the base if the position of
the stepper motor 1 and 2 are at same level. The factors of the length of the timing
belt are additional reason why the stepper motor 1 and 2 cannot be at same level.
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Table 1 Stepper motor movement

Step Condition for
course
adjustment

Exposure Stepper
motor 1 (°)

Condition for
fine
adjustment

Exposure Stepper
motor 2 (°)

1 UE 1 5 UE 1 10

2 UE 1 5 UE 1 10

3 UE 1 5 UE 1 10

4 OE 2 −5 UE 1 10

5 UE 1 5 OE 2 −10

6 OE 2 −5 UE 1 10

7 UE 1 5 OE 2 −10

8 UE 1 5 UE 1 10

9 PE 3 −5 PE 3 10

Notes UE Under-Exposure, OE Over-Exposure and PE Proper-Exposure

Therefore, the optimal position for the stepper motors and the course adjustment
must be designed carefully.

To overcome this problem, we propose Eq. (1) that gives the exact value of angle
that the fine adjustment and course adjustment will move to.

− R1

R2
= −D1

D2
(1)

where R1 is angle of stepper motor 1 or stepper motor 2, R2 is angle of the fine
adjustment or course adjustment, D1 is the diameter of roller in stepper motor 1
or stepper motor 2 and D2 is the diameter of roller in fine adjustment or course
adjustment.

The stepper motor movement is shown in Table 1.
From Table 1, it can be seen that the stepping motor 1 and stepping motor 2 move

step by step but in same angle. The concept is that the stepper motor 1 will move
independently first then followed by stepper motor 2. The exposure is representing
the value at the certain condition of scanned images. If the condition of the images
is Under-Exposure (UE) the symbol is 1. For Over-Exposure (OE), the symbol is 2
and the Proper Exposure (PE), the symbol is 3. For the stepper motor movement, the
experimentwas conducted for themovement until it reaches step 9. Table 2 represents
the real angle movement in roller for the stepper motor 1 and stepper motor 2.

To determine the exact degree of the fine focus knob and the course focus knob
move, Eq. (1) is used. The real angle of stepper motor 1 and 2 will be used for
R1. The diameter for the roller in stepper motor 1 and 2 are same which is 39 mm.
The diameter for the fine adjustment are 40 mm and the diameter for the course
adjustment are 57 mm.

Table 3 represents overall result including the value of R2, the real angle fine
adjustment and course adjustment movement.
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Table 2 The angle of the roller for the stepping motor 1 and stepping motor 2

Step Stepper motor 1 (°) Real angle stepping
motor 1 (°)

Stepper motor 2 (°) Real angle stepping
motor 2 (°)

1 5 5 10 10

2 5 10 10 20

3 5 15 10 30

4 −5 10 10 40

5 5 15 −10 30

6 −5 10 10 40

7 5 15 −10 30

8 5 20 10 40

9 −5 15 10 50

Table 3 Overall result including the exact angle of fine and course adjustment

Step Stepper
motor 1 (°)

Real angle
stepping
motor 1 (°)

Course
adjustment
(°)

Stepper
motor 2 (°)

Real angle
stepping
motor 2 (°)

Fine
adjustment
(°)

1 5 5 7.31 10 10 10.26

2 5 10 14.62 10 20 20.51

3 5 15 21.92 10 30 30.77

4 −5 10 14.62 10 40 41.03

5 5 15 21.92 −10 30 30.77

6 −5 10 14.62 10 40 41.03

7 5 15 21.92 −10 30 30.77

8 5 20 29.23 10 40 41.03

9 −5 15 21.92 10 50 51.28

From Table 3, it is observed that the behavior between stepper motor 1 and the
course adjustment has a lot of differences. If the motor 1 move to 5◦, the course
adjustment knob will move to 7.31◦. The reason is because by the differences of
diameter between the roller motor 1 and the course adjustment knob. The roller
diameter for the motor 1 and the course adjustment knob are 39 mm and the 57 mm,
respectively. Those, the percentage of difference becomes 46.2%. The percentages
of the differences are calculated as shown in Eq. (2).

Percentage of differences (%) = |input value − output value|
input value

× 100% (2)
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3.2 Sputum Image Analysis

The sputum is the mucus that forms through coughing, which it is not really the
saliva and spit. The sputum is used as the sample for the experiment in this study.
The characteristic of the sputum consists of the pus cell and the epithelial cell.

Table 4 shows the result for behavior of the stepper motor and the images captured
on every step it moves. The initial position for the course adjustment is at the highest
value of Y-axis. Then it is slowly moved down by adjusting the course focus knob to
move 5◦ for every step. The image started from the Under-Exposure (UE), Proper-
Exposure (PE) and Over-Exposure (OE).

Table 4 The image of the sputum captured on several steps

Step Angle of the motor rotation
(°)

Condition of the object
scanned

Image

1 5 UE

2 15 UE

3 35 PE

4 −50 PE

(continued)
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Table 4 (continued)

Step Angle of the motor rotation
(°)

Condition of the object
scanned

Image

5 40 OE

6 50 OE

Notes UE Under-Exposure, PE Proper-Exposure and OE Over-Exposure

4 Conclusion and Future Works

In this research, the development of an auto focused microscope is presented. The
project consists of three stepswhich are the hardware development, circuit interfacing
and the software design. The result shows that the proposed design is able to move
the stepper motor in a quite precise movement which is 5◦. The result is also matched
with the result of the image obtained from the optical microscope. It is observed that
when the degree of stepper motor movement increasing, the result of the image will
be more exposure.

Through the accomplishment of the project, there is still need a lot of improvement
to be done. First is the electronic board. The system is running automatically when
the user starts the switch, when the system declared that the images are at proper
exposure the systemwill stop running. Eventually, the system can be added up by few
mechanisms which are the button control for the manually handled. Therefore, addi-
tion of 5 push buttons more will improve the performance of the proposed system.
The first button will be used to switch the system for manual control and automated
control. The second and third buttons will be used to control the movement of the
course adjustment. The fourth and fifth buttons will be for controlling the fine adjust-
ments. When the computer system has failure which means the image processing
method could not be run at some moment, the user still can control manually the
microscope by using the buttons provided. The control button also can reduce the
risk of microscope to be damage since the user will not be controlled by hand at the
course focus knob and the fine focus knob.
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Overview on Fingerprinting
Authentication Technology

N. Sulaiman and Q. A. Tajul Ariffin

Abstract This paper addresses the characteristics, technology, and possible future
of fingerprints authentication method. Fingerprint physiology makes it an ideal for
biometrics authentication, primarily the tiny details located on its surface called
minutiae. Fingerprint scanning systems are designed to detect minutiae. Images of
detected minutiae are processed through matching algorithms in order to verify a
query fingerprint that is identical to a stored fingerprint. However, fingerprint authen-
tication based on minutiae can be easily bypassed and the need for a more secure
method is required. With respect to the issue, this work explores the possibility of
detecting the thickness of the skin layer within a fingerprint as a method of biomet-
rics authentication. Current thickness measuring methods that are non-invasive for
that task are identified as Laser Scanning Microscopy (LSM), Optical Coherence
Tomography (OCT) and Near Infrared Spectroscopy (NIR). Of the three listed, only
OCT and NIRmethodology seems viable for simple yet reliable use and can become
as promising methods for authentication based on skin layer thickness.

Keywords Fingerprint · Biometrics · Skin thickness · Authentication · Security

1 Introduction

Fingerprints are the most established form of authentication. Historically, finger-
printing had been near exclusively used in forensics, but over the years, it has grown
in popularity where it is now a common method used in various day-to-day services
[1, 2]. As such, the need for a better technology to secure a person’s fingerprint
identity has also increased [3]. This paper aims to go over the characteristics of a
fingerprint that allows for its use in authentication, the technology currently utilized
in that endeavor and explore future methods that can be developed for this task.
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Fig. 1 A fingerprint with multiple kinds of minutiae highlighted [4]

2 Fingerprint Characteristics

The human fingerprint has two characteristics that makes it ideal for biometric use.
The fingerprint is able to generate unique details that enable it for use in identification.
The structure of how a fingerprint forms allows for its pattern to remain permanent.

2.1 Identification

Fingerprints are unique due to the shapes and patterns that are formed by ridges.
Calledminutiae [1], the location of these patternswithin the surface of the fingerprints
are used to identify a person. It is unlikely for another person to have the exact same
kind ofminutiae in the exact same location, and this unlikeliness grows exponentially
greater with each minutia added for comparison (Fig. 1).

In addition, the ridges of a fingerprint often follow a specific overall structure. As
seen in Fig. 2, these structures, called types, are useful in categorizing fingerprints.
An identification system is able to narrow down the number of images that they need
to process in order to identify who the print belongs to.

2.2 Permanence

The human skin is made up of multiple layers but can be simplified to 3 main layers.
The epidermis is the outermost layer and acts as a waterproof barrier. The dermis is
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Fig. 2 A showcase of the how various types of fingerprints may appear as [5]

the middle layer that is mainly composed of hair follicles, sweat glands, and tough
connective tissue. The innermost layer is the hypodermis, which is composed of fat
and connective tissue.

The fingerprint is formed in the dermis, specifically in the papillary layer that
is right beneath the epidermis. This layer anchors to the epidermis using a “double
row of peg like protuberances” [6] known as papillae, which forms the layout of the
fingerprint. The ridges appear on the epidermis layer are determined by the position
of the papillae in the epidermis layer.

This arrangement is what allows fingerprint to remain permanent throughout a
person’s life. The papillae act as a “blueprint” that exists under the regenerative layer
of the skin. Thus, whenever the epidermal layer restores itself, it will grow following
the layout set by the papillae. As long as the papillae remain undamaged, a person’s
fingerprint will repair itself to its original design.

3 Authentication System

Fingerprint authentication systems function on three fundamental stages: data acqui-
sition, feature extraction, matching [7]. Data acquisition focuses on the method used
by the system in order to extract fingerprint data. Feature extraction is the step where
the system identifies unique features of the fingerprint data and stores it within the
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database. Matching describes the step where a system is required to compare a read
fingerprint to those within its database in order to authenticate a person’s identity.

3.1 Data Acquisition

Currently, there are three main types of fingerprint authentication system, defined
by their data acquisition methods, optical, capacitive, and ultrasonic fingerprinting.
This section will go over their method of acquiring data.

Optical Fingerprinting. Is one of the oldest, cheapest and most common forms
of biometric identification [8]. The scanner functions by creating a digital photo of
the fingerprint (Fig. 3).

When a fingerprint is placed on the scanning surface, a light source is beamed
towards print. An image is generated based on the difference in reflected light levels
between ridges and valleys of a fingerprint. The reflected light travels to a light sensor
that converts the image into a digital signal. The system performs a few checks to
ensure that the generated image is at sufficient brightness before processing the image
to be compared to a database of registered fingerprints.

Optical scanners are considered the easiest biometric systems to fool. Its method
of simply detecting the changes in reflected light levels means that it can easily be
spoofed by simply printing the fingerprint pattern onto a material, such as trans-
parency paper and having the ink produce the ridges and valleys of the fingerprint
[8].

Capacitive Fingerprinting. As its name suggest, uses capacitors to “read”s the
electrical charges created by the ridges and air pockets of thefingerprint. It is currently
themost popular form of fingerprint-based authentication in smartphones [1] (Fig. 4).

A capacitive scanner scanning surface is made up of an array of cells that are
composed of conductive plates covered in a protective layer [9]. When the ridge of
a fingerprint comes in contact with the surface, it acts as another conductive plate,

Fig. 3 Model of how an
optical scanner functions [8]
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Fig. 4 Model of how a capacitive scanner functions [8]

which in turn charges that cell’s conductor plate. The air pockets formed form the
valleys however haveminimal effect on the charge held by cell. An op-amp integrator
is used to detect the changes and the output is recorded by an analog-to-digital
converter.

Capacitive scanners, while more secure than optical scanners, have also fallen
victim to being spoofed. Simple, 3d molds layered with conductive materials such
as gold [10] has been used to successfully bypass most conventional capacitive
sensors and complex molds, such as those casted in polydimethylsiloxane, are able
to replicate fingerprints at the nanoscale [11].

Ultrasonic Fingerprinting. Is the newest entry in commercial fingerprint detec-
tion. They function by generating an ultrasonic pulse onto a finger that is in contact
with the scanner. Depending on the details on the fingerprint, some of the pulses are
absorbed while others are reflected back to a sensor that is able to detect mechanical
stress. The varying intensity of the returned ultrasonic pulse throughout the sensor’s
surface creates a detailed 3D reproduction of the scanned fingerprint [9].

Ultrasonic scanners are currently considered of the most secure methods of fin-
gerprint identification, but it has also been spoofed. A researcher was able to create a
3D printed, highly detailed model of a fingerprint to bypass a commercial ultrasonic
sensor [12].

3.2 Feature Extraction

After acquiring data through one of the various methods mentioned, the system
processes the image to help detect specific features on the fingerprint such as the
overall pattern of the ridges or the various minutiae on its surface. The first layer
of feature extraction revolves around whether the image remains gray-scale or goes
through binarization (Fig. 5).

Binarization is a process where the gray-scale fingerprint scan is converted to
1’s and 0’s for their respective dark and light areas. This generates a much clearer
image of the scan.
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Fig. 5 Classification of minutiae extraction technique [4]

Ridge Extraction is a secondary process that can be applied to images that has
gone through binarization. The binary image is filtered through a morphological
filter that causes the ridges to be thinned [13] to one-pixel thickness. Techniques that
utilizes binarization are as follows.

Chaincode processing is a method that traces a ridge along its boundary in a
counter-clockwise direction. Ridge endings are detected when the trace makes a
significant left turn, while bifurcations are detected when the trace makes a right
turn.

Run representation based is a method that performs a vertical and horizontal scan
on to the image while applying run-length encoding to the pixels passed. Base on
the adjacency of the runs, minutiae are able to be identified [14].

Ridge flow and local pixel analysis process the image through a 3 × 3 mask that
calculates the average of each pixel. Pixels that average less than 0.25 denotes a ridge
ending while those greater than 0.75 denotes a bifurcation.

Crossing-number based processes the image through a 3× 3 window that detects
the neighboring pixel. Each neighboring pixel adds to the “crossing number” which
is a value used to determine the properties of the ridge at that pixel [14] (Fig. 6).

Morphology based processes the image through multiple filters that detect a spe-
cific shape. An output only appears if the scanned image is able to fully complete
the desired shape.

Gray-scale images do have their own advantages over binarization. First of all, it’s
able to function with low quality images. Second, binarization and ridge extraction
is a time-consuming process, hence gray-scale based processing will often time
perform much faster than their processed image counterpart [14]. Techniques based
on gray-scale are as follows.
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Fig. 6 A breakdown of the crossing number method. Each “pattern” within the 3 × 3 window
helps the system identify the minutiae [15]

Ridge line following based process functions by following the ridge flow lines set
by the fingerprint type. By simply following the lines, the system can detect minutiae
it passes through.

Fuzzy based technique uses fuzzy logic model to process the varying gray levels
in order to detect minutiae.

3.3 Matching

In order to authenticate a user, the scanned image will be processed by a matching
algorithm.This sectionwill brieflydescribe someof the algorithmsused infingerprint
authentication.

Direct matching is the most basic algorithm used for authentication. It functions
simply by comparing the pixels of the input image against a template image stored
within the database. This method however, requires the system to align the scanned
imagewith the template. This uses a lot of computational power and requires samples
to be very large to ensure that the image is aligned properly [16].

Minutiae basedmatching authentication is performed by detectingminutiae and
classifying it based on its surrounding neighbors. The algorithm detects the location,
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orientation, type andquality of theminutiae [17] and then compares it to ones detected
in the print from the database.

Euclidian distance authentication involves identifying 2 minutiae and calculat-
ing the distance and angle they are from one another. This process may be repeated
for multiple “minutiae pairs”. The system then compares the Euclidian distances of
the print and those within its database to find a match [18].

4 System Security

Fingerprint authentication increased use in protecting private information has made
the security of the system crucial. A compromised fingerprint hasmuch bigger impact
to a person than getting their password stolen since you can’t just change the former
as you could the latter.

Threats to the authentication system can be categorized into passive and active
attacks. Passive attacks refer tomethods that steal information from an authentication
system,while active attacks are those that attempt to thwart the authentication service
[19, 20]. An example of a passive attack would be a backdoor program that sends a
copy of the scanned fingerprint to the attacker, while an example of an active attack
would be using the scanned fingerprint to fool a biometric system (Fig. 7).

Fig. 7 Flowchart of fingerprint authentication system for both enrollment and authentication
function and the various points of attack that can occur [21]
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5 Future Technology

New methods of fingerprint base authentication are necessary. Currently, there is
a research on utilizing thickness of the skin within a fingerprint as a method of
biometric identification. While there is no commercial method of thickness-based
fingerprinting, there are currently multiple non-invasive methods to measure the
thickness of the skin layer. This section aims to describe how these methods work
and their potential application into fingerprinting authentication.

Pyroelectric Sensor are passive electronic component that is sensitive to infrared
radiation. Changes in temperature causes a change in charge within the pyroelectric
crystals within the component, which in turn will generate an electrical signal.

Similar to how a capacitive sensor works, a pyroelectric sensor is able to generate
an image based on the location where the ridges of a fingerprint come in contact
with the sensor’s surface. The heat generated by the ridges, will be higher than the
air pockets within its valleys, which results in differences in the electrical signals
generated at those location.

Pyroelectric sensor is potentially a viable method of fingerprinting authentication.
The image it generates can easily be implemented into already established extraction
andmatching processes. A recent research [22] havemanaged to design a transparent
thermal sensor, which increases the ability for its use in commercial smartphones.
As seen in Fig. 8, the sensor is able to generate an accurate image of the fingerprint
pattern.

Laser Scanning Microscopy (LSM) is an imaging technique that is able to cap-
ture multiple micrographs at different depths. It functions by transmitting a filtered,
colored light through a pinhole onto the surface of the subject. The subject mate-
rial is infused with fluorescent chemical that will react with the filtered light. The
fluorescent chemical will emit its own filtered light, which will then pass through a
dichroic to reach the camera. An image is generated by moving the subject along the
x–y axis. The pinhole ensures that the filtered light only activates within a set depth,

Fig. 8 Captured fingerprint
pattern using pyroelectric
sensor [22]
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thus, only an image of that layer. By moving the subject along the z-axis, images for
different depths can also be obtained [23, 24].

LSM is deemed a high-resolution technique with a resolution of less than 1 µm,
it does have a major drawback. In order for accurate detection to occur, a fluorescent
agent must be properly injected into the subject. This results in an increased cost as
the fluorescent agent must be resupplied for continuous use.

While it would be extremely difficult for someone to spoof the detection system,
as they would have to make a multi-layered model that’s able to replicate each layer
exactly, the increased cost and requirement for proper fluorescent agent injection
makes it not very viable for authentication use.

Optical Coherence Tomography (OCT) is another non-invasive imaging tech-
nique that functions similarly to echo-location. The OCT directs low-coherence light
into a tissue. As the light travels throughout the tissue, some of it will scatter when it
comes in contact with certain features and materials within the tissue. The OCT then
detects the scattered light and utilizes interferometry to filter out photons that have
scattered multiple times. This allows for the OCT to create a complete 3D image of
the tissue (Fig. 9).

OCT is highly suggested for use in fingerprint authentication, with multiple
research [25–27] have suggested methods of implementation. OCT’s ability of pro-
ducing an image of the dermis and epidermis layer of the fingerprint makes it
extremely difficult to spoof. Furthermore, the ability for OCT to model individ-
ual layers of the skin [28] allows fingerprint thickness to be used as an additional
metric for identification.

Near Infrared Spectroscopy (NIRS) is an imaging technique similar to OCT.
It functions by beaming near infrared into a tissue sample. The NIRS light will be
absorbed differently by different parts of the tissue. A detector is used to measure
the change in the reflected light. Information on the thickness of the tissue can be
determined by the change in transmittance of the infrared light [29–31].

Like OCT, NIRS is able to produce high information scans and is very easy to use.
While not as popular as OCT methods of determining fingerprint biometrics, there
have been successful research showing its viability to function in authentication [32,

Fig. 9 Cross-section of a fingerprint generated through OCT [23]
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33]. However, in both methods, further testing into its consistency and reaction to
various factors, such as skin color, before it can be proven truly viable for commercial
use.

6 Conclusion

Fingerprints are essential in the use of biometric based authentication. Its physiology
makes it a convenient and ideal tool for that purpose. The number of methodology
and techniques used in fingerprint identification is vast, but not without weakness.
Thus, alternative methods, such as fingerprint thickness and thermal based detection
would be a welcome addition to further improving security.

Of the methods proposed in thickness-based fingerprinting, Optical Coherence
Tomography and Near Infrared Spectroscopy are better candidates for further
research for authentication application. Their ability to model high detail images
of the layers under the epidermis greatly increases the difficulty of being spoofed.
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Abstract A novel technique to enhance bandwidth and gain of an Ultra-Wideband
(UWB) antenna using a reflecting layer is presented in this chapter. A Microstrip
Patch Antenna (MPA) with T-shaped patch and partially grounded plane is used in
this design where a T-slot is inserted into the patch. The proposed compact-size
antenna is designed and simulated using Computer Simulation Technology (CST)
Microwave Studio software by considering flame retardant 4 (FR-4) as substrate
with a relative permittivity of 4.3 and a thickness 1.6 mm. The antenna efficiency
includes, a wide impedance bandwidth of 9.31 GHz ranging from 3.19 to 12.5 GHz,
for voltage standing wave ratio, VSWR < 2; 5.74 dB gain; and 6.87 dBi directivity.
In comparison with the MPA without the reflecting layer, the bandwidth, gain and
directivity of the proposed antenna (with reflector) is increased by 123%, 3.64 dB,
and 3.44 dBi respectively. Thus, the proposed antenna can cover a wider range than
theUWB range (3.1–10.6GHz) and can be suitable for the use of various bio-medical
applications.
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1 Introduction

Ultra-wideband (UWB) is a wireless technology for transmitting information with
high speed over a large bandwidth within a short distance. A bandwidth of 7.5 GHz
ranging from 3.1 to 10.6 GHz is allotted to UWB applications by the Federal Com-
munication Commission (FCC) [1]. It is beneficial with low power consumption,
high data transmission, less complexity, low cost etc. It has wide applications in bio-
medical field including cardiology, breath pathways, obstetrics and arteries [2]. A
significant usage of UWB systems is in microwave imaging for cancer identification
in the human body [3, 4]. Microwave radar imaging is applied to the human body
for biomedical use (especially for breast tumor/cancer detection) due to its health-
friendly nature [5, 6]. The principle of this radar is transmitting a short duration
pulses and then detecting the reflected pulse response [7]. Thus, an antenna plays an
essential role in the UWB radar system for both transmitting and receiving the pulse
wave [8].

Various designed antennas were reported over the past decades targeting for the
application of radar-based UWBmicrowave breast imaging. For example, Fear et al.
[9] developed a UWB microwave imaging system comprising of an array of 16
antennas. The stacked-patch [10] and wide-slot [11] antennas have been designed at
the University of Bristol. None of the studies describes about the user friendly and
handy system in a cost effective way. Although, there are different sorts of antenna;
antennas with light weight, inexpensive, compact as well as capable of maintaining
high performance over a wide range of frequencies are recommended. One of the
antennas that may fulfill these criteria is the Microstrip Patch Antenna (MPA). It
has some benefits including easy to fabricate, mechanically robust, simple structure
etc. There are numerous substrates like FR-4, RT Duroid, Roger, etc. which can be
used to design patch antennas with their respective dielectric constant as per targeted
applications. The patch is usually made of conducting material like copper or gold
with any possible shape (square, rectangular, circular, triangle etc.) [12]. The most
widely utilized MPA is a rectangular patch antenna [13, 14]. However, there are
some limitations such as low efficiency, low gain and narrow bandwidth (defined by
−10 dB return loss) [15]. Among these shortcomings, the narrow bandwidth is the
main limitation. Moreover, an antenna with high gain makes its performance more
effective. Thus, wider bandwidth and gain is in demand to obtain a high data rate.
Many techniques are used to enhance the bandwidth, for example, introducingvarious
slots into the patch of antenna, use of partial ground planes, optimization of feed
line position on substrate [16–19]. Various shapes of patches and slots are reported
such as rectangular, circular, dipole, triangular, disc shaped etc. in [10]. Nowadays,
with the rapid improvement of microwave technology, there is a growing demand
on the bandwidth [20–25]. Thus, this chapter introduces an approach to enrich the
bandwidth and gain with UWB modified rectangular T-slot MPA using reflecting
layer. A reflecting layerworks as a reflectorwhich is connectedwith themain antenna
through spacers. The antenna is designed and simulated with 50-� microstrip feed
line on the FR-4 substrate and used a reflector as a second layer. Initially, we have
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designed a T-shaped patch antenna that is a modification of rectangular shape patch
with inserting T-slot on it. Then, we have completed the desired antenna design by
utilizing a reflecting layer in order to enhance gain and bandwidth of the antenna.
After that, the parameters of the proposed antenna have been compared with the
initial designed antenna (antenna without reflector). In our study, we have achieved
good performance in antenna gain, directivity, bandwidth and return loss.

The chapter is configured as follows. Next section describes the methodology
including proposed antenna design steps with necessary formulas. Followed by,
results and discussions as well as parametric investigation of antenna in Sect. 3,
and finally the conclusion.

2 Antenna Design

The basic layer design is based on microstrip rectangular shaped patch. Microstrip
patch is chosen due to its thin shape and easy to configure. On the other hand, it has
some negative aspects such as lower bandwidth. Our main objective of the chapter
is to modify the physical structure by using a reflector to enhance the bandwidth as
well as gain. We also analyze the parametric studies to obtain the optimum values
of return loss, gain and bandwidth. The antenna is designed on FR-4 substrate with
permittivity of 4.3, loss tangent of 0.025 and a thickness of 1.6 mm. The substrate
is coated with annealed copper of 0.03 mm thickness at each side. The width and
length of the antenna is 24 mm and 27.5 mm respectively. The dimension of the
rectangular patch is 19 mm × 14 mm. Usually, rectangular patch antenna cannot
afford wide frequency range due to its mismatch impedance behavior, especially at
the bottom corner which leads to the power loss [26, 27]. In this work, we have made
a T-shaped patch by modifying the lower bottom edges of a rectangular shape (as
shown in Fig. 1a) to reduce the edge effect and then inserted a T-slot on the patch.
The partially ground plane is used in this design as illustrated in Fig. 1b. In order to
complete our full antenna design for increasing bandwidth, gain and directivity, we
have connected a reflector as a second layer with main layer. The complete antenna
layout is demonstrated in Fig. 2.

2.1 Calculation of the Associated Parameters

To develop the intended UWB antenna, first, a rectangular shaped patch antenna lay-
outs/dimensions have been calculated using the Eqs. (1) and (2) [15]. The optimized
and considered antenna dimension can be seen in Table 1. Then, the rectangular
shape patch has been modified as T-shape patch, additionally a T-slot is inserted on
the patch as shown in Fig. 1.



466 B. S. Bari et al.

Fig. 1 Basic antenna layer (without reflector), a front view b back view c thickness

Fig. 2 The proposed antenna design

Wp = C

2 fr
√

εr+1
2

(1)

L p = Lef f − 2�L (2)
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Table 1 Design specification
of the proposed antenna

Design parameters Value (mm)

Patch width, Wp 19

Patch length, Lp 14

Antenna width 24

Antenna length 27.5

Antenna thickness 8.26

Feedline gap, Gpf 1

Substrate thickness, h 1.6

Conductor thickness, ht 0.03

Inner radius of spacer 1.4

Outer radius of spacer 2.8

Lef f = C

2 fr
√

εe f f
(3)

�L = 0.412h

(
εe f f + 0.3

)(Wp

h + 0.264
)

(
εe f f − 0.258

)(Wp

h + 0.8
) (4)

where,

Wp The width of the Patch
L p The length of the Patch
C Velocity of light, 3*108 m/s
εr Dielectric constant of the substrate
fr Resonant frequency of antenna
Lef f Effective length which is defined by Eq. 3
�L Extension length of the antenna which is defined by Eq. 4.

εeff = εr + 1

2
+ εr − 1

2

⎛
⎜⎜⎝

1√(
1 + 2h

Wp

)

⎞
⎟⎟⎠ (5)

Wg = 6h + Wp (6)

Lg = 6h + L p (7)

W f = 7.48*h

e
(
Zo

√
εr+1.41
87

) − 1.25 ht (8)
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where,

εeff Effective Dielectric constant
Wg The width of ground plane
Lg The length ground plane
Wf Width of Feed line.

The gap between the Patch and the inset feed is usually 1 mm, Gpf = 1mm. To
achieve a compact size design, the minimum size of the ground plane is preferred.
In this study, we have designed a partially ground plane. The length and width of the
step to modify rectangular patch to make it as T-shape patch are denoted by Le and
We respectively (Fig. 1a).

2.2 Reflecting Layer (A Second Layer of Antenna) Design

Figure 2 illustrates the complete design of the proposed antenna. Figure 2a, c presents
the front and back view of the proposed antenna respectively, whereas Fig. 2b shows
the side view. Figure 2d presents the spacer through which the reflector is connected
with the basic layer. The overall antenna dimension is 24mm× 27.5mm× 8.26mm.
Four spacers are utilized that are made of a lossy material named “Teflon PTFE
(polytetrafluoroethylene) ” with relative permittivity of 2.1. A second FR-4 layer is
positioned at a distance of 0.04λ0 (spacing value) from the first FR-4 layer through
spacers. The second layer acts as a reflector that makes the complete antenna design
to acquire required bandwidth and gain. The values of inner and outer radius of the
spacer, air gap/distance of reflector from main layer are considered according to the
antenna performance. Table 1 shows the optimized parametric values of the proposed
antenna.

3 Results and Discussions

Initially, the basic antenna was designed by modifying a rectangular shaped (base)
patch to a T-shaped patch without reflector. We have modified the rectangular shape
and changed it as T-shape. Then, we have inserted T-slot on the patch. A reflector is
used with the main antenna layer in order to get the desired performance.

Figure 3 shows the return loss is lower for our proposed antenna than the initial
antenna without reflector as expected. It shows peak return losses of –36 dB at
6.38 GHz and –34 dB at 7.8 GHz for proposed and initial antennas respectively.
The bandwidth of the proposed antenna is 9.31 GHz (3.19 to 12.5 GHz), whereas
it is 4.17 GHz (5.6 to 9.77 GHz) for the initial antenna by demonstrating 123%[

(9.31− 4.17)
4.17 ∗ 100%

]
impedance bandwidth enhancement.
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Fig. 3 Comparison of the proposed reflector antenna with the initial antenna (antenna without
reflector)

The gain and directivity of the proposed antenna is 5.74 dB and 6.87 dBi as
shown in Figs. 4 and 5 respectively. The Voltage Standing Wave Ratio (VSWR)
is 1.03 which is less than 2 (can be seen in Fig. 6). On the other hand, the initial
antenna gain and directivity are 2.1 dB and 3.43 dBi respectively. This shows gain
and directivity enhancement of 3.64 dB and 3.44 dBi respectively due to the addition

Fig. 4 Antenna gain in Cartesian and 3D plot
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Fig. 5 Radiation pattern in polar and 3D plot

Fig. 6 Voltage standing wave ratio (VSWR)

of reflector. Thus, the proposed antenna (with reflector) shows better performance
than the initial designed antenna (without reflector).

Table 2 illustrates the performance comparison of the proposed antenna (with
reflector) with the initial antenna (without reflector) and one related existing antenna
(with reflector and very similar to our proposed one). As bandwidth is the main
concern and our target is to enhance it for bio-medical application uses. Hence, the
bandwidth enhancement for the proposed antenna is about 5.14 GHz and 0.54 GHz,
which are around 123% and 6.2% respectively compared to initial and Reza [27]
antennas respectively, by showing its superiority.

This happened due to the optimized parameters of the proposed reflector antenna
such as inner spacer radius, outer spacer radius, and air gap/distance, which are some
of the key factors to enhance the antenna performance. These parameters should be
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Table 2 Comparison of the proposed antenna (with reflector) with initial designed antenna (without
reflector) and an related existing antenna (with reflector)

Design Gain (dB) Directivity
(dBi)

Bandwidth
(GHz)

VSWR Return loss, S11

Proposed
antenna
(antenna
reflector)

5.74 6.87 9.31 1.03 −36 dB (at
6.38 GHz)

Initial antenna
(without
reflector)

2.1 3.43 4.17 1.04 −34 dB (at
7.8 GHz)

Reza et al. [27] 6.09 8.15 8.77 – −47 dB (at
6.8 GHz)

considered very carefully and precisely to achieve the desired bandwidth and gain
of the antenna. During the study of bandwidth and gain enhancement of microstrip
patch antenna, it is found that change in the shape of patch, introducing slots in patch
and the reflector size and position aids in improving the bandwidth along with gain.

4 Conclusion

A low-cost and compact-size UWB antenna design to increase its bandwidth and
gain have been proposed with simulation using CST software. The proposed antenna
is designed by attaching a reflecting layer at the antenna back, connected through
spacers with the main antenna layer to enhance bandwidth and gain. The patch of the
main antenna layer is modified as T-shape rather than rectangular shape. As a result,
the gain and bandwidth is improved with very low return loss to reach the desired
goal. The proposed antenna shows excellent performance in terms of bandwidth with
9.41GHz (3.19–12.6GHz)which covers thewholeUWBfrequency, gain, directivity,
and VWSR. It can be very suitable and usable for bio-medical research uses. Thus,
the bandwidth as well as gain of any UWBmicrostrip patch antenna can be enhanced
by changing the shape of patch, adding slots in patch and adding a reflecting layer
at the antenna-back with proper reflector size and position.
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Oil Palm Tree Detection and Counting
in Aerial Images Based on Faster R-CNN

Xinni Liu, Kamarul Hawari Ghazali, Fengrong Han,
Izzeldin Ibrahim Mohamed, Yue Zhao and Yuanfa Ji

Abstract Malaysian oil palm industry has been a great contributor to the country’s
creation of job opportunity, foreign exchange earnings and GDP. Information about
the amount and the distribution of oil palm trees in a plantation are important for
sustainable management. In this paper, we propose an oil palm tree detection and
counting method based on the Faster Regions with Convolutional Neural Network
algorithm (Faster R-CNN). Experiment on the oil palm tree images collected by a
drone shows that the proposed method can effectively detect the oil palm trees and
counting its number when the age of the trees in a plantation is different from 2 years
old to 8 years old. The proposed approach can be used to predict the scale of the
plantation and meets the requirements of real-time detection.

Keywords Object detection · Oil palm tree · Convolutional neural networks ·
Drone imagery

1 Introduction

Oil palm trees have been the key economic crops in Malaysia. In recent years, the
Malaysian oil palm industry has been a great contributor to the creation of job oppor-
tunity, foreign exchange earnings and GDP [1]. Palm oil production is important for
the economic development of Malaysia, where oil palm has become the most valu-
able oil crop in the world for it producing much more oil per hectare than soybean.
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In addition to palm oil, it also can be used to create several other products like fur-
niture, paper, plywood. Typically, the information about the amount and distribution
of oil palm trees in the plantation is important in the following aspects. Firstly, the
number of trees is critical for predicting the yield of the crop and the further asset
management of the plantation. Secondly, it helps identify the growing state of the
trees, such as the survival rate or the age of the trees. Besides, it notifies the irrigation
development, which combined to maximize the productivity of the plantation [2].
Therefore, monitoring the trees’ growing situation, predicting the yield of the plan-
tation as well as increasing their productivity are three important ways to improve
the development of the oil palm industry.

In recent years, with the rise of remote sensing technology, large-scale observa-
tion implemented by means of aircraft, drones, and satellites make high-resolution
remote sensing images are available [3]. Typically, a practical application like an
estimate the yield of the plantation needs to collect the information of earth features,
while most of the data collected through diversity sensing involve images [4]. There-
fore, image analysis in remote sensing images is a key task due to the small object
and high resolution of the collected images. Conducting discriminative image rep-
resentation is at the significant stage of imaging analysis in remote sensing imagery.
Generally, earlier oil palm tree classification and detection study employ themethods
belonging to the computer vision field such as machine learning-based approaches
K-Means, Fuzzy-C-Means, and PCA methods, etc. For instance, Meftah [5] utilized
the color feature of the image, the oil palm fruit bunched are graded based on theRGB
intense, which obtained by calculating the RGB histogram of the image. Besides,
Siddesha [6] employed Fuzzy-C-Means and K-Means as unsupervised techniques
as well as the other four supervised techniques MSRM, Random Walker, Grow Cut
and Hill Climbing algorithm. The comparison result on 100 images showed that the
MSRM algorithm is superior to other methods. In addition, Frisky [7] employed
Gray Level Co-occurrence Matrix, Segmentation-based Fractal Texture Analysis,
and Local Binary Pattern to extract the text feature of the image, later the K-Means
clustering method was used to cluster palm trees in plantation areas into three cate-
gories. Fadilah [8] used an artificial neural network (ANN) to conduct the ripeness
classification of oil palm fresh fruit bunch. However, the development of traditional
image analysismethods is constrained due to the relatively poor accuracy, poor porta-
bility and the lack of generalization ability of the feature extracted by the artificial
feature extraction approach.

With the development of computer vision, varieties of application based on deep
learning (DL) have shown their superior at image classification and recognition tasks
[9, 10].As the popular network inDL, convolutional neural network (CNN) is capable
of directly extracting discriminative features from a large amount of data. In addition,
the network combines feature extraction and feature classification into an integrated
model, which enhance the distinguishing power of features and make it significantly
superior to traditional methods in object detection. CNNs have been successfully
applied in object detection task and the CNN based approaches have achieved better
performance compared to traditional methods [11, 12]. Recently, Ren et al. [13]
proposed deep learning-based Faster Regions with Convolutional Neural Networks
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(Faster R-CNN) algorithm [13], which integrates Fast R-CNN and Region Proposal
Network (RPN) into one framework, and the feature sharing operation effectively
increases the detection speed.

This paper proposes the Faster R-CNN based oil palm tree detection and counting
approach The approach includes using convolutional network to directly extract
discriminative features from the raw dataset, utilizing the region proposal network
to classify the generated bounding box and choose the proposal region, which later
will be sent to the region of interest layer together and conduct the further classify
and detection. The proposed method is validated on the data collected by drone.

The structure of this paper is organized as below: Sect. 2 presents the Faster
R-CNN based oil palm tree detection and counting method, it explains the Faster
R-CNN based approach and the process of the method, while the experiment results
in oil palm trees collected by drone as well as the analysis of the results are shown
in Sect. 3. Finally, the last section draws a conclusion of this paper and predict the
work in future.

2 Methodology

The purpose of this study is to detect the position of the oil palm tree and then count
the number of the target in the image. This paper employs a Faster R-CNN based
deep learning algorithm to detect the oil palm tree in an aerial image. As shown in
Fig. 1, the input of the Faster R-CNN framework is an aerial image of oil palm tree
captured from a drone, the outputs are the classification and detection result (position
of the bounding box). Firstly, the convolutional network is employed to extract the
features maps of the input oil palm tree image, and then the region proposal network
is used to generate the region proposal and the category, finally the following Region-
of-Interest (RoI) layer combined the feature maps and the region proposal together to

RoI poolingVGG16 Feature 
Map 

Classification 
loss

Bounding box 
regression loss

Region Proposal Network

Proposed 
regions+

Fully connected
 layer

Softmax 
classification

Bounding box 
regression

Fig. 1 Oil palm tree detection based on Faster R-CNN
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collect proposal feature maps and send it to fully connected layer to conduct the final
classification and detection. The process mainly includes the following four steps:

(1) The convolutional layers. As a CNN based network object detection method,
Faster RCNN utilized the basic convolution, ReLu, and pooling operation to
extract the feature maps that contain high-level discriminative information in
the image, which will be shared with the following RPN and fully connected
layer.

(2) Region Proposal Networks. The RPN network is used to generate the possible
region which has the object. This layer determines the anchors contain oil palm
tree or background through softmax firstly, later the bounding box regression is
used to correct the generated proposed boxed to obtain precise proposals.

(3) RoI Pooling. The layer gathers the feature maps generated by step 1 and region
proposals by step 2 firstly, and then it integrates the information, extracts the
proposal feature maps and sends them to the subsequent fully connected layer
to perform the classification.

(4) Classification and Detection. The proposal feature maps are used to classify the
object in the image, the bounding box regression is used to choose the accurate
position for the detected oil palm tree.

In this study, VGG16 model is selected as the backbone of the convolution net-
work, which contains 13 convolutional layers with every layer followed by a ReLu
layer and 4 pooling layers, the size of all the kernel in convolutional layers is 3, the
value of the pad and stride is 1, the size of all the kernel in pooling layers is 2, the
value for the pad is 0 and for the stride is 2. The advantage of Faster R-CNN is that
it directly uses the RPN to generate the detection frame instead of utilizing the tradi-
tional sliding window and SS (Selective Search) approaches, which greatly improve
the detection speed. Therefore, the RPN is the core partition of the whole network,
the training objective is to set the loss function at minimum, the loss function of the
network is as below:

L({pi }, {ti }) = 1

Ncls

∑

i

Lcls
(
pi , p

∗
i

) + µ
1

Nreg

∑

i

p∗
i Lreg

(
ti , t

∗
i

)
(1)

where i denotes the anchors (bounding box) index, pi is the foreground softmax
probability, p∗

i is the probability of ground truth predict (actual category). During the
RPN training, Intersection over Union (IoU) value is selected to judge the anchors is
foreground or background. when IoU > 0.7 between the ith anchor and ground truth,
the anchor is considered as foreground, p∗

i = 1; on the contrary, when IoU < 0.3
the anchor is considered as background, p∗

i = 0; for the rest, when 0.3 < IoU <

0.7, these anchors will be discarded and not selected as training data; tidenotes
the predict bounding box, t∗i is the corresponding ground truth box for foreground
anchor. The whole loss contains two partitions: one is classification loss, that is the
softmax loss calculated by RPN classification loss used for the network training
of classifying the anchors is foreground or background, another is region loss used
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for the network training of bounding box regression. In practical training, for the
relatively big difference between Ncls and Nreg , the parameter µ is used to balance
the difference to make sure the two factors are considered.

3 Experiments

3.1 Experimental Set-Up

The proposed method is tested on color oil palm tree image from aerial imagery
collected by a drone over a commercial 20 ha oil palm plantation located inMalaysia
Pahang state. The scale of the collected image is 7837 × 23,608 with small target
and high resolution. Therefore, we divided the image into small scales to improve
performance. In this study, 400 training samples are selected as a training set, 50
training samples are choosing as a validated set, and 50 samples are choosing as a
test set, the size of each sample is 621 × 391 pixels. Later, the training and validated
samples are manually labeled with a bounding box where oil palm tree center located
in the area. For some samples, during the image divided from the original image,
some target located on the bound will be divided into two parts, for this case, we
labeled the target as the foreground if its center is visible, otherwise, it is considered as
background. Based on the above label method, 450 images are labeled. A prototype
code was written in Python used TensorFlow framework. Figure 2 shows several
labeled samples.

3.2 Results and Discussion

Based on the Faster R-CNN method described in Sect. 2, the labeled image in 3.1
section is the training dataset of the network. Firstly, the RPN network is training to
make the loss function Eq. (1) converged. After obtaining the trained Faster R-CNN
model, 50 images are used to test the detection precision. In order to try to cover
more situation, another two special situations are considered, for one situation some
targets are too small for the young age of the oil palm tree, for another some targets
in the image are crowded. For each testing image, we manually locate and count the
mummer of oil palm trees in the image, and then the result will be compared with
the Faster R-CNN automatic detected result. The whole time for training and test in
this paper is no more than two hours, where the network training takes one and half
hour with 300 iterations and the test on 50 images takes five minutes. Figure 3 shows
the experiment result based on Faster R-CNN method.

As shown in Fig. 3, take two test images as an example. After detection, for image
(a) the number of the detected oil palm tree is 33 while the manually counted number
is 34, there is only one target missing detection. However, for image (c) the number
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(a) Image a and the labeled image

(b) Image b and the labeled image

(c) Image c and the labeled image

Fig. 2 The original image and its labeled image. The left column is the original image, the right
column is the corresponding labeled image

of the detected oil palm tree is 25 while the manually counted number is 20. The
target in image (a) is clearer and large, so it is easy to classify from background,
while the target in image (c) occupy small pixel and are blurred to be classified from
the background, two backgrounds were detected as target and another three targets
were detected as foreground that manually missed the three targets. Therefore, the
younger oil palm trees with a blurred background are the most challenging scenario
in automated detection. Table 1 shows the accuracy of the automatic detection result
in 50 test images. As shown, manually detected palm trees is 1236, all detected
objects using this method is 1204 and the correctly detected palm trees are 1188, the
overall accuracy is 96.8%.
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(a) Image a              (b) Detection result of image (a)

(c) Image c                (d) Detection result of image (c)

Fig. 3 The detection result based on Faster R-CNN method

Table 1 Detection results
based on Faster R-CNN

Evaluation score Value

All detected objects (B) 1204

Manually detected palm trees (C) 1236

Correctly detected palm trees (A) 1188

Precision: A/B (%) 97.4%

Recall: A/C (%) 96.1%

Overall accuracy (%) 96.8%

4 Conclusions

This study employed the Faster R-CNN algorithm to addressed the problem of oil
palm trees detection and counting collected by drone. The Faster R-CNN approach
used in this paper employed the VGG16 network to extract discriminative features
of oil palm trees form the training dataset, which is followed by the RPN who was
trained to get the proposal region for the object in the image, at last, the objects were
detected and classified by integrating the information of the feature map and the
proposal region. The proposed approach effectively discovered deep learning-based
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CNN on oil palm tree detection with an average overall accuracy above 96%. The
results illustrate that the speed and the accuracy in oil palm detection and counting
meet the requirement for applied it in engineer application. The next step is to apply
this method in practical of real detection and counting for oil palm plantation.
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Abstract The purpose of this study is to identify the electroencephalogram (EEG)
pattern of male and female engineering student during the cognitive activity. EEG
is a method to monitoring electrical activity in the brain and has four main brain-
wave signal Delta Wave, Theta Wave, Alpha Wave and Beta Wave. Delta wave is
a slow wave generated in deepest meditation, Theta Wave usually occurs in sleep,
Alpha Wave dominant in calming, relaxing condition and Beta Wave dominant in
wakeful condition. The raw data collected analysis using SPSS and Microsoft Excel
to analysis the accuracy and the brainwave pattern between male and female. The
average, standard derivation, correlation and Q-Q Plot are used to identify the EEG
pattern between male and female during cognitive activity. Cognitive is one of the
bloom taxonomy formulate for education activities. The process involves in decision
making, understanding of information, attitudes and solving. Subjects are given a
set of question to answer. A total of 24 students, 12 males and 12 female involve
recording their EEG signal while answering the cognitive question by wearing the
Emotive Insight device. All subjects are from UTHM engineering students. Data
collected are focused in Alpha Wave and Beta wave which exist in when someone is
in awaken condition. The difference between male and female brainwave during the
cognitive activity can be observed from the analysis and discussion of the result. For
future recommendation for this research is the number of subject can be increased
to get more accurate data.
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1 Introduction

The brain is one of the largest and most complex organs in the human body. It is
made up of more than 100 billion nerves that communicate in trillions of connections
called synapses [1]. It is an organ which is located in the skull of a head at the top
of a body and brain constitutes only about two percent of the human body, yet it is
responsible for all of the body’s functions [2]. Brain receives information through
our five senses sight, smell, touch, taste, and hearing which happens innumerable
at one time. It assembles the messages in a way that has meaning for us, and can
store that information in our memory [3]. The brain is composed of three parts, the
brainstem which performs many automatic functions such as breathing, heart rate,
body temperature,wake and sleep cycles, cerebellum function is to coordinatemuscle
movements, maintain posture, and balance, and cerebrum is the largest part of the
brain and is composed of right and left hemispheres. It performs higher functions
like interpreting touch, vision and hearing, as well as speech, reasoning, emotions,
learning, and fine control of movement [4].

Electroencephalography (EEG) is a method for monitoring electrical activity in
the brain. It uses electrodes placed on or below the scalp to record activity with
coarse spatial but high temporal resolution. EEG can be used in cognitive research
or to diagnose conditions such sleep disorders [5, 6]. Cells that formed in brain uses
electricity to communicate with each other are call neurons. This can be detected
using sensitive medical equipment such as EEG, measuring electricity levels over
areas of the scalp. This activity is called brainwave pattern [5]. EEGmeasures voltage
fluctuations resulting from ionic current within the neurons of the brain. It has several
strong points as a tool for exploring brain activity. EEGs can detect changes over
milliseconds, which is excellent considering an action potential takes approximately
0.5–130 ms to propagate across a single neuron, depending on the type of neuron [7].
Most of the cerebral signal observed in the scalp EEG falls in the range of 1–20 Hz.
The EEG signal are separated and divided into four main types of brainwave consist
of Beta Wave, Alpha Wave, Theta Wave and delta Wave [8, 9] as in Table 1.

Bloom’s Taxonomy is used to promote higher forms of thinking in education, such
as analyzing and evaluating concepts, processes rather than just remembering facts
(rote learning) [11]. It is most often used when designing educational, training, and
learning processes. The three domains of educational activities are Cognitive mental

Table 1 Description type of wave [8, 10]

Type of wave Range (Hz) State Description

Beta 12–40 High High frequency low amplitude brain waves that are
commonly observed while we are awake

Alpha 8–12 Moderate It is the frequency range between beta and theta

Theta 4–8 Slow Involved in daydreaming and sleep

Delta 0–4 Slowest They are found most often in infants as well as
young children
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skills (knowledge), affective growth in feelings or emotional areas (attitude or self),
psychomotor manual or physical skills (skills). Cognitive domain is when a student
is learning using mental skill, there are gender differences in cognitive abilities [12–
14]. Psychologists have gathered solid evidence that when it comes to how and how
well to think, males and females differ in very few but in significant ways. Male and
female brains show anatomical, functional and biochemical differences throughout
life [6, 15, 16]. Many factors are involved in this differentiation physiological factors
along with social norms, is another factor that brings changes [10, 17, 18].

2 Methodology

There are four stages to be conduct so that this research can be completed. Figure 1
showsflowchart of the process andmethod that is implemented in this research.These
four stages are related with each other to complete this research paper with success.
The first stage is the literature review of the previous related researches. These stages
are important to provide the relevant information and better understanding about the
research. The second stage is finding more than 20 participants of subject, which
consists of females and males. Each of the subjects needs to answer the cognitive
question prepared for this research. Subject for the research is from the engineering
student and they need to be in good condition as this is crucial to avoid the noise
during raw data recording. Next stage is third stage is raw data collection using an
Emotiv Insight device. Emotiv Insight is a user-friendly and wireless device used to
Collect and record the raw of EEG signals. This device is relatively sensitive and
must be handled with the correct way to get the good signal when the experiment is
conducted. Last but not least, the fourth stage is the data analysis and this is the most
important stage to achieve the objective of this research paper.

2.1 Subjects

There are 24 subjects of engineering student, which consist females and males. The
subjects are divided into group of onemale and one female subject per group. All sub-
jects must answer the prepared question within the given time. The subjects involve
in this experiment need to be in a healthy condition and are not on any medication
to avoid noise on the brainwaves recorded during the experiment is conducted. The
chosen subjectwill be among engineering student fromUniversiti TunHusseinOnn’s
student within the group age of 19 until 30 years old.
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Fig. 1 Flow diagram of
methodology

2.2 Data Collection

The subject is given a set of 15 cognitive questions which are divided in to 3 sections
and needed to answer it within 5 min only. Firstly, the subject must be in relax
condition and then will be asked to wear the Emotive Insight on their head. Once
the quality contact is good the record button will be clicked. Question given have
variety of mathematics, general knowledge, visualization and knowledge as well in
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Fig. 2 The view of subject wearing all the equipment from sides, back and front view

English language. Figure 2 shows how the emotive must be wearing before taking
the cognitive activity.

2.3 Analysis of Data

The raw data that has been collected using the Emotive Insight Equipment will be
kept in cloud. The raw data will be retrieved by downloading from the cloud file. All
the data related to this research will be processed by using Statistical Package for
the Social Sciences (SPSS) software and Microsoft Excel software. This task is the
most important part to generate the result and outcome from this research.

Descriptive statistics are specific methods used to calculate, describe, and sum-
marize collected research data such as in a logical, meaningful, and efficient way
[19]. Descriptive statistics are numbers that summarize the data with the purpose of
describing what occurred in the sample [20]. This analysis can be chosen in SPSS
system. Descriptive analysis helps user to calculate many data automatically and
prevent from the error when the analysis is done manually.

3 Results and Discussions

3.1 Distribution Results

There are 24 subjects for this experiment. The result of distribution of 12 males and
12 females when answered the cognitive activity within five minutes are shown in
line graph. The result is to observer the pattern of the EEGWave and which subjects
are dominant in cognitive. The dominant in cognitive will show the Beta Wave must
higher than AlphaWave. Table 2 shows Comparison for AlphaWave and Beta Wave
during cognitive activity of male and female.
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Table 2 Comparison for Alpha and Beta Wave during cognitive activity of male and female

Alpha Wave Beta Wave

Subject Male Female Male Female

S1 Low Low High High

S2 Low Low High High

S3 High Low Low High

S4 Low Low High High

S5 Low High High Low

S6 Low Low High High

S7 Low Low High High

S8 Low Low High High

S9 Low Low High High

S10 Low Low High High

S11 Low High High Low

S12 Low Low High High

Subject 1

Figure 3a shows distribution graph of male subject 1 when conducted the cognitive
activity. Beta Wave which remained consistent from the beginning can be compared
to theAlphaWave. TheAlphawave dropped in the beginning before increasing as the
experiment continues. From the graph, Beta Wave remains as the highest. Figure 3b
distribution of graph of female subject 1 which shows the Beta Wave is higher than
Alpha Wave even though the Alpha Wave to go up steadily. The graphs shown for 2
subjects one male and one female that are dominant in cognitive domain.

Subject 2

Figure 4a shows distribution graph for male subject 2, from graph Beta Wave
increased sharply from the start, whereas Alpha wave decreased significantly by
showing the big difference between each other. From Fig. 4b, distribution graph for
female subject 2 can be seen. It shows, the wave is almost similar between Alpha
Wave and Beta Wave, but the Beta Wave increased slightly at the end of cycle. It

Fig. 3 Distribution graph for cognitive activity a male subject 1, b female subject 1
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Fig. 4 Distribution graph for cognitive activity a male subject 2, b female subject 2

can be seen from the both graphs that Beta Wave is higher than Alpha, means, the
subject 2 male and female are dominant in cognitive.

3.2 Results of Average

Male

Figure 5. shows the average Alpha Wave and Beta Wave of Male subjects during the
cognitive activity. One cycle of EEG signal contains 0 until 128 from 129 total signal
data. It shows that Beta Wave has higher average value compared to Alpha Wave.
The smallest value is 3651.727 (S11) and highest value is 4207.152 (S2) of Alpha
Wave from all 12 subjects. For Beta Wave, smallest average value is 4083.653 (S7)
and highest value is 5582.385 (S2).

Fig. 5 Male average of Alpha Wave and Beta Wave
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Fig. 6 Female average of Alpha Wave and Beta Wave

Female

Figure 6 shows the average Alpha Wave and Beta Wave of female subjects during
the cognitive activity. It shows that BetaWave has higher average compared to Alpha
Wave. One cycle of EEG consists 0 until 128 out of 129 signal data. The smallest
Alpha Wave from all 12 subjects is 2454.713 (S12) and highest is 5588.293(S5).
Beta Wave smallest average is 2714.045 (S12) and the highest is 5744.854 (S10).

Male and Female

Table 3 shows the number of subject and percentage who has high Alpha Wave or
high Beta Wave. The total subjects among male and female showing these results
during the Cognitive activity are 12. Only Subject 3 ofmale has highAlphaWave and
the remains subjects have high Beta Wave. For female Subjects 5 and 11 have high
AlphaWave while the rest subjects have high BetaWave. From the observation male
Subject 3 has high Alpha Wave than Beta Wave. Subject 3 received almost perfect
score and was in relax condition while answering the cognitive question. Female
Subject 5 also shows the same condition as male Subject 3. For Subject 11, she
showed the symptoms of drowsiness and tired when answer the cognitive question,
as Alpha Wave lie in between wakeful and asleep.

Table 3 Total high Alpha Wave and Beta Wave male and female

Genders Alpha Wave Percentage (%) Beta Wave Percentage (%)

Male 1 org 8 11 org 92

Female 2 org 17 10 org 83
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Fig. 7 Correlations Alpha Wave and Beta Wave of male and female

3.3 Correlation

Correlation is the method of statistical to measure the strength of relation between 2
variables. Here, 0 means no correlation, above 0.5 indicates strong correlations and
below 0.5 shows weak correlations.

Figure 7 shows the correlation between the waves for male and female, both have
the same correlation ofAlpha-Alphawhich shows the strong correlation towards each
other (r= 1). The similar case is showing forBeta–Betawhich have strong correlation
(r= 1). Correlation Alpha–Beta Wave of male below 0.5 (−0.1098) which indicates
negative weak correlation between these 2 waves. Female correlation Alpha–Beta
also shows the positive weak correlation (0.1507).

4 Conclusion

There are total of 24 subjects consist 12 males and 12 females Engineering student
of UTHM which are volunteer participants for this research. Two main waves are
focused in this research it is Alpha Wave and Beta Wave. Theoretically Beta Wave is
present when a person in alert, focus, awake and decision making condition. Alpha
Wave appears in relaxing and meditative condition. The result shows Beta wave is
higher than Alpha Wave for dominant in cognitive.

The research shows that the brainwave pattern betweenmale and female are differ-
ent. Male subject shows higher level of Beta Wave and female subject shows higher
level of AlphaWave while answering the cognitive question. It can be concluded that
male subject shows more dominant in cognitive. This result is based on the analysis
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of the data between male and female signal emitted by the subject’s brain during
the cognitive activity. In addition, from the observation male subjects shows higher
concentration level and focus when answering the question. The outcome of this
research can be concluded that the entire objective was successfully achieved.
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Intelligent Autism Screening Using Fuzzy
Agent

Nurul Najihah Che Razali, Ngahzaifa Ab. Ghani and Syifak Izhar Hisham

Abstract In the diagnosis of diseases, either physical or psychological, there are sit-
uations causing reaching for second independent opinion very hard. This is especially
true in the diagnosis of Autism due to the complex process of diagnosis. Apart from
the complex process, the challenges include cost and the availability of experts. This,
however, does not change the fact that having regular independent second opinions
is crucial. Hence, this study proposes an intelligent autism screening model using
fuzzy agent, to assist the expert and non-expert in making the diagnosis. In this study,
the fuzzy inputs are assigned based on five categories, which are Communication,
Gross Motor, Fine Motor, Problem Solving, and Personal Social, and is specifically
for three-year-old children only. The proposed model will be able to produce output
in the form of sequences based on lowest to highest mark of the scores for each cat-
egory. This output will then relate to the suggestion of activities to autistic children
by priority (based on the scores obtained).

Keywords Autism spectrum disorder (ASD) · Agent-Based · Fuzzy agent ·
Autistic children · Symptoms

1 Introduction

Autism or Autism Spectrum Disorder (ASD) is a common psychological disorder
that affects 1 in 500 children [1]. It often remains undetected until after-toddlers age
due to the difficulty in making the diagnosis, although in most cases, parents are
aware that something is missing in the child development. The tool for diagnosis
is not easily available, even if it is, it needs an expert’s knowledge to interpret the
result.

In most cases, the diagnosis of autism is not made until the two to three years
because only then, the symptoms become obvious and the child starts to struggle to
fit in the society. For children with ASD, being identified early has many advantages
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and most likely will also improve the outcome as intervention and treatment can be
done early [1]. Every ASD child is unique because each exhibits their impairments
(or sometimes extraordinary skills) in unique combinations [2]. The impairments are
usually both on physical and psychological developmental delays. Apart from that,
ASD children are also usually troubled by sound, touches, or smells which seem
normal to others [3].

At the beginning of autism disorder, early intervention allows early educational
and developmental planning, prepares the family for supports, stress management,
education arrangement, and also ensure delivery of appropriate medical care and
treatment [1]. For the intervention (in the form of therapies) to happen, a child
needs to be assessed or diagnosed firstly, and for that matter, an early diagnosis is
very important, especially for those with learning disabilities [4–6]. However, as
important as it is, the prediction of autism disorder is difficult than a prediction of
disease because it relates to a variety of attributes [3], where the main challenges are
imprecision, uncertainty, and vagueness [7–12].

2 Related Works

Diagnosis of autism have been done by using certain sets of questions that are
answered by parents or guardians, and based on the score values, the child will
be able to be identified as having autism disorder or not. The diagnosis involves
assessment of behaviors and usually takes several hours to complete [13]. Many
established diagnostic tool (questionnaires) have been published, among them are
ModifiedChecklist for Autism in Toddlers (M-CHAT) andChildhoodAutismRating
Scale (CARS). M-CHAT diagnosis results have been doubted by [14]. However, this
is especially the case for children born very preterm. In their critical review, state
that the instrument (CARS) may not be applicable for those with sensory and intel-
lectual disabilities [15]. They also suggested that for this group of people, additional
diagnosis instrument is needed.

Another established diagnostic screening tool is The Ages and Stages Question-
naires, 3rd edition (ASQ-3®) [16], which is developed for monitoring children in the
age range of 2–60 months. This tool evaluates five elements such as communication,
gross motor, fine motor, problem-solving, and personal-social, where each section
consists of several questions to be completed by parents.

This method of diagnosis using established questionnaires, for the fact that it
involves many questions and the results are not easily translatable by people of
non-experts, make the diagnosis process lengthy and nearly impossible to be done
without the presence of experts. There have been several studies done on proposing
a diagnostic tool (system) to replace the lengthy questionnaires. However, most of
them only diagnose the level. For example, Ahuja, R. and Kaur, D. developed a
diagnosis method using neuro-fuzzy, but the diagnosis output is only either high
(high level of autism) or low (low level of autism) [3]. To come out with this very
simplified result, the extensive questionnaires still need to be answered to get the
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score as input to their neuro-fuzzy system. This method is not, in any way helping
in shortening or simplifying the process of diagnosis.

Two attempts to shorten the process of diagnosis have also been made [17, 18].
However, these two attempts have been criticized for not proving significant time
reduction in the diagnosis process [19]. Al-diabat, M. then, suggested a fuzzy rule-
based model consisting of 24 variables to diagnose children at the range of age
between 4 to eleven years old [19].

Tariq, Q. proposed a solution to the lengthy and complicated process of diagnosis.
He suggested the use of a 3-minute home video to assess the behaviors of an affected
child where the video is shared in their established web portal and then rated by
non-expert raters [13]. The non-expert raters will then assess the video by looking
at certain characteristics such as eye contact, communication, etc. This method,
although it can be considered as a very good alternative for diagnosis without the
presence of experts, it is, however, again not in any way simpler because it needs
an established platform and participation from the public. The result also very much
relies on humans’ opinion.

Being able to diagnose only the level of autism is useful but not quite enough.
For the focused therapy to happen, the exact area (problem) must be determined.
Knowing one is having severe autism is not enough, but knowing in which area the
patient has a major problem with (communication, personal, social, behavior etc.)
is very important. Based on the review on existing studies, apart from attempting
to simplify the process of diagnosis, none of the works have attempted for detail
diagnosis (diagnosing category) as well as the suggestion of therapy activities.

3 Methodology

3.1 Overview of Fuzzy Agents

This research applies fuzzy agent to classify human behavior of autistic children.
Intelligent agents can perform flexible and independent autonomic actions to accom-
plish goals that have been set through computer systems. The agent will receive input
and then it will act to change the environment.

According to [20], in most agent-based systems, the behavior of an agent that
interacts with other agents of the system is composed of three phases, (1) receives
information fromanother agent or perceives a change in its environment, (2) interprets
the event and decides on actions to be performed by taking into account other agents,
(3) sends a message or performs an action to modify the environment.

The agents, that implement ambiguous problems through fuzzy logic, are called
fuzzy agents [21]. In their study, [22] provided fuzzy agents that can decide for more
effective design when fuzzy design information is considered in a fuzzy interaction.
As shown in Fig. 1, observe, decide, and act are the elements in the fuzzy agent.
It can be applied for autism screening in this research, by providing input from
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Fig. 1 Functional architecture of a fuzzy agent [20]

questionnaires (observe), then the autism challenges will be categorized in a specific
category (decide). Finally, the fuzzy-agent-processed output known as activities (act)
will be proposed as guidance or suggestion for autistic children specifically.

3.2 The Working Mechanism of Fuzzy Agent for Autism
Screening

In the proposed model for this Intelligent Autism Screening, four processes are
needed to produce data and get output using questionnaire data based on autistic
parent responses, as demonstrated in Fig. 2.

Step 1. Data Collection. Autistic children data will be provided by parents through
established questionnaires. This process will be assisted by Occupational
Therapy (OT) from several Autism therapy centers in Malaysia. The data
will then be pre-processed before being used as input for the next step.
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Fig. 2 The framework of intelligent autism screening diagram

Step 2. Data Processing. All data from the questionnaire is processed before being
fed into fuzzy rules. The output at this stage is mark/rating for each category
involved and will use as input for the next process.

Step 3. Autism Screening using Fuzzy Agent. After data is processed, the data
will be fed into fuzzy-agent based model to obtain the final output, which
is the suggestion of therapy activities.
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Step 4. Testing. The results will be verified by experts (occupational therapies) to
validate whether or not the developed model has provided a valid output,
which is the suggestion of therapy activities based onASD level of the child.

4 Results and Discussion

Figure 3 shows the agents involved, where the numbering of agents represents the
rank ofmarks in order. Each agent will represent one categorywhere in this case there
are five categories: Communication, GrossMotor, FineMotor, Problem Solving, and
Personal-Social.

In Phase I, the rank marks are the output obtained from the questionnaires marks
that have been fed through fuzzy rules. The output from this stage (rank of categories)
will be fed through the next fuzzy agent-based model in Phase II. In Phase II, the
fuzzy agent-based model will consider the three top categories (three highest marks
from Phase I) as variables.

The example of fuzzy rules involved in Phase I is provided in Table 1 and the
linguistic value and notation are provided in Table 2. The rules in Table 1 represent
an only small part of the rules involved where one rule indicate one ASD child. For
example, Rule 1 can be interpreted as follows:

Fig. 3 Modeling of agent-based with input and output for phase I

Table 1 Rules of input and output from phase I

Rule CO_MARK GM_MARK FM_MARK PS_MARK PC_MARK Activity

1 MR(1) RE(4) MR(2) NR(5) MR(3) C

2 RE(3) RE(4) NR(5) MR(1) MR(2) B

3 NR(2) NR(3) NR(4) NR(5) MR(1) A

4 NR(4) RE(2) NR(5) MR(1) RE(3) D

5 RE(3) MR(1) MR(2) NR(4) NR(5) E
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Table 2 Linguistic value and
notation

Symptoms Label Status Label

Low L Most required MR

Medium M Required RE

High H Not required NR

Fig. 4 Modeling of agent-based with input and output for phase II

If communication mark (CO_MARK) is low,
AND gross motor mark (GM_MARK) is medium
AND fine motor (FM_MARK) is low and
problem-solving (PS_MARK) is high
AND personal social (PC_MARK) is low
THEN Activity is C.

According to the agents in Fig. 4, Activity C is the combination of ‘fine motor’
(FM) with ‘communication’ (CO) and also FM with ‘personal-social’ (PC). This
result indicates that basedon the scores ofASDchild number 1 (Rule 1), the suggested
activity is the activity involves with ‘fine motor’. The improvement in ‘fine motor’
will affect positively also on communication and personal-social.

Figure 4 shows five sets of agents that work in Phase II, in which each agent
has one dominant variable. For example, agent Set A has CO as dominant variable
meaning that if an ASD child is pointed to this agent (based on the scores from
the questionnaire), the suggestion of therapy activity is focused mostly on commu-
nication associated with gross motor and personal-social. Agent Set B is focused
on personal social activity that is associated with problem-solving and communi-
cation; agent Set C is focused on fine motor that is associated with communication
and personal social; agent Set D is focused on gross motor that is associated with
problem-solving and personal social; and agent set E is focused on fine motor that
is associated with communication and gross motor.
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5 Conclusions

Based on the proposed fuzzy agent-based model, an intelligent screening tool will
be developed. One fully functional screening tool will be able to diagnose the level
of severity and category, and also come out with the suggestion of suitable therapy
activities. This tool will be a great help for parents and also trainee experts. However,
the result must be verified and validated by the experts in the field.
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Ultra Wide Band (UWB) Based Early
Breast Cancer Detection Using Artificial
Intelligence
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Abstract Breast cancer is a silent killer malady among women community all over
the world. The death rate is increased as it has no syndrome at an early stage. There is
no remedy; hence, detection at the early stage is crucial. Usually, women do not go to
clinic/hospital for regular breast health checkup unless they are sick. This is due to the
long queue and waiting time in the hospital, high cost, people’s busy schedule, and so
on. Recently, several research works have been done on early breast cancer detection
using Ultra Wide Band (UWB) technology because of its non-invasive and health-
friendly nature. Each proposed UWB system has its limitation including system
complexity, expensive, expert operable in the clinic. To overcome these problems,
a system is required which should be simple, cost-effective and user-friendly. This
chapter presents the development of a user friendly and affordable UWB system for
early breast cancer detection utilizing Artificial Neural Network (ANN). A feed-
forward back propagation Neural Network (NN) with ‘feedforwardnet’ function is
utilized to detect the cancer existence, size aswell as the location in 3-dimension (3D).
The hardware incorporates UWB transceiver and a pair of pyramidal shaped patch
antenna to transmit and receive the UWB signals. The extracted features from the
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received signals were fed into the NNmodule to train, validate, and test. The average
system’s performance efficiency in terms of tumor/cancer existence, size and location
is approximately 100%, 92.43%, and 91.31% respectively. Here, in our system, use
of ‘feedforwardnet’ function; detection-combination of tumor/cancer existence, size
and location in 3D along with improved performance is a new addition compared
to other related researches and/or existing systems. This may become a promising
user-friendly system in the near future for early breast cancer detection in a domestic
environment with low cost and to save precious human life.

Keywords Early breast cancer · Ultra wideband (UWB) · Neural network (NN) ·
Feed forward back propagation

1 Introduction

Breast cancer is the most often clinically diagnosed cancers among women commu-
nity. It is the second cause of cancer death after lung cancer among women globally
due to its high death rate [1]. According to the report of the Malaysian National Can-
cer Registry, breast cancer was accounted for 32.1% of all cancers among females
in Malaysia from 2007 to 2011 [2]. The statistical view of American Cancer Society
exposed that only in the United States in 2017, around 252,710 women and 2470
men were diagnosed with breast cancer [3]. The death rate due to breast cancer
can be reduced by following proper screening and diagnosis technique at the initial
stage before major physical symptoms appearing on the body. As there is no remedy,
target is for long-run survival. In this case, early detection is essential. However,
women are not conscious of their breast health. They have no eagerness of breast
health checkup unless they are really sick. This happens because the breast health
monitoring at the hospital is very expensive [4, 5]. According to Park et al. [6], if the
breast tumor can be detected early enough, the five-year and ten-year overall survival
rate are approximately 91.2% and 84.8% respectively. Thus, Regular breast health
check-up (screening) and detection at an early stage are essential to reduce the mor-
tality rate [5]. Hence, UWB is a notable wireless communication technology with
large bandwidth and small power. This technology is appropriate to utilize in short
range communication; for example, breast cancer detection as it is non-invasive, safe,
cost-effective as well as harmless to users [7, 8].

There are different traditional methods to diagnose or detect breast cancer includ-
ing mammograms, magnetic resonance imaging (MRI), biopsy, ultrasound and so
on. In a mammogram, the breast of a patient is kept on a flat support plate and then
compressed by a paddle which is very painful. Moreover, mammography is not suit-
able for dense breasts (especially who are under 30 years old) [9]. Some of them
are expensive, cannot detect cancer at the primary stage and creates complexity in
human health during or after the diagnose process [9, 10]. These limitations moti-
vate the research to investigate and find alternate methods, such as UWBmicrowave
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imaging technique which has added a new dimension for early breast cancer detec-
tion [5, 6]. UWB is considered as an advance alternative option to existing methods,
because of its harmless property to human health. Different sorts of UWB system
have been proposed by numerous researchers to identify breast cancer at an early
stage. However, all the systems are operated by experts in the clinics/hospitals. A
UWB experimental system was suggested by Alshehri et al. [11–15] for detecting
the tumor existence, size and location; however, this system is expertly operable,
expensive and not usable at home. Moreover, they detect tumor location in 3D,
but they evaluate the location detection performance by varying x-axis only, where
y-axis and z-axis are fixed. This may affect the overall performance. Reza et al.
[16] detected the tumor size in two dimensions in order to increase the breast can-
cer detection performance with efficient feature extraction method. However, though
their detection performancewas good; they did not consider the location of the tumor.
Vijayasarveswari et al. [17–20] worked on early breast cancer detection using UWB.
In [17], they proposed a tumor detection system using UWBwith location(x, y and z)
detection efficiency is 78.17%, 70.66%, 92.46% respectively. Although their z-axis
detection shows good performance, the x-axis and y-axis location’s detection are not
satisfactory. Many other researchers have worked on the detection of breast cancer
including; Meaney et al. [21], Fear et al. [22], Abu Bakar et al. [23], Shahzad et al.
[24], Salleh et al. [25]. However, they have their own shortcomings including only
2-dimensional detection system, high cost, lower efficiency, use of expensive Vec-
tor Network Analyzer (VNA) and so on. In this chapter, a non-invasive early breast
cancer detection technique is presented in 3-dimension (x, y, and z-axis) using feed-
forward back propagation Neural Network (NN) with ‘feedforwardnet’ function. It
consists of UWBRCM Pulse-on device [26] as transceiver, two antennas/sensors for
transmitting and receiving the signal, homogenous breast phantom constructed with
accessible low-cost materials in lowest effort. Feed forward back propagation neu-
ral network is applied to identify tumor existence, size, and location. The proposed
system shows detection efficiency on tumor existence, size, and location (x, y, z) are
100%, 92.43% and 91.31% (95.22%, 88.98%, 89.74%) respectively. Our proposed
UWB based technique for early breast cancer detection could be efficient with this
detection efficiency.

This chapter is organized as follows. The next section presents the methodol-
ogy including the constructing method of the breast phantoms and tumor as well
as experimental data collection. Followed by NN performance with training, test-
ing, and validation; results with tumor existence, size and location, discussions and
comparison with other existing systems; and finally the conclusion.

2 Methodology

The method of constructing the breast phantoms, tumors, experimental set-up, data
collection as well as processing details are presented in this section.
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2.1 The Experimental Set Up and Data Collection

Breast PhantomandTumorPreparation Afew researchers have proposed numer-
ous sorts of breast phantom to investigate the breast cancer [11, 27, 28]. Alshehri
et al. [11] proposed an easy way to form breast phantom and tumor in terms of low
cost, easily accessible, and non-chemical materials. A homogeneous breast phantom
has been developed in this research based on [11]. The Phantom is constructed using
a glass of 1.6 (mm) thickness that is used as a skin and pure petroleum jelly is utilized
as breast fatty tissue. A mixture of 10 g wheat flour along with 5.5 g water is utilized
to construct the tumor with different sizes as per need. Then, and inserted into the
phantom in a different location for each experimentation-trial. Table 1 shows the
dielectric properties of considered materials of breast phantom and tumor [11]. The
breast phantom has been placed in between the transmitter and receiver as shown in
Fig. 1. The feeding cable is used here to connect the sensorwithUWBtransceiver. The
UWB pulses are generated in transceiver; transmitted through transmitting sensor,
whereas the receiver receives the pulses.

Data Collection The experimental system set-up for data collection of the proposed
system is represented in Fig. 1. The UWB transceiver system P400 RCM from
Time domain Co. has been utilized in this experiment [26]. This commercial UWB

Table 1 Dielectric properties of the used material to construct breast phantom and tumor [11]

Breast phantom
part

Material Permittivity Conductivity

Fatty tissue Pure petroleum
jelly

2.36 0.012

Skin Glass 3.5–10 Negligible

Tumor Mixture of water
and wheat flour

23 2.57

Fig. 1 Experimental set-up for data collection
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transceiver system is utilized to produce the UWB pulses as well as to receive the
scattered waveform. Here, in the system, Discrete Cosine Transform (DCT) is used
for analog to digital signal conversion process. Two pyramidal shaped UWB patch
antennas/sensors (connected with UWB transceiver) [16] have been used to transmit
and receive theUWBsignals. TheUWB transceiverwas connected (throughEthernet
hub) that was controlled by a PC. The sensor at the receiver side received the forward
scattered signals transmitted by the transmit sensor and saved in PC for further
processing. This procedure was repeated at various times for different tumor sizes
and locations (x, y and z). The received signals were processed to attain related
discrete 1632 data points for each sample. Total 448 data samples were collected
and then used to train, validate and test this system. Among total data samples, 70%
data is used for training, 15% is used for validation and 15% is used for testing. The
received signals are preprocessed to obtain essential features (four features: max,
min, mean, SD) before feeding to the neural network. The overall process of the
system is shown in Fig. 2.

Fig. 2 The overall detection process
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2.2 Feature Extraction

The training procedure may be interrupted by the huge numbers of input data. There-
fore, researchers often attempt to train the ANN utilizing some characteristic values,
that values are known as feature values. Before training, 1632 data points were mini-
mized to 4 data features for each data sample through feature extraction by applying
a similar process as in [16, 29]. Feature extraction is done to decrease computing
time and complexity. Since the extracted four features are in the little group after
feature extraction, the training can optimize and give a better result. For each data
sample, the extracted 4 features were mean, standard deviation, maximum and min-
imum [16, 29]. The train was performed using feed forward back propagation NN
with “feedforwardnet” function.

2.3 Artificial Neural Network (ANN)

AnArtificial Neural Network (ANN) or simply aNeural Network (NN) is a computa-
tional model that resembles the biological neural network architecture and function.
It comprises of nodes arranged in two or more layers. There are many NN types, in
this study, a feed-forward back propagation NN is considered for tumor detection. It
is a simple and powerful tool. It was developed by utilizing MATLAB software in
which input turns to forward in one direction. Hence, input data goes through some
hidden nodes with a various hidden layer (if exists) and lastly to the output node.
The performance of the NN module can be expanded by changing the number of
hidden neurons. However, the number of hidden neurons should not be very large
since it may take longer a time to compute. After extracting the features from 1632
data points, the number of input nodes is 4. Then, the number of the hidden layer
is 20 and the number of the output node is 1. The NN module performance was
examined with collected data samples. Mean Square Error (MSE) of NN output can
be calculated by subtracting output value from the target value. All trained networks
are tested and their performance efficiency is analyzed based on the performance
plots. “feedforwardnet” function is used here. To calculate the absolute error, the
used formula is shown in Eq. 1 [13].

E = 1

N

∑
(tn − yn) (1)

where tn is the target or actual values and yn is the predicted values by the NN. N
is the number of samples. Hence, the used formula for relative performance rate is
shown in Eq. 2 [14].

E = max(yi , ti )−min(yi , ti )

max(yi , ti )
(2)
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Table 2 Performance efficiency for tumor location detection (x, y, z)

Location (x,
y, z)

Target (mm) NN output
(mm)

Efficiency
for each
target (%)

Efficiency for
each axis (%)

Overall
efficiency
(%)

x-axis 55 49.45 89.96 95.22 91.31

42 36.11 86.05

48 49.10 97.75

50 48.71 97.40

y-axis 17 14.40 84.57 88.98

19 20.07 94.63

22 24.11 91.24

24 20.10 83.68

z-axis 17 18.79 90.45 89.74

19 18.88 98.69

21 18.90 89.80

25 33.10 75.51

where yi are the predicted and ti are the target/actual values.
The predicted output for each data sample is evaluated and compared with the

target value in order to get performance efficiency of the system using Eq. 3 [14].

Per f ormance E f f iciency(%) = 100− E(error%) (3)

Equation 3 is used to get performance efficiency for both tumor size (Table 3) and
location (Table 2). In regard to tumor existence, any −ve output for an input signal
sample, indicates no tumor presence (i.e., healthy breast), otherwise, tumor exists
(for +ve output).

3 Result and Discussion

The training, testing and validation performance for the network is shown in Fig. 3.
The best validation performance has occurred at epoch 4 (or iteration number 4).
The testing and validation results are desirable as well as consistent that makes good
network performance.

The developed system can detect tumor size and location (x, y, and z) in the
homogeneous breast phantom. The cancer existence detection rate of approximately
100% is accomplished for our system. Different arbitrary locations (x, y, and z) and
sizes of the tumor have been used to validate the efficiency of the system. Using
Eq. 3, the overall performance efficiency of tumor size and location are determined
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Fig. 3 Neural network performance

which are approximately 92.43% and 91.31% respectively. Tables 2 and 3 show
performance efficiency details of the system for tumor location and size respectively
along with used actual data/target values and their respective estimated values.

Table 4 presents a comparison of the proposed systemwith other existing systems.
It can be seen that, Conceicao et al. [30] usedmore data samples than others.However,
they did not consider the detection of tumor location. Santorelli et al. [31] did not

Table 3 Performance efficiency for tumor size

Target of size (mm) NN output size (mm) Efficiency for each target
(%)

Overall efficiency
(%)

4 3.16 79.19 92.43

5 5.16 96.82

6 5.14 85.70
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Table 4 Performance comparison with other methods

Detection
system

Sample
data

Method used Existence
(%)

Location
(%)

Size (%)

Proposed system 448 FFBPNN (with
‘feedforwardnet’
function)

100 91.31 92.43

Conceicao et al.
[30]

960 Linear
classification

N/A N/A 90.52

Santorelli et al.
[31]

240 SVM 73.64 76.71 N/A

Vijayasarveswari
et al. [17]

125 FFBPNN 100 89.06 85.86

detect tumor size andVijayasarveswari et al. [17] used a small number of data sample
than others. It is apparent that the proposed systemperformsbetter than other systems.
Thus, our developed system can be able to detect early breast cancer more precisely
than other systems.

4 Conclusion

An effective technique for early breast cancer detection is developed in terms of
UWBhardware and Feed ForwardBack PropagationNeural Network in 3-dimension
using “feedforwardnet” function. The early tumor/cancer detection efficiency of the
developed system is very satisfactory regarding the existence, size and location. This
system is non-invasive, health-friendly as well as low cost. The system can be equally
useable for both by doctors in the hospital for screening and the end users at home
for breast health self-monitoring by adding a user friendly Graphical User Interface
(GUI).

The breast cancer type (benign and/or malignant) detection is under progress in
iCOE and AppECE Labs, FKEE, UMP. The Graphical User Interface (GUI) is also
been designed and will be integrated with the proposed system.
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Design and Analysis of Circular Shaped
Patch Antenna with Slot for UHF RFID
Reader

Mohd Hisyam Mohd Ariff, Muhammad Solihin Zakaria, Rahimah Jusoh,
Sabira Khatun, Mohammad Fadhil Abas and Mohd Zamri Ibrahim

Abstract This paper presents an analysis of microstrip circular shaped antenna with
slot for ultra-high frequency (UHF) portable radio frequency identification (RFID)
reader applications. The fabricated antenna is designed to work with UHF RFID
system in Malaysia with frequency allocated from 919 to 923 MHz. The antenna
design was made with circular patch and rectangular slot that has the dimension of
122 mm × 122 mm. Moreover, the FR-4 material used in this project has thickness
of 1.6 mm with dielectric constant of 4.7 and loss tangent of 0.019. Thus, it is
easily connected to the portable RFID reader module together with the antenna
characteristics of easy fabrication, low profile and simple structure. From the results,
the antenna has the reflection coefficient (S11) less than−10 dB along the bandwidth
of 3.6% (903–936 MHz) for operating frequency at 921 MHz.

Keywords Microstrip antenna · Radio frequency identification · Ultra high
frequency · Return loss

1 Introduction

Radio Frequency Identification (RFID) is a new value tool toward electronic identi-
fication and inventory information system. The RFID comprise a reader which can
read tag containing the electronic product code (EPC) data that includes the many
details on the inventory item. Furthermore, the RFID technology has growing per-
ceptibility in various applications such as animal identification, warehouse, health
care industry, transportation and logistics [1–3].
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The fundamental of RFID is a mobile technology that uses radio frequency wave
to transmit information data for identification purposes. In contrast with the barcode
technology, the RFID reader does not require a direct path to read multiple tags
simultaneously [4].

The RFID system consists of readers, tags and hosts, which normally have a
microchip with a small antenna inserted to it. There are four categories of RFID
frequency systems such as 30 to 300 kHz for low frequency (LF), 3 to 300 MHz
for high frequency (HF), 300 MHz to 3 GHz for ultra-high frequency (UHF) and
2.4 to 2.48 GHz for super high frequency (SHF) [5, 6], but usually readers send
electromagnetic waves with a tag signal designed to react. In the passive tag, there
has no source of power and appeal power from the field made from the reader and
utilize it to channel the microchip circuitry. The chips then modulate the wave that
tags transmit back to the reader that transforms the new signal into digital information
data. In the active tags, it have their own power source and broadcast their signals to
the reader. The host can process the data and then save it to the database for further
processing into a specific identification [7].

Over the past years, many researchers were design the antenna that suitable for
portable RFID reader such as quadrifilar type antenna [8], helical type antenna [9],
loop type antenna [10] and PIFA type antenna [11]. By choosing the similar printed
analogy as disclose above, the designed antenna design hold an advantages on FR-4
substrate substance.

The microstrip patch antenna (MPA) consists of emitting patch on upper side
and ground on the lower side. The MPA are widely used in electronic wireless
communication system because it has advantages such as conformal design, less
weight, low profile, low cost, easy to integrate and fabricate. The main demerits of
choosing these types of antenna are lower impedance bandwidth, lower gain, poor
efficiency due to conductor and dielectric losses that affect the performance of the
design antenna. Nowadays, there are many techniques found by the researchers to
cater the MPA drawbacks by using different method of patch geometry such as using
U shaped patch [12], T shaped patch [13] and C shaped patch [14]. In practical
usage, other research approached to scale down these disadvantages involves the
use of different thickness [15], use different substrate of dielectric substance [16],
antenna array [17], slashing various slots [18] and creating notches [19] in the patch
outline for increasing the performance which make this antennas have been widely
spotted in wireless implementations such as RFID system, GPS, military track and
trace purpose and satellite communication.

This paper is arranged as follows. In Sect. 2 details the antenna design procedures
profiles which leads to practical design of circular microstrip antennas together with
rectangular slot. The experimental result and discussion of antenna analysis compo-
nent in this paper with other algorithms are also described in Sect. 3. Finally, our
work of this paper is conducted in the last section.
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2 Antenna Geometry and Design

Figure 1 shows the geometry of the initial proposed modified circular patch antenna
with rectangular slot for single band operation. The proposed antenna is designed
on FR-4 substrate with dielectric constant (Er) of 4.7, loss tangent of 0.019 and the
thickness of 1.6 mm. Copper material was used for ground and patch of the designed
antenna with the thickness of 0.035 mm.

The calculation for patch radius (a), dielectric constant (εr), resonant frequency
(f r) and thickness of substrates has been determined using the following equations
[20]:

a = F{
1 + 2h

πεr F

[
ln

(
πF
2h

) + 1.7726
]}1/2 (1)

where

F = 8.791 × 109

fr
√

εr
(2)

The above mode has not been taken into account over the fringing impact. Due to
the enlargement of the patch electrically by fringing, hence, the effective radius (ae)
of the patch is implemented and can be formulated as:

ae = a

{
1 + 2h

πaεr

[
ln

(πa

2h

)
+ 1.7726

]}1/2

(3)

The relationship between the velocity of light (vo) and resonant frequency (f r) is
given as;

Fig. 1 The geometry of the proposed antenna
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Table 1 The optimal
dimensions of the antenna

Parameter Symbol Segment Dimension (mm)

Patch a Radius 41

Slot width Wsl Width 6

Slot length Lsl Length 20

Substrate Ws Width 122

Ls Length 122

h Thickness 1.6

εr Dielectric
constant

4.7

Ground Wg Width 122

Lg Length 122

( fr )110 = 1.8412v0
2πae

√
εr

(4)

The circular shaped microstrip antenna comprises of slot etched into metallised
dielectric substrate. The ground stage controls one area of the dielectric, which does
not fall straightly beneath the monopoles. The antenna is probe fed through the
microstrip ground engaged with the circular patch. The optimal dimension value of
the proposed antenna are listed in Table 1 and Fig. 2 shows the fabricated microstrip
antenna.

Fig. 2 The fabricated antenna
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3 Results and Discussions

3.1 Result of Simulation of the Proposed Antenna

The better performance of an antenna can be realized when the value of return loss
should be less than−10 dB. All the simulation results in this work obtained by using
CST Microwave 2014 and Vector Network Analyzer (VNA) is used to measure the
return loss for fabricated antenna.

The proposed antenna for simulated S11 and measured return loss was illustrated
in Fig. 3. In this study, the single bands analysis classified into Malaysia RFID
frequency bands range from 921 to 923 MHz.

The simulation result for operating frequencies shows in 921 MHz region has
produced the bandwidth of 15 MHz (913–928) MHz. Furthermore, for the measured
values, the frequency band range from shifted to 903–936 MHz with bandwidth of
33MHz. The difference measured and simulated bandwidth values shows increasing
of bandwidth by 18 MHz. The value of S11 for simulation and measured are −34 dB
and −23 dB, respectively.

Figure 4 shows the voltage standing wave ratio (VSWR) of the antenna. The
VSWR is an indication of total amount of mismatch between feed line and with an
antenna connecting to it. The VSWR value is less than 2 is consider suitable for most
RFID antenna applications.

The antenna radiation pattern is a graphical image of the radiation plots of the
antenna by a sphere and assess the magnetic fields (far field radiation fields) at a
length equal to the sphere radius. The value of directivity as in Fig. 5 for an antenna
is 5.963 dBi and this 3D radiation pattern shows the directional radiation pattern. In

Fig. 3 The simulated and measured S11 versus frequency
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Fig. 4 The voltage standing wave ratio

Fig. 5 The simulated far-field view 3D radiation pattern for 921 MHz

RFID, directional radiation tend to produce longer read ranges due to concentration
of the beamwidth.

Another important impact in the radiation pattern analysis of an antenna also rec-
ognized as beamwidth where it shows area receives signal by antenna. The main lobe
in the radiation pattern of an antenna is the main beam of the antenna where constant
and maximum energy radiated by the antenna outflow. The main lobe magnitude
is 5.96 dBi and the beamwidth is 96.3° as in Fig. 6. Both if this results shows the
antenna has an adequate radiation specification compatible with UHF RFID reader.
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Fig. 6 The simulated radiation pattern view in polar plot

Fig. 7 Simulated gain in Cartesian plot

It is also become aware that simulated gain in Fig. 7 also show antenna power
gain is 5.98 dB which combines electrical efficiency and antenna’s directivity. In
transmitting antenna, the gain acts how good the antenna change input power into
radio waves moved in a specified directions.

3.2 Parametric Studies

The proposed antenna consists of rectangular slot that share the same basic circular
patch. In experimental views, the results of return loss, bandwidth and the resonance
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Fig. 8 The effect of varying patch diameter

frequency can be varied by changing the dimensions of the antenna. Three selected
parameter has choose such as modification of radius of patch, length and width for
slot.

Effects of the Diameter Patch
Figure 8 shows that the result of simulated diameter of patch with values of 80 mm
(purple), 81 mm (orange), 82 mm (red), 83 mm (blue) and 84 mm (green). The
patch diameter with values 83 mm give a higher return loss of −47 dB for 931 MHz
operating frequency. Thus, in order to increase the return loss, the best range of patch
diameter optimization are from 80 to 83 mm.

Effects of the Rectangular Slot Width
Figure 9 illustrates the result of return loss S11 and operating frequency antenna for
different values of simulated rectangular slot width. The width has been set as 4 mm
(green), 5 mm (blue), 6 mm (red), 7 mm (orange) and 8 mm (purple). Apparently, the
most prominent result has been obtained with 6 mmwidth where the result shows the
return loss of −34.2 dB and frequency of 921 MHz. The results of the other width
display a similar trend of return loss but with slightly different values of frequencies.
The result of return loss and frequency for 7 mm (orange) is nearly overlap with
8 mm (purple) width.

Effects of the Rectangular Slot Length
The effects of different size of rectangular slot length to the return loss and antenna
frequency are shown in Fig. 10. The simulation has been done with slot length of
18 mm (green), 19 mm (blue), 20 mm (red), 21 mm (orange) and 22 mm (purple).
Figure 10 obviously shows that the best result has been generated with 20 mm slot
length. A good result of return loss should be less than −10 dB. However, the other
length sizes do not achieved this value.
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Fig. 9 The effect of varying slot width

Fig. 10 The effect of varying slot length

4 Conclusion

A simple microstrip patch with slot derived from an ordinary circular shaped antenna
was proposed. The circular patch radiated the single frequencies antenna thatworking
for radio frequency identification reader with the antenna becamemore compact with
the dimensions of only 122 mm × 122 mm × 1.6 mm is the longest wavelength in
the operating bandwidth. These acted in two ways: one is the size reduction of the
diameter of patch, and the other is a slot used for bandwidth enhancement, as a part
of the antenna. This design used a 50 � SMA connector with pin fed connected
to the feeding point. The antenna was shown to have the impedance bandwidth up
to 3.6% for the operating frequency at 921 MHz. On the other hands, with VSWR
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less than 2 contributes the good efficiencies of the antenna design. For the return
loss below than −10 dB for this design shows that the design antenna worked in
desired frequency ranging from 919 to 923 MHz which covering the UHF RFID
in Malaysia. The presented structure was fabricated, and measured, shown a good
compliance with simulated results.
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Analysis of EEG Features for Brain
Computer Interface Application

Mamunur Rashid, Norizam Sulaiman, Mahfuzah Mustafa,
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and Sabira Khatun

Abstract Electroencephalography (EEG) based assistive devices are the great sup-
port to the paralyzed patients to be in contact with their surroundings. These devices
use Brain-Computer Interface (BCI) technology which is presently getting more
attention by the related research community. In this paper, EEG features from mul-
tiple cognitive states have been explored for BCI applications. Here, Power Spectral
Density (PSD), log Energy Entropy (logEE) and Spectral Centroid (SC) have been
investigated as EEG feature. The EEG data have been captured from three different
cognitive exercises; (i) solving math problem, (ii) playing game and (iii) do nothing
(relax). The average PSD, average logEE and average SC of EEG Alpha and Beta
band for three mental exercises are calculated in order to determine the best features
that can be used for BCI application. The results of the research show that the EEG
features when considering PSD, logEE and SC can be used to indicate the change in
cognitive states after exposing the human to several cognitive exercises.

Keywords Brain-computer interface (BCI) · Power spectral density (PSD) ·
Electroencephalography (EEG) · EEG feature

1 Introduction

Brain-Computer Interface (BCI) can be familiarized as a direct communication path-
way that makes the interaction between the human brain and digital computer to
control the external devices. The whole process is carried out only by brain waves
without any command or touch from the muscular body part. Due to the easy oper-
ation of this technology, disabled patients especially who have lost their control
on the muscular body can handle BCI systems. Besides medical applications, cur-
rently, the BCI field has been extended to some non-medical applications including
virtual reality and games [1, 2], spelling system [3], mouse and keyboard control
[4], human emotional state monitoring [5], controlling prosthetic limb [6], handling
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wheelchair [7], biometrics, environment control [8] or controlling Smartphone [9]
to help disabled persons. Nowadays, BCI is an interesting, vibrant and highly inter-
disciplinary research topic which involves psychology, neurology, signal processing,
and machine learning. Generally, BCI can be segmented into five different phases or
segments. The first phase involves the acquisition of EEG signals from the human’s
head, the second phase is pre-processing of EEG signals to remove artifacts, third
phase is to extract the most effective features, fourth phase is to classify the EEG sig-
nals according to the selected EEG features and the final phase is to control devices
by translating the classified features into machine code [10–12]. Among all these
phases, feature extraction acts as the most vital role in any EEG based BCI system
because of incorrect selection of the EEG features will cause misclassification that
may create wrong commands given to the devices. As a result, the BCI systemmight
malfunction that may cause harm to disabled people. A huge number of EEG features
have been explored by the BCI researchers in the last two decades. The amplitude
frequency analysis (AFA), the density matrix (DM) and the recurrence quantifica-
tion analysis have been merged to generate the phase space feature (PSF) vector
[13]. This feature is efficient to classify the left hand and right-hand movement.
The combination of EMD and BP from the EEG signals for feature extraction has
been proposed in [14]. Here, EMD is applied to select only the IMFs corresponding
to sensor motor rhythms (mu and beta) using Welch-based Power Spectral Density
(PSD) to extract the reliable information of EEG signals. Analytic intrinsic mode
functions (AIMFs) have been proposed in [15] as features for automatic classifica-
tion of EEG signals based on MI tasks. Empirical mode decomposition and Hilbert
transform are applied on raw data to form AIMFs. Spectral moment of power spec-
tral density, raw moment of the first derivative of instantaneous frequency, the peak
value of PSD and area are the features obtained from AIMFs. During wavelet packet
analysis (WPA), a slow cortical potential (SCP) has been studied instead of using
traditional time or frequency domain methods. ApplyingWPAwith the combination
of log energy entropy enables to find cortical negativity as well as cortical positivity
in self-regulation of SCPs, as discussed in the article [16]. In article [17], the features
have been computed from beta and gamma bands and the features were the combi-
nations of Wavelet decomposition, standard deviation, mean and PSD. In this paper,
EEG features with regards to average PSD, average logEE and average SC of alpha
and beta frequency band have been investigated to find the best possible feature that
may increase the classifier accuracy. The remainder of this paper is arranged in the
following sections i.e. Sects. 2 and 3 discusses issues related to methodology and
results with discussion respectively; finally, Sect. 4 deals with the conclusion.

2 Methodology

There are some fundamental steps that must be done to make a BCI system and
these steps are data capturing, pre-processing, feature extraction, classification and
device command. Among these basic steps, feature extraction from EEG performs a
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crucial role to form a BCI application because the best-suited feature increases the
classification accuracy as well as the performance of BCI devices. Various EEG fea-
tures and feature extraction techniques have been come out by the BCI researchers
that to be used in the BCI applications. The most usable EEG features by the BCI
researcher are Principal Component Analysis (PCA), Independent Component Anal-
ysis (ICA),BandPower Spectrum (BP), Power SpectralDensity (PSD), EnergySpec-
tral Density (ESD), Spectral Centroid, Spectral Entropy, Cerebrospinal Fluid (CSF),
Wavelet Transformations (WT), Wavelet Packet Decomposition (WPD), AutoRe-
gressive (AR), Adaptive Autoregressive (ARR) parameters, Fast Fourier Transform
(FFT) and Short-time Fourier Transform (STFT), Common Spatial Pattern (CSP),
cross-correlation, variant, co-variant and Shannon’s entropy [18, 19]. Among these
feature power spectral density, log energy entropy and spectral centroid have been
investigated, the complete methodology of this study is shown in Fig. 1.

2.1 EEG Measurement and Protocol

There are a lot of EEG headsets in the market to capture EEG raw data. In this work,
Neurosky Mindwave EEG headset was selected to capture EEG raw data due to its
low cost and dry electrode. This EEG capturing device is made up of single electrode
which is positioned on the FP1 area of the brain following the 10/20 system and the
reference electrode is attached with the ear lobe. The raw EEG data is recorded at
a sampling rate of 512 Hz with this EEG amplifier. An android application named
as EEGID was used to capture EEG data in CSV format. During data acquisition,
the mobile phone and the Neurosky Mindwave were paired through the Bluetooth
which is presented in Fig. 2 [20].

For this research, two male and one female subject were selected and their age
range is from 20 to 27 years old where subject-1 is male and age of 23, subject-2
is female and age of 25, subject-3 is male and age of 25. There are three modes
of mental exercises are set-up to capture EEG data which are do nothing (relax),
solving math quickly and playing game. In case of relaxed state EEG capturing,
subjects were suggested to be seated on the chair in a relaxed manner. Moreover,
subjects were also suggested to avoid the eye blinking and movement of the entire
body. Alternatively, subjects were instructed to answer themath challenges randomly
from the website [21] during the cognitive state of quick math solving. During data
collection of playing game, subjects were playing a racing game by android phone.
The duration of every data collection was 30 s.

2.2 Preprocessing and Feature Extraction

After data collection, the first step is to pre-process the EEG data. EEG data affected
by the eye blinking has been considered as artifacts and during the pre-processing
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EEG Data Acquisition 

Filtering Raw EEG Data into Alpha and Beta Band 

Alpha Band in Time Domain Beta Band in Time Domain 

Alpha Band in Frequency  Domain Beta Band in Frequency  Domain 

Power Spectral Density 

Log Energy Entropy 

Spectral Centroid 

Final Feature Set 

Average Power Spectral Density of Alpha Band 

Average Power Spectral Density of Beta Band 

Average  Log Energy Entropy Alpha Band 

Average  Log Energy Entropy Beta Band 

Average Spectral Centroid Alpha Band 

Average Spectral Centroid Alpha Band 

Fig. 1 Methodology of the experiment

step, the data containing eye blinking effects have been omitted. Then a 5th order
bandpass Butterworth filter has been applied to separate alpha, beta and gamma
signals . In order to extract features, average PSD, average logEE and average SC of
Alpha and Beta frequency band were studied in this research. The PSD of EEG raw
data was computed By making use of Fast Fourier Transformation (FFT). The FFT
[22] can be presented by Eq. (1), whereas, Eq. (2) was used to calculate the PSD as
follow.

X(k) =
N−1∑

k=1

X(n)Wkn
N ; K = 0 . . . N − 1 (1)
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Fig. 2 EEG data acquisition procedure

WN = e− j 2πN

PSD = |X (k)|2 =
∣∣∣∣∣

N−1∑

n=0

x(nT s)e− j2πnk/N

∣∣∣∣∣

2

(2)

where, k = 0, 1 … N − 1 and one particular value of k contains N complex multi-
plications. Since the value of n belongs to 0 to N − 1, the multiplication of wkn and
x(n) was performed for N times. The Eq. (3) was employed to figure out SC of EEG
data.

C = ∫ xg(x)dx

g(x)dx
(3)

Through the help of SC, the centre of every single EEG frequency bands can be
computed [18].

Generally, entropy helps to figure out exactly how much data is transmitted by a
signal. This means that entropy is able to study with exactly how much randomness
is going to be in the signal. However, the entropy of discrete random variable of a
finite length, X = [x(0) x(1) … x(N − 1)] with probability distribution function can
be symbolized as p(x) which is defined by

H(x) = −
N−1∑

i=0

Pi (x) log2(Pi (x)) (4)

In Eq. (4), i denotes single discrete states and the entropy is significantly larger
with the similar probability of occurrence of single discrete state. The LogEE of x
is expressed by Eq. (5) [23],
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Fig. 3 Raw EEG data in time and frequency domain

Hlog En = −
N−1∑

i=0

(log2(Pi (x)))
2 (5)

3 Result and Discussion

3.1 EEG Raw Data

In Fig. 3, the raw EEG data for three modes of mental exercise have been plotted.
The first row of this figure represent raw EEG data in the time domain and the second
row represents raw EEG data in the frequency domain. This figure is plotted with
the data from subject-1. Similar figures can be plotted with the data from subject-2
and subject-3.

3.2 Filtered EEG Data

After preprocessing, the EEG data have been filtered into two frequency band known
as Alpha and Beta frequency band. Bandpass Butterworth filter has been applied to
separate alpha and beta signals and the order of the filter was 5th. The frequency
range of Alpha and Beta band are (8–13 Hz) and (14–30 Hz) respectively. Figure 4
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Fig. 4 EEG alpha and beta band in time domain

shows the plotting of Alpha and Beta band in the time domain for subject-1 with
three mental exercises. Similarly, Fig. 5 shows the plotting of Alpha and Beta band
in the frequency domain for subject-1 with three mental exercises.

Fig. 5 EEG alpha and beta band in frequency domain
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Table 1 Average power spectral density

Subjects Frequency band Three mode of mental exercise

Math solve Relaxed Playing game

Subject-1 Alpha 1048.9 497.4 659.7

Beta 1719.2 753.5 1211.3

Subject-2 Alpha 873.2 465.8 671.5

Beta 1528.6 640.8 1213.9

Subject-3 Alpha 829.6 293.3 721.7

Beta 1521 403.7 1326.4

Fig. 6 Average power spectral density of alpha and beta band

3.3 Average Power Spectral Density

The average power spectrum of EEG alpha and beta band for all subjects with three
modes of mental exercise have been calculated and listed in Table 1. These values
have also been plotted in Fig. 6. From Fig. 6, it is clear that the average power
spectrum of the beta band is higher than the alpha band for all subjects in three
modes of mental exercise.

3.4 Average Spectral Centroid

The spectral centroid is another effective feature for BCI classification. Like the
average power spectrum, spectral centroids of EEG alpha and beta band for three
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Table 2 Average spectral centroid

Subjects Frequency
band

Three modes of mental exercise

Math solve Relaxed Playing game

Subject-1 Alpha 37.57 38.7 44.72

Beta 135.7 113.4 82.5

Subject-2 Alpha 38.2 41.6 38.8

Beta 148.7 135.2 145.9

Subject-3 Alpha 47.9 40.4 37.5

Beta 159.2 103.8 93.1

Fig. 7 Average spectral centroid of alpha and beta band

subjects were computed in Table 2 and also plotted in Fig. 7. Here, the average
spectral centroid of the beta band is also higher than the alpha band.

3.5 Average Log Energy Entropy

Average log energy entropy of alpha and beta band for all data have been listed in
Table 3 and also plotted these values in Fig. 8. In this case, the average log energy
entropy of alpha band is higher than the beta band for all subjects when they were in
a relaxed condition. When the subjects were doing math quickly and playing game
then the average log energy entropy of beta band is higher than the alpha band.

From the previous research findings as shown in Table 4, it is obvious that the EEG
feature in term of power spectral density is efficient and preferred by researchers to
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Table 3 Average log energy entropy

Subjects Frequency
band

Three mode of mental exercise

Math solve Relaxed Playing game

Subject-1 Alpha 6694.2 3576 4429.4

Beta 7075.5 3181 4886.1

Subject-2 Alpha 5900.2 3365.7 4689.2

Beta 6305.3 2647.6 5044.2

Subject-3 Alpha 5763.1 2097.6 4760.1

Beta 6324.8 1682.7 5437.9

Fig. 8 Average log energy entropy of alpha and beta band

Table 4 Comparison with previous researches

References BCI application Feature Classifier Accuracy(%)

[24] Emotion classification Fractal dimension RBF SVM 60

[25] BCI speller Common spatial
patterns

LDA 92.93

[26] Emotion classification DWT MLPNN 77.44

[27] Movement intention
detection

Power spectral density LDA 97.2

[28] Control of wheelchair Power spectral density SVM 100
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indicate the changes in neural activities [24–28]. Hence, this feature can be employed
by the classifier to provide the suitable machine code parameters to be used for BCI
applications.

4 Conclusion

This research is conducted to determine the suitable EEG features that can be used
to implement various BCI applications as illustrated in Table 4. From the initial
results, it can be shown that the average power spectral density, log energy entropy
and the spectral centroid of EEG alpha and beta band may be capable to identify
the change in the human cognitive state. To make the final decision whether these
features are efficient or not, different classification algorithms need to apply to these
features. If the classification accuracy is satisfactory level, then the classifier results
will be translated into device commands to run the BCI applications such as BCI
wheelchair. Moreover, the number of subjects who contribute to supply EEG data
will be increased.
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23. AydIn S, Saraoǧlu HM, Kara S (2009) Log energy entropy-Based EEG classification with
multilayer neural networks in seizure. Ann Biomed Eng 37:2626–2630

24. Kaur B, Singh D, Roy PP (2018) EEG based emotion classification mechanism in BCI. Proc
Comput Sci 132:752–758

25. Yu Y, Jiang J, Zhou Z, Yin E, Liu Y, Wang J, Zhang N, Hu D (2016) A self-paced brain-
computer interface speller by combiningmotor imagery andP300potential. In: 8th international
conference on intelligent human-machine systems and cybernetics. Hangzhou, pp 160–163

26. Özerdem MS, Polat H (2017) Emotion recognition based on EEG features in movie clips with
channel selection. Brain Inform 4(4):241–252

27. Kamavuako EN, Jochumsen M, Niazi IK, Dremstrup K (2015) Comparison of features for
movement prediction from single-trial movement-related cortical potentials in healthy subjects
and stroke patients. Comput Intell Neurosci, Article ID 858015, 8 pp

28. Abiyev RH, Akkaya N, Aytac E, Günsel I, Ça A (2015) Brain based control of wheelchair. In:
International conference artificial intelligence, pp 542–547

https://arithmetic.zetamac.com/


Hybrid Sampling and Random Forest
Based Machine Learning Approach
for Software Defect Prediction

Md Anwar Hossen, Md. Shariful Islam, Nurhafizah Abu Talip Yusof,
Md. Sakib Rahman, Fatema Siddika, Mostafijur Rahman, Sabira Khatun,
Mohamad Shaiful Abdul Karim and S. M. Hasan Mahmud

Abstract The software has turn into an imperious part of human’s life. In the recent
computing era, many large-scale complex network systems and millions of modern
technological devices produce a huge amount of data every second. Among these
data, the amount of imbalanced data is relatively excessive. The machine learning
model is miss leaded by these imbalanced data. Software Defect Prediction (SDP)
is a standout amongst the most helping exercises during the testing phase. The esti-
mated cost of finding and fixing defects is approximately billions of pounds per
year. To reduce this problem, software defect prediction has come forth but need fine
tuning to have expected efficiency. In this chapter, we have proposed a new model
based on machine learning approach to predict software defect and identify the key
factors that may help the software engineer to identify the most defect-prone part
of the system. The proposed model works as follows. First, need to remove highly
correlated features and turn all the feature in the same scale using the scaling fea-
ture approach. Second, we have used Synthetic Minority Over-Sampling Technique
(SMOTE), Adaptive Synthetic (ADASYN) and Hybrid sampling method to balance
highly imbalanced datasets. Third, Random Forest Importance and Chi-square algo-
rithms are chosen to find out the factors which have high effect on software defect.
Cross validation is used to remove overriding problem. Scikit-learn library is used for
machine learning algorithms. Pandas library is used for data processing. Matplotlib,
and PyPlot are used for graph and data visualization respectively. The hybrid sam-
pling method and Random Forest (RF) algorithms achieved the highest prediction
accuracy about 93.26% by showing its superiority.
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1 Introduction

Software defect prediction models are usually used to detect defected modules in
the software based on software metrics. Syntax error, spelling error, requirement,
wrong program statement, and design or specification errors are considered as soft-
ware defect [1]. Software defect prediction approaches are utilized when a product
organization needs to convey a completed item while it has restricted the time and
spending plan for testing it [2]. However, the prediction accuracy of machine learn-
ing models significantly affected if the real world data is highly imbalanced and
redundant module features. The aim of this chapter is to generate well performed
model to predict software defects. The performance of the proposed model has been
compared to other existing approaches. We also compared the classification result
between all the features and reduced features. There are three main types of feature
selection: filters, wrappers, and embedded. In the context of Software engineering,
the significant and expensive task of a software development life-cycle is testing.
The main goal of software defect prediction is to find the accurate data. Different
developers have different coding styles, commit frequencies, and experience levels,
causing different defect patterns. When the defects of different developers are com-
bined, such differences are obscured, and hurting prediction performance. Making
effective prediction of defect-prone components of software is an essential part of
modern software engineering. Software quality depends on the efficiency, reliability,
and security. The main task of software defect prediction is to predict defect-prone
modules in a software code system. Based on the prediction results, the developer
assigns efficient prioritization on that modules and allocate an uncommon test case
to test the system [3, 4]. Machine learning approach is a suitable candidate for defect
prediction, increase the quality and reduce the cost of software testing process, which
is taken into account to propose an enhanced model for overcoming software defect
prediction problems.

2 Related Works

There are various defect prediction methods which have been tested with arguable
accuracy. Feature selection is an important data prepossessing activity and has been
broadly studied in the data mining and machine learning sector. The main goal of
feature selection is to select a subset of features that minimizes the prediction errors
of classifiers. Khoshgoftaar et al. [5] examined seven filter-based features ranking
techniques for comparison using 16 software dataset in their approach. Vashisht et al.
[6] analyzed a software dataset which consists of 50 real life project, among them
40 projects were used a training set and other 10 projects used as test dataset. They
used Neural Network (NN) algorithms to predict the defect with maximum accuracy
around 92%. Wrapper-based feature ranking techniques applied to imbalanced soft-
ware quality using a sub-set of attributes, and the random under sampling technique
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Table 1 Highly correlated
features [10]

Features Correlated with r

cyclomatic_complexity branchCount 1.0

time_estimator Effort 1.0

IOCode Halstead_b 1.0

total opnd total_Op 1.0

total_operators&operands Volume 1.0

total_operators&operands total_Opnd 1.0

[5] dataset. Hall and Holmes [7] viewed six attribute selection techniques that pro-
duce highest lists of attributes and applied them to fifteen software datasets from the
UCI dataset repository. In a modern study [8], we observed various feature selection
techniques inclusive filter-based and wrapper-based methods in the software quality
engineering realm.

In this chapter, we have investigated the performance tradeoff of the classification
modelswhenmore than 75%of the featureswere eliminated from the original dataset.

3 Data Pre-processing

In this study, we used the PROMISE repository (JM1) [9] publicly available dataset.
This dataset contains 22 attributes and 10,887 observations.

3.1 Removing Highly Correlated Features

Correlation is widely used in machine learning and statistics for relevance analysis.
Here, we applied Pearson Correlation Coefficient (PCC) [10] and found 6 highly
correlated feature as shown in Table 1, where correlation coefficient value of r is 1.

3.2 Feature Scaling

Most of the machine learning algorithms use the Euclidean distance between two
data points in their computations [11]. This will create problem when the features
are highly varying in magnitudes, units, and range. We need to bring all the features
to the same level of magnitudes which can be Rescaling (Min–Max Normalization)
[12] into all the features.
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3.3 Feature Selection

Random Forest Importance: A naïve variable importance measure to use in tree-
based ensemble methods is to merely count the number of times each variable is
selected by all individual trees in the ensemble [13]. It provides two straight forward
methods for feature selection: mean decrease impurity and mean decrease accuracy
[14]. The features are shown in Table 2.

Chi-Square: Chi square calculation is essentially used to decide the most note-
worthy esteemed highlights from the test set [15]. If the target variable is independent
of the feature variable, we can discard that feature variable. If they are dependent,
the feature variable is very important. The Chi-square weight parameters along with
their weight is show in Table 3. The mathematical equation has given below:

X =
2∑

s=1

n∑

t=1

Ust − V st

V st
(1)

Here, n = classes, Ust = patterns in sth epoch Vst = expected frequency of Ust.

Table 2 Random forest
importance [13]

Features Importance

mc_line_count 0.149059

Intelligence 0.084143

time_estimator 0.082824

total_operators&operands 0.078428

cyclomatic_complexity 0.077434

Difficulty 0.075016

lOCode 0.067324

uniq_Opnd 0.065663

design_complexity 0.063474

lOBlank 0.060374

uniq_Op 0.053941

essential_complexity 0.047919

lOComment 0.038688

program length 0.035956

lOCodeAndComment 0.019757
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Table 3 Chi-square weight
results [15]

Variable Chi square weight

time_estimator 1794.03

program_length 1594.89

lOCodeAndComment 989.62

lOComment 938.15

essential_complexity 889.63

Intelligence 768.90

total_operators&operands 701.86

Difficulty 642.80

cyclomatic_complexity 618.46

design_complexity 562.50

lOBlank 523.17

lOCode 521.80

uniq_opnd 450.55

mc_line_count 441.62

uniq_op 239.30

3.4 Algorithms for Random Forest Importance
and Chi-Square

The algorithms work procedures for Random Forest Importance and Chi Square
Weights are shown in Figs. 1 and 2.

Algorithm 1: Algorithm for Random Forest Importance
1. Input: Features and Label

Output: Random Forest Importance for Features
Function RandomForestImportance (Features, Label):

rf   RandomForestClassifier()
rf.fit(Features, Label)
fe_imp rf.feature_importances_
df  DataFrame(fe_imp, index = Features. name)
return df.sort_by_descending()

End Function

Fig. 1 Random forest importance algorithm
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Algorithm 2: Algorithm for Chi Square Weights
2. Input: Features
Output: Chi-Square weights for Features
Function CalculateChiSquareWeight(Features) :

chi2 stats.chisquare(Features)
df DataFrame(chi2; index = Features:name)
return df.sort_by_descending()

End Function

Fig. 2 Chi square weights algorithm

4 Proposed Methodology

The proposed system model consists of several components as shown in Fig. 3.
First, we pre-processed the dataset, then applied classification algorithms with all
the features and did not apply any sampling techniques on the pre-processed dataset.
The second, third and fourth experiments were conducted by applying SMOTE,
ADASYN, and Hybrid sampling respectively on the pre-processed dataset. For fifth
experiment,weperformed feature selection usingRandomForest Feature Importance
and Chi-Square Test. Based on Random Forest Importance and Chi-Square Test
results, we selected 5 features with higher weight as: mc_line_count, intelligence,
time_estimator, program_length, lOCodeAndComment.

Fig. 3 Proposed prediction model
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4.1 Imbalanced Dataset

A dataset is imbalanced when one class has majority number of data than other
classes. However, Machine learning predictive model is not appropriate when the
data is imbalanced [16]. To overcome the above problem and correctly evaluate our
model we per-considered three different samplingmethods: SMOTE,ADASYN, and
Hybrid.

SMOTE is an over-samplingmethod that creates synthetic (not duplicate) samples
of the minority class. Hence making the minority class equal to the majority class.
SMOTE does this by selecting similar records and altering that record one column
at a time by a random amount within the difference to the neighboring records.

ADASYN is an improvedversionofSMOTE.Thekey ideaofADASYNalgorithm
is to use a density distribution ri as a criterion to automatically decide the number of
synthetic samples that need to be generated for each minority data example [17].

Hybrid is combining over and under sampling techniques and our goal is to
achieve superior classification performance compared to the SMOTE and ADASYN
learning approach [18]. Oversampling and undersamplingmethod can’t performwell
individually. So, we combined those two techniques and applied a hybrid sampling
technique named SMOTEENN which is the combination of SMOTE and Edited
Nearest Neighbor (ENN). SMOTE used as oversampling technique and ENN used
as undersampling method. As SMOTE generated multiple instance of some of the
minority classes and ENN reduced the instance of multiple copy of the majority
classes. So the number of instance forminority andmajority classes arewell balanced
than the unsampled data.

5 Experiment Results

In this chapter, Accuracy, Recall, Precision and F1-score considered as evaluation
matrix. Results are displayed in table and graphs. Using Bar-Chart, line graph are
used to analyze the results. It may not be conceivable to develop a classifier that
could impeccably arrange every objects from the approval set [19].

5.1 Evaluation Matrices

Evaluation Matrix is helpful to consider the appropriate and feasible data collection
method for each of the arguments identified in the evaluation plan. Some of the
considered evaluation matrix are as follows:

TP (True Positive), TN (True Negative), FP (False Positive). FN (False Negative).
Accuracy: It is a measure that computes the classifier’s general exactness. It is

defined as:
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Accuracy = T N + T P

FN + T P + FP + T N
(2)

Recall: It is the extent of those cases which are accurately named ‘True Positive’
and ascertained as:

Recall = T P

FN + T P
(3)

Precision: It is division of the anticipated positive examples that described as
accurately stirred. Formally it can be communicated as:

Precision = T P

T P + FP
(4)

F-Measure: F-score is not the only measure used in the research covering the
software defect predictionmodels. Here, it is used to evaluate the prediction accuracy
of a defective prediction model. The accuracy can be defined as:

F-Measure = Recall ∗ Precision

Recall + Precision
(5)

5.2 Results and Analysis

Various machine learning classification algorithms are applied on sampled data sets.
We have applied 5 different approaches with 7 different classification algorithms to
find the classification. So, we have tried 35 different approacheswith the combination
of these processes. Major 5 approaches are:

i. Classification algorithms with all the features, without any sampling
ii. SMOTE sampling technique and then apply classification algorithms
iii. ADASYN sampling technique and then apply classification algorithm
iv. Hybrid sampling technique and then apply classification algorithms
v. Chi-square and Random forest importance features selection algorithms to

extract the key feature and then apply classification algorithms.

In this chapter, we have extracted key factors for defect prediction.We also applied
7 different classification algorithms on the selected features. Table 5, shows the
accuracy obtained for all features and reduced features. It can be noticed that without
using any sampling and with all features ANN achieved 81.54% accuracy, which is
0.15% improved compared to reduced features (RF) 81.39%.

We have calculated Accuracy, Precision, Recall and F1-score for all the 5 different
approaches and shown in the Table 4. The Accuracy comparison of reduced and all
features are shown in Table 5.
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Table 4 Classification score for all the experiments

Models Evaluation
metrics

Unsampled
dataset

SMOTE ADASYN Hybrid Reduced
feature

ANN Accuracy 0.8154 0.6712 0.6516 0.7747 0.8085

Precision 0.97 0.67 0.65 0.78 0.97

Recall 0.82 0.67 0.65 0.77 0.81

F1-Score 0.88 0.67 0.65 0.78 0.88

SVM Accuracy 0.8007 0.6513 0.6280 0.7499 0.8021

Precision 1.00 0.72 0.64 0.75 1.00

Recall 0.80 0.65 0.63 0.75 0.80

F1-Score 0.89 0.66 0.63 0.75 0.89

KNN Accuracy 0.8007 0.8155 0.8238 0.8907 0.8058

Precision 0.86 0.82 0.83 0.89 0.95

Recall 0.80 0.82 0.82 0.89 0.81

F1-Score 0.83 0.82 0.82 0.89 0.86

GNB Accuracy 0.8039 0.5983 0.5643 0.6184 0.8090

Precision 0.88 0.84 0.83 0.81 0.93

Recall 0.80 0.60 0.56 0.62 0.81

F1-Score 0.83 0.65 0.63 0.64 0.86

RF Accuracy 0.8067 0.8935 0.8960 0.9326 0.8131

Precision 0.89 0.89 0.90 0.93 0.97

Recall 0.81 0.89 0.90 0.93 0.81

F1-Score 0.84 0.89 0.90 0.93 0.87

DT Accuracy 0.7599 0.8218 0.8319 0.9020 0.8039

Precision 0.75 0.82 0.83 0.90 0.99

Recall 0.76 0.82 0.83 0.90 0.80

F1-Score 0.76 0.82 0.83 0.90 0.88

LR Accuracy 0.8081 0.6547 0.6382 0.7549 0.8085

Precision 0.98 0.66 0.64 0.76 0.97

Recall 0.81 0.65 0.64 0.75 0.81

F1-Score 0.88 0.66 0.64 0.76 0.88

Figure 4 shows that hybrid sampling method with Random Forest classification
shows highest accuracy 93.26% compared to all other approaches. Hybrid sam-
pling method with Decision Tree classification performed second best classifier with
83.19% accuracy.

Figure 5 shows that reduced features with decision classifier achieved 99.00%
precision,which is top-most among all approaches. LogisticRegression classification
with unsampled data performed second best classifier with 98.00% precision.

Figure 6, depicts that hybrid sampling method with Random Forest classifier out-
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Table 5 Accuracy
comparison of reduced and all
feature

Models Accuracy (all feature)
(%)

Accuracy (reduced
feature) (%)

ANN 81.54 80.85

SVM 80.07 80.21

KNN 80.07 80.58

GNB 80.40 80.90

RF 80.67 81.31

DT 75.99 80.39

LR 80.81 80.85

Fig. 4 Accuracy comparison with different sampling method and reduced features

Fig. 5 Precision comparison with different sampling method and reduced features
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perform all the approach with 93.00% recall achievement. Hybrid sampling method
withRandomForest classifier performed as second best classifierwith 90.00% recall.

The hybrid sampling method with Random Forest classifier shows 93.00% F-1
score compared to all the approach as shown in Fig. 7. Hybrid sampling method with
Random Forest classifier performed as second best classifier with 90.00% F-1 score.

Fig. 6 Recall comparison with different sampling method and reduced features

Fig. 7 F1-score comparison with different sampling method and reduced features
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5.3 Results Discussion

Experiment results shows that hybrid sampling with Random Forest classifier out-
performs all the 35 different combination by establishing its superiority. For unsam-
pled data, ANN showed the highest accuracy value, which is approximately 81.54%
compared to other 6 different classifiers. For SMOTE samplingmethod basedmodel,
Random Forest shows good accuracy, around 89.35% among all considered classi-
fiers. For ADASYN sampling method based model, Random Forest shows ~89.60%
accuracy compared to other classifiers. For Hybrid sampling method based model,
Random Forest achieved ~93.26% accuracy among all considered classifiers. For
reduced feature based model, Random Forest shows ~81.31% accuracy among all
classifiers. From the results, we can finally conclude that random forest classifier
is the best classifier among the 7 considered classifiers, whereas, hybrid sampling
method is the best samplingmethod among the considered three methods. Hence, the
combination of hybrid sampling method with Random Forest classifier outperform
all possible 35 different approach by showing its superiority to be used for software
defect prediction in near future.

6 Conclusion

This chapter presents different feature selection and sampling techniques to deal
with high dimensional imbalanced datasets. By reducing the number of features,
it reduces the model complexity and increases the model predictive force. Hybrid
sampling played a vital role to deal with the imbalanced dataset. Random Forest
with Hybrid sampling gives the highest accuracy across all the models. SMOTE,
ADASYN sampling method with ANN, SVM, KNN, GNB, DT, and LR algorithms
were considered with feature reduction from 15 to 5 to reduce the complexity of the
experimental models. The combination of hybrid sampling method with Random
Forest classifier turns out to be the best method for software defect prediction in
near future. Implement ensemble methods to achieve even better performance can
be investigated in future, which is under consideration by our research team.
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kNN and SVM Classification for EEG:
A Review

M. N. A. H. Sha’abani, N. Fuad, Norezmi Jamal and M. F. Ismail

Abstract This paper review the classification method of EEG signal based on k-
nearest neighbor (kNN) and support vector machine (SVM) algorithm. For instance,
a classifier learns an input features from a dataset using specific approach and tun-
ing parameters, develop a classification model, and use the model to predict the
corresponding class of new input in an unseen dataset. EEG signals contaminated
with various noises and artefacts, non-stationary and poor in signal-to-noise ratio
(SNR). Moreover, most EEG applications involve high dimensional feature vector.
kNN and SVM were used in EEG classification and has been proven successfully
in discriminating features in EEG dataset. However, different results were observed
between different EEG applications. Hence, this paper reviews the used of kNN
and SVM classifier on various EEG applications, identifying their advantages and
disadvantages, and also their overall performances.

Keywords Electroencephalogram (EEG) · Classification · kNN · SVM

1 Introduction

Electroencephalogram (EEG) signal is an electrophysiological signal which repre-
sents the oscillatory brain activity in microvolt range signal. The first recorded EEG
signal was pioneered by Hans Berger in 1924 [1]. Conventionally, EEG signal was
visually analyzed by trained clinician and neurologist expert based on the graph chart
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for diagnosis of several brain neurological and physiological abnormalities [2]. How-
ever, the drawback of this traditional assessment is sometimes tedious, subjective and
time-consuming [3]. Due to that, the automated analysis of the EEG signal has been
recently invented using fully computerized systems based on machine learning algo-
rithms and advanced signal processing techniques to interpret EEG signal pattern. It
has been proven to give promising results as observed in the literature.

Since EEG offers a cheap, safe and non-invasive measurement, a wide number of
research field showing interest in utilizing EEG modalities. According to iMotion
[4], a biometric research platform provider, EEG signal based approach has been
widely used in several applications such as Brain-Computer Interface (BCI) [5, 6],
clinical and psychiatric studies [7, 8], neurosciences and physiology studies [9, 10],
social interaction [11, 12] and neuromarketing [13, 14]. Themutual objective of these
researches is to achieve a better and deeper insight of brainwave behaviour by accu-
rately classifying the EEG pattern respective to a specific application. Classification
is one of the most important stages in EEG signal processing. The accuracy of the
classification indicates how reliable the developed system. However, processing the
EEG signals is a challenging task due to the contamination of EEG signal by various
noises and artefacts, non-stationary and poor in signal-to-noise ratio (SNR) [15]. On
the other hand, to do the automated analysis, factors such as data variability and high
dimensionality of feature vector may scarce the classification performance [16]. To
date, there are numerous classifiers that have been used in analyzing the EEG signals
including k-nearest neighbor (kNN), support vector machine (SVM), neural network
(NN), discriminant analysis, Bayesian, fuzzy-based and few other approaches and
enhanced version of classifiers. Several classifiers predict class using the concept of
similarity distance, and others based on features itself such as colours, edges, etc.
This paper intends to review kNN and SVM classifiers. This is due to both classifier
are capable to solve the non-linear problem in EEG application. However, there are
strength and drawback of both classifiers in term of computational complexity and
their suitability in a certain application which will be discussed later.

A general search has been done to find the number of publications in EEG signal
analysis using kNN and SVM classifiers between 2010 and 2019. The search has
been done in the Scopus database with the keyword “EEG AND kNN” and “EEG
AND SVM”. The result of the searching is shown in Fig. 1. Generally, the number
of publications using SVM classifier increase significantly than kNN classifier in the
last decade. The publications using kNN remain steady between 2010 and 2014 and
slightly increase in recent years. Be noted, the search results does not mean all the
works found are using kNN or SVM. In fact, some works used these classifiers for
comparison purpose [17, 18]. It is obviously shown that the SVMbased classification
is more popular than kNN classification in EEG analysis. Therefore, this paper will
review the used of kNN and SVMon various applications of EEG signals, identifying
their pros and cons to the EEG signal dataset, and also their overall performances.

This paper is organized as follows: Sect. 2 brief the characteristics of the EEG
signal and its general processing stages. Then, Sect. 3 provides a review on previous
work in EEG signal that using kNN and SVM classifier and also comparison studies
between the classifiers in different EEG applications. Finally, Sect. 5 concludes the
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Fig. 1 The number of publications in Scopus database for kNN and SVM classification in EEG
research between 2010 and April 2019 (accessed on 13 April 2019)

verdict of the review. To be mentioned here, the performance of kNN and SVM
classifiers cannot be directly compared due to the diversity of parameters setting,
dataset, and feature extraction. In addition, the review does not provide any standard
validation assessment which leads to non-uniform evaluation.

2 EEG Signal Processing Architecture

EEG signal is recorded using a standard 10–20 system of electrode placement. In the
10–20 system, electrodes are distributed evenly to provide adequate coverage of all
head region. Currently, EEG has been found to comprise of several frequency bands,
where each band related to specific brain activity. For instance, delta rhythm (0.5–
4 Hz) detectable in babies and in deep sleep, theta rhythm (4–8 Hz) found in ‘idling’
state, unconscious and deep meditation, alpha rhythm (8–13 Hz) observed in relaxed
state and in concentration, motor activities suppression in beta rhythm (13–30 Hz)
and gamma (30–100 Hz) for short term memory tasks [19]. Although there are other
frequency band found such as mu band (8–12 Hz), it is actually composed of the
alpha band.

Classification of EEG signal consists of two phases; training and testing, as shown
in Fig. 2. The only difference between these two phases is the learning process. In
the training phase, the classifier learns the input features, while in the testing phase,
the classifier predicting the class of the input features belongs to. Initially, the raw
EEG signal is typically undergo filtering process and artefact removal before features
are extracted. Feature extraction is a process of taking out any possible information
contained in the EEG signal either in the time domain, frequency domain or time–
frequency domain [19]. In order to make the classifier performing at its best possible
manner, the extracted features are being selected, so that only the most correlated
features to the target output are chosen for training. The final output of the trained
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Fig. 2 Processes involved in typical EEG signal classification

classifier is the development of a classification model. The model then is used as
a reference to the classifier in predicting the class of new inputs during the testing
phase. The performance of the classification is often measured by its accuracy or
F1-score, which both obtained from the confusion matrix [20].

3 Previous Studies

3.1 k-Nearest Neighbour

kNN is a well-known multiclass classifier, constructed based on distance approach
which offers a simple and flexible decision boundaries [21]. The term ‘k’ is the
number of nearest neighbors that taken into account in assigning a class of a new
instance. Generally, a small value of k makes the kNN classification will have a
higher influence from noise. While the too large value of k makes it computationally
expensive. If k = 1, then a new instance is simply classified to the closest neighbor.
However, when the number of k is larger, and two or more neighbors influence the
classification, a simple majority voting can be used [22]. It is also recommended that
the number of ‘k’ is an odd sequence to avoid a tied problem [23]. A brief explanation
of kNN classifier can be found here [22].

In EEG application, several researchers carried out their research on classification
using kNN for different applications such as BCI [24–27], physiological [9, 11, 28–
31] and clinical [7, 32, 33] application with different features. For BCI application,
in a study conducted by Yazdani et al. [24], it was shown that Dempster-Shafer kNN
classifier achieved a higher correct classification rate compared to other classical
voting kNN classifier and the distance-weighted kNN classifier at 90.08%. Next,
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Table 1 Previous studies in EEG signal processing using kNN classifier

Application Author Features Classifier Performance (%)

Brain-computer
interface

Mousa et. al.
[27]

Wavelet
coefficient

kNN 63.80

Clinical and
psychiatric
studies

Rezaee et al. [7] Wavelet
coefficient

Adaptive kNN 98.00

Neurosciences
and physiology
studies

Fuad et. al. [9] Power spectral
density (PSD)

kNN 88.46

Social
interaction

Murugappan et.
al. [11]

Wavelet
coefficient

kNN 83.26

Neuromarketing Murugappan et.
al. [13]

PSD
Spectral
Centroid
Spectral Energy

kNN 93.64

Bhattacharyya et al.’s comparative study found that kNN classifier outperformed to
other classifier techniques, which its accuracy is 84.29% with average band power
estimate vector features [25]. Similarly, Mousa et al. assert that kNN classifier pro-
duced better accuracy of 67.7%compared to SVMandNNclassifier based onwavelet
features [27].

In physiological application,most researches contributed to emotion classification
[11, 28–31] and only a few researchers studied on brain balance index based on EEG
signal [9].Murugappan et al. reported that kNNclassifier’s accuracy is 83.26%,which
worked well with Absolute Logarithmic Recoursing Energy Efficiency (ALREE)
features in human emotion classification [11]. Other researchers, however, who have
looked at the classification of depression patients and normal subjects, as mentioned
in [29] found that logistic regression classifier performed better than LDA and kNN
classifier. Next, Fuad et al. used kNN classifier to predict the brain balancing with
88.46% accuracy based on maximum power spectral density features [9]. Otherwise,
Rezaee et. al., in their study on seizure detection, reported that 98% true seizures
detection based on general tensor discriminant analysis [7] and Zainuddin et al.
optimized kNN classifier in classification of dyslexic and normal children based
on power band features from discrete wavelet transform of EEG signal for clinical
application [33]. Table 1 shows several previous studies in EEG applications and
their performance accuracy.

3.2 Support Vector Machine

SVM utilize a discriminant hyperplane to identify classes. It selects the optimal
hyperplane and map data into a high dimensional space. SVM can be found both



560 M. N. A. H. Sha’abani et al.

in linear and non-linear. In the case of the linearly separable dataset, linear SVM is
essentially to be used. Otherwise, non-separable dataset requires non-linear SVM.
Non-linear SVM creates decision boundary by using kernel function [34] such as
Radial Basis Function (RBF) and polynomial, which is also called as ‘kernel trick’.

In order to get a good performance of SVM, two parameters have to be chosen
carefully [35]. The first parameter is regularization parameter C. It is defined from
the optimal equation:

min
1

2

∥
∥w2

∥
∥ + C

∑

i

ξi (1)

Parameter C determine the trade-off between the misclassification number and
width of the hyperplane margin. A too-small value of C will lead to a larger margin
size and consequences to misclassification. Conversely, a large value of C parameter
will lead to a smaller-margin hyperplane, resulting in good classification perfor-
mance. The second parameter is the kernel parameter (i.e. d or σ) of non-linear
SVM. Kernel parameter defines the nonlinear mapping from input space to a high-
dimensional feature space. For instance, a high value of σ will effectively ignore
data that are farther away. In comparison, a small value of σ will consider to include
distant data. A practical guide in using SVM can be found here [36].

In EEG application, SVM has been used to quantify mental stress level amongst
twelve healthy subjects on arithmetic tasks [10]. The study decomposed raw EEG
signals into four sub-band frequency using wavelet transform and extracted the mean
absolute values of the wavelet coefficient, the average power, and energy as features.
SVM then was used to classify the three-level of mental stress. The result shows
SVM is able to identify mental stress level with the accuracy of 94%, 85% and 80%
at each level. Al-Qazzaz et al. [8] used a non-linear SVM classifier with RBF kernel
functions and kNN classifier to discriminate the EEG signals activity during working
memory tasks between 15 stroke-related patients, 5 vascular dementia patient and 15
control healthy subject. To test the irregularity and complexity, permutation entropy
and fractal dimension features are extracted. In this study, SVM achieved 91.48%
accuracy in differentiating those subjects, which is higher than using kNN classifier
with 89.63% accuracy.

It is also reported that a multiple kernel SVM (MKL-SVM) performs better than
the single kernel of multiple class problem. Li et al. [37] has proposed a multiple
kernel SVM (i.e. a combination kernel of RBF and polynomials) and compared it
with the single kernel of RBF and polynomial on mental task and cognitive task
problem. This method gives flexibility on optimizing kernel function that fits the
data structure. As a result, multiple kernel SVM gives higher overall accuracy than
SVM based on a single kernel. Table 2 shows several previous works in various EEG
application that used SVM based classification.
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Table 2 Previous studies in EEG signal processing using SVM based classifier

Application Author Features Classifier Performance
(%)

Brain computer
interface

Li et. al. [37]a Granger
causality

MKL-SVM 89.24

RBF-SVM 81.61

Polynomial
SVM

77.14

Clinical and
psychiatric
studies

Al-Qazzaz et al.
[8]

Permutation
entrophy and
fractal
dimension

RBF-SVM 91.48

Neurosciences
and physiology
studies

Al-Shargie et.
al. [10]

Mean absolute
values, the
average power
and energy

SVM 86.33

Social
interaction

Kraljević et. al.
[12]

Wavelet
coefficient

RBF-SVM 62.45

Neuromarketing Wei et. al. [14] 13
emotion-related
features

Linear SVM 77.28

aResults of cognitive task

3.3 Comparison Studies

The performance of kNN and SVM are also being compared between different EEG
dataset in recent studies. Mousa et. al. [27] compare the results of kNN, SVM and
neural networks in classifying motor imagery tasks in BCI Competition IV dataset
using wavelet coefficient as features. The authors claimed that kNN outperforms
SVM and neural network. Nguyen et. al. [38] introduced an interval type-2 fuzzy
logic system with wavelet transform to classify motor imagery in BCI Competi-
tion II dataset. The evaluation results also show kNN give better performance than
SVM. In the clinical field, Li et. al. [39], proposed a method based on dual-tree com-
plex wavelet transform (DT-CWT) by extracting Hurst exponent, Fractal Dimension
and Permutation Entropy for automated epileptic detection. The experiment results,
however, show that the combination of SVM with the proposed method has higher
overall accuracy than kNN, decision tree, and random forest. Acharya et. al. [40],
used SVM, kNN and other five classifiers as one of the comparison criteria also found
that SVM gives better accuracy than kNN. The proposed method extracting features
based on entropy. Table 3 summarize several previous studies that used kNN and
SVM classifier either for comparison purpose or method evaluation.
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Table 3 Summary of studies that compares the classification results of kNN and SVM

Application Author Features Problem Classifier Performance
(%)

Brain–computer
interface

Mousa
et al. [27]

Wavelet
coefficient

Multiclass kNN 63.80

SVM 51.40

Brain–computer
interface

Nguyen et.
al. [38]

Wavelet
coefficient

Binary Dataset Ia

kNN 86.01

SVM 78.50

Dataset Ib

kNN 55.00

SVM 53.33

Motor imagery Bashar
et al. [41]

Time and
frequency
domain

Binary kNN 90.36

SVM 87.50

Epileptic
diagnosis

Acharya
et al. [40]

Entropy Multiclass kNN 93.00

SVM 95.90

Epileptic
detection

Li et al.
[39]

Hurst
exponent,
fractal
dimension
and
permutation
entropy

Binary kNN 97.80

SVM 98.87

Emotion
classification

Mehmood
and Lee
[31]

Hjorth
parameters

Multiclass kNN 47.76

SVM 36.66

4 Discussion

The main challenge in the classification of EEG signals is the quality of the acquired
signal. Moreover, the non-linear signal of EEG contains many brain activities occur
at the same time. Hence, raw EEG signals need to be cleaned properly using an
advance filter technique, while the extracted features need to be selected based on
the most correlate to their desired output [19]. Based on the reviewed classification
works, kNN and SVM have been widely used in EEG applications. Most of the
recent EEG classification is based on supervised learning. kNN and SVM are two of
several classifiers that are based on supervised learning and capable to solve a linear
and non-linear problem in EEG signal.

kNN amongst the simplest classification algorithm that assumes a new input
belongs to the majority of nearest neighbor’s class. Despite its simplicity, kNN can
approximate any function if the number of k is sufficiently high [42]. kNN is very
useful for non-linear data and performs better in low dimensional EEG dataset.
However, in a high dimensional dataset, kNN becoming significantly slow and not
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practically chosen for an application that needs rapid prediction such as online BCI.
Fortunately, this problem can be improved by feature selection or feature weighting
[22]. Nevertheless, reviews in kNN classification show that the extended version of
kNN such as adaptive kNN can give higher accuracy than the standard kNN.

Linear SVM can be used to classify separable data and kernelized SVM for non-
separable data. SVM has regularization characteristics, which let it avoid misclas-
sification and prevent it from overfitting [42]. Unlike kNN, SVM can handle high
dimensional classification problem even if the data size is small. If the dataset used
is large, the training time will get higher. Thus, SVM looks more computationally
intensive. However, since SVM is capable to handle high dimensional data, it is more
popular to use in classifying EEG signals than kNN, as shown in the previous general
search results in Fig. 1.

5 Conclusion

The objective of the paper is to review the implementation of kNNand SVMclassifier
in various EEG applications. The results obtained from the previous studies have
shown that both classifiers are feasible to be used in analyzing the EEG dataset.
Nevertheless, the classification of EEG signals is a challenging task due to non-
stationary in nature, as well as noises and artefact contaminated in the signals. The
right chose of the classifier, the correct tuned parameter and the appropriately selected
features of the respective EEG dataset are the criteria to achieve a good result of
classification. In order to compare the performance of kNN and SVM properly, a
standardized EEG database, the same device specifications, and standard evaluation
procedures are needed to be carried out in the future.
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12. Kraljević L, Russo M, Sikora M (2017) Emotion classification using linear predictive features
on wavelet-decomposed EEG data. In: 2017 26th IEEE international symposium on robot and
human interactive communication (RO-MAN), pp 653–657

13. Murugappan M, Murugappan S, Gerard C (2014) Wireless EEG signals based neuromarketing
system using Fast Fourier Transform (FFT). In: 2014 IEEE 10th international colloquium on
signal processing and its applications, pp 25–30

14. Wei Z, Wu C, Wang X, Supratak A, Wang P, Guo Y (2018) Using support vector machine on
EEG for advertisement impact assessment. Front Neurosci 12

15. Teplan M (2002) Fundamentals of EEG measurement. Measur Sci Rev 2:1–11
16. Lotte F, Bougrain L, Cichocki A, Clerc M, Congedo M, Rakotomamonjy A et al (2018) A

review of classification algorithms for EEG-based brain–computer interfaces: a 10 year update.
J Neural Eng 15:031005

17. ZhengWL, Zhu JY, Peng Y, Lu BL (2014) EEG-based emotion classification using deep belief
networks. In: Proceedings—IEEE international conference on multimedia and expo

18. An X, Kuang D, Guo X, Zhao Y, He L (2014) A deep learning method for classification of
eeg data based on motor imagery. In Lecture notes in computer science (including subseries
Lecture notes in artificial intelligence and lecture notes in bioinformatics), vol 8590 LNBI, pp
203–210

19. Subha DP, Joseph PK, Acharya R, Lim CM (2010) EEG signal analysis: a survey. J Med Syst
34:195–212

20. Sokolova M, Lapalme G (2009) A systematic analysis of performance measures for classifica-
tion tasks. Inf Process Manage 45:427–437

21. Cover TM, Hart PE (1967) Nearest neighbor pattern classification. IEEE Trans Inf Theory
13:21–27

22. Cunningham P, Delany SJ (2007) k-Nearest neighbour classifiers
23. Hassanat AB, Abbadi MA, Altarawneh GA, Alhasanat AA (2014) Solving the problem of

the K parameter in the KNN classifier using an ensemble learning approach. arXiv preprint
arXiv:1409.0919

24. Yazdani A, Ebrahimi T, Hoffmann U (2009) Classification of EEG signals using Dempster
Shafer theory and a k-nearest neighbor classifier. In: 2009 4th international IEEE/EMBS
conference on neural engineering, pp 327–330

25. Bhattacharyya S, Khasnobish A, Chatterjee S, Konar A, Tibarewala D (2010) Performance
analysis of LDA, QDA and KNN algorithms in left-right limb movement classification from
EEG data. In: 2010 International conference on systems in medicine and biology, pp 126–131

26. Ahangi A, Karamnejad M, Mohammadi N, Ebrahimpour R, Bagheri N (2013) Multiple classi-
fier system for EEG signal classification with application to brain–computer interfaces. Neural
Comput Appl 23:1319–1327



kNN and SVM Classification for EEG: A Review 565

27. Mousa FA, El-Khoribi RA, ShomanME (2015) EEG Classification based on machine learning
techniques. Int J Comput Appl 975:8887

28. Aditya S, Tibarewala D (2012) Comparing ANN, LDA, QDA, KNN and SVM algorithms in
classifying relaxed and stressful mental state from two-channel prefrontal EEG data. Int J Artif
Intell Soft Comput 3:143–164

29. Hosseinifard B, Moradi MH, Rostami R (2013) Classifying depression patients and normal
subjects using machine learning techniques and nonlinear features from EEG signal. Comput
Methods Programs Biomed 109:339–345

30. Soroush MZ, Maghooli K, Setarehdan SK, Nasrabadi AM (2019) Emotion classification
throughnonlinearEEGanalysis usingmachine learningmethods. IntClinNeurosci J 5:135–149

31. Mehmood RM, Lee HJ (2015) Emotion classification of EEG brain signal using SVM and
KNN. In: 2015 IEEE international conference on multimedia & expo workshops (ICMEW),
pp 1–5

32. Guo L, Rivero D, Dorado J, Munteanu CR, Pazos A (2011) Automatic feature extraction
using genetic programming: an application to epileptic EEG classification. Expert Syst Appl
38:10425–10436

33. Zainuddin A, Lee KY,MansorW,Mahmoodin Z (2016) Optimized KNN classify rule for EEG
based differentiation between capable dyslexic and normal children. In: 2016 IEEE EMBS
conference on biomedical engineering and sciences (IECBES), pp 685–688

34. Alonso LFN, Gil JG (2012) Brain computer interfaces, a review. Sensors 12:1211
35. Duan K, Keerthi SS, Poo AN (2003) Evaluation of simple performance measures for tuning

SVM hyperparameters. Neurocomputing 51:41–59
36. Hsu C-W, Chang C-C, Lin C-J (2003) A practical guide to support vector classification
37. Li X, Chen X, Yan Y, Wei W, Wang Z (2014) Classification of EEG signals using a multiple

kernel learning support vector machine. Sensors 14:12784–12802
38. Nguyen T, Khosravi A, Creighton D, Nahavandi S (2015) EEG signal classification for BCI

applications by wavelets and interval type-2 fuzzy logic systems. Expert Syst Appl 42:4370–
4380

39. Li M, Chen W, Zhang T (2017) Automatic epileptic EEG detection using DT-CWT-based
non-linear features. Biomed Signal Process Control 34:114–125

40. Acharya UR, Molinari F, Sree SV, Chattopadhyay S, Ng K-N, Suri JS (2012) Automated
diagnosis of epileptic EEG using entropies. Biomed Signal Process Control 7:401–408

41. Bashar SK, Das AB, Bhuiyan MIH (2015) Motor imagery movements detection of EEG sig-
nals using statistical features in the Dual Tree Complex Wavelet Transform domain. In: 2015
International conference on electrical engineering and information communication technology
(ICEEICT), pp 1–6

42. Lotte F, Congedo M, Lécuyer A, Lamarche F, Arnaldi B (2007) A review of classification
algorithms for EEG-based brain–computer interfaces. J Neural Eng 4:R1



Flexible Graphene-Silver Nanowires
Polydimethylsiloxane (PDMS)
Directional Coupler

Nor Nadiah Aliff, Noorlindawaty Md Jizat, Nazihah Ahmad
and Mukter Uz-Zaman

Abstract In this research paper, graphene-silver nanowires are demonstrated as
the transmission line of directional coupler fabricated on an elastomeric substrate
Polydimethylsiloxane, PDMS at 2.4 GHz for wireless wearable application. In the
experimental process, highly conductive of 0.6 mg/ml silver nanowires (AgNWs) is
embedded in the graphene dispersion and spin coated onto flexible PDMS elastomer.
The proposed directional coupler provides excellent return loss lower than −10 dB,
good mutual coupling of −3 ± 1 dB and comparable phase difference between
output ports between S21 and S31 with value of 90° ± 1°. Comparison of return
loss and phase difference between output port performances was performed in three
different angles of bending, 0,° 90° and 180°. The simulation and measurement
outcomes show promising results, indicate that graphene-silver nanowires on PDMS
elastomer as a good material for flexible devices and able to withstand mechanical
strains without degrading the performance of the directional coupler. The compact
sizes and unique properties of the coupler can be realized for wireless wearable
electronics applications.

Keywords Flexible · Graphene-silver nanowires · Polydimethylsiloxane
(PDMS) · Directional coupler · Wireless wearable application

1 Introduction

Graphene has emerged as a unique atomic configuration to substitute indium tin
oxide (ITO) owing to extraordinary properties including a very large surface area,
transport mobility, high-level transparent conductor [1–3], high percentage of electri-
cal/thermal conductivity, tunable band gap, high Young’s modulus, own mechanical
strength [4–6] and have high elasticity [7]. Various applications of graphene based
materials modified by doping effectively used for radio frequency application and
applications in biomedical [8, 9].
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To realize the potential commercial of such flexible properties, the devicesmust be
able to withstand the mechanical/thermal strains of bending processes and enduring
repeated loading of different environmental conditions. Among all thematerials used
for flexible electronic technology, silver nanowires (AgNWs) have advantages of
high conductivity, a range of biological photovoltaic sensors, the ability to stabilize
other polymers in low temperature and ease of application on any substrate [10–
13]. Various applications of graphene for wearable communication system using
PDMS substrate, making electronic devices less obtrusive [14, 15], light weight,
high flexibility, easy to integrate and maximize comfort for the wearer.

Due to these advantages, graphene-silver nanowires were chosen as the direc-
tional coupler’s transmission line. The proposed design was fabricated on flexible
PDMS substrates with metalized copper sheet as the ground. Before fabrication,
an initial simulation was obtained by the design modelled in Computer Simulation
Technology, CST. In the purpose of shielding the directional coupler, the thin film
of PDMS was coated to the upper and lower part of the design by using spin coating
technique. As for the experimental verification, 25.8�/cm resistivity obtained shows
good compatibility between the conductive layer and the PDMS substrate. The mea-
surement results for the proposed design showed good agreement with the simulation
validated the design approach presented in this work and can be potentially used as
the signal combiner/divider in wearable antenna.

2 Experimental Method

Silver nanowires, Ag diameter × L 60 nm × 10 μm, 0.5% (isopropyl alco-
hol suspension), (Sigma-Aldrich, Malaysia) and Conductive Graphene Dispersion,
(Graphene Laboratories, Supermarket, UK), were used for AgNW synthesis with-
out further purification. The directional coupler was fabricated from conductive thin
film graphene-silver nanowires. The transmission line mesh was spin coated using
0.6 mg/ml graphene-silver nanowires dispersion on 1 mm substrate thickness of
Polydimethylsiloxane (PDMS) with dielectric constant of ER1 = 2.7. Before fabri-
cation, mould was made using plastic film with thickness of 1.5 micrometers. Final
coating was made with thin film PDMS using spin coating technique with 500 rpm
for 10 s and 1000 rpm for the next 30 s before the substrate cured for 5 min at 100 °C.

2.1 Graphene–Silver Nanowires Dispersion

Soluble graphene-silver nanowires dispersions were prepared according to the tech-
nique of uniform deposition for graphene surface [16]. A low-boiling solvent such
as acetone is used for freeze-drying because of the high-vapour pressures. Subse-
quently, sonication was carried out in a sonic bath for four hours and 30 min to
maintain sonication efficiency and prevent overheating. The flask was kept in an
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ice-water bath and the samples were left to stand overnight. The dispersions were
then centrifuged at 2000 rpm for 30 min.

2.2 PDMS Substrate

In order to prepare for the PDMS substrate, base polymer and base curing were
mixed with a ratio of 10:0.5 to maintain the hydrophilic surface. The mixture was
vigorously stirred for 5 to 10 min in a beaker container to enables uniform cross-
linking. Consecutively, the surface of the PDMS fluid was flattened by pouring the
mixture into the mold. Immersion method was used where the silicon substrate is
soaked into a beaker that filled with a specified level of acetone for 15 min.

2.3 Directional Coupler Design

A directional coupler is commonly used for power division or power combination. If
the power fed at Port 1, power incidentwill couple to port 2 (the through port) and port
3 (the coupled port), but not to isolated port 4. The fraction of power coupled fromport
1 to port 3 is given by the coupling,C with the coupling factor |S13|2 = β2 to indicate
the fraction of the input power that is coupled to the output. The leakage of power
from port 1 to port 4 is given by the isolation, I. Another quantity that characterized
the coupler is directivity, D = 1 − C (dB), which indicates the coupler’s ability to
isolate forward and backward waves as in the isolated port.

The ideal coupler is characterized solely by the coupling factor, and impedance
matching at all ports. Following are three quantities used to characterize a directional
coupler as given in Eq. (1–3) [17]:

Coupling = C = 10log
P1

P3
= −20logβdB (1)

Directivity = D = 10log
P3

P4
= 20log

β

|S14|dB (2)

Isolation = I = 10log
P1

P4
= −20log|S14|dB (3)

In the directional coupler design, two transmission lineswithλ0/4 electrical length
and impedance of Z0 shunt branch were connected with λ0/4 electrical length and
impedance of Z0 /

√
2 series branch. In Fig. 1, shunt branch with length of 13.66 mm

and width of 2.06 mm was connected with a series branch of 13.66 mm length and
1.06 mm width transmission line. A 0.125 λ0 coupler was designed at the centre
frequency, 2.4 GHz with the matched impedance. A PDMS substrate (εr = 2.7, loss
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Port 1 (Input) Port 2 (Through)

Port 3 (Coupled)Port4 (Isolated)

Fig. 1 Geometry of the proposed coupler

First Layer-Thin Film PDMS 
Second Layer- 
Thin Film Graphene-silver nanowires

Third Layer-PDMS substrate 

Fourth Layer-Copper Sheet

Fifth Layer- Thin Film PDMS 

Fig. 2 Cross section view of directional coupler material by layer

tangent = 0.04) with the thickness of 1 mm is used while the copper sheet is kept
metalized at the back of the coupler for ground.

The power applied at port 1 is evenly split between ports 2 and 3, with a 90° phase
shift with the port closer to input port leading in phase. Line impedance is matched
to maximize the power transfer and minimize reflection from the load [18–21]. Port
4 is the isolated port, and therefore no power is coupled to this port. The cross section
of the five layers proposed design is illustrated in Fig. 2.

2.4 Four-Point Probe Technique

Four-point probe measurement was performed to measure the resistivity value of this
proposed directional coupler. The following Table 1 provides information obtained
from the measurement and the resistivity value was calculated from Eq. 4. The
resulting surface resistivity of graphene-silver nanowires from Eq. 4 [22] provides
the value of 25.8 � cm.
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Table 1 Resistivity using
four-point probe
measurement

Parameter Description Value

V Voltage between inner probe 2.79 V

I Current through outer probes 0.49 A

S Needle spacing 0.1 cm

t Substrate thickness 1 mm

Fig. 3 Four point probes
technical diagram

ρs = V

I

π t

ln
∣
∣
∣
sinh t

s

sinh t
2s

∣
∣
∣

[� cm] (4)

In order to perform four-point probes measurement, power supply, digital multi-
meter, and four probes were arranged as shown in Fig. 3, where two outer probes
were used to supply current and inner probes were used to measure the voltages.

3 Results and Discussion

The proposed graphene-silver nanowires coupler has been fabricated and measured.
The prototype of the proposed design has been illustrated in Fig. 4a and flexibility
is tested in Fig. 4b.

As shown inFig. 5a, the simulated return loss, S11, and isolation, S41 are−20.03dB
and −19.17 dB while measured results of the return loss and isolation for flexible
coupler are −16.42 dB and −22.48 dB, respectively. The return loss value indicated
that high percentage of signal was transmitted between input and output ports of the
directional coupler. The simulated result for coupling, S31 and insertion loss, S21 are
−3.28 dB and −3.06 dB while for the measured coupling and insertion loss, the
values are found to be −4.03 dB and −3.88 dB, respectively. The comparable value
of simulation and measurement results proves that 50% of the power is coupled to
the coupled port of the coupler and the rest of the power is routed to the output port
of the coupler.

The proposed flexible coupler is operated at 2.4GHzwith 10-dB impedance band-
width of 570 MHz (2.15–2.72 GHz). Figure 5b shows promising phase difference
with minimal error in the range of 90° ± 5°. Comparable value of transmission and
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Fig. 4 Photograph of the
directional coupler
a prototype, b flexible
bending

tight coupling at the value of less than −10 dB and −3 dB ± 1, respectively proved
maximum transmitted signals are achieved. A detailed comparison of the coupler
performance is tabulated in Table 2. Voltage StandingWave Ratio, VSWR shows the
comparable value of 1.22 that matched the impedance of the transmission line.

The flexible directional coupler was tested under various bending angle as illus-
trated in Fig. 6. Based on the results tabulated inTable 3, themeasured return loss, S11,
directivity, S21, coupling, S31 and isolation value, S41 were tabulated. Due to changes
in capacitance and inductance, the operating frequency of the coupler changed once
the bending angle is increased. The propagation of mechanical stress is governed
by the inherent physical properties of the material and characteristics of the stress
wave. Due to this, the phase difference can be seen to be varied once bending was
performed where the phase difference between the output ports have an acceptable
range of ±10°. Attributable to these advantages, the proposed design becomes suit-
able to be used for bending in any range of conformal surface without deteriorating
the performance.

From Table 4, it can be seen that the performance of the proposed directional cou-
pler using graphene-silver nanowires fabricated on PDMS substrates is comparable
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Fig. 5 Simulated and measured results of a S-parameter, b phase difference

Table 2 Simulated and measurement results of the proposed coupler

S-Parameter Simulation (dB) Measurement (dB)

S11 (dB) −20.03 −16.42

S21 (dB) −3.28 −4.03

S31 (dB) −3.06 −3.88

S41 (dB) −19.17 −22.48

Phase difference (°) (179.42 − 90.81)° = 88.61° (173.32 − 85.13)° = 88.19°
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Fig.6 The directional coupler and its 3D bending configuration at a 0°, b 90°, c 180°

Table 3 Measurement results for proposed coupler bend at 0°, 90° and 180°

S-parameter Measurement
Bend at 0°

Measurement
Bend at 90°

Measurement
Bend at 180°

S11 (dB) −16.42 −15.26 −10.29

S21 (dB) −4.03 −4.82 −6.68

S31 (dB) −3.88 −3.59 −3.38

S41 (dB) −22.48 −18.75 −13.98

Phase difference (°) 88.19° 89.09° 82.74°

with the result obtained in those reported previous work of literature [23–26]. The
good compatibility of conductive coating on the PDMS elastomer substrate made it
possible to maintain coupler’s performance for flexible application.

4 Conclusion

Graphene-silver nanowires have been utilized as the conductive layer of the direc-
tional coupler with flexible PDMS elastomer as the substrate. The proposed design
has been fabricated, measured, and compared with the simulation result. As a result,
the proposed design has a compact size, low insertion loss, ability to be processed in
low temperature and flexible. Within the frequency range of operation, the proposed
coupler produces a good performance in both return loss, S11 and the isolation, S41
which are below the theoretical value of−10 dB. Promising results of coupling value,
S21 and insertion loss, S31 of −3 ± 1 dB indicate the ability of the coupler to equally
split signal at the output ports for signal divider/combiner function. Also, a good sur-
face resistivity value of 25.8� cm that is measured using four-point probe technique
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shows the sustainability of the coupler’s conductivity.Based on the presentedmethod,
graphene-silver nanowires fabrication enables excellent mechanical flexibility on
PDMS and suitable for directional coupler design for wireless wearable applications.
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Investigating the Possibility of Brain
Actuated Mobile Robot Through
Single-Channel EEG Headset
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Abstract Brain-computer interface (BCI) is a fast-growing technology involving
hardware and software communication systems that allow controlling external assis-
tive devices through Electroencephalogram (EEG). The primary goal of BCI tech-
nology is to ensure a potential communication pathway for patients with severe
neurologic disabilities. A variety of BCI applications have been presented in the last
few decades which indicate that the interest in this field has dramatically increased.
In this paper, the possibility of a brain-actuated mobile robot using single-channel
EEG headset has been investigated. EEG data has been collected from Neurosky
Mindwave EEG headset which consists of a single electrode. EEG feature in terms
of power spectral density (PSD) has been extracted and classified this feature using
the support vector machine (SVM). Then the classified signal has been translated
into three devices command to control the mobile robot. This mobile robot can be
driven in three directions namely forward, right and left direction. Data collection
from EEG headset and sending commands to a mobile robot, the entire process has
been done wirelessly.

Keywords Electroencephalogram (EEG) · Brain–computer interface (BCI) ·
Neurosky ·Mobile robot

1 Introduction

Generally, healthy users can operate the robots with a conventional input device
such as a keyboard, a mouse, or a joystick. These devices are, however, difficult
to use for elderly or disabled individuals. For this reason, some special interfaces
like sip-and-puff systems, single switches, and eye-tracking systems have been pro-
posed [1]. However, these special interfaces do not work for some severely disabled
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people with illnesses such as amyotrophic lateral sclerosis (ALS). These severely
disabled individuals cannot convey their intentions or operations to robots with these
interfaces. Therefore, although autonomous systems exist, it is still necessary to
develop alternative interfaces that can be used by the severely disabled population
for communication with autonomous systems. BCIs have been developed to address
this challenge. The basic idea of BCI is to translate user-produced patterns of brain
activity into corresponding commands for external devices. When a mobile robot is
operated by the user’s brain signal then the system is termed as BCI mobile robot.

A large number of articles have been published relating to the BCI mobile robot
in the last few decades but very few articles have been found relating to the control-
ling mobile robot using single-channel EEG headset. Stephygraph and Arunkumar
[2] proposed an EEG-based wireless BCI mobile robot which can be controlled by
human eye blink strength and attention level. Themotor is started andmoved forward
by three consecutive blinks and turn to the left and right directions by the left blink
and right blink respectively. The most important issue of this methods is to generate
left blink and right blink separately. Rus,anu et al. [3] presented the development
of controlling a BCI mobile robot by the eye-blinks strength. Basically, their sys-
tem was based on the integration between the NI myRIO system using LabVIEW
programming environment and a NeuroSky headset with a wireless connection to
a computer. Subject may able to drive a mobile robot to forward, backward, left
and right direction. The author in [4] proposed a method to control a prosthetic
moving robotic gripper with the use of brain waves. They have taken into consid-
eration the blink strength and attention level to control this system such that long
blink—forward, quick blink—backward, stress blink—stop, two blink—move left,
two stress blink—move right, normal attention—pick and strength attention—place.
In reference to [5], a preliminary assessment of the NeuroSky’s sensor in detecting
drowsiness has been presented. The experiment was conducted with 14 participants
and the primary result demonstrates that the brainwaves used in the analysis fail to
detect drowsiness. An attention level indicator systemwas proposed by Kan et al. [6]
to monitor one’s attention level especially for Attention Deficient Disorder (ADD)
patient. Here, NeuroSky Mindwave mobile headset, MATLAB, and Arduino UNO
were integrated to implement the project. Finally, they figure out higher attention on
visual-based activity than audio or hands-on activities from their experiment. Bright
et al. [7] developed EEG-based BCI prosthetic arm with the help of Neurosky Mind-
wave headset to yield the two main movements of fingers in the arm: Flexion and
Extension. The prosthetic armmodule consists ofArduino coupledwith servomotors
to perform the command. The flexion and extension of fingers can be successfully
controlled with an accuracy of 80%.

In this paper, controlling amobile robot using EEG signal collected from low-cost
single-channel EEG headset has been investigated. Power spectral density (PSD) and
support vector machine (SVM) have employed for feature extraction and classifica-
tion. Finally, a prototype has also been designed to test the overall performance. This
paper has been organized in the following sections i.e. Sects. 2 and 3 discusses issues
related tomethodology, results and discussion respectively; finally, Sect. 4 deals with
the conclusion.
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2 Methodology

A BCI system comes with five elements including signal acquisition, signal prepro-
cessing, feature extraction, classification as well as device command [8]. Figure 1
shows the complete flow chart of the conducted experiment where the first step was
the subject selection for EEG data collection.

Then, suitable EEG capturing device has been selected according to the literature
review.According to the literature review, themost user-friendly and cheapest single-
channel EEG EEG headset is Neurosky Mindwave. No need to use any conductive
gel and the data can be captured wirelessly with this device. Ameasurement protocol
has been designed to capture EEG data in the right manner. After data collection, the
first step is to pre-process the EEG data. EEG data affected by the eye blinking has
been considered as artifacts and during the pre-processing step, the data containing
eye blinking effects have been omitted. Then, the most suitable EEG feature in term
of PSD has been extracted according to the literature review. Nowadays machine
learning is used to solve different types of complex problem such as image and signal
classification, natural language processing, image segmentation, etc. [9]. Hence, the
selected features have been classified using different machine learning algorithms.
After EEG signal classification, a translational algorithm has been developed to
convert the classifier output into device commands. Finally, a prototype has been
designed and tested.

2.1 Data Acquisition Protocol

The first step of this experiment was the subject selection for data acquisition.
Although the targeted user’s of this technology are physically disabled patients,
initially EEG data from healthy individuals have been collected for this experiment.
If the error-free complete BCI system is achieved by the healthy subject, then the
experiment will be conducted with the data from disabled patients. Total six healthy
subjects have contributed to captured EEG data and Table 1 shows their description.

During the selection ofEEGcapturing equipment, some factor like price, electrode
number, type of electrode and the complexity level have been considered. Finally,
Neurosky Mindwave EEG headset has been selected due to its low price (around
$100), single dry electrode and easy use. This EEG headset contains one electrode
that is placed on the FP1 area of the human brain. The FP1 area of the brain is shown
in Fig. 2. There is a reference electrode which is connected with the ear lobe. This
EEG amplifier captures the raw EEG data at 512 Hz sampling rate.

After subject and equipment selection, a measurement protocol has been devel-
oped shown in Fig. 3. Here, an android mobile app called eegID in the mobile phone
and the Neurosky Mindwave is paired through the Bluetooth. Three classes of men-
tal exercise have been considered in this research namely relax (do nothing), quick
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Fig. 1 Complete flow chart of the conducted algorithm
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Table 1 Subjects for EEG data collection

Subject Sex Age Subject Sex Age

Subject-1 Male 25 Subject-4 Male 19

Subject-2 Female 23 Subject-5 Male 22

Subject-3 Male 21 Subject-6 Female 20

Fig. 2 Electrode positioning system

Fig. 3 EEG data acquisition protocol

math solving and playing a game. During the data collection of relaxing state, sub-
jects were said to sit on the chair very comfortable and avoid the movement of the
whole body. In case of quick math solving, subjects were said to solve the math prob-
lems randomly as quick as possible from the website [10]. On the other hand, during
playing game, subjects were said to play an android racing game on a smartphone.
Duration of all the data was 30 s.
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2.2 Feature Extraction and Classification

After collecting EEG, the raw data have been plotted to see the effect of an eye
blink. The amplitude of EEG and the number of missing samples in raw data have
also been monitored. EEG data affected by the eye blinking has been considered as
artifacts and during the pre-processing step, the data containing eye blinking effects
have been omitted. Generally, there are five frequency bands for each EEG channel,
which are delta (0.5–4 Hz), theta (4–8 Hz), alpha (8–13 Hz), beta (14–30 Hz) and
gamma (30–45 Hz) [11]. Bandpass Butterworth filter has been applied to separate
alpha, beta and gamma signals and the order of the filter was 5th. In this research,
the EEG data was filtered into alpha, beta and gamma band. The frequency range
and activity of EEG bands have been shown in Table 2.

In this experiment, power spectral density has been used to extract the feature.
With the help of fast Fourier transformation (FFT), the power spectrum of the EEG
alpha, beta, and gamma-band has been calculated. The Eq. (1) for FFT [12] and
Eq. (2) for power spectral density are shown as follow.

X(k) =
N−1∑

k=1

X(n)Wkn
N ; K = 0 . . . N − 1 (1)

WN = e− j 2πN

PSD = |X(k)|2 =
∣∣∣∣∣

N−1∑

n=0

x(nT s)e− j2πnk/N

∣∣∣∣∣

2

(2)

After calculating the average PSD of alpha, beta, and gamma band, we have
made a feature vector to apply the machine learning algorithm. To classify the signal
accurately we have applied support vector machine( SVM), K-nearest neighbor (K-
NN) and linear discriminant analysis (LDA). The best accuracy has appeared with
SVM.

Table 2 EEG bands with
their activity [8]

Band Frequency ( Hz) Activity

Delta 0.5–4 Deep sleep

Theta 4–7 Drowsiness, light sleep

Alpha 8–13 Relaxed

Beta 14–29 Active thinking, alert

Gamma 30–50 Hyperactivity
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2.3 Translational Algorithm and Device Command

After the classification of EEG data, the classified results need to convert into device
commands. This can be achieved with the help of a translational algorithm. The flow
chart of the translational algorithm is shown in Fig. 4. EEG data of three types of
mental exercise have been captured for this experiment namely relax, quick math
solving and playing a game and these exercises have been denoted as 1, 2 and 3
respectively during training the classifier. According to the translational algorithm,
the classifier outputs 1, 2 and 3 represent the motor direction as go forward, right
and left respectively. If the mental exercise is in relax state then the classifier output
will be “1”. In this case, the output pin 10 and 11 of Arduino UNO will be “High”,

Fig. 4 Flow chart of the
translational algorithm
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Fig. 5 Components of the mobile robot

resulting in the dc motor will be directed to go forward. If the subjects solve math
quickly, the classifier output will be “2”. In such a case, the output pin 10 and 11 will
be “High” and “Low” respectively. This phenomenon enables the dc motor to go in
the right direction. Finally, If the mental state in “playing game” state, the classifier
output will be “3”. In such a case, the output pin 10 and 11 will be “Low” and “High”
respectively. This phenomenon enables the dc motor to go in the left direction.

2.4 Hardware Setup

In order to make the hardware platform, the components which have been used are
shown in Fig. 5. This part consists of HC-06 Bluetooth module, Arduino UNO,
L298N motor driver, 6 Volt DC motor, chassis, wheel, battery, switch, connecting
wires.

In this part, the classifier output from MATLAB is transferred to the Arduino
UNO by Bluetooth Module. The Arduino UNO converts the classifier output into
device command using the pre-loaded translational algorithm in the Arduino UNO.
The motor driver controls the dc motors using these device commands. Figure 6
shows the complete connection diagram of hardware set up.

3 Result and Discussion

The overall performance of the mobile robot greatly depends on classification accu-
racy and the classification accuracy depends on the selection of the most suitable
feature. In our previous experiment, we have analyzed power spectral density, spec-
tral centroid, and log energy entropy. According to our analyzed result and the latest
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Fig. 6 Connection diagram of the mobile robot

related research (see Table 3), PSD gives better accuracy among those features. To
classify the signal accurately we have applied support vector machine( SVM), K-
nearest neighbor (K-NN) and linear discriminant analysis (LDA). The best accuracy
has been achieved with SVM. The highest classification accuracy was 92% using
quadratic SVM. The classification accuracy has also been evaluated by confusion
matrix shown in Figs. 7 and 8. The confusion matrix in Fig. 7 shows the number of
observations where each class has a total of eighteen observations. Among eighteen
observations, class 1, 2 and 3 can identify accurately 16, 17 and 17 observations
respectively.

Figure 8 shows the true positive rate (TPR) and false-positive rate (FPR) where
TPR for class 1, 2 and 3 are 89%, 94%, and 94% respectively. Similarly, the FPR
for class 1, 2 and 3 are 11%, 6%, and 6% respectively. Table 3 shows the summary

Fig. 7 Number of
observations
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Fig. 8 True positive rate and false negative rate

Table 3 Comparison table of related methods

Reference No. of class Feature Classifier Accuracy (%)

[13] 2 PSD SVM 92.26

[14] 2 PSD KNN 70

[15] NA Wavelet analysis (RBF) ANN 84.5

[16] 2 CSP SVM 74.17

[17] 5 AR and FFT SVM 88.51

[18] 2 PSD SVM 85.4

[19] 5 Entropy KNN 82.87

[20] 5 Entropy KNN 83

[21] 3 PSD SVM 63

Proposed method 3 PSD SVM 92

of some related researches. From this table, it is clear that PSD with SVM provides
batter classification accuracy.

After integration of the signal processing and hardware platform, the prototype
of a mobile robot has been prepared for the testing. This robot has been tested in
an off-line manner. The mobile robot can follow three directions successfully. There
are some issues that need to solve in order to make a complete EEG based BCI
mobile robot. First of all, this mobile robot can follow only three commands which
are go forward, right and left but an effective mobile robot should have at least
eight commands which are the start, stop, go forward, go backward, go right, go
left, speed up and speed down. To create more device commands, EEG data from
various types of mental exercises should be captured. But Neurosky Mindawve is
unable to capture various types of mental exercises due to having a single channel
only. Hence, EEG headset of more electrodes should be used which is capable of
capturing P300, steady-state visual evoked potential (SSVEP), and motor imagery
signal. Secondly, the controlling of thismobile robot is not real-time. Hence, it should
be controlled in real-time to make the systemmore valid. Although the targeted users
of this technology are physically disabled patients, here EEG data from healthy
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subjects have been used. Moreover, the EEG data have been captured in a controlled
environment by highly trained subjects. Hence, the performance will be unstable
when the data will be collected from the subjects without training.

4 Conclusion

In this paper, signal processing and hardware platform of EEG based mobile robot
have been presented. In the signal processing platform, PSD and SVM have been
used as feature and classifier respectively. The classification accuracy was 92%. The
complete mobile robot prototype has been successfully tested. This mobile robot can
follow three directions namely forward, right and left. Tomake it capable of following
more commands including start, stop, forward, backward, right, left, speed up and
speed down, multi-channel EEG capturing device should be used.
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Campus Hybrid Intrusion Detection
System Using SNORT and C4.5
Algorithm
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Abstract The rapid development of the internet greatly helps human work. How-
ever, the number of information system security incidents has risen sharply, so that
in fact the sides of human life are threatened. Detection techniques against attacks
on computer networks must be continuously developed so that integrity, availability,
and confidentiality on a computer network becomemore secure. In general, intrusion
detection systems currently use two detection methods, namely anomaly detection,
and misuse detection, which both have their own deficiencies. In this paper, the
authors built a Hybrid Intrusion Detecting System combines anomaly detection sys-
tem with the misuse detection system. Snort is used as the basis of misused detection
module and Algorithm C4.5 detector is used to construct an anomaly detection mod-
ule. This system works by creating alerts built from an engine that reads the param-
eters in the attacker’s IP address. Webmin is used to simplify rule management.
Whereas for analyzing logs (attack history), an ACID (Analysis Console for Intru-
sion Databases) is used. Attack and detection testing are carried out in the campus
network of Institut Bisnis dan Informatika Stikom Surabaya. The system implemen-
tation uses a PC Router with the Ubuntu 18.04 Linux as the operating system. As
a result of implementing this system: the signature of attacks as misuses detection
module uses to detection the known attacks; unknown attacks can be detected by
the anomaly detection module; signature of attacks that are detected by Anomaly
Detection System module extracted by signature generation module, and maps the
signatures into snort rules.
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1 Introduction

Speed of internet development invites new problems in network security. It becomes
an important subject to be researched and improved, so it does not become a serious
problem for humans due to the possibility of attacking in the network [1].

In-depth insight into network attacks from campus network users, including
detecting a number of incomplete and unclear network data, vague data from campus
network users can help provide comprehensive evidence for school administrators
in making decisions. It allows preventive actions against unwanted network attacks.
In a broader perspective, this condition can create a learning environment that is
beneficial for students and will have a major influence on the environment of higher
education [2].

Intrusion detection systems (IDS) are usually used to prevent network attacks.
Based on how to detect, there are two ways of intrusion detection, namely anomaly-
based detection and misuses-based detection [3].

In misuses-based detection [4], there is a database that contains many known
signatures of attacks. The content of the database in IDS is compared with many
known signatures data collected by the IDS. A notification will be generated if a
match is found. However, if there is an event that does not match one of the attack
models, the event will be considered as part of legitimate activity. The advantage
of misuses-based systems produces very few positive errors. But the disadvantage
is cannot detect attacks that have never been known before, and cannot even detect
new variations of known attacks.

In addition, another detection model is anomaly-based detection [4]. This detec-
tion model is behavior-based. The behavior-based means that all activities are
assumed to be dangerous activities and all attacks are part of abnormal activities.After
that, this model builds a normal model of system behavior, it looks for anomalous
activities that are not in accordance with the specified model.

However, because it is not possible to describe all user activities in the system that
lead to activitieswith a relatively high false-positive rate, andmost IDSs currently use
one of two detection methods [4], we combine the method of misuse-based detection
with anomaly detection to improve the performance of IDS into the latest research
on hybrid IDS.

2 Related Works

In [5], Peng et al. propose two stages in hybrid intrusion detection and visualization
system that utilizes the ability of signature and anomaly-based detection methods.
This hybrid system can identify known and unknown attacks on system calls. How-
ever, the results of evaluating the system disappeared in the paper. This work is
more like an introduction to how to implement several stages of intrusion detection
to improve IDS detection capabilities. Based on the idea of integrating the excess
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false positives of low IDS-based signatures and the advantages of anomaly intrusion
detection systems to detect new attacks or unknown attacks, Hwang et al. proposed
a new hybrid intrusion detection system (HIDS) in [6].

Evaluation of the three IDSs used byWang et al. concluded that the low computing
resources used by Snort and the rules succeeded in accurately classifying legitimate
and malicious network traffic. Researchers have evaluated the performance of three
IDSs in a simulated environment consisting of physical and virtual computers. Snort
has a negative impact on network traffic using more than two other IDSs tested in
the experimental results [7].

Snort IDSwas used to conduct experiments by Bulajoul et al. [8] in designing real
networks. The results showSnort IDSweaknesses in processing packets at high speed
and it easily dropping packets without analyzing them accurately. The conclusion
of this study is that Snort IDS failed to process network traffic at high speeds and
higher packet reduction rates. As a solution to reduce the decline rate of the packet,
the researchers introduced parallel IDS. A dynamic traffic awareness histogram is
used to improve the performance of IDS Snort. The most effective way has been
discussed in this study is using the order of attack signature rules and sequence of
rules. The approach is to use a histogram in predicting the next signature rule and the
order in the field. The simulation shows that the proposed approach can significantly
improve the performance of Snort [9].

Regardless of the amount of research conducted to date, there are still fewer works
that investigate the performance of network IDS in campus networks. To this extent,
this paper has made further use of Snort IDS as a system capable of detecting known
attacks and C45 data mining techniques are used to detect unknown attacks. Thus,
the performance of the monitoring and assessment process throughout the campus
network can be improved in the direction of developing learning mechanisms for
detecting unknown attacks.

3 Hybrid Intrusion Detection System

There are two functions in Hybrid IDS, the anomaly detection technique detects
unknown attacks, and the signature detection technique detects known attacks.

3.1 Component of Hybrid Intrusion Detection System

The Hybrid Intrusion Detection Systemmust be able to detect a known and unknown
attack on the campus network. The components thatmust exist in theHybrid Intrusion
Detection System include Snort, rule module, alert module, and C4.5 Algorithm
Detector.
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3.2 Intrusion Detection System (IDS)

Judging from the way of working in analyzing whether the data packet is consid-
ered as infiltration or not, IDS is divided into 2 based: knowledge-based or misuses
detection and behavior-based or anomaly detection [10].

Knowledge-based IDS can recognize data flow on a computer network by tapping
a data packet, then comparing it with the rules in the IDS database that contain signs
of an attack packet. If the captured data packet has the same pattern or at least one
pattern in the IDS database rules, then this packet will be considered as an attack.
However, if the data packet captured does not have the same pattern as in the pattern
of the IDS rule database, then this data packet is not considered as an attack in the
network [10].

Behavior-based or anomalies based can detect data flow by observing irregular
relationships in a network system, or observe any deviations from normal conditions.
For example, there is a sharp increase in memory usage of Server, or there is an IP
Address with multiple connections using a huge capacity of bandwidth at the same
time and same place. This condition is considered a deviation which is then based
on the type of IDS anomaly considered as an attack.

While seen from the ability to detect intrusions on the network, IDS is divided into
two based, namely: host-based and network-based. Host-based is able to detect only
the host where IDS is implemented, while network-based IDS is able to detect all
hosts that are in a network with hosted IDS implementation. This paper specifically
uses network-based IDS and knowledge-based [11].

4 Research Methods

The steps used in completing this study are as shown in Fig. 1.
The research method that used is the Security Policy Development Life Cycle

(SPDLC) method [12]. With SPDLC, the network system development life cycle
is defined in a number of phases, including analysis, design, implementation,
enforcement, and enhancement.

4.1 Stage of Analysis

The SPDLC model begins its network system development cycle at the analysis
stage. At this stage, the system specifications will be analyzed, the tools needed such
as software and hardware needed for the IDS system.
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Fig. 1 Research flow chart

4.2 Stage of Design

This design is based on concepts and descriptions that explain the actual device.
Intrusion detection system developed by the Network Intrusion Detection System
(NIDS) type. This is because this type of IDS is placed in a strategic place/point or a
point in a network to supervise the traffic that leads to and originates from all devices
(devices) in the network. All scanning from the outside and inside the network is
carried out by the scanning process ideally. The following (Fig. 2) is the design of
topology when applied to Hybrid IDS.
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Fig. 2 Network topology design

4.3 Stage of Implementation

The next phase is the implementation of a detailed topology design and system
design. Design details are used as instructions or guidelines for the implementation
stage so that the system built becomes relevant to the system that has been designed.

Implementation of Hybrid Intrusion Detection System. The main modules and
supporting modules are needed to build the functional requirements of the Hybrid
Intrusion Detection System. The main modules are: snort engine, snort rule, C4.,
and alert module. While supporting modules are: ACID (event management) and
Webmin (rule management).

The target of implementing Hybrid Intrusion Detection System on Ubuntu Linux
systems is 18.04. The block diagram of the Hybrid Intrusion Detection System
designed as follows.

Intrusion detection system model is designed in this paper, combined with the
advantages of misuses detection and anomaly detection technology, instead of the
single detection technology. As shown in Fig. 3, it includes misuse detection module
based on snort, anomaly detection module based on the Decision Tree C4.5, and
alarm log. Packet data (known attack) is used by the Snort to detect known malicious
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Fig. 3 Hybrid intrusion detection system infrastructure

attacks, and traffic classification and detection of unknown attack used for Decision
Tree C4.5 [13]. The detailed testing process as depicted in Fig. 4.

When detecting, matching the characteristic of network traffic with the rule
database, once matched, we considered it is an intrusion behavior, in this way, the

Fig. 4 The flow of the testing process
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known malicious attacks can be detected rapidly and accurately. Once found mali-
cious behaviors, will immediately alert, when don’t match, the data packets will send
to the anomaly detection module, if discovery it is unusual, and alarm, at the same
time to save the network events into the feature database; if not, then add data to the
training set in the database, to ensure the real-time update of the database. It is able
to accurately detect known attacks, but also can discover the new, unknown attacks,
and achieve the goal of all-round protect the network security.

Rule Database. This module provides rules in the form of pattern type attacks. This
rule is a text file that is compiled with certain rules [14, 15].

Snort Engine. This module serves to read data packages and compare them with
rule databases, if the data package is punished as an intrusion/attack, then the Snort
engine will write it to an alert (in the form of a log file) and to the database (which
is used in this experiment is a MySQL database) [14, 15].

Alert. This section is a record of attacks on a log file.

Webmin. Webmin (http://www.webmin.com/) which has been added to the snort
rule module is used to manage the rule. Which Rule will be enabled and disabled
can be set via Webmin, it can even be used to add rules manually with a web-based
editor.

ACID (Analysis Console for IntrusionDatabases). ACID (http://www.cert.org/kb/
acid) is used to manage security event data, the advantages of using ACID include:
log-logs that were hard to read become easy to read, data can be searched and
filtered accordingly with certain criteria, Managing Large Alert Databases (Deleting
and Archiving), and for certain cases can refer alerts on database security sites such
as Securityfocus, CVE, arachNIDS.

C4.5 Algorithm. Intrusion detection algorithm based on C4.5 is divided into three
steps [13]:

Step 1: Make a decision tree, Algorithm: C4.5 Trees produce decision trees from the
provided training data. Input: T training sample set, candidate attribute collection,
attribute-list. Output: A Decision tree.

(a) Create N root node.
(b) If T belongs to the same category C, then return N as a leaf node then mark

it as class C.
(c) If the remaining sample T is less than the given value or the list of attributes is

empty, return N as the leaf node, thenmark it as the most frequently occurring
category.

(d) Calculate the information acquisition ratio for each attribute in the attribute-
list.

http://www.webmin.com/
http://www.cert.org/kb/acid
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(e) If test attributes are attributes that have the highest information acquisition
ratio in the attribute list, noting that the test attribute is the N test attribute.

(f) Find the division threshold if the test attribute is continuous.
(g) For each new leaf node grown by node N, calculate the classification error

rate of each node, and then prune the tree.

Step 2: Extract rules of classification.
In the decision tree, each branch will represent the test output, and each leaf node will
represent the category or distribution category. Follow each path from the root node
to the leaf node. Conjunctions of each attribute value are antecedents of rules, while
leaf nodes are a consequence of rules. Thus, decision trees can be easily converted
to IF-THEN rules.
Step 3: Determine patterns of network behavior.
New behavior patterns in the network are determined by patterns that are classified
as intruders or not based on classification rules.

4.4 Stage of Enforcement

The SPDLC computer network system development model categorizes enforcement
at the testing stage. The testing process is needed to ensure the system built is in
compliance with the design specifications and meets the needs of the problems at the
Institut Bisnis dan Informatika Stikom Surabaya.

Modeling the Attack. An attack on the network requires a target server that is
running FTP, HTTP, and SSH services as shown in the network topology (Fig. 2).
This experiment produces seven types of malicious traffic and legitimate traffic as
shown in Table 1. This traffic is intentionally injected into the IDS to be attacked, and
each IDSwill check all existing traffic, whether legitimate or malicious traffic.When
input traffic matches the rules set, it will trigger an alarm to carry out its function.
Snort accuracy in classifying network traffic will be determined by the number of
alarms (true positive, false positive, and false-negative). This malicious traffic with
various exploits and payloads is generated using the Metasploit framework.

Table 1 Number of rule set No Type of malicious traffic and rules Rule set number

1 ARP 25

2 Dos/Ddos 70

3 ICMP 130

4 Scan 35

5 SSH 10

6 FTP 80

7 HTTP 120
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In running an exploit requires information about the target attack system such
as information about the operating system and what services are being run. This
information can be searched and collected using a port scanning application or other
exploitation tools. This Metasploit is modular and can be mixed or matched with
different exploits to achieve the required results. The following is an example of the
Snort IDS rule using the same syntax in this case. A general Snort rule is: alert ICMP
any any; any any (msg:“ICMP Packet”; sid:476; rev:4;). This rule indicates that there
is “ping traffic” or an ICMP packet.

Experiment Scenario 1: Ping Attack (ICMPAttack). Hybrid IDS is implemented
on a network router that connects intranet and DMZ networks. In this test, large
ICMP packages were sent so that they were categorized by IDS as a DOS attack
(denial of service).

The following tests are carried out through the client on the internal network.

Ping 172.25.83.30 -l 5000 -t
Pinging 172.25.83.30 with 5000 bytes of data
Reply from 172.25.83.30: bytes = 5000 time = 10 ms TTL = 63
Reply from 172.25.83.30: bytes = 5000 time = 10 ms TTL = 63
Reply from 172.25.83.30: bytes = 5000 time = 10 ms TTL = 63
Reply from 172.25.83.30: bytes = 5000 time = 10 ms TTL = 63
Ping statistics for 172.25.83.30
Packets: Sent = 4, Received = 4, Lost = 0 (0 Approx round trip times in m-seconds
Minimum = 0 ms, Maximum = 10 ms , Average = 3 ms.

This DOS attack will be detected immediately by the snort engine, then the snort
engine will send alerts to alert logs, MySQL ACID and MySQL ACID history. The
IDS engine reads alerts on theMySQLACID and then instructs the firewall to update
the rule by adding a rule to block access from detected IP attackers. Observation of
this experiment was carried out in 2 places: in the client where the attack was carried
out and on the IDS system.

Experiment Scenario 2: Nmap Port Scanning Attack. In this case, the author will
simulate and analyze the types of port scanning activities using Nmap, which are
carried out from both the attack machine, internal (Client) and external attackers.

The first step is to make rules/signatures to define this type of activity. Based on
the results of traffic analysis, the author defines Nmap ping as follows:

alert icmp any any-> any any (msg: “ICMP PING NMAP attack”; dsize: 0; itype5:
rev: 1; sid: 1003;).

The above signatures or rules will generate Snort alerts if they detect access to
the ICMP protocol originating from external or internal network segments, through
any port to any port 172.25.83.254 (machine server): statement rules: “ICMP PING
NMAP attack”; 0 byte packet size; use ICMP type 5; First revision rules: ID number
rules 1003.



Campus Hybrid Intrusion Detection System Using SNORT … 601

The second step is to apply these new rules/signatures by placing them in the
rules directory Snort (/etc./snort/rules). In this study, the author keeps this signature
with the name localrules. After that, the Snort process must be restarted, so Snort
can detect, read, and apply the new rules to the core code.

Experiment Scenario 3. This technique was analyzed using a KDDCup99 Network
Intrusion Dataset [16] carried out by the Lincoln Laboratory at MIT. This data is a
standard dataset has been reviewed and includes training and testing sets. The training
set is about 7 GB of binary TCP chuck data that has been compressed from 7 weeks
of network traffic with around 3 million connections. The test set was taken from
three weeks of network traffic with around 3 million connections [17] (Table 2).

In this experiment, we use 295,078 records from the KDD data set (corrected.zip).
The number of samples is shown in Table 3. From this data, 10% of the data was
extracted by sampling, 34% was dedicated to the test set and 66% of this new set
belonged to the training set. After the training set process, 23 types of attacks were
found in 37 types of attacks available in the KDD Cup dataset. Therefore, this test
set can be used to predict the ability to detect unknown attacks or new attacks.

The following metrics can be used to measure attack detection [18]: 1. False-
positive (FP) or a false alarm, when normal behavior that is incorrectly classified
as intrusive by the IDS; 2. False-negative (FN), when an attack that is missed by
the IDS, and classified as normal; 3. True positive (TP), when an attack that is

Table 2 The experiment of attack categories

Category of attack Method of attacking

DoS (Denial of Services) Udpstorm, teardrop, smurf, processtable, neptune, mailbomb,
apacha2, backland

Probing Nmap, satan, mscan, Ipsweep, portsweep, saint

R2L Worm, sendmail, named, ftp-write, imap, guess password,
warezmaster, multihop, snmpgetattack, spy, warezclient, xsnoop,
snmpguess

U2R Xterm, rootkit, perl, Buffer_overflow, oadmodule, ps, sqlattack,
httpptunnel

Normal Normal

Table 3 Number of samples
in the dataset

Category of attack Number of samples

DoS (Denial of Services) 215,000

Probing 4500

R2L 15,500

U2R 178

Normal 59,900

Total 295,078
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Table 4 Result of C4.5
algorithm for 200 and 30%
records

Parameter 200 record 30% record

Accuracy (%) 95.5 95.15

False alarm rate (%) 9.35 9.56

Detection rate (%) 99 99

successfully detected by the IDS; and 4. True negative (TN), when normal behavior
that is successfully labeled as normal by the IDS.

Detection rates and false alarm levels measure the accuracy of the intrusion
detection system.

The two terms used to calculate the efficiency of the IDS system are: (1) Detec-
tion Rate: is the percentage of attacks detected between all attack data, with the
following formula: Detection rate = TP/(TP + TN) × 100; (2) False alarm level: is
the percentage of normal data that is incorrectly recognized as an attack, with the
following formula: False alarm level = FP/(FP + TN) × 100. We get the results
with the appropriate values for C4.5 Algorithms for 200 and 30% records are shown
below in Table 4.

4.5 Stage of Enhancement

In this phase, the activities include improvements to the system that has been built.
Enhancement phase through a series of improvement processes carried out for a
number of purposes: (a) Correcting a number of errors found in the previous system
implementation (existing system). (b)Add functionality to specific components or the
latest additional features to complement the shortcomings in the previous system.
(c) Adapting a system that has been built on new platforms and technologies in
overcoming a number of developments in new problems that arise. (d) Thus, the
repair phase can effectively guarantee the reliability of the performance of the IDS.

5 Conclusions and Recommendations

TheHybrid IntrusionDetection Systemhas functions: detection of known attacks and
unknown attacks. A hybrid of the C4.5 Detection and Snort algorithms can increase
detection rates 99% of 200 records, and also reduce false alarm levels 9.35% of 200
records from the Intrusion Detection System.

Parameters such as Accuracy, Detection Level, and False Alarm Level is done
as comparison tools. In the next study, building an effective intrusion detection
model with good accuracy and real-time performance is very important. For this
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reason, other techniques are needed from the initial processing and other data min-
ing approaches that can be tested for better detection rates in future research inHybrid
IDS System.
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Image Segmentation of Women’s
Salivary Ferning Patterns Using
Harmony Frangi Filter

Heri Pratikno and Mohd Zamri Ibrahim

Abstract Medical research proves that entering the fertile period, especially during
ovulation, all-female bodyfluids contain ferningpatterns in the formof crystallization
of salt shaped like a fern tree. Until now, not many research topics have been carried
out related to the segmentation process in the salivary ferning pattern, this is due to
several problems including first, the unavailability of a database of image salivary
ferning pattern online. Second, the salivary ferning pattern has several hidden layers
and uneven intensity. The purpose of this study was to detect and determine the line
shape of the salivary ferning crystal pattern using the Harmony Frangi Filter method
based on the Hessian matrix operation. The results of the segmentation process from
this study are a crucial basis in determining the level of accuracy and precision at
the next stage of research, namely: the prediction process of a woman’s ovulation in
eachmenstrual cycle. Themeasurement of segmentation results has an average value
of MSE 2.25, PSNR 44.86 dB, FSIM 0.954, accuracy 99.88%, sensitivity 99.98%
and specificity 99.88%.

Keywords Salivary ferning · Frangi filter · Ovutest scope

1 Introduction

WHO-ICMAR infertility is a disease or problem in the reproductive system that
is defined by the failure to achieve a clinical pregnancy after 12 months or more
of sexual intercourse without using contraception. Infertility can occur from both
women andmen caused bymany factors, including factors fromwithin abnormalities
of reproductive organs, diseases, hormonal disorders or irregular menstrual cycles.
While the causes of external factors, namely: trauma, stress, free radicals, pollution
or the use of contraceptive pills that have been long. Infertile couples, the chance
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to get pregnant in the first year of marriage is 85%, in the second year the number
increases by 92% and the rest experience infertility. In general, the first two months
of marriage in the first year had a 30% chance of getting pregnant.

Infertility in men can be analyzed using a variety of clinical interventions as well
as laboratory evaluations of semen. The method often used by women to detect
fertility is: use a test-pack to detect hormones through urine, BTT Thermometer to
detect increases in body temperature, menstrual cycle calendar system and the use
of Ovutest Scope [1]. The main disadvantage of using a test-pack is that it is only
a single-use device and that during the fertile period strip line indicators have been
seen so that it is difficult to determine when ovulation occurs because the peak of
the hormone progesterone and estrogen occurs after ovulation as shown in Fig. 1.

Another traditional method used to detect ovulation is by measuring the body
temperature ofwomenevery day,where theflowof hormones at ovulation is predicted
to occur between the end of the second week and the beginning of the third week of
the start of the menstrual cycle which is usually marked by a rise in body temperature
between 0.3 and 0.6 °C above normal body temperature within 12–24 h is shown
in Fig. 1, ovulation is also difficult to determine because body temperature will
increase when stressed, tired and the body will get sick. Whereas the determination
of ovulation through observing saliva using Ovutest Scope manually is also difficult
to decide because sampling as a dataset must be done regularly and the process of
reading the data is still subjective.

Eissa et al. [3] created software and designed hardware to detect microcontroller-
based ovulation times using infra-red Thermometer sensors which can produce three
parameters, namely: temperature factor, the time factor, and decision making (pro-
cessing and training mode). The end result of this tool is still a prototype and is
difficult to make for laymen because they have to understand hardware and software.

Fig. 1 Women’s body temperature change cycle [2]
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Fig. 2 The main problem in the salivary ferning image layer pattern

Determination of ovulation through salivary ferning besides being able to be applied
to a woman turned out to also be applicable to animals, the study was carried out
on buffaloes (Bubalus bubalis) female [4] and female Bornean orangutans (Pongo
pygmaeus) [5].

The results of the latest research which were linearly based on this study were
conducted by Hui-Ching Wu in 2015 with a classification result of 84% of 100
examples of saliva [6]. The application of the Harmony Frangi Filtering method is
believed by the authors to contribute to an increase in accuracy and precision of
more than 84%, besides that the application of the Frangi Filter Harmony method is
a method that has never been applied to salivary ferning objects so that this makes
the renewal factor because so far Frangi Filter widely applied to brain nerve tissue,
human eye nerves and detection of branching of plant roots.

The main problem of segmentation of salivary ferning crystal pattern is the pres-
ence of overlapping, intermittent fern line patterns, several layers of hidden or trans-
parent fern line patterns and not evenly distributed intensity on salivary ferning
surfaces such as Fig. 2. The main objective of this study is to improve accuracy,
sensitivity, and specificity in the segmentation of the introduction of salivary fern-
ing patterns. Next is a feature vector calculation to measure the similarity value of
the results of segmentation and evaluate the consistency of its accuracy for three
consecutive months of each volunteer menstrual cycle.

2 Research Method

One important step in image processing is segmentation, image segmentation is the
process of separating images into several homogeneous parts if the parts are extracted
will become observable objects in the region of interest. Segmentation of the ferning
pattern of saliva, its region of interest can be in the form of contours and fern-like
based on intensity values, namely discontinuity and similarity. The discontinuity
approach of images is divided based on sudden changes in intensity such as edge
detection.While the image similarity approach is separated into similar regions based
on a criterion, for example, thresholding, region growing and region splitting [7].
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Segmentation using the Hessian matrix is mostly done in the medical field such as
detection of blood vessels [8], detection of the respiratory tract and other organs in the
body that form the channel. In the field of plant, biology used the Hessian matrix to
detect branching from the main stem of the plant, then Mohammed Amean et al. [9]
combined the Hessian and Hough Transform matrices for plant stem segmentation.
By analyzing the eigenvalues of the Hessian matrix, channel, flat plane and bubble
structures can be detected in both 2D and 3D images.

Based on the paper [10–12] that detecting and predicting ovulation women can
help when the time is right for married couples to have children immediately or avoid
pregnancy for certain reasons. The application of segmentation method in this study
uses Harmony Frangi Filter in the hope that it can increase the value of accuracy,
sensitivity, and specificity in segmenting the shape of the image line pattern from
salivary ferning. The results of the segmentation process will be continued with the
analysis process of calculating the feature vector value to determine how much the
similarity value between the segmented images and the ground truth images.

2.1 Hessian Matrix as Edge Detection Method

Matrix is an arrangement of numbers arranged based on rows and columns where
entries in amatrix are called elements. HessianMatrix is amatrixwhere each element
is formed from the second partial derivative of a function. Suppose that a function
f(x) with n fruit variables has a second partial derivative and a continuous derivative,
then the Hessian matrix of f(x) is the matrix H [13].

The Hessian matrix is used to test the derivative of both functions more than one
variable by identifying the local optimum. The function of two variables is used
because the intensity of the pixel image I(x, y) has two variables namely x, and y.
The optimum value can be searched using the eigenvalue of the Hessian matrix as
follows, if A matrix has the order (n× n) and λ a scalar that satisfies the Ax equation
= λx for a nonzero column vector in n dimension space, then:

1. λ is called eigenvalue or characteristic roots of matrix A.
2. x is called the eigenvector or characteristic vector of the matrix A.
3. The eigenvectors x form the eigenvector space of A which is linearly free called

base for eigenvalue corresponding to the eigenvalue λ.
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Table 1 Relationship of eigenvalues in the Hessian matrix and image structure

2D 3D Structure orientation Keterangan

λ1 λ2 λ1 λ2 λ3

L L L L L No structure L = low

L L L L H− Sheet-like (bright) H+ = high positive

L L L L H+ Sheet-like (dark) H− = high negative

L H− L H− H− Tubular (bright) ± = eigen value sign

L H+ L H+ H+ Tubular (dark)

H− H− H− H− H− Blob-like (bright)

H+ H+ H+ H+ H+ Blob-like (dark)

H( f ) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂2 f

∂x21

∂2 f
∂x1∂x2

· · · ∂2 f
∂x1∂xn

∂2 f
∂x2∂x1

∂2 f

∂x22
· · · ∂2 f

∂x2∂xn

...
...

. . .
...

∂2 f
∂xn∂x1

∂2 f
∂xn∂x2

· · · ∂2 f

∂x2n

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(1)

The Hessian matrix gives the second derivative of the variation in the local inten-
sity of the image to the pixels around it. The eigenvalues and eigenvectors of the Hes-
sian matrix are used to analyze the image structure. Frangi, defines the relationship
between eigenvalues λ1, λ2, λ3 with |λ1| ≤ |λ2| ≤ |λ3| in Table 1.

To get the Hessian matrix in 2D images, the second partial derivative of an image
is calculated: Dxx, Dyy, and Dxy [14].

H(x, y) =
[
Dxx Dxy

Dxy Dyy

]
(2)

TheFrangi filter combines the image enhancement smoothing process usingGaus-
sian convolution with the second derivative to detect “vesselness” in the image. For
example in the case of 1D, the response image of the filter is given in Eq. (3) [15].
I(x) is an input image and * is a convolution operator.

D(x, σ ) =
{
−d2G(x, σ )

dx2

}
∗ I(x) (3)

Calculation of image response D(x, σ) is a Gaussian scale space, Lindeberg [16]
explains the theory of scale-space as a series of 1D images blended with index blur σ
or standard deviation of a Gaussian function. The σ blur index is defined as “scales”,
namely: the size of a Gaussian kernel that affects the results of image blur. For
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a simple Gaussian smoothing function shown in Eq. (4), while to get the Hessian
matrix element in the form of the second partial derivative of the image, the image is
convoluted with the second derivative Gaussian function, namely: Dxx = I(x) * Gxx,
Dxy = I(x) * Gxy, Dyy = I(x) * Gyy. The Gaussian scale-space functions are Gxx,
Gxy, and Gyy and are shown in Eqs. (5), (6) and (7).

D(x, y, s) = 1

2πs2
e− x2+y2

2s2 (4)

Gxx = ∂2G(x, y, s)

∂2x
= 1

2πs4

(
x2

s2
− 1

)
e− x2+y2

2s2 (5)

Gyy = ∂2G(x, y, s)

∂2y
= 1

2πs4

(
y2

s2
− 1

)
e− x2+y2

2s2 (6)

Gxy = ∂2G(x, y, s)

∂2xy
= xy

2πs6
e− x2+y2

2s2 (7)

with x, y ∈ [− 3s: 3s] so that the second derived Gaussian kernel filter is generated.
The eigenvalue is searched using Eqs. (8) and (9), with α = ((Dxx +Dyy)

2 + 4D2
xy)

2

then the eigenvalue is sorted so that λ2 > λ1.

λ2 = Dxx + Dyy + α

2
(8)

λ1 = Dxx + Dyy − α

2
(9)

The eigenvalues are used to detect the structure of all pixels, based on Table 1,
pixels which are part of the vessel region are marked with λ1 ≈ 0 and λ2 � λ1. The
requirement is formulated by the blobness measure feature, namely Rb = (λ1/λ2)2,
while S = ||H || F = (λ2 + λ1)2 is a “second-order structureness”. The S value will
be low if the background has no structure. In parts with high contrast, the norm value
will be greater because one of the eigenvalues will increase. The features of Rb and
S are mapped by vesselness measure Eq. (10) [17].

vo(s) =
{
0, λ2 > 0

exp
(

− Rb2

2β2

) (
1 − exp

(
− S2

2c2

)) (10)

In Eq. 10, β and c are threshold values that control the sensitivity of the Hessian
matrix line filter. The filter response of the line will be maximum on the scale that
matches the original ferning. Thresholding results are analyzed on a different scale
s as in Eq. (11).

Vo = max
Smin≤s≤Smax

Vo(s) (11)
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2.2 Harmony Frangi Filter

In this studypropose amethod calledHarmonyFrangi Filterwhich is the development
of the Frangi Filter method introduced by Marc Schrijver in 2001, improved by
D. Kroon from the University of Twente in 2009, then further developed by T.
Germany from the University of Ljubljana in 2014.

In this research, harmonization began from the pre-processing stage, Frangi Fil-
tering to the post-processing stage. The Frangi Filtering method has been compared
with the twelve other Filtering methods, including Canny, Robinson, Kirsch, Gra-
dient, Coye, Extracted Largest Blob, Convolve, Hill Shade, Differentials Laplacian,
Frangi and German Frangi Team. Furthermore, the Frangi Filter method is harmo-
nized with three thresholding methods, namely: imadjust, histeg, and adapthisteg to
get the best foreground display results.

The next step is to configure several parameters from the Frangi Filter method to
get the most realistic and natural foreground close to the shape of the display as in
the original image. The parameters that can be configured on Frangi Filter include
scale range (sigma), scale ratio, frangi beta 1, frangi beta 2 and so on. The results of
the Frangi Filter parameter configuration can be seen in Table 2.

Table 2 Results of a
configuration comparison of
several Frangi filter
parameters

No. Salivary ferning Frangi filter configuration

1 Scale range (sigma) = 1
Scale ratio = 1
Frangi beta 1 = 1
Frangi beta 2 = 6.5

2 Scale range (sigma) = 2
Scale ratio = 1
Frangi beta 1 = 1
Frangi beta 2 = 6.5

3 Scale range (sigma) = 4
Scale ratio = 1
Frangi beta 1 = 1
Frangi beta 2 = 6.5

4 Scale range (sigma) = 8
Scale ratio = 1
Frangi beta 1 = 1
Frangi beta 2 = 6.5
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2.3 Block Diagram

Image processing in this study uses Matlab with methods, and algorithms incom-
plete block diagram is shown in Fig. 3, which has four main stages, namely: image
acquisition, image pre-processing, image segmented measurement, result. While the
stages of the detailed salivary ferning segmentation process carried out in this study
are shown in Fig. 4.

Fig. 3 Block salivary
ferning system diagram

Stop

Result

Salivary Ferning Image Segmented 
Measurements

2. Image Pre-processing

Conversion RGB to
Gray-scale image

Image Segmentation

Conversion Gray-scale image
to Binary image

Image Enhancement

Start

1. Image Acquisition

Image acquisition salivary ferning 
with Ovu-Scpe Pocket

Capture salivary ferning image from 
Ovu-Scope Pocket to camera
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ROI   & 
ROI Image Comple-
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Display Result

Removal of small 
pixels & Image 
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Frangi Filter Adapthisteg
Blob Calculate 

Parameters & Area 
Measurements

Fig. 4 Block segmentation process diagram

3 Results and Analysis

Up to this stage, the results of research that have been achieved are two, namely: a
dataset has been obtained from three female volunteers for three consecutive months
and the results of the comparison of the Frangi FilteringHarmonizationmethod to the
twelve other segmentation methods. In the early stages, image salivary imaging was
taken as an initial contribution to building a database of three women of productive
age (20–40 years) with conditions in good health, not using contraceptive pills, not
smoking and not consuming alcoholic drinks for 3 consecutive months. with their
average menstrual cycle for 24 days, so that a dataset of 24 × 3 × 3 = 216 images
of salivary ferning was collected. One example of data that has been taken during
the 1-month menstrual cycle from one of the volunteers is shown in Fig. 5.

3.1 Stages of the Image Segmentation Process

Segmentation can be done using the region merging and splitting approach, in the
edge detection of image segmentation through identification of object boundaries.
Limits are locations where there is a change in intensity in the approach based on
the region, then identification is carried out through the area contained in the object.
Segmentation attempts to separate an image into groups of homogeneous pixels into
a set according to each of the criteria, where each group is called a segment.

This image segmentation is the first step and a crucial step for the computing
process at the next image processing stage. Image segmentation is a method for
clustering in an image, where images will be grouped in regions that have several
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Fig. 5 Example of salivary ferning data
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Fig. 6 One example of a
salivary ferning image

features in common, including grayscale, texture, color, andmotion. in Fig. 6 displays
an example of an original image of salivary ferning.
Convert RGB Color Space to Gray. In the pre-processing process, the process
of converting salivary ferning images from RGB to Gray color space can be done
through two methods, namely the first method, using the percentage of color channel
compositions from the RGB color space in this study to produce the best salivary
ferning segmentation. RGB color to Gray is 29.89% color channels Red, 58.7% color
channels Green and 7.22% color channels Blue.

The percentage of RGB to Grayscale color conversion with the results of 29.89%
Red color channels (0.2989 * R), 58.7% color channels Green (0.587 * G) and
7.22% color channels Blue (0.0722 * B) are the results of empirical experiments
carried out during research based on the formula [18], In the article stated that in
image recognition, it is often assumed that the method used to convert color images
to grayscale has only a small impact on recognition performance. They compared
thirteen different grayscale algorithms with four types of image descriptors and
showed that this assumption was wrong: not all color-to-grayscale algorithms work
well, even when using powerful descriptors for illumination changes.

Average method (RGB/3 = 33% Red, 33% Green, and 33% Blue), but the reality
is not the case. The solution for this has been given by the method of luminosity
(weighted). The weighted method has a solution to that problem. Because red has
more wavelengths than all three colors, and green is a color that not only has less
wavelength than red but also green is a color that gives a more calming effect on
the eyes. This means that we have to reduce the contribution of red and increase the
contribution of green, and put the blue contribution between the two.

The luminance algorithm is designed to match the perception of brightness of
the human eye using a RGB-weighted channel combination with the formula: new
grayscale image = ((0.2989 * R) + (0.587 * G) + (0.0722 * B)). According to this
equation, Red has a contribution of 29.89%, Green contributes 58.7% greater in all
three colors and Blue contributes 7.22%, so the image is brighter.

The secondmethoduses the rgb2gray function fromMatlabwhich is then followed
by the process of normalizing the intensity of pixel values in the range [0 1] to reduce
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the difference in illumination of images that lack contrast or glare. Normalization
of intensity is also called contrast stretching or histogram stretching, normalizing
transformation values of the intensity of n-dimensional grayscale images in the range
(Min,Max), I: X ⊆ R ∧ n → {Min,…,Max} becomes I_N’s new image: X ⊆ R ∧ n
→ {newMin, …, newMax} with range intensity values (newMin, newMax). The
linear normalization formula of a digital image is:

IN = (I− Min)
newMax − newMin

Max − Min
+ newMin (12)

An example of calculating the results of measuring the number of pixels in the
salivary ferning image area in Fig. 7 is shown in Table 3.
Image Texture. The texture is an intrinsic characteristic of an image associated
with the level of roughness, granularity and regularity structural arrangement of
pixels. The texture is the key to visualizing one’s perceptions or perspectives and
rules that are very important in the work of computer vision. Texture analysis is
commonly used as an intermediate process for performing image classification and
interpretation. An image classification process based on texture analysis generally
requires feature extraction, which can be divided into four types of methods, namely:
statistical, geometry, model-based, and signal processing.

Fig. 7 RGB to Gray
conversion

Table 3 Results of area measurements from saliva images

Blob# Mean intensity Area Perimeter Centroid Diameter

X-axis Y-axis

# 1 140.8 279,984 2096.3 334.9 236.6 597.1

# 2 41 1 0 16 152 1.1

# 3 41 1 0 48 65 1.1

# 4 41.6 7 7.7 63.9 416.1 3

# 5 42 8 8.3 79.6 21 3.2
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Thresholding. Based on the shape and size of all salivary ferning database images,
logical operations to obtain a binary image (0 and 1) in this study are set to 40. The
result of this threshold can be separated between the foreground and background in
the image. as shown in Fig. 8, to get a bright object (close to a value of 1, white), the
selected area is an object that has a value greater than the threshold value (>threshold),
as shown in Fig. 9 as well as the reverse process, if desired to get a darker object
area (black color, close to 0) then a smaller value is needed than the threshold value
(<threshold).
Blob Boundaries. Based on the display form of the salivary ferning image in Fig. 7,
to determine the region of interest that will be segmented, it is necessary to label
each circle form in the image. The largest circle shape that will be selected as in
Fig. 10a. Next blob boundaries will give the outer edge of the circle shape as shown
in Fig. 10b while the results of the blob boundaries capture process are shown in
Fig. 10c.

Fig. 8 Salivary ferning
image histogram

Fig. 9 Binary image of
thresholding
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Fig. 10 Blob boundaries

HarmonyFrangi Filter. Computational results using theHarmony Frangi filter with
configuration scale parameters (sigma) = 1, ratio scale = 1, frangi beta 1 = 1 and
frangi beta 2 = 6.5, will produce image segmentation of saliva ferns as shown in
Fig. 11. To obtain values from Scale range (sigma) parameters, Scale ratio, Frangi
beta 1 and Frangi Beta 2 are done manually by the user, where the magnitude of
the values is the best threshold value from the experimental process that has been
empirically done on all salivary ferning images in the study this.

Value parameters from Scale range (sigma), Scale ratio, Frangi beta 1 and Frangi
Beta 2 function to control the level of sensitivity of the filtering process to vessels
measures in recognizing the shape of the ferning line pattern in saliva. The high
and low values of the four parameters will affect a lot or the least number of edges
during the edge detection extraction process. Then delete the pixel group below the
number of 45 pixels, followed by the ROI image inversion process that results from
segmentation as shown in Fig. 12.

To see and ensure the accuracy of the ROI of the segmented image from the
Harmony Frangi Filter, it is necessary to overlay it to the original image of the
salivary ferning in the RGB color space shown in Fig. 13.

Fig. 11 Computational
results of the Harmony
Frangi filter method
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Fig. 12 Determination of pixel group deletion and ROI image inversion

Fig. 13 Overlaying ROI
image segmentation to
original RGB images

3.2 Measurement of Segmentation

After collecting voluntary salivary ferning datasets, the segmentation process was
then carried out using the Harmony Frangi Filter method, then the next step of the
research was to process the performance results of the segmentation. The test param-
eters or measurement methods are carried out using: PSNR (Peak Signal to Noise
Ratio), MSE (Mean Square Error), RMSE (Root Mean Squared Error), FSIM (Fea-
ture SIMilarity), DSC (Dice Similarity Coefficient) and ROC (Receiver Operating
Characteristic).
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The performance measurement results from the salivary ferning image segmenta-
tion process using the measurement method: PSNR,MSE, RMSE, FSIM can be seen
in Table 4, through a comparative process of pixel uniformity between segmented
image and original image with similarity results having similarities above 90%.

4 Conclusion

In this study, the aim is to process the salivary ferning crystal pattern in women,
namely: separating between the background and the foreground in the form of a line
pattern like a fern tree. Segmentation in the form of a line pattern on salivary ferning
has a fairly high degree of difficulty because there are several layers that appear to
be transparent, hidden and of varying color intensity. The application of the Frangi
Filter method in this study was the first to be carried out in research with salivary
ferning objects.

The output of the segmentation pattern of the salivary ferning crystal line is more
efficient, effective, higher accuracy and more natural compared to the thirteen other
filtering methods, this is caused by several factors, including the first factor, Frangi
Filter supports the multiscale concept so that the ferning pattern has different thick-
nesses on each branch can be extracted during the segmentation process. The second
factor, the Frangi Filter segmentation process based on the calculation of the Hes-
sian Matrix produces an eigenvalue that is useful for analyzing the structure of the
salivary ferning and eigenvector used to analyze the characteristics of the salivary
ferning structure. The comparison of the two eigenvalues (λ1, λ2) can detect whether
the salivary ferning line pattern is in the form of sheet-like, blob-like or tubular?, the
results of the measurement of segmentation performance have an average value of
MSE 2.25, PSNR 44.86 dB, FSIM 0.954, accuracy of 99.88%, sensitivity of 99.98%
and specificity of 99.88%.

The results of segmentation in this study can be developed for further research,
namely: to predict the time of ovulation of a woman at the time of full ferning.
Based on other medical studies to detect or predict ovulation, a woman or female
animal can be carried out through salivary ferning through tears and cervical mucus.
By knowing that ovulation can be used by a married couple to immediately have
children or to avoid pregnancy because of joining a family planning program or for
certain reasons.



Image Segmentation of Women’s Salivary Ferning Patterns … 621

Ta
bl
e
4

R
es
ul
ts
of

m
ea
su
ri
ng

sa
liv

ar
y
fe
rn
in
g
im

ag
e
se
gm

en
ta
tio

n

Im
ag
e
na
m
e

M
SE

PS
N
R
(d
B
)

FS
IM

D
ic
e
C
oe
f

T
P

FP
T
N

FN
Se

ns
iti
vi
ty

(%
)

Sp
ec
ifi
ci
ty

(%
)

A
cc
ur
ac
y
(%

)

Fe
rn
in
g
1

2.
20

44
.7
49
22
85

0.
95
11

1
30
1,
81
1

66
7

30
8,
29
5

4
99
.9
98
7

99
.7
84
1

99
.8
90
1

Fe
rn
in
g
2

1.
97

45
.2
10
94
40

0.
95
86

1
87
2,
31
3

14
91

88
7,
39
7

3
99
.9
99
7

99
.8
32
3

99
.9
15
2

Fe
rn
in
g
3

1.
41

46
.6
68
95
28

0.
96
81

1
91
6,
92
0

98
4

92
3,
47
8

15
99
.9
98
4

99
.8
93
6

99
.9
45
7

Fe
rn
in
g
4

3.
43

42
.8
09
63
57

0.
93
90

1
91
0,
70
4

36
27

91
8,
45
0

71
1

99
.9
22
0

99
.6
06
6

99
.7
63
4

A
ve
ra
ge

2.
25

44
.8
59
69
03

0.
95
42

1
75
0,
43
7

16
92

75
9,
40
5

24
3

99
.9
79
7

99
.7
79
2

99
.8
78
6



622 H. Pratikno and M. Z. Ibrahim

References

1. Patel DK, Prajapati DG (2018) Study the accuracy of salivary ferning test as a predictor of
ovulation. Int J Reprod Contracept Obstet Gynecol 7(7):2699–2705

2. Dorling KindersleyTM Limited (2009) Temperature and mucus changes during the menstrual
cycle

3. EissaHM,AhmedAM,Elsehely EA (2014) Implementatin of smart ovulation detection device.
Recent Adv Biomed Chem Eng Mater Sci. ISBN: 978–1-61804-223-1

4. RavinderR,KaipaO,BaddelaVS (2016) Saliva ferning, an unorthodox estrus detectionmethod
in water buffaloes (Bubalus bubalis). Theriogenology 86:1147–1155

5. Kubatova A, Fedorova T (2016) Saliva crystallization occurs in female bornean orangutans
(Pongopygmaeus): could it be a new option for monitoring of menstrual cycle in captive great
apes? PLoS ONE https://doi.org/10.1371/journal.pone.0159960

6. Wu H-C, Lin C-Y, Huang S-H, Tseng M-H (2015) An intelligent saliva recognition system for
women’s ovulation detection, Part I, LNAI 9011. Springer, Switzerland, pp 614–623

7. Gonzalez RC, Woods RE, Eddins SL (2009) Digital image processing using MATLAB, vol 2.
Gatesmark, Knoxville

8. Oloumi F, Dhara AK, Rangayyan RM, Mukhopadhyay S (2014) Detection of blood vessels in
retinal fundus images. Comput Sci J Moldova 22(2):65

9. MohammedAmeanZ,LowT,McCarthyC,HancockN (2013)Automatic plant branch segmen-
tation and classification using vesselness measure. In: Proceedings of australasian conference
on robotics and automation, University of New South Wales, Sydney Australia, 2–4 Dec 2013

10. Stanford JB, White GL, Hatasaka H (2002) Timing intercourse to achieve pregnancy: current
evidence. Obstet Gynecol 100(6):1333–1341

11. Melnick H, Goudas VT (2014) The detection of a salivary ferning pattern using the Knowhen
ovulation monitoring system as an indication of ovulation. JWomenHealth Care 4(3):1000235

12. Su H-W, Yi Y-C, Wei T-Y, Chang T-C (2017) Detection of ovulation, a review of currently
available methods. Bioeng Trans Med AIChE 2:238–246

13. Leon SJ (2010) Linear algebra with application, 8th edn. Macmillan, New York (US)
14. Kroon D (2009) Numerical optimization of kernel based image derivatives. Short Paper

University Twente
15. Sato Y, Nakajima S, Shiraga N, Atsumi H, Yoshida S, Koller T (1998) Three-dimensional

multi-scale line filter for segmentation and visualization of curvilinear structures in medical
images. Med Image Anal 2(2):143–168

16. Lindeberg T (1996) Edge detection and ridge detection with automatic scale selection. Conf
on Comp Vis and Pat Recog 30(2):465–470

17. Frangi AF, Niessen WJ, Vincken KL, Viergever MA (1998) Multiscale vessel enhancement
filtering. In:WellsWM, Colchester A, Delp SL (eds) Medical Image computing and computer-
assisted intervention—MICCAI’98, Oct 11–13, Cambridge,MA. Springer, Berlin, pp 130–137

18. KananC,CottrellGW(2012)Color-to-grayscale: does themethodmatter in image recognition?
PLoS ONE 7:e29740

https://doi.org/10.1371/journal.pone.0159960


Autonomous Self-exam Monitoring
for Early Diabetes Detection

Rohana Abdul Karim, Nur Alia Fatiha Azhar, Nurul Wahidah Arshad,
Nor Farizan Zakaria and M. Zabri Abu Bakar

Abstract Diabetes can be prevented by early detection. In Malaysia, new case of
diabetes is increasing year by year. Insufficient number of physicians tasked to treat
a large number of patients will increase their burdens and also make them more
stressed. An autonomous self-exam monitoring is developed in order to assist the
physicians in identifying diabetes at the early stage. Iris image is used to recognise
the early detection of diabetes. Based on iridology theory, the image is evaluated
by detecting the presence of broken tissues and change in colour pattern. It can
be integrated with computer vision for an accurate identification of abnormality in
iris image. This paper focuses on developing an iris imaging system that extracts
the presence of orange pigmentation which is the sign of diabetes. This project
comprises of three stages which are pre-processing, processing and post processing
stage.Thedesigned tool convert an iris image into newpicture using imageprocessing
algorithms and analyses some changes in colour pattern and lastly diagnose whether
it is diabetic or non-diabetic iris. The experimented images in this project are the iris
image that was taken from public database UBIRIS.v1. At the end of this project,
we discovered whether this system can detect the presence of broken tissues and
change in colour pattern of iris or not. The final result shows the accuracy of 80%
for detecting the orange pigmentation as the sign for early diabetes detection.

Keywords Iris diabetes · Image processing · Classification

1 Introduction

According to Bernama, the Ministry of Health (MOH) Disease Control Division
has stated in 2017 that diabetes is the main fatal disease of Malaysians besides the
heart problem [1]. Back in 2011, MOH has estimated that Malaysians consume 26
teaspoons of sugar every day, thus, proving that diabetes is not a new health issue in
this country [2]. Reportedly in 2010, the number of doctors inMalaysia is 30,000 and
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this need to increase into 90,000 by 2020. Unfortunately, the numbers of physicians
are less than the number of population inMalaysian. This fact shows that Malaysians
do not have enough physicians to treat every patient.

This paper describes an algorithm that can aid the detection of early diabetes.
Diabetes occurred due to damages in the pancreatic islets of Langerhans which
produces insulin to control blood glucose level. Among the resulting complications
of diabetes is the destruction of retinal blood vessels which is the most common
blindness cause in Malaysia. An autonomous self-exam to mass-screen the iris for
early diabetes detection is needed to assist specialized ophthalmologists. Therefore,
the aid of a Computer Vision System (CVS) is required in order to extract features
deep inside the iris using image processing techniques, to interpret and analyse the
iris image.

The images of iris from online database are used to assist the ophthalmologists.
Current approach, doctors manually examined iris colour for diagnosis. From there,
extraction of iris features can be used to determine whether the eyes are from normal
or diabetic patient. Integrating with computer vision system, iridodiagnosis becomes
a reference for an accurate identification of abnormalities in pigmentation of the iris.

Iris damage fromdiabetes occurredwhen a lot orange pigmentation formedwithin
the black area (in the case of patients having a black iris). Black area has been stained
by orange pigmentation which most commonly points to blood sugar issues, thus
showing the person’s iris is diabetic iris. There are new vessels appearing on the iris,
and this condition is called rubeosis iridis.

In the year 2015, Malaysia has recorded 3.3 million cases of diabetes, which was
associated to the most common cause of blindness among working age individuals.
An early detection and treatment are essential as itmay deter vision loss and blindness
[3].

2 Research Background

The investigation of iridology to detect abnormality of human organs by examin-
ing the iris was much improved after the invention of computer technology which
expanded the exactness of determination. They proposed an iridology model that
comprises of the iris image pre-processing, texture feature analysis and disease clas-
sification. Their test result demonstrates that the proposed iridology analysis model
is quite effective and promising for medical diagnosis and health surveillance for
both hospital and public use [4].

The conventional method for diagnosing diabetes is not real time and seems to
cause inconvenience and discomfort to many people. It involves fasting and punctur-
ing of the body tissue (skin) to collect blood sample. This may cause problems like
swelling or hardness under the skin, severe pain and sometimes fever or other pos-
sible complications [5]. The proposed method for diabetes determination involves
no-contact, are real time, portable and more convenient as it tends to be utilised both
in the hospital and at home for self-diagnosis.
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Besides that, other researchers proposed the detection of diabetes through the
corresponding region of pancreas in the iris of the eye based on color coding system
and visual inspection. In the future, this detection method should be converted into
metric form so that the diabetes status of the patient can be categorised as mild,
moderate and severe [6].

The contribution of CVS linked with iridology has been exposed in the medical
field in recent years. Image processing in CVS gives major benefits to the medical
field on vital part of the early detection, diagnosis and providing treatments to a
large number of patients in the world. Moreover, image processing methods such
as extracting, quantifying, classifying and interpreting information are effective in
providing better understanding and insight into the structure and function of the
organs being imaged [7].

CVS are the systems that intelligently assist physicians in interpreting digital
medical images and making proper diagnosis. It gives plenty of useful information
towards planning of treatment. Throughout this project, CVS and iridology practice
are integrated for the early diabetes detection [8].

In 2009, Weill Medical Cornell did a research on evaluating patients health and
diagnose diseases especially cancer via analysis of three-dimensional images using
the technology of computer system. The high resolution medical image analysis has
been installed in New York Hospital with advance three-dimensional segmentation
and three-dimensional visualisation.

Iridology, also known as iridodiagnosis is an alternative medical practice in which
patterns, colours and other characteristics of the iris are examined for information
regarding patient’s health. On the other hand, iridology is the science of analysing the
fibres’ colours and signs in the eye and gathers the information regarding imbalances
in the body, where they are and how severe they are. Other than that, iridodiagnosis
will identify systematic diseases through observation of changes in the form and
colour of iris. Plus, in health diagnosis, iris plays an important role by following the
iridology [1] and gives the best result regarding disease [9].

An American iridologist specified that iridology analyses are more reliable and
give much more information regarding the body condition and the examination of
Western medicine [10]. However, Russell S. Worral, O. D., an assistant clinical
professor of optometry at School of Optometry, University of California, Berkeley
noted that iridology theory might have some disadvantages due to new challenging
and critical disease appearing in the future. Fortunately, due to some cases, iridology
theory is acceptable.

Different journal have different method for classification of diabetes and non-
diabetes. Most of the researcher use Support Vector Machine (SVM) technique for
features extraction and classification. SVM is a method that uses separating hyper-
plane in order to differentiate the classified form. Other than that, Neural Network
is also used by researcher for classification [11]. For patterning, neural network
are good enough at recognising patterns such as to classify a tumor as benign or
malignant, based on the uniformity of cell size, meiosis and mitosis.

Image Processing Technique (computer vision) is also popular on classification
such as on pattern recognition, statistical pattern, mathematical concept and spatial
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filtering. Image will be converted into digital form for image processing techniques.
Last but not least is the Fuzzy C-Means Clustering. This technique ensures each of
the data point belongs to a cluster up to some degree that is quantified bymembership
grade. Jim Bezdek introduced this classification method in 1981 [12] to show how to
group data points that populate some multidimensional space into specific number
of different clusters.

The methodology of autonomous self-exam monitoring for early diabetes detec-
tion will be described in Sect. 3. Section 4 provides the experimental results and dis-
cussion. The conclusion and some recommendations for future direction are stated
in Sect. 5.

3 Methodology

In this section, the proposed method is explained in several sub-chapters. First, the
data collection will be described in detail, followed by segmentation, threshold in
MATLAB, feature extraction process and finally, classification (see Fig. 1).

3.1 Data Collection

In this project, a number of 59 samples of iris image are tested. The images were
downloaded from UBIRIS.v1. This online database provides diabetic and non-
diabetic iris images. By using this database and the result between diabetic and
normal iris can be obtained and compared.

The database consists of 30 normal iris images and 29 diabetic iris images. The
images were captured under 2 sessions. For the first session of iris image, all the noise
factors have been minimised, especially with those related to reflections, luminosity
and contrast.

The second session was setting the place with natural factor by enhancing the pro-
pitiation of appearance of iris image with respect to reflections, contrast, luminosity
and focus problems. During this stage, image collected was taken by a vision system
with or without insignificant active participation from the subjects adding several
noise problems. Compared to the first stage, the second session image provided will
be more recognised.

Fig. 1 Block diagram for this project
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3.2 Segmentation

This process consists of morphological operation and image arithmetic operations
to identify eye’s pupil and obtain the region of interest (ROI). The flow chart of this
process is shown Fig. 2.

During morphological operations, the RGB (red, green, blue) image which is
coloured image must be converted into black and white (BW) image format. The
function is called erode operation which deletes the structure of element object.
Erode function is when the binary erosion of A by B, denoted A θ B, is defined
as the set operation A θ B = {z|BZ ⊆ A}. In other words, it is the set of pixel
locations z, where the structuring element translated to location z overlays only
with the foreground pixels in A. Mostly, grayscale erosion is completed with a flat
structuring element (B(x, y)= 0). To make an equivalent of local minimum operator,
grayscale erosion is used for those structuring elements (see Fig. 3).

To obtain the ROI in image of the eye, arithmetic operations such as multiply
and sum are used. Multiply function is an operation where it multiplies every single
element inmorphological operation’s result throughmatching the element in original
image that has been changed from RGB to grayscale format. Hence, it returns the
product in the matching element of the final output image.

Next task is locating the pupil to acquire the value of perimeter, centroid and
area. First step is setting the threshold of the image by changing its colour into black

Fig. 2 Flow chart of the ROI
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Fig. 3 a Image before morphological operation, b Output image after morphological operation

and white format. This is done to prepare for the boundary tracing using boundaries
(bwboundaries) function. Once again, erode and dilate function are used to delete
and fill the holes in order to give a better and exact round shape.

Second, in order to find round object, it requires obtaining boundaries which
concentrate merely on exterior boundaries. According to coding, [B, L]= bwbound-
aries (bw‘noholes’); the option of ‘noholes’ will smooth the processing by preventing
boundaries (bwboundaries) function from searching for inner contours.

After the required boundaries, round object are determined by estimating each
object’s area and perimeter using formula, metric = 4*pi*area/perimeterˆ2 which
only equals to one circle. The resulting value would be less than one for any other
shape. Moreover, ‘regionprops’ are used to gain the value of estimation for all area
of the object.

Throughout thresholding method, the centroid, perimeter, area and matrices of
round object are obtained. The values of area and centroid, has fulfilled the require-
ment for finding the ROI of pupil. Right before cropping the ROI, masking function
is applied between multiplied image and original image of eye. Therefore, the only
thing required is the formation of orange pigmentation at nerve rings area to analyse
whether it is diabetic or normal eyes (see Fig. 4).

Fig. 4 a Multiplied image are masked with original image of eye, b Region of Interest (ROI)
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3.3 Threshold

The image thresholding in MATLAB software are simple, however it is effective in
the way of partitioning an image into a foreground and background. Image analysis
technique is a type of image segmentation that separates the object by converting
grayscale image into binary image. Binary image is a digital image that has only
two possible values for each pixel. Normally, black and white are used for a binary
image, yet any two of them can be used. Foreground colour is the colour used for
the object in the image while the rest of the image is background colour.

3.4 Feature Extraction

This section is done with two extractions and analysis, first to the black colour and
second to the orange pigmentation.

To determine the range for black colour in histogram, 29 samples of diabetic and
30 samples of normal iris are tested. For diabetic iris, value at x-axis must be in a
pixel range between 0 and 125, while y-axis must be in a pixel range between 4000
and 8000. Vice versa for normal iris, the range for x-axis and y-axis must be out of
the range stated. Both value range of x-axis and y-axis are showing the intensity of
the colour black that exists in 59 samples of iris image.

In order to find the intensity of orange pigmentation, colour threshold application
is used. All 59 samples of iris image are tested by colour threshold application,
provided by MATLAB software that gives the exact value of orange pigmentation
threshold on iris image. Colour threshold application loads image from workspace,
thus the intensity of orange pigmentation is more accurate. There are several colour
space provided in colour threshold application which is RGB, HSV, YCbCr and
L*a*b* that provide the best colour separation for segmentation. For calculating
orange pigmentation intensity, RBG colour space are chosen.

3.5 Classification

This method is included in the algorithm in order to test the 59 samples of iris image
and to analyse whether it is diabetic or normal iris. After the testing, result shows that
the orange pigmentation intensity is higher than black colour intensity, thus indicating
that it is an early diabetes iris according to iridology. There are major challenges in
segment between orange pigmentation and other colours in iris image. First, some
of the database images are in low contrast eventhough filtering and enhancement
has been done. Second, the presence of numerous unusual crypts in several database
images has caused difficulties on segmentation operation. Colour map editor is used
to ensure the values of interpolating colour space are correct.
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4 Result and Discussion

In this paper, several techniques are developed including morphological operations,
image arithmetic operations, masking and colour threshold. In this chapter, all meth-
ods and algorithms are combined in the form of graphical user interface using MAT-
LAB Graphical User Interface Development Environment (GUIDE) to form a com-
plete an autonomous self-exam monitoring for a system that can be employed for
diabetes detection at an early stage. For this project, there are three steps for result
analyses which are black colour detection, orange and red pigmentation detection
and orange pigmentation detection.

The database sample consists of 29 diabetes iris images. After being tested by
histogram method, 9 of the images are passed by histogram method. This gives the
information that, for 9 images that are passed, the value obtained for black colour
exist at nerve rings area are smaller. The other 20 images did not pass the test. For
normal iris consisting of 30 images, only one of them passed the histogram method.
This means that only one image is confirmed to be normal iris using histogram
method. The value obtained for black colour existing at nerve rings area are higher.
While for the other 29 images that did not pass meant that the value obtained for
black colour that exists at nerve rings are smaller, thus need to be tested again using
colour threshold method.

There are several stages outlined to detect diabetes using this system. The initial
stage uses histogram method, and if the result is false, it proceeds to the second
stage which is the detection of orange/red pigmentation. If the result is false too, it
will move to the third stage which is the detection of orange pigmentation only. All
these three stages are used in order to recognise whether the iris image is diabetic
or normal. The outcome of the second stage result increased by 18 for diabetes iris
image and 30 over 30 for normal iris image.

For the testing by orange pigmentation detection method, it can be simplified
that all diabetes and normal iris images passed the second stage. This means that all
images are confirmed by orange/red pigmentation detection method. The summary
of the deciding method are as shown as graph in Fig. 5.

The result of finding three method are formed in confusion matrix, which consists
of TP, TN, FP, and FN as shown in Table 1 and the equation for accuracy is using
Eq. 1. The system achieves 80% of accuracy, however some of the algorithm is not
perfectly robust. Moreover, the pixels of image database also affect the creation of
the algorithm. The challenge in creating algorithm is to further enhance the features
in nerve rings area which needs more advance tools, software and robust algorithm.

Accuracy = (TP + TN )/(TP + FP + FN + TN ) (1)
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Fig. 5 Graph of using three method for deciding between diabetes or normal eyes

Table 1 Outcome for both
normal and diabetes iris
image

Condition Score

True Positive (TP)
(diabetes iris that is correctly identified as diabetes)

18

False Positive (FP)
(normal iris that is incorrectly identified as diabetes)

0

True Negative (TN)
(normal iris correctly identified as normal)

30

False Negative (FN)
(diabetes iris incorrectly identified as normal)

11

5 Conclusion

An autonomous self-exam monitoring is developed using image processing tech-
niques in MATLAB software for the purpose of detecting diabetes at early stage.
The purpose in developing the system is to extract robust iris key features for dia-
betes. This is used to evaluate and validate the proposed algorithmwhich can classify
normal or abnormal iris. To build this system, the iris key features are extracted by
performing morphological operations, image arithmetic operation, masking the fea-
tures and finding the colour threshold with guidance of iridology theory. According
to the process that has been done, the result shows a successful classification of
59 samples of data into 30 normal iris images and 29 diabetes iris images. This
has achieved the objective with 80% accuracy of the system, concluding that an
autonomous self-exam system can detect for diabetes and non-diabetes.
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Abstract With the exponentially increasing use of online tools, applications that
are being made for day to day purpose by small and large industries, the threat of
exploitation is also increasing. Remote Code Execution (RCE) is one of the topmost
critical and serious web applications vulnerability of this era and one of the major
concerns among cyber threats, which can exploit web servers through their function-
alities and using their scripts/files. RCE is an application layer vulnerability caused
by careless coding practice which leads to a huge security breach that may bring
unwanted resource loss or damages. An attacker may execute malicious code and
take complete control of the targeted system with the privileges of an authentic user
with this vulnerability. Attackers can attempt to advance their privileges after gaining
access to the system. Remote Code Execution can lead to a full compromise of the
vulnerable web application as well as the web server. This chapter highlights the
concern and risk needed to put under consideration caused by RCE vulnerability of
a system. Moreover, this study and its findings will help application developers and
its stakeholders to understand the risk of data compromise and unauthorized access
to the system. An exploitation algorithm is proposed to identify RCE vulnerabil-
ity in web application. Then based on it, around 1011 web applications were taken
under consideration and experiments were conducted by following manual double
blinded penetration testing strategy. The experiments show that more than 12% of
web application were found vulnerable to RCE. This study also explicitly listed the
critical factors of Remote Code Execution vulnerability and improper input handling.
The experimental results are promising to motivate developers to focus on security
enhancement through proper and safe input handling.
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1 Introduction

Web applications have a great impact on every part of this modern life. It has become
the key instrument for business and communication nowadays. Everyday millions
of users are accessing web applications for several purposes that allow these web
applications to store, process or manipulate sensitive user data. A large volume
of sensitive data and the ability to manipulate particular systems are turning web
applications into an attractive target for security attacks. Till date, there has beenmany
attacks and threats encountered byweb applications. Security breaches are becoming
more and more advanced and structured day by day as attackers are changing the
exploitation techniques with the update of technology. Among the web application
attacks, Remote Code Execution (RCE) is one of the more damaging threats [1].
Authenticity and integrity of an application or system can be affected by RCE.
The attacker can input and execute server-side scripts and even take total control
of the system with this cross-site-scripting attack. As per the studies conducted by
SANS and OWASP Remote Code Execution (RCE) is one of the most common web
vulnerabilities [2–4] along with SQLi [5], Cross-Site-Scripting (XSS) [6], Buffer
Overflow [7], Local File Intrusion (LFI) [8] andBrokenAuthentication [9].Due to the
potential of damage to a system of an organization, multiple research work has taken
place. RCE is one of the most critical web app vulnerability that brings huge security
risk that can lead to a full compromise of the application and server. The security
threat of this vulnerability opens the door of discussion and research to prevent and
mitigate the risk caused by it. User authentication and access control problem has
been mentioned in many researches. They also include prevention techniques for
vulnerability.

This paper presents an assessment and structured analysis on Remote Code Exe-
cution (RCE) vulnerability and several types of exploitation techniques, reason and
risk factors along with a short discussion on defense mechanism. This investigation
is organized as follows. Section 2 provides a literature review. Section 3 describes the
exploitation process, Sect. 4 describes the methodology Sect. 5 displays experimen-
tal results and analysis, followed by discussion and conclusion with the significance
of the result and future works.

2 Literature Review

In recent years due to IT security breach companies and their clients, and even gov-
ernments are facing losses. These attacks cause issues such as identity theft, infor-
mation theft, data loss, system failure and also financial losses. Though a number of
investigations have been conducted on cyber-attack and web vulnerability. But the
attackers are changing and updating their techniques. To be protected, we need to
be thought in our approaches towards the attacks and reducing the damage caused
by these threats, malware and cybercriminals. A study focused on SQLi, BAC and
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cross-site-scripting (XSS) web application vulnerability reveals application layer
weaknesses by performing code level problem analysis and recommended a guide-
line for the developers to develop a secure web application [10]. Another research
conducted on XSS detection, mainly focused on GET and POST method of the
applications which prevents stored, reflected and DOM-based XSS [11]. In research
[12], an algorithm was proposed for automatically detecting RCE vulnerability in
PHP based platform by considering context sensitive and procedural analysis [13].
In paper [14], the author mentioned the existence of RCE vulnerability on Basilic
(1.5.14) software that had the security loopholes and the problem was in line 39
of a php file named Diff.php inside of ‘config’ folder. However, escapeshellarg()
method has been found useful to prevent RCE vulnerability through filtering special
characters. In Bangladesh, 86% of websites were found vulnerable to SQL injection
[15]. A study was conducted by experimenting on 359 different educational web-
sites. Another study was conducted on XSS vulnerabilities which shows 75% web
applications are found to be vulnerable to CSRF and 45%web applications are found
to be vulnerable to XSS among 500 data set samples [15]. Research identifying the
importance of influence factor behind success rate of remote arbitrary code execu-
tion attacks on server and client sides was done that shows that the success rates
of the attacks on the server were between 15 and 67% and client-side was between
43 and 67% respectively [16]. A survey has been done upon web app vulnerability
detection tools like Nessus, ZAP and Acunetics for comparing the accuracy along
with manual penetration testing method [17]. Some other study shows explanations
and approached types of access control policies of web applications. In [18], a logic-
based policymanagement scheme has been introduced focusing onXACML policies
and can be considered as specifying and enforcing access control policies for vari-
ous applications and services in the web. Given the discussion above, it is found that
insignificant research work has been conducted on Remote Code Execution and XSS
vulnerabilities. More RCE vulnerability focused research needs to run to handle the
security threat caused by it. This paper presents detailed RCE exploitation techniques
and the recent web applications condition against this vulnerability.

3 RCE Exploitation Process

At the beginning of the exploitation, the process (shown in Fig. 1) checks the $_GET
and $_POST based possible URLs. Meanwhile, the task gets divided into two por-
tions on the ground of their type. As per $_GET URLs, the model extracts input-
able parameters from the URLs and inject malicious codes in them using the previ-
ously developed criteria we detect RCE vulnerability. Afterward, a method titled as
‘shel_exec()’ gets executed forcefully which provides return values for the action.

On the other hand, $_POSTURLs get examined to findfields, which is the destina-
tion for injecting themalicious code using the cookiemanager by taking themalicious
data from POST Tab. Subsequently, a custom query gets executed forcefully, which
also provides some responses in return. After the evaluation of the responses in return
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Fig. 1 Algorithm for RCE exploitation process

based on data collected on RCE, it can be determined whether the web application
is vulnerable to RCE or not.

4 Methodology

The methodology is divided into two phases with detail description as follows.

4.1 Data Collection

To collect the sample, we examined 1011 selectedwebsites using dork. Dork contains
the combination of search string and search operators to find desired information for
a user.
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Some of the inputs used for this examinations includes “inurl admin/upload.php”,
“inurl admin/config.php”, “inurl admin/dashboard.php”, “inurl admin/login.php”,
“inurl site/backup.zip”, “inurl site/database.sql”. Change in syntax during dork pro-
duction may vary depending on the given requirement as well as different search
engines’ (such as Bing, Qwant, and Yahoo) basic criteria. As soon as the primary
sites are observed, it is ready to forward to the pre-processing phase to ensure the
get ability of RCE vulnerability in the selected site.

4.2 Pre-Processing Phase

Pre-processing is an important phase to create a valid data set from raw data which
is usually incomplete, inconsistent and tempered.

After receiving the list of selected sites from the output of the dork, itwas examined
through three exploitation techniques such as Get Based RCE, Post Based RCE, OS
Based RCE to verify the existence of RCE in those sites.

In this study regarding Remote Code Execution, small sample size procedure is
used as the sampling method as shown in Eq. (1) [19]:

s = X2 + (1− P) ÷ d2(N − 1) + X2P(1− P) (1)

In this equation ‘s’ represents the required sample size, where ‘X2’ is the table
value of chi-square for one degree of freedom at the desired confidence level, i.e.
3.841, ‘d’ is the degree of precision expressed as a proportion. ‘N’ and ‘P’ is the
population size and population proportion respectively. G8Power 3.1.9.2, a statistical
tool, was used to identify the sample size of this experiment by using the Eq. (1).
Untwisted several regression tests have been shown under F tests family where the
number of prognosticators is selected as four in this investigation since themaximum
prognosticator of the used testing model is the type of exploitation. 0.05 was set as
the value of α err prob and 0.95 was set as the value of Power (1− β err prob) in the
tool.

5 Results

By using Eq. (1), the tool, G8Power 3.1.9.2 provides the result where it required a
minimumof 129valid samples to execute the study. The total number of 1011 samples
were used in this investigation, among those 12.76% websites were found affected
with Remote Code Execution (RCE), whereas the rest of 87.24% web applications
were not affected by RCE vulnerabilities.

In this study, unauthorized access to redirection settings and access to cookies,
misconfiguring sensitive data recovery was effectively caused by the RCE vulnerable
collection sample. For this experiment, Double Blinded Manual Penetration Testing
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Table 1 Frequency analysis
for the existence of RCE
vulnerability among five
sectors

Sector Frequency Percentage (%)

Education institute 54 41.86

E-commerce 29 22.48

Medical sector 25 19.38

Online portal 7 5.43

Government counterpart 14 10.85

Total 129 100

Strategy [20, 21] was regarded to assemble material. Primarily this dataset has been
studied with the demographics i.e. sectors. For investigating associations among the
factors of RCE that also includes reason of RCE attack, platform, and exploitation
technique.

Binary Logistic Regression, Pearson’sχ2-value, odd ratios and p-value tests were
conducted. The analysis which has been made is discussed below. Table 1 represents
the frequency analysis for the existence of RCE vulnerability in several sectors (edu-
cation, e-commerce, government counterpart, health, and private company) of our
sample.

As shown inTable 1, it can easily be observed that the educationalweb applications
are affected the most by the REC vulnerability, which is 41.86% due to compromise
their access privileges. The Online Portal have decent percentages (5.43%) of REC
vulnerability, which is the least affected sector for the given exploitation type. Others
like E-commerce sites, the counterpart of the government and Health institution sites
were vulnerable with RCE percentage of 22.48%, 19.38%, and 10.85% respectively.
The analysis table was organized by considering p-value frequency distribution, odds
ratiowith a prognosticator confidence interval, and factor-coalition. Table 2 shows the
frequency distribution of RCEweb apps vulnerability with their noteworthy variation
among risk factors. The table helps to understand the fact ‘Sector’, ‘Programming
language’, and ‘Platform’ (p < 0.000) are remarkably interconnected with mentioned
RCE vulnerability. Here to observe, ‘Reason of RCE’ is very closely connected (p
< 0.001) and ‘Exploitation Techniques’ (p < 0.013) are also connected with RCE
vulnerability. The prognosticator’s noticed effect on RCE vulnerability in web apps
has been discussed in Table 3. In Table 3, Odds ratio (OR) has been used to compare
different groups with 95% confidence interval (CI).

The primary parameters of RCE exploitation techniques include Reason of RCE,
Exploitation Techniques, Sector, programming language, and platform have risk
factor 0.636, 0.749, 0.778, 0.665, 0.373 times greater respectively. Other factors,
such as the reason for Directory Readability, exploitation of Unauthorized Cookie
Access, and web applications developed with PHP platform, are 36,812, 26,912,
and 147,769 times higher than those that have no interrelationship with the above-
mentioned factors. P-value Pearson’s χ2 test with among the important factors is
shown in Table 4. P-value of less than 0.01 (<1%) among coalition factors is highly
noteworthy, while p-value of less than 0.05 (<5%) is highly significant. It can be
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Table 2 Frequency Distribution with a p-value of risk factors between reason of RCE, exploitation
techniques, sectors, platforms, and OSs versus the presence of RCE vulnerability in the web
application

Factors RCE vulnerability status P-value

Found Not found

Reason of RCE Use of executable
function

41 278 0.001*

Input sanitization 75 433

Privilege escalation 13 171

Exploitation
techniques

Get based RCE 64 357 0.013*

Post based RCE 40 295

OS based RCE 25 230

Sectors Education institute 54 260 0.000*

E-commerce 29 201

Medical sector 25 190

Online portal 7 101

Government
counterpart

14 130

Programming
language

PHP 82 375 0.000*

Java 32 302

.Net 15 205

Platform UNIX 106 349 0.000*

WINDOWS 23 354

MAC 0 179

* indicates the highly associated with RCE vulnerability

Table 3 Odds ratio (OR) with confidence interval (C.I.) of predictors

Predictors Sig OR 95% C.I for OR

Lower Upper

Reason of RCE 0.001 0.636 0.491 0.824

Exploitation techniques 0.013 0.749 0.596 0.941

Sectors 0.000 0.778 0.683 0.885

Programming language 0.000 0.665 0.520 0.825

Operating system 0.000 0.373 0.225 0.618

observed from the above table that all factors are remarkably interrelated, i.e. highly
notable relationship between RCE Existence.
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Table 4 Associations among the factors of RCE vulnerability

Reason of RCE RCE exploitation
techniques

Platform Sectors Programming
language

χ2 41.806 6.310 25.494 21.343 13.714

P-Value 0.000 0.043 0.000 0.000 0.001

χ2 6.314 8.624 66.739 9.536

P-Value 0.000 0.000 0.000 0.000

χ2 1211.500 1100.917 102.994

P-Value 0.000 0.000 0.000

χ2 58.293 843.762

P-Value 0.000 0.000

χ2 54.393

P-Value 0.000

6 Discussions

This study has been conducted over 1011 web applications that include 129 RCE
vulnerable and 882 nonvulnerable web applications. The participant sectors of web
application involved with Education, E-commerce, Govt. Counterpart, Health, and
Private Company that were developed with PHP, Java, and .Net platform. The operat-
ing platformUNIX,Windows andCent-OS are used respectively in the hosting server
of sample applications. To get exploited through RCE vulnerabilities, this study has
been revealed that the leading factors of the applications are “RCEExploitation Tech-
niques”, ‘Sector’, ‘Programming language’, and ‘Platform’. It has been observed
from the sample data, 63.57%. RCE vulnerability is found in “PHP” developed
application. Whereas the application that is built on “JAVA” and “.Net” platform
is get affected by RCE with 24.81% and 11.62% respectively. At the same time,
the applications hosted in “UNIX” are more prone to RCE with “82.17%” whereas
“Windows” has the probability of 17.83%. “IOS” hosted application is unlikely to
be vulnerable from RCE. After analyzing the results, it cannot be claimed that the
“Platforms” are directly responsible for creating REC vulnerability in a web appli-
cation. However, it can be stated that PHP developers are less careful about RCE. In
this investigation, it is notable that the web applications that have “Session Miscon-
figuration”, “Improper Input Validation”, and “Sensitive Data Disclosure” are more
prone to be affected by RCE vulnerability. This vulnerability is leading to providing
privileged access to an unauthorized user. The sites that have improper input vali-
dation problem are more intense with the risk compare to the applications that are
adequately validated the input. Three factors are found significantly in both the χ2
test and binary logistic regression analysis mentioned in the above.
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7 Conclusion

Remote Code Execution is a web application vulnerability that should not be taken
lightly. Due to the sharp incline of web application uses in recent years, the threat of
such attacks is increasing through sending or insertingmalicious code into vulnerable
applications that harms both applications and users. Although there is enough RCE
patching, we can never assure the concerned security. Attackers always find new
ways to break the security of the targeted applications. So, we have to increase the
analysis of RCE vulnerable patterns and then use prevention technique efficiently.
In this chapter, an algorithm for RCE exploitation process is proposed to overcome
the mentioned problems. Based on the algorithm, we have presented investigation
performances on System based, Web based and Server based RCE vulnerability.
Through experimental tests on 1011 real-world web applications, a total 129 RCE
vulnerabilities were successfully identify during the examination time by showing
the usability of the proposed algorithm.
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A Salp Swarm Algorithm to Improve
Power Production of Wind Plant

Ahmad Zairi Mohd-Zain and Mohd Ashraf Ahmad

Abstract Currently, the main problem of wind plant power production is definitely
the control system of a wind generator that is not able to cope with the impact of
turbulence and thus weakens complete power output. In this paper a Salp Swarm
Algorithm (SSA) is proposed as a data-driven method to improve the controller
variable and thus optimize the complete power production of the wind plant. The
SSA is among of the meta-heuristic technique and imitates the salps chain’s swarm
movement depending on the food placement. The model used in this study originates
from Denmark’s actual Horns Rev wind plant. The analysis result demonstrates
the SSA generates significantly better total wind power production as opposed to
the Spiral Dynamic Algorithm (SDA) and the Particle Swarm Optimization (PSO)
technique.

Keywords Salp swarm algorithm (SSA) · Data-driven · Wind plant optimization ·
Power production

1 Introduction

There has been an enormous development in wind energy through the entire world
recently. It is noteworthy that wind energy is among the most economical and vital
sources of renewable energy. One of the wind plant study’s main problems at the
moment is that an individual turbine’s optimal controller variables do not promise
a wind plant’s optimum power production. There are many control variables that
require to maximizing the power production of the wind plant, such as generator
torque and yaw and blade angle. Contrary to the condition of finding one turbine’s
control variables that normally resolve by utilizing the model-based technique, the
state of improving the controller variables of an array of wind plant turbines is
undoubtedly more challenging. The efficient operation of the wind plant needs
complete recognition of turbulence connections together with the behavior of the
turbine.
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There are many approaches proposed so far to get the optimum controller vari-
ables for an array of wind plant turbines. As a result, a data-driven technique has been
verified as a feasible option for producing the wind plant’s optimum power produc-
tion. Cooperative static control [1] and Safe Experimentation Dynamics (SED) [2, 3]
are included in these studies. These alternatives are in the group of a game theoretical
techniquewhich identifies each turbine’s controller variable for a player to achieve the
provided objective of optimum power production. In [4, 5], the researcher introduces
the suggested Optimum Energy Point Tracking (MPPT) technique that incorporates
a time-changing assessment of wind plant power production and therefore provides
far quicker convergence over the technique through [3]. Likewise, Multi-resolution
Simultaneous Perturbation Stochastic Approximation (MR-SPSA) [6] operates sim-
ilarly as in [5] and can generate even greater total power. Fundamental of Random
Search in [7] demonstrated that technique can give greater power production than
the SED method. On the other hand, the Spiral Dynamics Algorithm (SDA) [8] pro-
vides considerably better power production compared to SED and Particle Swarm
Optimization (PSO) techniques through the use of similar problem and population-
centered optimization. It seems thatMoth FlameOptimizationMFO [9] substantially
improves power production instead of SDA technique in [8], whereas Modified Sine
Cosine [10] provides a slightly higher total amount of power production as compared
to the PSO technique.

Similarly, the Salp Swarm Algorithm (SSA) [11] technique, presented as one
of the meta-heuristic techniques by Seyedali Mirjalili in 2017, is definitely a decent
program to optimize the production of wind plants. The reason for this is that the SSA
technique offers successfully resolved numerous types of actual world drawbacks
including seismic exit structural system [12], distributed generator allocation [13],
PEM fuel cells [14], short-term load forecasting [15], fish image segmentation [16],
power loss reduction [17], power system stabilizer [18], chemical compound activity
[19], soil water retention [20] and a lot more. Furthermore, it will be really beneficial
researching the capabilities of the SSA-based technique to optimize the total power
production of the current wind plant.

This study examines the effectiveness of the Salp Swarm Algorithm (SSA) as a
data-driven technique for assessing the efficiency and optimizing wind plant power
production by having ten single line wind turbines. Analyses on the maximum iter-
ation and number of agents are also evaluated as this pairing might affect the wind
plant’s performance. The evaluation of best, worst, mean, and also standard deviation
of the production of wind plant power is shown after that. In addition, SSA results
will be assessed alongside SDA [8] and PSO [10].

2 Problem Framework

Reflect on Pj (β1, β2, . . . , βM) ( j = 1, 2, . . . , M) as the power production of the tur-
bine andM is the maximum number of wind turbines possibly in the random or com-
plete configuration. The control mechanism is displayed as β j ( j = 1, 2, . . . , M) for
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each turbine j. The controller β1, β2, . . . , β j−1, β j+1, . . . , βM that are not attached
turbine jmay also influence turbinePj power production due to the aerodynamic con-
nection through turbines. In addition, any β j controller adjustments basically change
the power production yet also even the power production of additional turbines
P1, P2, . . . , Pj−1, Pj+1, . . . , PM . At last, the association among Pj power produc-
tion and β1, β2, . . . , βM controllers presumes to stay unidentified given the fact that
turbulence pattern through the turbine is rather complex and complicated to attain
an accurate dynamic wind plant or mathematical model.

On the other hand, the wind plant’s maximum total power production is usually
shown as:

P(β1, β2, . . . , βM) =
M∑

j=1

Pj (β1, β2, . . . , βM). (1)

Subsequently, the problem of data-driven control of the wind plant could be
expressed as:

Problem 2.1 The Pj ( j = 1, 2, . . . , M) functions are unidentified with respect
to its control mechanism β j (k = 1, 2, . . . , M) based on the full total power pro-
duction specified in (1). After that, find each turbine’s controller variable β j ( j =
1, 2, . . . , M) in a manner that maximizes power production.

2.1 Salp Swarm Algorithm (SSA) Mathematical Model

In this area, the suggested SSA is an important approach to solving Problem 2.1.
First of all, the SSA presented by [11] is explained. In the beginning, reflect on the
objective function and is a variable of design in which N is an agent number. The
maximization problem is therefore suggested as:

max
ϕ1,ϕ2...ϕN

fk
(
ϕ j

)
. (2)

Using a revised equation, the Salp Swarm Algorithm enhanced ϕk(k =
1, 2, . . . , N ) as:

ϕ1
k =

{
Sk + c1((ubk − lbk)c2 + lbk) c3 ≥ 0,
Sk − c1((ubk − lbk)c2 + lbk) c3 < 0,

(3)

in which (k = 1, 2, . . . , N ). Equation (3) displays the leader ϕ1
k basically shifts his

position as regards the food source Si in the ith dimension. ubk proposed the max-
imized kth dimension limit, lbk implies the minimized kth dimension limit subse-
quently c1, c2 and c3 are random numbers [11]. The c1 coefficient is very important
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variable through SSA for exploration as well as exploitation balances and can be
explained as follows:

c1 = 2e−( 4r
R )

2

(4)

The current iteration is r and R is the iterations maximum number. The placement
of the salp follower can be revised through Newton’s law of motion relation as:

ϕi
k = 1

2
at2 + v0t (5)

where i ≥ 2 in jth dimension and the salp follower is ϕi
k placement in ith dimension.

v0 is the initial velocity, time is t, v = x−x0
t and a = v f inal

v0
. Taking into account the

v0 is equal to 0 and different iteration is equal to 1, therefore the following Eq. (5)
shall be;

ϕi
k = 1

2

(
ϕi
k + ϕi−1

k

)
. (6)

2.2 SSA Approach to Increase Wind Plant Power Production

The procedure for applying the SSA technique to increase wind plant power produc-
tion is shown through this section. The process can be provided by using the SSA
mathematical model in the last section as:

Step 1 Verify the maximum number of iterations, R and number of agents N.
Step 2 Determine the initial variable of control, in the search area, randomly. Use

the equation in (4) to estimate the c1 coefficient.
Step 3 Perform SSA mathematical model in (2) by configuring and β j ( j =

1, 2, . . . , M) = for every agent n.
Step 4 Improving the procedure by updating the equation in (6). Proceedwith Step 2

unless the R necessity is met.With the ideal solution β j ∗( j = 1, 2, . . . , M),
the algorithm stops and the total production of power are registered.

Figure 1 highlights the approach of the data-driven SSA-based wind plant.

3 Results and Discussion

Initially, a wind plant model generally stands for an actual wind plant is assumed to
assess the data-driven approach. The wind plant model is utilized from [21], will be
discussed. A row wind plant model is used for the upcoming SSA approach.
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Fig. 1. SSA data-driven wind plant structure [10]

3.1 Wind Plant Dynamic Model

Assume that every turbine j power production is regarded as:

Pj = 2ρA jβ j (1 − β j )
2V 3

j , (7)

where Vj is the wind velocity build-up produced by the leading wind turbines, the
turbine j rotor swept region is A j and the air density is ρ.

In the wind plant, assume that m wind turbines are presented as x = 1, 2, . . . ,m,
Dj is turbine rotor’s diameter and Vω as the velocity of incoming wind. The variables
concerning roughness explain as the sign φ indicates an incline of turbulence prop-
agation and the region around turbine k swept and turbine j overlapping turbulence
is recognized as V ov

j→k . The wind turbine turbulence midpoint within the array of
turbine rotor circle plane is defined as (z, rω) meanwhile rω being the array between
turbine rotor axis and the center. The Vj expression is therefore provided by:

Vj = Vω

⎛

⎜⎝1 − 2

√√√√√
∑

lεx :zk<z j

(
β j

(
Dj

Dj + 2φ(z jk)

)2 Aov
j→k

A j

)2
⎞

⎟⎠, (8)
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Fig. 2. Two turbines turbulence correlation [9]

in which Z jk can be the range from front turbine j to turbine k. The turbulence
correlation among two turbines is demonstrates in Fig. 2.

Remarks The proposed SSA only requires information on complete wind plant
production in this research without knowing the comprehensive model by (7) as well
as in (8). To signify this wind plant’s dynamic model, the algorithm will obviously
review the total power collection data once the incomingwind has traveledmost of the
turbine out of the first row to the very last. Due to this cause, this proposed approach
offers an exceptional opportunity to get applied inside actual wind plant system,
pondering it only required total power production data while not even requiring the
advance aerodynamic correlation through the turbine.

3.2 Example of a Singular Row Wind Plant Consisting of 10
Turbines

The SSA’s potency is viewed through this section. As shown in Fig. 3, SSA’s func-
tionality could be confirmed together with a 10 turbine row wind plant. Every rotor
of the wind turbine has a diameter of 80 m. Ten wind turbine can be positioned in
a line between each turbine with a precise length of 560 m. Other variables like the
density of the air and the coefficient of roughness are and are corresponding. To be
able to achieve substantial turbulence effect, the wind speed is and considered to be
consistent at 90-degree direction.

This study considers a reasonable assessment in terms of optimum power pro-
duction through the proposed SSA, SDA and PSO. Optimum function evaluation
numbers are assigned as 10,000. The input for SDA in [9] are described as r = 0.97,
α = π/4, c0 = 0.9 meanwhile PSO variables [10] are described by R = 500, N = 20,
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Fig. 3. The placement of 10 turbines in single row wind plant [10]

c1 = 0.1 and c2 = 0. The configuration of agent numbers, N and an optimum iteration
numbers, R is ascertained in such a manner that better total power output is achieved.
Throughout consider the irrelevant behavior together with proposed techniques, 100
trials most certainly conclude being conducted in arrays 0 to 1/3 together with the
main control variables of every turbine for SSA, SDA, as well as PSO.

Table 1 structured the overall power production information output for SSA by
evaluation numbers of 10,000. The best, worst, mean and standard deviations are
utilized as a method of determining the complete wind plant power production’s
total output. R = 500 and N = 20 are the ideal value of agent numbers and a
maximum number of iterations to generate the exact analysis with smaller standard
deviation value. Figures 4 demonstrate the convergence curve by using MATLAB
as an outcome of the simulation for SSA’s total power production responses to the
wind plant.

Table 1 Maximum power production (MW) effectiveness comparison for varied maximum
numbers of iteration, R and numbers of an agent, N

Max. numbers
of iteration, R

Numbers of
agent, N

Best (MW) Worst (MW) Mean (MW) Standard
deviation

100 100 4.7648415724 4.7648415724 4.7648415724 0.00028640

125 80 4.7648415724 4.7648415724 4.7648415724 1.308 × 10−6

200 50 4.7648415724 4.7648415724 4.7648415724 6.073 × 10−8

250 40 4.7648415724 4.7648415724 4.7648415724 5.065 × 10−8

500 20 4.7648415724 4.7648415724 4.7648415724 3.469 × 10−8

1000 10 4.7648415724 4.7648415724 4.7648415724 3.945 × 10−8
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Fig. 4. The convergence curve of SSA’s total power production

Table 2. Maximum power production (MW) effectiveness comparison among SSA, SDA, and
PSO

Statistical results SSA SDA [9] PSO [10]

Best (MW) 4.7648415724 4.7648415723 4.7648415723

Worst (MW) 4.7648415724 4.7648415723 4.7648414855

Mean (MW) 4.7648415724 4.7648415723 4.7648415625

Standard deviation 6.073 × 10−8 1.1039824 × 10−7 0.0141665007

It can be noted that the SSA generates the highest complete energy output with a
value of 4.7648415724 MW in Table 2, followed by SDA (4.7648415723 MW) as
well as PSO (4.7648415723 MW). The same pattern can also be seen with respect
to the best, worst and mean value of maximum power production. The result shows
that for the wind plant, SSA can persistently generate total power production.

4 Conclusions

Adata-driven approach determined by the Salp SwarmAlgorithm (SSA)was studied
in this research. This research study aims to propose SSA for wind plant power
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production and to compare the outcomes with SDA and PSO method. Based on the
model of the Horn Rew wind plant in Denmark; the analysis result demonstrates that
in terms of maximum power production, SSA produces a significantly better result
than PSO and SDA. This demonstrates SSA’s capacity as a data-driven wind plant
approach.
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Improvement of Performance
and Response Time of Cascaded
Five-Level VSC STATCOM Using ANN
Controller and SVPWM During Period
of Voltage Sag
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Abstract Power system is an extremely nonlinear system with a number of inter-
connected loads.When the system is subjected to the faults, the stability of the system
will be disturbed. The major problem dealt here is voltage sag. A static synchronous
compensator (STATCOM) is one of the FACTS devices which can inject proper
reactive current at the point of common coupling (PCC) to compensate voltage sag.
A non-linear controller like artificial neural network (ANN) is used with the FACTS
devices for better performance. This paper introduces the design of a cascaded 5-
level voltage source converter (VSC) STATCOM based on the ANN controller and
space vector PWM (SVPWM) technique to nullify the impacts of voltage sag. ANN
and SVPWM were employed to enhance the performance and response time (RT)
of STATCOM with regard to correction of voltage magnitude and power factor (PF)
amplitude during voltage sag period. The performance of STATCOM was analyzed
using MATLAB in IEEE 3-bus system with two different types of faults, which are
single line to ground (SLG) fault and line to line (LL) fault (both creates voltage
sag). The simulation result showed that the ANN-based STATCOM control circuit
performed efficiently compared to the PI controller. The ANN controller was able to
recover voltage magnitude very quickly (during 0.02 s) with unity.

Keywords Cascaded H-bridge five-level VSC STATCOM · Artificial neural
network · SVPWM · Voltage sag

M. M. Almelian · I. I. Mohd (B) · A. Z. Ahmad · M. A. Omran · M. Z. Sujod
Faculty of Electrical and Electronics Engineering, Universiti Malaysia Pahang (UMP), 26600
Pekan, Pahang, Malaysia
e-mail: izzeldin@ump.edu.my

N. M. Elasager
College of Technical Sciences, Bani-Walid, Libya

M. Salem
School of Electrical and Electronic Engineering, Engineering Campus, Universiti Sains Malaysia
(USM), 14300 Nibong Tebal, Pulau Pinang, Malaysia

© Springer Nature Singapore Pte Ltd. 2020
A. N. Kasruddin Nasir et al. (eds.), InECCE2019, Lecture Notes in Electrical
Engineering 632, https://doi.org/10.1007/978-981-15-2317-5_55

655

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-2317-5_55&domain=pdf
mailto:izzeldin@ump.edu.my
https://doi.org/10.1007/978-981-15-2317-5_55


656 M. M. Almelian et al.

1 Introduction

Power quality (PQ) problem is one of the great sources of concern for consumers in
the power utility sector. This problem is very difficult to be detected in the power
distribution system [1, 2]. It is the wish of power consumers that rated voltage and
frequency should bemaintained, however, there are always deviations in the received
voltage from normal. Several short-time PQ problems exist, such as voltage sag,
which causes significant changes in the voltage magnitude and PF amplitude over
a short period, leading to the tripping of motors and malfunctioning of the motor
controller and production failures in bulk industries [3]. It is a common knowledge
that more equipment will be damaged if voltage sag is not mitigated at the consumer
point [4]. Custom power devices such as STATCOM were introduced to mitigate
voltage sag issues in power distribution systems.

The performance of STATCOM mainly relies on how accurately and quickly
error signals are compensated. Various traditional control approaches, such as the PI
controller, are still in use with STATCOM. A STATCOMmodel based on sinusoidal
PWM (SPWM) technique and the PI controller has been proposed by Biabani et al.
[5] where the authors presented the enhancement of voltage sag and total harmonic
distortion (THD). Furthermore, the mathematical modeling of STATCOM in d-q
method with a PI controller to maintain the dc voltage at a constant value and to
also control the flow in the reactive power system has been discussed in the literature
[6]. PI controller design procedure has been proposed for 2-level VSC STATCOM
for voltage stability [7]. However, the PI controller has two tuning parameters (Kp

and Ki) which interact with one another. This interaction can make it challenging to
arrive at the best tuning values. In recent years, artificial intelligence techniques are
having a significant impact on power electronics. While maintaining the stability of
the converter system over awide operating range, theANN-based controller provides
a fast dynamic response [8].

In fact, several kinds of literature have proposed voltage stability using STATCOM
based on theANNcontroller [8–10]. Theseworks usedSPWMmethod for generating
a pulse signal of VSC switches. For SPWM, the dc bus utilized for the operation is
restricted to 0.5 Vdc while SVPWM shows a better utilization at 1.73 Vdc, which is
around 15%morewhen compared to SPWM.Thus, SVPWM techniques offer higher
amplitude modulation indexes and reduced switching losses and THD compared to
the SPWM technique [11]. Furthermore, there are no studies on the performance of
STATCOM and its response time with regard to correction of voltage magnitude and
PF amplitude during voltage sag period.

In this paper, the ANN controller with a simple circuit of SVPWM technique has
been designed to operate a cascaded 5-level VSC STATCOM under voltage sag; this
combination (STATCOM) gives a fast voltage and PF regulation.
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2 Proposed STATCOM

A STATCOM is comprised of a cascaded 5-level VSC, a coupling inductance (Lf)
represented L filter, SVPWM technique, and a control circuit as depicted in Fig. 1.
This sort of configuration gives the capacity to absorb or generate controllable active
and reactive power. Mainly, STATCOM is used for voltage regulation and PF correc-
tion. It is deployed for the provision of continuous voltage regulation using a directly
controlled converter [12].

As shown in Fig. 1, voltage sag is corrected by the shunt injected current IST
through the adjustment of the voltage drop across the systems’ impedance ZTH. The
value of ISH is regulated by adjusting the output voltage of the cascaded 5-level VSC.
The shunt injected current IST can be written as,

IST = ILOAD−IS = ILOAD−((VT H−VPCC)/ZT H ). (1)

The complex power injection of the STATCOM can be expressed as,

SST = VPCC ISH
∗. (2)

Notably, the effectiveness of STATCOM in voltage sag correction depends on the
value of ZTH or the fault level at the PCC bus. When IST is in quadrature with Vpcc,

Fig. 1 Schematic representation of proposed STATCOM
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it is possible to achieve the desired voltage correction without the need for injecting
any active power into the system. Contrarily, a reduction in the value of IST will
require a minimum apparent power injection into the system to achieve the same
voltage correction.

2.1 Cascaded 5-Level VSC

The cascaded multilevel VSC is comprised of several H-bridge inverter units, each
unit having a separate dc source. The cascaded 5-level VSC topology is depicted
in Fig. 2, where two H-bridges (H1 and H2) are serially connected, with each H-
bridge being able to produce 3 different voltage levels (+Vdc, 0, and −Vdc) through
the connection of the dc source to the ac output side via different combinations
of the 4 switches. For each H-bridge, the ac output is serially connected such that
the generated output voltage waveform will reflect the sum of all of the individual
H-bridge outputs [13].

L f = VPCC/(2
√
6 ∗ In ∗ fsw), (3)

Fig. 2 Cascaded H-bridge five-level VSC
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where f sw is the switching frequency, In equals15% of peak value fundamental
harmonic current.

2.2 SVPWM Circuit Scheme

The SVPWM technique has been increasingly used in the last decade to generate
an output voltage of VSC because it allows the reduction of commutation losses
and voltage output harmonic. It is also used to achieve higher amplitude modulation
indexes compared to the traditional SPWM technique [11].

In general, the traditional SVPWM implementation requires the following steps:
Sector identification of the position of the instantaneous reference space vector,
mapping of this sector through coordinate transformations to an appropriate sector
in the inner hexagon, determination of the switching times of the inverter vector, and
using of switching sequence tables to select the appropriate individual vectors [14].
Therefore, this section presents a simple and low-cost implementation of SVPWM
technique inwhich the PWMswitching times for the inverter legs are derived directly
from the sampled amplitudes of the reference phase voltages. TheSVPWMtechnique
scheme is displayed in Fig. 3, where in each phase, the proper pulses for each H-
bridge in each inverter legs are generated by comparing the output of the space vector
circuit with the PWM signal (carrier signal). All the carrier signals have the same
frequency and the peak-peak amplitude with a phase shift between any two PWM
generator for one phase is 120˚ [14]. The new SVPWM technique used is completely
based on the instantaneous value of the reference phase voltage of all the phases. To
obtain the output signal of the space vector circuit, a reference phase voltage Vref is
added to the common mode voltage Vset.

Fig. 3 Block diagram of SVPWM technique
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2.3 Control Circuit of STATCOM

The main objective for STATCOM control circuit is to correct voltage magnitude
and PF amplitude under voltage sag by injecting reactive power to the power system.
The control approaches used for the proposed STATCOM is direct control. Here, the
reactive output current can be controlled directly by changing the switching angles
of 5-level switches (i.e. varying the modulation index) while maintaining the dc
voltage at a constant level [13]. The power system circuit (IEEE 3-bus system) and
the control circuit of the proposed cascaded 5-level VSC STATCOM are represented
in Fig. 4.

From Fig. 4, the reference voltage of bus-3 is compared with the actual voltage of
bus-3, and then, the difference is processed through a PI/ANN controller (control unit
I) which produces a value of modulation index (MI). Besides that, a small amount
of active power (P) flow is made possible by phase shifting (lagging) the STATCOM
voltage with respect to the bus-3 voltage by a small angle (ϕ) in order to keep
the dc capacitor voltages constant ((ϕ) is computed by another PI/ANN controller
(control unit II) according to the difference between Vdc_ref and the Vdc). Lastly, ϕ
and the output of Phase look loop (PLL) (δ) are supplied to the phase shifter block to
produce the sinusoidal control signals. These control signals are fed to the product
block together with MI to create reference signals which passed to the SVPWM
block to generate the firing pulses for switches of H-bridge 1 and H-bridge 2 in each
phase. PLL has been used to maintain the synchronization to the bus-3 line voltage.

Fig. 4 IEEE 3-bus system with proposed STATCOM control circuit
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2.4 ANN Controller

The ANN was developed as an established technology that provides an alternative
approach to solving complexproblemsbecause it does not require anydetailed system
information. ANN learns the input–output variables relationship by studying the pre-
recorded data. ANNs can be trained and used for the approximation of an arbitrary
input–output mapping of a system. Several ANN architectures exist and one of such
is the feed-forward neural network. The standard structure of the ANN controller is
depicted in Fig. 5 [9]. Scaled data enter into ANNnetwork via the input layer neurons
and are forwarded to the output neuron via the intermediate layers. Each connection
is directly associated with a weight which modifies the signal strength. Training a
neural network usually demands iterative techniques. The back-propagation method
is the common technique trained by using the gradient descent method owing to its
stability, robustness, simplicity, and ease of implementation [10].

In this paper, the input and output data are stored in an array taken from the PI
controller. The ANN controller structure has 3 layers, which are the input layer, the
hidden layer (consists of 10 neurons), and the output layer. The number of epochs
required to train theANNcontroller for control unit I was 1000 and the best validation
performance was 0.000000148 at epoch 6. Meanwhile, the number of epochs for
control unit II was 1000, and the best validation performance was 0.00241 at epoch
5.

Fig. 5 Structure of ANN controller
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3 Simulation Results

The cascaded 5-level VSC STATCOMwas simulated in Simulink/Matlab, where the
parameters of the power circuit have been presented in Table 1.

To verify theworking of the STATCOMunder PI/ANN controller so as to estimate
its performance during voltage sag period, an SLG/LL fault was switched on between
0.8 and 1.3 s.

3.1 Case A: Voltage Sag Engendered by SLG Fault

A. Voltage magnitude during SLG fault

During the SLG fault period without using STATCOM, the voltage of PCC was
0.824 pu, which is 14.2% with respect to the reference voltage (0.966 pu) as shown
in Fig. 6, where the reference voltage was less than 1 pu because of an inductive load
connected to the system.

The sag amplitude, as displayed in Fig. 7a, was mitigated to 0.949 pu (improve-
ment 12.5%) in 0.078 s by the PI controller, while Fig. 7b showed that the ANN
minimized the deviation between the measured voltage and reference voltage within
0.02 s to reach aPCCvoltage of 0.982 pu (improvement 15.8%).Here, the STATCOM
injected the reactive power into the system to decrease the voltage sag.

B. PF amplitude during SLG fault

As the load is receiving large active power from the source during the period of SLG
fault, the PF of PCC increased to unity as seen in Fig. 8. However, the interference
of STATCOM with PI control algorithm stabilized the PF at 0.998 within 0.095 s;
within 0.02 s, the ANN controller maintained the value of PF at an ideal maximum
value as given in Fig. 9a and b.

Table 1 Value of parameters
used in the simulation

Parameter Value

Rated voltage 6.6 kV (L-L)

Frequency 50 Hz

Impedance 0.89 + j5.18 �

Z1,2 0.05 + j0.2 �

Z1,3 0.02 + j0.1 �

Z2,3 0.036 + j0.12 �

Inductive load 1 MW + 1 MVAR

Dc voltage 6 kV

Inductor of filter 10.7 mH

Switching frequency 2 kHz
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Fig. 6 Voltage magnitude during SLG fault period without STATCOM

Fig. 7 Voltage magnitude during SLG fault period with STATCOM based on; a PI, b ANN



664 M. M. Almelian et al.

Fig.8 PF of PCC during SLG fault period without STATCOM

Fig. 9 PF of PCC during SLG fault period with STATCOM based on; a PI, b ANN
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Fig. 10 Voltage magnitude during LL fault period without STATCOM

3.2 Case B: Voltage Sag Engendered by LL Fault

A. Voltage magnitude during LL fault

The LL fault was applied at PCC, where the voltage sag was 0.78 pu without using
STATCOM as depicted in Fig. 10. When the STATCOM based on PI controller was
connected, the voltage magnitude increased to 0.942 pu within 0.07 s. However, the
STATCOM based on the ANN controller took 0.02 s to improve the voltage to 0.974
pu as shown in Fig. 11a and b, respectively.

B. PF amplitude during LL fault

In this case, the PFwas 0.79without applying STATCOMdue to the inductive load, as
displayed in Fig. 12.With the compensation of the reactive power by the STATCOM,
the PF came back to 0.979 within 0.396 s by employing a PI controller. Meanwhile,
the ANN aided STATCOM to achieve unity PF within 0.02 s as demonstrated in
Fig. 13a and b.

4 Conclusion

In this paper, an ANN controller and a simple circuit of SVPWM technique were
presented for increasing the performance of cascaded 5-level VSC STATCOM in
correcting voltage magnitude and power factor amplitude during periods of SLG.
The performance of the ANN-controlled algorithm was successfully proven, where
the voltage magnitude reached 0.98 while PF tends to unity within 0.02 s under a
voltage sag case. This means that the intelligent control method gives a fast dynamic
response and good efficiency to the system under all operating conditions compared
to a conventional controller.
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Fig. 11 Voltage magnitude during LL fault period with STATCOM based on; a PI, b ANN

Fig.12 PF of PCC during LL fault period without STATCOM
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Fig.13 PF of PCC during LL fault period with STATCOM based on; a PI, b ANN
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Development of Maximum Power Point
Tracking for Doubly-Fed Induction
Generators in Wind Energy Conversion
Systems

Duy C. Huynh, Khai H. Nguyen and Matthew W. Dunnigan

Abstract Maximum power point tracking (MPPT) control is one of the essential
requirements in harnessing wind power of wind energy conversion systems (WECS).
The more precise the maximum power point (MPP) is determined, the more opti-
mal the WECS is operated. Amongst MPPT algorithms, a hill-climb search (HCS)
algorithm is preferred because of its simplicity however it also has few drawbacks
such as the difficulty of selecting an appropriate step size, the premature convergence
phenomenon and the speed-efficiency trade-off. A cuckoo search (CS) algorithm is
proposed in this paper for finding out aMPPof aWECSdriven by a doubly-fed induc-
tion generator (DFIG) under various wind speeds which mostly overcomes the above
disadvantages. Then, the DFIG-WECS is controlled to track the MPP. This ensures
that the DFIG-WECS is always operated at MPPs regardless of various wind speeds.
It is realized that the proposed CS algorithm is also a population-based algorithm
inspired from the breeding behavior of cuckoos but it is quite simple, powerful and
especially requires less parameters to define optimal solutions than a genetic algo-
rithm (GA) and a particle swarm optimization (PSO) algorithm. Though numerical
results, the CS algorithm shows its effectiveness in finding out MPPs in the DFIG-
WECS. Furthermore, the obtained results using the CS algorithm are also compared
with those using the HCS and PSO algorithms. The comparison demonstrates that
the convergence value and speed of the CS algorithm are always better than those of
the HCS and PSO algorithms in the MPPT application in the DFIG-WECS.

Keywords Maximum power point tracking · Doubly-Fed induction generators ·
Wind energy conversion systems

D. C. Huynh (B) · K. H. Nguyen
Ho Chi Minh City University of Technology, Ho Chi Minh City, Vietnam
e-mail: duy.c.huynh@ieee.org

M. W. Dunnigan
Heriot-Watt University, Edinburgh, UK

© Springer Nature Singapore Pte Ltd. 2020
A. N. Kasruddin Nasir et al. (eds.), InECCE2019, Lecture Notes in Electrical
Engineering 632, https://doi.org/10.1007/978-981-15-2317-5_56

669

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-2317-5_56&domain=pdf
mailto:duy.c.huynh@ieee.org
https://doi.org/10.1007/978-981-15-2317-5_56


670 D. C. Huynh et al.

1 Introduction

In the world’s sustainable energy development strategy, the wind energy has been
attracting wide attention in research, utilization and development. It has low environ-
mental impact and is considered as one of the solutions for the significantly growing
energy demand. The WECS consists of the fixed and variable speed systems. It is
realized that the capture efficiency of the wind energy is improved, 20–30% in the
variable speed operationmode comparedwith that of the fixed speed operationmode.
Furthermore, in the variable speed systems, the DFIG is one of the wind generators
widely used because of its emerging technology.

With the aim of improving the extraction efficiency of the wind power, the MPPT
techniques almost have to be applied in the WECS. It is obvious that the optimal
generation power of the WECS mainly depends on the accuracy of defined MPPs.
There are several MPPT control approaches applied for the WECS such as tip speed
ratio (TSR), power signal feedback (PSF) and hill-climb search (HCS) approaches
[1].

The TSR approach is to obtain an optimal TSR where power generated is max-
imum through controlling the rotor speed of the wind generator. The technique
requires the values of the wind and turbine speeds which can affect the controlling
results if the measured speed signals are not precise.

The PSF approach is to maintain an optimized mechanical power of the wind
generator based on an optimal reference mechanical power of the wind turbine.
The simulations or off-line experiments are required to achieve a maximum power
curve for each wind turbine under various wind speeds where the optimal reference
mechanical powers are on. These result in a cost required.

The HCS approach is to search MPPs of the WECS showing its disadvantages in
detecting MPPs such as the difficulty of selecting an appropriate step size and the
premature convergence phenomenon when the wind speed is changed continuously;
and the speed-efficiency trade-off. Then, a HCS algorithm with an adaptive step size
was introduced to overcome one of the drawbacks but the convergence speed of the
adaptive HCS algorithm was obviously increased in the WECS [2].

On the other hand, there have been others such as a fuzzy logic controller (FLC)
[3, 4], an adaptive neural-network based fuzzy inference system (NN-FIS) [5]. Apart
from the FLC and NN-FIS, it is obvious that the overall cost and complexity were
increased in the WECS.

Bio-inspired algorithms have been recently developed and used as one of the
efficient techniques to solve optimization problems. These algorithms are based on a
population and simulate behaviors of each individual; however, they sometimes have
several disadvantages and difficulties relating to the convergence speed, requirement
of many algorithm parameters and implementation in real time which make them
inflexible and complicated.

Cuckoo search algorithm is a stochastic global search algorithm based on the
interesting breeding behaviors of cuckoos [6, 7]. It has been applied for several
problems in finding out the global optimal solutions [8, 9]; however, it seems that it
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has not been applied yet for searchingMPPs of theWECS. Additionally, it is obvious
that it is quite simple, powerful and requires less parameters to define the optimal
solutions than a GA and a PSO algorithm [8].

The CS algorithm is proposed for searching MPPs in the DFIG-WECS regardless
of various wind speeds. The MPP, corresponding to the optimal rotor speed and
the optimal output mechanical power in the DFIG-WECS is firstly defined by the
proposed CS algorithm at the certain wind speed. Then, the current rotor speed of the
wind turbine, which is also the current rotor speed of the DFIG, is controlled to track
the optimal rotor speed at the achieved MPP. This ensures that the DFIG-WECS is
always operated at MPPs under various wind speeds.

2 MPPT in DFIG-WECS

The output mechanical power of a wind turbine is given by [1]:

Pm = 1

2
× Cp × ρ × A × v3w (1)

where

Pm The output mechanical power of a wind turbine (W);
Cp The turbine power coefficient;
ρ The air density (kg/m3);
A The area swept by a turbine blade (m2);
vw The wind speed (m/s).

The turbine power coefficient is related to the blade tip speed ratio, λ and blade
pitch angle, β as follows [1]:

Cp(λ, β) = c1

(
c2 × 1

λw
− c3β − c4

)
e− c5

λw + c6λ (2)

1

λw
= 1

λ + 0.08β
− 0.035

1 + β3
(3)

where
c1, . . . , c6: the turbine coefficients, (c1 = 0.5176, c2 = 116, c3 = 0.4, c4 = 5, c5 =
21 and c6 = 0.0068).

The blade tip speed ratio of a wind turbine is as follows:

λ = Rωm

vw
(4)
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where

ωm = nr × 2π

60
(5)

R The rotor radius (m);
ωm The rotor speed (rad/s);
nr The rotor speed (rpm).

The air density and configuration parameters of the wind turbine are assumed
constant. Thus, the power extracted by thewind turbine depends on the turbine power
coefficient at a specificwind speed in (1). Consequently, the outputmechanical power
is optimal as the turbine power coefficient is optimal. Furthermore, the turbine power
coefficient is optimal as the rotor speed is optimal from (2)–(4) for a constant blade
pitch angle. This means that the rotor speed must be controlled to an optimal value
defined by (6), so that the DFIG-WECS is always operated at MPPs under various
wind speeds.

From (1)–(2) and (4)–(5), the optimal output mechanical power of a wind turbine
is:

Popt
m = 1

2
×

[
c1

(
c2 × 1

λw
− c3β − c4

)
e
− c5

λw + c6

(
Rnoptr

vw
× 2π

60

)]
× ρ × A × v3w (6)

The CS algorithm is proposed to define MPPs in the DFIG-WECS presented in
the next section.

3 CS Algorithm Based MPPT in DFIG-WECS

The CS algorithm is presented as a stochastic global search algorithm which is based
on the interesting breeding behaviors of cuckoos through the following principles
[6, 7].

Each cuckoo only lays one egg at a time and dumps its egg in the randomly chosen
nest, each egg is a solution.

The best nests with high quality of eggs will carry over to the next generation.
The availability of host nests is fixed and a probability, pa ∈ [0, 1] represents the

possibility of an alien egg to be discovered by host bird.
In the CS algorithm based MPPT application in the DFIG-WECS, the cuckoo

selects randomly the nest position to lay an egg which is a new rotor speed, nt+1ri
through the Lévy flight behavior [6–9].

nt+1
ri = ntri + α ⊕ Levy(γ ) (7)
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where

α > 0 The step size;
i The ith host nest, i = [1, . . . , k];
j The jth random nest, j = [1, . . . , k];
k The number of the host nest;
t The tth iteration;
G The number of maximum iteration;
⊕ The entry wise multiplications.

The Lévy flight behavior (7) is essentially the stochastic description for a random
walk which is a Markov chain. Its next location depends on the current location, ntri
and the transition probability, α ⊕ Levy(γ ).

The Lévy distribution is given by [6]:

Lévy(γ ) = t−γ , g ∈ (1, 3] (8)

The flowchart of the CS algorithm based MPPT application in the DFIG-WECS
is described as in Fig. 1.

4 Numerical Result

The DFIG-WECS with the CS algorithm based MPPT controller is represented as
in Fig. 2.

The CS algorithm is proposed to define the MPP in the DFIG-WECS correspond-
ing to the optimal rotor speed and optimal output mechanical power. In the rotor
side controller, the reference rotor speed is the optimal rotor speed obtained by the
proposed CS algorithm. Then, the rotor speed of the DFIG is controlled to track the
optimal rotor speed and the output mechanical power always certainly tracks the
optimal mechanical power regardless of various wind speeds.

Table 1 is the simulation parameters of the CS algorithm.
Figure 3 is the characteristics of the output mechanical power and rotor speed at

various wind speeds in the theoretical conditions. It is realized that there is always
the MPP corresponding to the optimal output mechanical power and optimal rotor
speed as in Fig. 3. The MPP1, MPP2, MPP3 MPP4, MPP5 and MPP6 are the MPPs
summarized as in Table 2.

Figure 4 is the wind speed assumed from 5 (m/s) to 9 (m/s).
Figures 5 and 6 are the numerical results of the optimal output mechanical power

and optimal rotor speed in the DFIG-WECS by applying the CS algorithm based
MPPT controller. It is shown that the output mechanical power has tracked theMPPs
regardless of the variations of the wind speed as in Fig. 5.

Table 3 is a comparison between the obtained numerical results by applying
the HCS, PSO and CS algorithms. The comparisons show that the optimal output
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Fig. 1 Flowchart of the CS
algorithm based MPPT
application in the
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mechanical powers always trackwell the theoretical optimal output mechanical pow-
ers under various wind speeds and the error percentages are always less than 3% by
using the CS algorithm based MPPT controller. Additionally, the achieved results
of applying the CS algorithm are always better than those of applying the HCS and
PSO algorithms as well.

Figures 7 and 8 are the convergence characteristics of the optimal output mechan-
ical power in the DFIG-WECS by applying the CS and PSO algorithms respectively
at the wind speed, vw = 5 (m/s). The convergence speed and value are 15th and 1730
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Fig. 2 DFIG-WECS with the CS algorithm based MPPT controller

Table 1 Parameters of the CS algorithm

Parameter Value

Number of host nest, N 10

Number of maximum iteration, G 100

Step size of Lévy flight, α 0.5

Possibility of alien egg, pa 0.6
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Fig. 3 Characteristics of the output mechanical power, Pm (W) and the rotor speed, nr (rpm) in the
DFIG-WECS at various wind speeds

(W) respectively by using the CS algorithm as in Fig. 7 whereas these values are
31st and 1597 (w) respectively by using the PSO algorithm as in Fig. 8. The PSO
algorithm has been obviously converged premature. This also mean that the result
has been stuck the local optimal solution.
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Table 2 MPPs at various wind speeds

Wind speed, vw (m/s) MPP Optimal rotor speed, noptr
(rpm)

Optimal output mechanical
power, Popt

m (W)

5 MPP1 600 1686

6 MPP2 730 2914

7 MPP3 845 4628

8 MPP4 965 6908

9 MPP5 1090 9835

10 MPP6 1185 13,480

Fig. 4 Wind speed
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Fig. 5 Optimal output
mechanical power applying
the CS algorithm
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These numerical results confirm that the CS algorithm is better than the PSO
algorithm in both of the convergence speed and value in the MPPT application in the
DFIG-WECS.
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Fig. 6 Optimal rotor speed applying the CS algorithm

Table 3 Optimal output mechanical power in the DFIG-WECS applying HCS, PSO and CS
algorithms

Time, t
(s)

Wind
speed,
vm
(m/s)

Theoretical HCS algorithm PSO algorithm CS algorithm

Pm (W) Pm
(W)

	Pm
(%)

Pm
(W)

	Pm
(%)

Pm (W) 	Pm
(%)

0–5 5 1686 1587 5.87 1597 5.28 1730 2.61

5–10 7 4628 4333 6.37 4352 5.96 4754 2.72

10–15 6 2914 2720 6.66 2736 6.11 2997 2.85

15–20 9 9835 9232 6.13 9280 5.64 10,097 2.66

20–25 8 6908 6434 6.86 6475 6.27 7114 2.98
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Fig. 7 Convergence characteristic of the optimal output mechanical power for the CS algorithm
based MPPT controller in the DFIG-WECS at the wind speed, vw = 5 (m/s)
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Fig. 8 Convergence characteristic of the optimal output mechanical power for the PSO algorithm
based MPPT controller in the DFIG-WECS at the wind speed, vw = 5 (m/s)

5 Conclusion

Anovel CS algorithm basedMPPT application has been proposed to define theMPPs
in the DFIG-WECS. The DFIG is controlled through the achieved MPPs by using
the CS algorithm to ensure that the DFIG-WECS is always operated at MPPs under
various wind speeds. The obtained results of using the CS algorithm validated the
proposal. Moreover, the solution with the CS algorithm is always better than the
solutions with the HCS and PSO algorithms in the MPPT control strategy in the
DFIG-WECS.

References

1. Munteanu I, Bratcu AI, Cutululis N, Ceanga E (2008) Optimal control of wind energy systems:
Towards a global approach. Spinger-Verlag, London

2. Ifte KA, UddinMN (2017)MPPT based efficiently controlled DFIG for wind energy conversion
system. In: IEEE international electric machines and drives conference, USA, pp 1–6

3. Bouchaib R, Mustapha E, Elhassane A (2019) Fuzzy logic control for wind energy conversion
system based on DFIG. In: International conference on wireless technologies, embedded and
intelligent systems, Morocco, pp 1–6

4. Guolian H, Zhou, J., Yu, Y., Jianhua, Z.: Variable universe fuzzy controller used in MPPT based
on DFIG wind energy conversion system. In: Chinese control and decision conference, China,
pp 5871–5875

5. Dilip B, Subhendu SS, Tripathi PM, Kalyan C (2018) Maximum power point tracking for
wind energy system by adaptive neural-network based fuzzy inference system. In: International
conference on recent advances in information technology, India, pp 1–6

6. Yang X, Deb S (2009) Cuckoo search via Lévy flights. In: World congestion on nature and
biologically inspired computing, India, pp 210–214

7. Yang XS (2008) Nature-inspired meta-heuristic algorithm. Luniver Press, UK



Development of Maximum Power Point Tracking for Doubly-Fed … 679

8. Huynh DC, Nair N (2015) Economic dispatch integrating wind power generation farms using
cuckoo search algorithm. In: IEEE conference on innovative smart grid technologies, Thailand,
pp 1–6

9. Huynh DC, Nair N (2015) Chaos PSO algorithm based economic dispatch of hybrid power
systems including solar and wind energy sources. In: IEEE conference on innovative smart grid
technologies, Thailand, pp 7–12



Development of PV Module Power
Degradation Analyzer

Mohd Shawal Jadin, Muhammad Aiman Ibrahim and Norizam Sulaiman

Abstract The aim of this paper is to design and develop a system that can ana-
lyze the performance degradation of a PV module based on real operating condition
(ROC). In this research, the system will capture voltage and current under the real
operating condition in order to get the Standard Test Condition (STC) parameters.
Then this system will calculate the power degradation of the tested PV module. The
experiment showed that the proposed system can estimate the PV module perfor-
mance degradation by up to 90% accuracy. The system has been designed so that it
can be a portable device which can be easily taken everywhere at any time.

Keywords Solar module · Standard test condition · Power degradation

1 Introduction

Solar energy comes from the direct conversion of sunlight into electricity [1–4]. It is
important to understand the characteristics of particular PV modules under different
light conditions in order to determine the performance of a panel or an array of panels
[5, 6]. The problem that most people encounter in order to measure solar energy is
that the photovoltaic (PV) analyzer cost that is too expensive. In order to measure
the performance parameters of the solar panel, many monitoring systems have been
designed [7]. This project is developed in order to measure solar energy of a PV
module. The design of this project involves a low-cost component so that it can be
exposed as most people cannot afford a PV analyzer that is too expensive. Another
problem that most people encounter is to get the accurate reading of solar energy of
a PV module. This project tends to minimize the measurement error as minimum as
possible so that the accuracy will be high.

Usually, when people need to know the STC parameters of a PV module, they
need to do manual calculations. There is no device that can extract directly the STC
parameters of a PV module. First, they need to get the ROC parameters of their PV

M. S. Jadin (B) ·M. A. Ibrahim · N. Sulaiman
Faculty of Electrical and Electronic Engineering, Universiti Malaysia Pahang (UMP), 26600
Pekan, Pahang, Malaysia
e-mail: mohdshawal@ump.edu.my

© Springer Nature Singapore Pte Ltd. 2020
A. N. Kasruddin Nasir et al. (eds.), InECCE2019, Lecture Notes in Electrical
Engineering 632, https://doi.org/10.1007/978-981-15-2317-5_57

681

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-2317-5_57&domain=pdf
mailto:mohdshawal@ump.edu.my
https://doi.org/10.1007/978-981-15-2317-5_57


682 M. S. Jadin et al.

module. Then they need to calculate manually the STC parameters. Apart from that,
there is no device that can determine the degradation of a PV module. This research
basically focused on themethod to extract PVmodule parameters such as voltage and
current under the real operating condition and reverse calculation to get the Standard
Test Condition (STC) parameters. When the STC parameters are collected, then this
system will generate the power degradation of the PV module from time to time.

2 Literature Review

2.1 PV Module’s Parameters

There are two types of PVmodule’s parameters. The first one is ROC parameters and
the second one is STC parameters. The ROC parameters are obtained when tested the
PV module on a normal cell temperature, normal solar irradiance and normal solar
spectrum (air mass). Irradiance is the rate of solar radiation falling on a given area at
a moment in time. It can be daily, monthly and annually. The STC parameters of a PV
module are set at 25 °C of the cell temperature, 1000 Wm−2 of the solar irradiance
and 1.5 of the air mass. Normally in a datasheet of a PV module, the manufacturer
will give the STC parameters of that PV module as well as the Nominal Operating
Cell Temperature (NOCT).

The PV module’s parameters or specification that is normally given by the man-
ufacturer are maximum power, maximum voltage, maximum current, short-circuit
current and open circuit voltage. Apart from that, the manufacturer will also give
the value of the PV module’s temperature coefficient. The temperature coefficient
usually consists of open-circuit voltage temperature coefficient, short-circuit cur-
rent temperature coefficient and maximum power temperature coefficient. However,
there are few manufacturers that did not give the temperature coefficient informa-
tion on the datasheet. The temperature coefficient is very important in order to do
a reverse calculation to find STC parameters. If the manufacturer did not give the
value of the temperature coefficient, then the default temperature coefficients must
be used in order to calculate the STC parameters of our PV module. Default temper-
ature coefficients depend on the type of our PV module which are −0.45%/°C for a
monocrystalline while −0.5%/°C for the polycrystalline module.

After several years, the PV module’s output or performances will not be the same
as in the first year it was produced. For example, a 10 years old PV module, we
will not get the maximum power as provided in the datasheet although it was tested
at STC. This is because it has degraded. There are several factors that cause the
degradation of a PV module. The obvious one is ageing. The older the PV module,
the more it will degrade. It also depends on the type of material of that PV module,
solar radiation intensity, cell temperature, cloud and shading effect, dust, PVmodule
orientation, weather and geographical location. These factors are important to be
considered if deal with a PV module or solar system.
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2.2 Recent Studies

Several recent studies [1–9] have suggested that the important parameters of a PV
module that need to be focused on are the open-circuit voltage, short-circuit current,
temperature, power, irradiance and light intensity. These parameters are very impor-
tant in the solar system because by obtaining this, the STC parameters of the PV
module obtained and the power degradation of the PV module can be determined.
Study in [10] has claimed that solar irradiance is very important in the solar system.
That is why they design reliable and inexpensive solar irradiance measurement sys-
tem. There are many commercialize devices in order to determine solar irradiance.
One of the devices is solarimeter. For them, in order to determine the solar irradiance,
they have some methods. In order to determine the irradiance, PV cells are series
coupled and directly connected with a shunt resistor useful for sampling the voltage
generated by the sunlight. The time-dependent analogue signal is directly dependent
on the intensity of sunlight and is the input of the following digital sensor interface.
This paper presented an innovative low-cost sensor and algorithm for the monitoring
andmeasuring the solar irradiance. However, the result is slightly different compared
to commercial pyranometer.

Authors in [11] have conducted a study of actual optical and thermal performance
of PV-Modules. The actual efficiency of PV generators is often lower than predicted.
It is caused by an underestimation of reflection losses and solar cell temperature.
They have conducted an investigation by simulation and some verifying experi-
ments. The parameters they have obtained are electrical and thermal. The results that
they obtained are the model and the simulation program developed to allow them
to predict optical and thermal performance under realistic operating conditions and
they are promising tools for evaluating PV power plants with the aim of increasing
efficiency. In [12], the paper has suggested that it is very important to determine the
PV performances after a long period of time. The method they used is the power
output ratio between Pmax and minimum Pmax at STC and compared with the present
output power which is the Pmax corrected value at STC. They measured the power
output of selected samples from different lots of modules to get the average of the
results. The results they obtained are the crystallinemodules degraded sharply violat-
ing the warrantee boundaries, however, a-Si modules showed excellent performance
over the period of operation. From the I–V curve, it showed a very high percentage
of degradation in Pmax (58%, 37%) and field factor, FF (42%, 24%).

Study in [13] has conducted an experimental investigation of optimumwind speed
for material dependent temperature loss compensation in PV modules. The method
they used is the experimental setup consisting of 2 PV modules of the same power
and size. To control the artificial irradiance, halogen lamps are connected through the
regulated switch. The fan is connected to behind the module to create artificial wind.
The output module is connected to the measuring unit. From this experiment, they
concluded that wind cooling decreases the module temperature which improves the
electrical efficiency of the PV module but after a certain wind speed, the efficiency
becomes constant. Wind speed is directly proportional to electrical efficiency [14].
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Study in [15] has conducted a study on power degradation and performance eval-
uation of PV modules after 31 years of work. The method that they used are outdoor
measurements were carried outside on a clear sunny day. There are various tempera-
tures and various irradiance densities they obtained. They used I–V tracer and power
measurements instrument marked as PVP1000C. Apart from that, Phox sensor is
attached at top of the model. By this experiment, they obtained current, voltage and
maximum power. The results that they obtained is the lifetime for crystalline PV
modules can be extended to forty years or more. There is a degrade of 2 PV modules
that were recorded about 13.86% degrade.

3 Methodology

3.1 Overview

Generally, this system is developed to extract the current at STC parameter of a
PV module. This is because the STC parameters of a PV module tend to slightly
degrade from time to time. The parameters include open circuit voltage, Voc, short
circuit current, Isc and cell temperature. First and foremost, the system will capture
the parameters like Voc and Isc under real operating condition (ROC). Next, by using
the formula of STC parameters, the system will calculate the STC parameters of a
PV module with the help of user’s input which is the temperature coefficient. This is
because the STC parameters of a PV module cannot be calculated without knowing
the temperature coefficient. After calculating the current STC parameters of a PV
module, the system will generate the percentage of degradation of a PV module by
comparing the current STC parameters with the STC parameters that are provided
by the manufacturer.

3.2 System Design

The voltage will be measured using a voltage divider circuit. In this case, the value
of R1 and R2 are 10 k� and 1 k�, respectively. For example, if the value of the
voltage source is 40.0 V, then by using the voltage divider formula and taking these
values of R1 and R2 then the output voltage will be 3.64 V. 3.64 V is still in the
voltage range that Arduino ADC pin can receive. The current will be measured using
the ACS712 current sensor. ACS712 can measure current up to 30 A. The ambient
temperature will be measured using LM35 current sensor. Initially, the user needs to
insert the value of the temperature coefficient in order to calculate the PV module
current STC parameters and power degradation. Current, temperature and voltage as
the ADC input of the Arduino Board and the output will be displayed at the LCD
screen. Figure 1 shows the block diagram of this system.
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Fig. 1 Block diagram of this project

Figure 2 shows the flowchart of the proposed system. For the ambient tempera-
ture, the LM35 temperature sensor was chosen. LM35 is a precise integrated circuit
temperature device with an output voltage directly proportional to the Centigrade
temperature. The LM53 device has the benefit over linear temperature sensors cal-
ibrated in Kelvin, as the user is not required to minus a big constant voltage from
the output to obtain convenient Centigrade scaling. This device does not need any
external calibration or trimming to provide typical accuracy of plus-minus 0.25 °C
at room temperature and plus-minus 0.75 °C over a full −55 to 150 °C range of
temperature.

In order to get the real value of the Pmax_roc, it needs to be multiplied by the
ratio between the standard solar irradiant and the measured irradiance. Therefore,
the actual output power at STC of the PV module can be formulated as:

Pmax_roc_real = Gratio × Pmax_roc (1)

where the Gratio is the ratio between solar irradiance at STC and the irradiance at
ROC. Meanwhile, the approximate measured Pmp_stc_meas can be derived as follows:

Pmp_stc_meas = Pmax_roc_real[
1+ {

γPmp × (TSTC − 25)
}] (2)

Finally, the percentage of PV module power degradation can be calculated as

Percentage of power degradation (%) = Pmp_stc − Pmp_stc_meas

Pmp_stc
× 100% (3)

where Pmp_stc is the original power at STC as stated in the datasheet.
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Fig. 2 Flowchart of this system

4 Result and Discussion

4.1 Comparison with I–V Tracer

The overall result such as open-circuit voltage, short-circuit current and maximum
power of this systemwere compared to the commercialize I–V tracer. As can be seen
in Fig. 3, there is a slight difference between results obtained by using I–V tracer
and by using this system because of the accuracy factor of the sensors used in this
system. There are some losses at the voltage sensor and the current sensor. Figures 3
and 4 show the comparison between this system’s output and commercialize I–V
tracer’s output in term of voltage and current respectively.
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Fig. 3 Comparison of voltage reading obtained by this system and I–V tracer

Fig. 4 Comparison of current reading obtained by this system and I–V tracer

4.2 Degradation Calculation

For the percentage of the PV module power degradation, one random PV module
was selected. In this case, an 80 W PV module was tested. This PV module is a
one-year-old PV module. The STC parameter that can be obtained from this PV
module datasheet is the maximum power which is 80 W. However, the value of the
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Table 1 Parameters of the
tested PV module

Solar irradiance 335 Wm−2

Vmax_roc 16.01 V

Imax_roc 1.32 A

Pmax_roc 21.32 W

Cell temperature 60 °C

Table 2 Datasheet of the
tested PV module at STC

Pmax 100 W

Vmp 18.59 V

Imp 5.38 A

Voc 22.42 V

Isc 5.76 A

Tolerance ±3%

temperature coefficient was not given. But it is not a problem because the default
temperature coefficient will be used. Since this PV module is monocrystalline type,
so the value of the temperature coefficient will be −0.45%/°C.

Since the solar irradiance at that time was only 335Wm−2, so some ratio calcula-
tion needs to be done because in order to know the real value of the STC parameters
which is at 1000 Wm−2 value of the solar irradiance. Table 1 shows the parameters
of the tested PVModule. These parameters are used in the calculation of the Pmp_stc.
Meanwhile, the STC parameters of the PV modules presented in Table 2.

Based on the experiment, the obtained parameters as provided in Table 1, the
calculated solar irradiance data for this particular example gives approximately 3.
Therefore, it is found that the tested PV module yielded the ROC power about 64 W
of the power output. Using Eq. (2), the power output at STCof the PVmodule is about
75.96 W. Since the original power output at STC of the module is 80 W, therefore,
the performance degradation can be calculated a using Eq. (3) to give about 5.04%.
Figure 5 shows the prototype of the developed system.

5 Conclusion

In conclusion, the using of PV module or solar energy is very interesting and will
give us a lot of benefits. However, it is very important for us to know and understand
the parameters of our PVmodules. This is because by knowing these parameters, the
factors that affect the PV module performances can be examined. The ROC param-
eters of our PV module can be obtained instantaneously. ROC and STC parameters
must be obtained in order to determine the percentage of our PV module’s power
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Fig. 5 The final prototype
of the proposed system

degradation. Apart from that, it is also very important to study the factors that affect
the PV module’s performance such as solar irradiance, cell temperature, shading
effect etc.
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Direct Power Control Method
of Maximum Power Point Tracking
(MPPT) Algorithm for Pico-Hydrokinetic
River Energy Conversion System

W. I. Ibrahim , M. R. Mohamed and R. M. T. R. Ismail

Abstract In this paper, a design of maximum power point tracking (MPPT) algo-
rithm for the pico-hydrokinetic system in river application has been proposed. The
design topology consists of the permanent magnet synchronous generator (PMSG), a
three-phase bridge rectifier and aDC boost converter. The proposedMPPT algorithm
is a combination ofmodified hill-climbing search algorithm (MHCS)with the current
PI-controller. The MPPT concept is based on measuring the rectifier output voltage
and current respectively to produce the reference current (IMPP). The PI-controller
has been used to tune the error signal between IMPP and actual inductance current (Idc)
to provide the duty-cycle of the boost converter. A comparison is performed between
the fixed step HCS and the proposed MPPT to investigate the performance of the
algorithm. The results show the proposed algorithm able to harness the maximum
power with 96.32% efficiency.

Keywords MPPT · Hill climbing search algorithm · Hydrokinetic

1 Introduction

The use of renewable energy as a clean and sustainable energy resource is rapidly
increasing every year and expected to keep growing worldwide. This is due to the
exhaustion of fossil fuels and the environmental concern such as the emission of CO2

and greenhouse effect [1]. Instead of solar PV, wind energy, biomass and geothermal,
the pico-hydrokinetics also has been explored for future energy resources.

The pico-hydrokinetic system has many advantages such as the system generate
the electricitywithout requires anydamor other structures andgiveminimal impacted
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to the environment [2]. This type of energy harnessing can be applied at the rivers,
man-made waterway and other flowing facilities with an optimal water velocity [3].

The maximum power point tracking (MPPT) algorithm can be implemented to
the pico-hydrokinetic system to extract more power by keeping the optimum steady
voltage across the load. In addition, the fluctuation of water velocity in a river is
a challenging issue especially to design the control system that able to harness the
maximum output power with high efficiency.

TheMPPT algorithm from the wind energy conversion system (WECS) and solar
PV has been adopted in this study to be implemented in the pico-hydrokinetic system.
This is due to the concepts of operation, electrical hardware and variable speed
generator are similar to WECS [4]. Therefore, the MPPT algorithm from WECS is
the primary reference for details research in this field.

The MPPT algorithm can be categorised into three groups in general, an indi-
rect power control (IPC), a direct power control (DPC) and soft-computing method
(SCM) as shown in Fig. 1. The IPC MPPT is based on maximising the mechanical
power (Pm) while DPC MPPT algorithm directly maximised the output power (Po)
[5].

The IPC based MPPT algorithm such as the tip speed ratio (TSR) and optimal
torque (OT) are commonly used for large wind turbine system. The system algorithm
requires the sensor to measure the wind speed and both rotational speed of turbine
and generator. In [6] the quantum neural network (QNN) has been used as a controller
to enhance the efficiency of TSR and OT MPPT method in the WECS.

The DPC MPPT algorithm is suitable for small scale wind turbine system. This
algorithm is also a sensorless method and not required turbine parameters knowledge
in designing the control algorithm. Hence, this type of algorithm is more reliable
and less complex with a lower cost [7]. The perturb and observe (P&O) and also
known as hill-climbing search (HCS) are broadly used because of the flexible and

Fig. 1 The MPPT algorithm classification
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straightforward algorithm [8]. In [9], the variable-step HCS has been proposed to
solve the wrong direction tracking of conventional HCS algorithm.

Several MPPT algorithms using soft computing method have been proposed in
[10–13]. The methods are promising with higher efficiency and excellent perfor-
mance under varying wind speed conditions. However, the algorithm is very sophis-
ticated and the convergences speed is low due to the quantity of iteration and training
knowledge in the programming. In reference [14] the online step and offline step
are required to train the different set of neural network parameters for the optimal
neural network controller. Hence, the trained neural network can quickly map the
relationship between input and output data.

In this paper, direct power control based MPPT algorithm for the pico-
hydrokinetic system has been designed to harness the maximum power in the varia-
tion of water. The design topology consists of PMSG, uncontrolled rectifier and DC
boost converter as a control circuit. Themodified hill-climbing search algorithmwith
the current PI controller has been proposed to enhance the capturing of maximum
output power and efficiency of the system.

2 Pico-Hydrokinetic System Configuration

Figure 2 shows the circuit topology of the pico-hydrokinetic system used in this
studied. The water turbine is directly coupled to the permanent magnet synchronous
generator (PMSG). A three-phase uncontrolled rectifier is used to rectify the genera-
tor output voltage. TheDCBoost converter is used to perform theMPPT operation by
controlling the IGBT switching. By using this circuit topology, the system required
only one active power switch. This method will reduce the cost and simplified the
control of the hydrokinetic system. Also, the resistance (R) is directly connected to
the output of the boost converter as a load to consume the energy of the system.
However, this topology can be substituted by the power inverter for a grid-connected
and stand-alone operation.

2.1 Turbine Model

Water velocity is an input of the pico-hydrokinetic while the output is the mechanical
power (Pm) and torque developed (Tm) to drive the generator shaft. The amount of
power that could be harnessing in the river is given by

Pm = 1

2
ρAV 3Cp (1)

where, ρ is water density (1000 kg/m3), A is the cross-sectional area of the turbine
(m2), V is the water current velocity (m/s) and Cp is the power coefficient of the
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Fig. 2 Circuit topology understudied

turbine. The pitch angle (β) is fixed for the water turbine. Hence, the Cp is merely a
function of the tip speed ratio (λ) which is the ratio of the linear speed of the blade
to the water current velocity.

TSR(λ) = ωR

V
(2)

where, the ω is the rotational speed of the turbine and R is the turbine radius. The
turbine characteristic indicates that there is one specific TSR value which turbines
are working at the most efficient operating point. Thus, the TSR value should be kept
at an optimal operating point for all water current velocity to achieve the maximum
energy harnessing.

The turbines power coefficient (Cp) is determined by the TSR, shape and radius
of the turbines [15]. The relationship between Cp and TSR used in this paper is
expressed as;

CP(λ) = −0.022λ6 + 0.04λ5 − 0.26λ4

+ 0.72λ3 − 0.77λ2 + 0.27λ − 0.011 (3)

The turbine mechanical torque (Tm) can be given by;
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Fig. 3 Pico-hydrokinetic turbine model

Tm = Pm

ωm
(4)

where Pm is the mechanical power and ωm is the turbine rotational speed. Figure 3
shows the modelling of the hydrokinetic turbine based on the derivation of Eqs. (1)–
(4). It is observed that the power produced by the turbine depends on the value of the
water density (ρ), the swept area (A), power coefficient (Cp) and input water velocity
(V ).

2.2 Analysis of PMSG and Rectifier

The PMSGhas been used to convert the turbine rotational speed into electrical power.
The back electromotive force (E) of the PMSG with constant flux is given by,

E = kωm (5)

where K is a constant coefficient and ωm is the generator rotor speed (rad/s). The
terminal phase voltage in a balanced steady state is given by

Vs = E − Is(Rs + jωeLs) (6)

where Is, Rs and Ls is the stator current, stator resistance, and stator inductance
respectively. Whereas, ωe is the electrical frequency. The relationship between the
electrical frequency (ωe) and the mechanical frequency (ωm) is given by;

ωe = pωm (7)
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where p is the number of PMSG poles. The function of the bridge rectifier to convert
the generated AC voltage from PMSG to a DC voltage. The relationship between the
DC Voltage (VDC) and a phase AC voltage of PMSG (Vs) can be expressed as;

VDC = 3
√
6

π
VS (8)

The approximate relationship betweenVDC andωm can be expressed from (5)–(8)
[16]

VDC ≈ ωm (9)

The considering the output power conversion from PMSG into DC power through
the rectification process is at unity power factor with no losses, the output power (Pg)
can be expressed as [17];

Pg = 3VsIs = VDCIDC (10)

2.3 Design of DC Boost Converter

The DC Boost converter is commonly used because of the high efficiency in power
transfer. However, the energy can be transfer when the output stage voltage is higher
than the input voltage [18]. The output voltage of the boost converter can be controlled
by varying the duty cycle. Figure 4 shows the equivalent circuit of the DC boost
converter with insulated gate bipolar switch (IGBT) used as a power switch (S). By
varying the duty cycle (D), the load seen by the generator will be changing. Thus,
the output voltage and rotational rotor speed will be adjusted accordingly [19].

The ratio between the output voltage (Vout) to the input voltage VDC is given by;

Vout

VDC
= 1

1 − D
(11)

where, D is the duty cycle and VDC is the output voltage from rectifier or input
voltage to boost converter.

In continuous conduction mode (CCM) operation, the value of inductor and
capacitor can be given;

L = VDCD

2�ILfs
(12)

where �IL is the desired inductor current peak ripple and fs is the boost converter
switching frequency. The value of the capacitor (C) can be determined by:
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Fig. 4 DC boost converter
equivalent circuit

Table 1 The parameter of
the boost converter

Parameter Values

Input capacitor, Cin (μF) 100

Output capacitor, Cout (μF) 245

Inductance, L (mH) 1.85

Load resistance RLoad (�) 10.0

Switching frequency, fs (kHz) 20

C = VoutD

2�voRfs
(13)

where �vo is the output voltage peak ripple and R is the resistance load. Table 1
shows the parameter design of boost converter used in this studied.

3 MPPT Control Algorithm

3.1 Hill-Climbing Search Algorithm

Hill-climbing search (HCS) algorithmwill locate the local maximum point by climb-
ing the curve by adding the fixed step size (�S). The HCS algorithm is based on
perturb and observe (P&O) concept that used to climb the power curve of the tur-
bine. The algorithmwill monitor any changes in the output power and rotational rotor
speed with respect to water velocity. The maximum power PMPP can be generated
from the PMSG when the variation of power over the variation of rotor speed equal
to zero as shown in Fig. 5.

The flow-chart of HCS MPPT algorithm was shown in Fig. 6. In this approach, if
the operating point is at the left region of the peak point (PMPP), the controller must
move it to the right by climbing the curve to the nearest peak point. The step size
(�S) must be added and the generator must increase the speed to achieve the PMPP.
In another side, if the operating point is in the right region of the peak point (PMPP),
the controller must move to the left by reducing the step size (�S). Therefore, the
generator must reduce the speed to achieve the PMPP.
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Fig. 5 HCS Concept based on the regulation of the duty cycle

Fig. 6 HCS MPPT algorithm

3.2 Proposes Modify Hill-Climbing Search with PI Current
Controller

The modified HCS algorithmwill improve the fixed step HCS algorithm by reducing
the oscillation at the steady-state condition. The simpler way to modify the algorithm
is by changing the step-size (�I) as shown in Fig. 7. The�I is multiple by a constant
value in ordered to provide the very responsive algorithm with maximum energy
harnessing.

The following step describes the modified HCS algorithm with PI controller

Step 1: Measure the VDC and IDC
Step 2: Calculate the power and change in electrical power �P
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Fig. 7 Modified hill climbing search algorithm

Step 3: Calculate the change in electrical voltage �V
Step 4: Determine the direction of the perturbation and observe the optimal operating
condition
Step 5: Increment or decrement the IMPP and step size (�I) according to the formula
as given;

IMPP = IMPP(n−1) ± �I (14)

If the operating point at the left of PMPP, increase the (�I) bymultiple by 1.Otherwise,
reduce the step size by multiple by 2.
Step 6: Updated the next actual value of P, V and IMPP for the next sample time.
Step 7: Calculate the error between IMPP and Idc and fed into PI-Controller.

The comparison between the actual current (IDC) and reference current (IMPP) to
produce an error signal as shown in Fig. 8. Then, the error signal is fed into the
PI- controller for the tuning process. The output signal is compared to the repetitive
triangular frequency waveform to generate the PWM for switching the DC Boost
converter.

Fig. 8 PI-controller block
diagram
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4 Results and Discussion

The Matlab/Simulink environment is used to perform the simulation study of the
pico-hydrokinetic system in the river. Two performance indicators for the MPPT
algorithm has been investigated in this study. First is the tracking ability of the
algorithm and the second is the ability to capture the maximum output power at the
fluctuation of water. Figure 9 shows the complete system of the pico-hydrokinetic
system with MHCS-PI controller.

The input water velocity is varied from 0.5 to 2.0 ms−1 as shown in Fig. 10 to
investigate the tracking ability of the MPPT techniques.

Figure 11 shows the tracking ability of both algorithms. As can be seen both
algorithm able to track the variation of the input water velocity for optimal energy
harnessing. Also, theModified HCS-PI algorithm able to harness more output power
than the HCS algorithm even at the fluctuation of water.

Fig. 9 The pico-hydrokinetic system with MPPT algorithm
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Fig. 10 The input water velocity
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Fig. 11. The output powers
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Table 2 The comparison output power and efficiency of the MPPT algorithm

Water velocity (m/s) Theoretical (W) Output power (W) Efficiency (%)

HCS MHCS + PI HCS MHCS + PI

0.4 46.08 37.3 43.7 81.0 94.8

0.8 368.64 299.2 353.4 81.1 95.8

1.2 1244.16 1016.0 1201.0 81.6 96.5

1.6 2949.12 2421.0 2862.0 82.0 97.0

2.0 5760.00 4756.0 5617.0 82.6 97.5

Table 2 shows the performance comparison of HCS and MHCS-PI algorithm
base MPPT controller. Both algorithms have been tested at fixed water velocity
starting from 0.4 ms−1 up to 2.0 ms−1 to investigate total power generated and
the efficiency of the algorithm. As can be seen, the MHCS-PI algorithm shows
outstanding performance compared to the HCS algorithm. The MHCS-PI algorithm
can harness the maximum power between 43.7 and 5617 W with average efficiency
at 96.32%. However, the HCS algorithm only gains 81.66% efficiency with output
power between 37.34 and 4756 W.

5 Conclusion

In this paper, the design topology for the pico-hydrokinetic system is presented. The
proposed design consists of PMSG, uncontrolled rectifier, and DC boost converter.
TheHCSandMHCS-PI algorithmhas been simulated to track themaximumpower in
differentwater velocity. The advantages of the proposed systemhave not required any
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sensors tomeasure thewater velocity andoperation of variable speedPMSG.Besides,
the knowledge of turbines parameters and characteristics also not essentials in the
proposed design. The results show that the pico-hydrokinetic system can harness
between 43.7 and 5617 W with 96.32% efficiency by MHCS-PI algorithm.
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Load Estimation of Single-Phase Diode
Bridge Rectifier Using Kalman Filter

Nor Syuhaida Othman and Hamzah Ahmad

Abstract These daysmost electronic loads are nonlinear. Electronic equipment such
as audio devices, personal computers and electronic ballasts for discharge lamps are
the example of nonlinear loads. These electronic loads are works in DC voltage.
As the energy distribution system is performed in AC voltage, the AC voltage need
to change into DC voltage. The single-phase rectifier performed the conversion of
AC voltage to DC voltage in low power applications. The main drawback of these
rectifiers is that they generate significant harmonic distortion. Components aging,
power system efficiency lessen and excessive heat of equipments are the effects of
harmonics in power system. Thus, the self-resonance, non-dielectric and hysteresis
existed in the power system affected system designer to choose the passive com-
ponents for the simulation. This paper portrays the study and development of an
estimation method for the values of the electrical parts in the majority of the elec-
tronic equipment accessible in the market. It is conceivable to identify the values of
equivalent capacitance, resistance and inductance that associated with the rectifier
through this method. Simulation results validate the better accuracy of the proposed
method when contrasted to the measurement-based method. The proposed method
using Kalman filter to this rectifier topology enabled the expansion for future works
to think about their harmonic effect on the power quality (PQ) of power distribution
systems.

Keywords Kalman filter · Parameter estimation · Single-phase rectifier

1 Introduction

Electronic devices parts such as (resistance, inductors, capacitors, etc.) [1], and
devices dealing with them like motors [2], work with wide-signals described by
high harmonic content. Therefore, the self-resonance, non-dielectric and hysteresis
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existed in the power system and effected system designer to choose the passive com-
ponents for the simulation. Electrical models and equivalent systems typically used
by the designers. This reality prompted the requirement for building up a particular
research towards the modeling of these loads. The behavior of resistive, inductive
and capacitive passive component represented by models made up by time-invariant
components respectively. There are a few papers managing the point estimation of R,
L and C parameters [3–7]. Souza and Ribeiro in their work exhibited [3] an answer in
time-domain for parameters estimation in single-stage electronic non-straight loads.
Hence, a complementary proposal of modeling was created to expand the analysis
to loads with different nonlinearities.

The study performed in [4] introduces a measurement-based method to estimate
R, L and C in the equivalent circuit. The authors recommended that the R, L and
C parameters could be gotten once a current waveform under different voltage is
measured. Then, the equivalent circuit was used to perform the harmonic simulation
studies under other voltage conditions. In [5], the authors was analyzed a parameter
estimation of the rectifier and introduces a non-linear least-square procedure. The rec-
tifier model relies upon the standardized parameters called invariants. Additionally,
in [6], the frequency-domain model developed by [8] analyzed the capacitive char-
acteristics of single-phase diode bridge converter based loads. This is because, the
effect of circuit parameters and supply voltage on the load fundamental characteristic
not examined in detail yet.

Gautam and Majumdar, in their work [7], presents parameter estimation of a
single-phase rectifier using extendedKalman filter (EKF). EKF is used for estimation
reason in different applications [9, 10]. Linearized model of the nonlinear system
was used to implement Kalman filtering. Besides, EKF was designed to estimate
the states of a nonlinear system as it is one of the most popular modifications of the
KF. In a linear system, Kalman filter was established in order to estimate parameter
[11]. Since this paper deals with linear systems, the Kalman filter-based parameter
estimation is proposed. Then, the simulation results verify the better accuracy of
the proposed method as compared to the measurement-based method [4]. Still, the
proposed method using Kalman filter to this rectifier topology allowed the extension
for futureworks to dealwith their harmonic that affected power quality (PQ) of power
distribution systems. This paper is arranged as follows. Section 2 introduces Kalman
filter method based on RLC estimation. The theoretical analysis was developed in
Sect. 3. Section 4 introduces simulation results and analysis. Finally, Sect. 5 presents
conclusions.

2 Kalman Filter Method-Based on RC Estimation

The full-wave rectifier equivalent circuit model is presented in Fig. 1. An inductor,
L in this equivalent circuit is contracted to lessen the electromagnetic interference
(EMI). Besides, the capacitor, C is incorporated to smooth the dc voltage while
equivalent resistance, R representing the supplied load. The values of R, L, and C
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Fig. 1 Single-phase diode-bridge rectifier equivalent circuit

need to be known for simulating, modeling, or analyzing the circuit behaviors on
different equipment. This is because they are dependent on the type of load. Figure 2
shows the dc and ac voltage and ac current waveforms for a measured single-phase
diode-bridge rectifier-based load (in this case, the load is a PC). Figure 2 presents
common waveforms for this nonlinear load as an illustration.

Fig. 2 Input voltage, input current and output voltage waveforms for a single-phase diode bridge
rectifier-based [3]
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2.1 Kalman Filter

In 1960, Rudolf E. Kálmán invented a state estimation technique [12]. The Kalman
filter is the efficient iterative filter that involves two major steps which is prediction
and updation. The process model of Kalman filter for a linear system is presented as,

Xk = AXk−1 + BUk +WK (1)

Zk = HXk + Vk (2)

where Xk is the estimation value of X, Xk − 1 is the estimate value on the previous
state, Uk is the control input, Wk and Vk is noise covariance matrix, A, B and C will
be numerical constant. Prediction (time update) is the stage to estimate priori esti-
mation of state and its error covariance matrix, where Pk is the prior error covariance.
Hence, the measurement update equations used that prior value. While Correction
(measurement update) is the second stage of Kalman filter algorithm to provide cor-
rection based on the measurement Zk in order to yield the posteriori state estimate
and its error covariance, where Kk is the Kalman gain. The stages of Kalman filter
algorithm are listed as follows:

• Prediction (time update):

Xk = AKk−1 + BUk (3)

Pk = APk−1A
T + Q (4)

• Correction (measurement update):

Kk = PkH
T (HPkH

T + R)
−1

(5)

Xk = Xk + Kk(Zk − HXk) (6)

Pk = (1− KkH)Pk (7)

Figure 3 shows thegeneralmodel ofKalmanfilter. The initial setup to themodeling
of Kalman filter is to design the general model above. Hence, the process model and
Kalman filter model included by using Eq. (1) until Eq. (7) accordingly.
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Fig. 3 General model of Kalman filter

3 Theoretical Analysis

Single phase rectifier has been used inmany applications such as variable speedmotor
drive [13, 14], split capacitor full bridge rectifier [15], and single phase full-bridge
resonant circuit [16]. The frequently applied topology is the full-bridge rectifier that
used a bulky capacitor as output filter. Figure 1 shows the structure composed the
input stage of switching mode power supplies. The analysis of these rectification
topologies presented a study that to identify the values of the components on Fig. 1:
the equivalent capacitor C and the equivalent resistor R. Figure 1 shows single-phase
full wave rectifier circuit. The input voltage is Vac. The circuit consists of inductor L
and resistor Rs. The capacitor C is used at the output, which is in parallel with the load
resistanceR. Iac andVdc are the input current and output voltage respectively. Remark
that the diode used is ideal diode, thus, there is no voltage drop at the component.
The circuit equations of rectifier have been obtained using Kirchhoff’s voltage and
current laws. They are:

Iac(t) = C
d

dt
Vdc(t) + Vdc(t)

R
(8)

Vac(t) = Rs Iac(t) + L
d

dt
Iac(t) + Vdc(t) (9)

Representing (8) and (9) in terms of state equations, d
dtX = AX + BU where,

X =
[
Iac(t)
Vdc(t)

]
(10)

A =
[ −Rs

L
−1
L

1
C

−1
CR

]
(11)

B =
[ 1

L
0

]
(12)
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Fig. 4 Kalman filter model for output voltage single-phase diode bridge rectifier

U = [
Vac(t)

]
(13)

The state space model is given as:

d

dt

[
Iac(t)
Vdc(t)

]
=

[ −Rs
L

−1
L

1
C

−1
CR

][
Iac(t)
Vdc(t)

]
+

[ 1
L
0

][
Vac(t)

]
(14)

The measurement model is given as, Z = HX where,

Z =
[
0 0
0 1

][
Iac(t)
Vdc(t)

]
(15)

In general, the Eqs. (14) and (15) were simulated in Kalman filter for estimation.
The estimated value obtained from the estimation is Iac and Vdc. But, in this paper,
the research focused to the load side. Hence, the value of Idc was estimated too.

Figures 4 and 5 shows that the Kalman filter model for output voltage, Vdc and
output current, Idc of single-phase diode bridge rectifier. The analysis observes the
Vdc and Idc value based on different process noise condition. When the Vdc and Idc
value is known, the R and C parameter can be estimated.

4 Simulation Results and Analysis

The estimation process on RC parameters of the equivalent model for a nonlinear
load need to be illustrates. The behavior of a typical desktop was simulated by using
MATLAB in order to get the estimation values. The behavior of a 100 W single-
phase non-linear load supplied by 120VRMS was simulated shown in Fig. 6. Figure 7
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Fig. 5 Kalman filter model for output current single-phase diode bridge rectifier

Fig. 6 Single-phase diode bridge rectifier model by Simulink

Fig. 7 AC voltage and current waveforms for the single-phase diode bridge rectifier
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Table 1 Voltage and current
waveforms simulated by
using MATLAB Simulink

Real value (average)

Vdc (V) 173.202

Vac (Vpeak) 169.700

Iac (A) 6.850

represents the voltage and current waveforms. This representation of voltage and
current waveforms clearly illustrates the concept of linearity of the non-linear load
[9]. The results simulated in Fig. 7 are common for a single phase rectifier with
capacitive filter (in this case, the load is a Desktop PC). The components that applied
in the simulation are 1 mH input inductor L, 370 µF capacitor C, 216 � load resistor
R and 0.4 � of Rs. The value of voltage and current waveforms simulated by using
MATLAB were listed in Table 1.

The estimation of Vdc and Idc has been investigated in previous section. Thus,
this subsection explores the consequences to the estimation RC parameter of single-
phase diode bridge rectifier with diverse noise conditions. Simulation of unknown
parameters in this paper considers process noise of real and 0.05. Next, the Kalman
filter simulated those values and result obtained was used in order to estimate R
and C parameter. Tuning process occur in the simulation of the equivalent circuit of
single-phase diode bridge rectifier. The intention of this process is to achieve a good
estimation results. Figures 8 and 9 show the real and estimated values of Vdc and Idc
over a period of time.

Figure 8 shows the real output voltage and the average of estimated voltage which
are 173.202 V and 173.203 V respectively with process noise of real. Next, Fig. 9
shows the real and estimated values of Idc. The process noise of real is takes into
account in this simulation. The real value of output current, Idc is 0.8019 A and the
average value of estimated are 0.802 A. Hence, the real and estimated values are
having small differences between them. The value of Vdc and Idc involved shows
the higher consistency. It could be due to the approximate results between real and
estimated values.

Fig. 8 Graph of real and estimated value of output voltage, Vdc
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Fig. 9 Graph of real and estimated value of output current, Idc

Besides, the Figs. 10 and 11 shows the results with higher process noise which
is 0.05. The value of real output voltage is 177.92 V while the average value of the
estimated are 178.356V shows in Fig. 10. Next, Fig. 11 shows the value of real output

Fig. 10 Graph of real and estimated value of output voltage, Vdc

Fig. 11 Graph of real and estimated value of output current, Idc
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Table 2 Output voltage and output current noise

Parameter Real value
(average)

Calculated value
(average)

Estimation value
(average)

Accuracy (%)

Process Noise = Real

Vdc 173.202 173.2104 173.203 99.99

Idc 0.8019 0.8019 0.802 99.99

Process Noise = 0.05

Vdc 177.92 178.20 178.356 99.75

Idc 0.825 0.8237 0.8273 99.72

current with 0.825 A and the average value of estimated are 0.8273 A respectively.
The greater noise in the single-phase diode bridge rectifier gives the huge difference
to the real and estimated Vdc and Idc.

Table 2 shows the output voltage and output current value with noise. The process
noise of real and 0.05was considered to the systemparameters inMATLABSimulink
model. The process noise of real shows the higher accuracy to the output voltage
and output current in the system with 99.99% and 99.99% respectively. Therefore,
smaller value of noise gives higher estimation accuracy to the system. The table
shows the accuracy of output voltage and output current in the system with process
noise of 0.05 which is 99.75% and 99.72% respectively. Hence, the increasing noise
in the system make the accuracy in the system decrease is proven.

According to the values of Vdc and Idc in the table above, the value of noise
affected the accuracy of the estimation in the single-phase diode bridge rectifier.
The performance degrades when the value of process noise increased. Comparison
accuracy ofVdc betweenMeasurement-basedmethod andKalman filter also has been
done. TheMeasurement-basedmethod is the approach that verified bymeasurement.
In [4], the author recommended that parameter of R, L and C can be obtained once
a current under different of voltage is measured. The results presented in Table 2
shows that the Kalman filter give a higher accuracy compared to the Measurement-
based method. Kalman filter is a better method for an estimation process compared
to the other mentioned method. The real and calculated value of R and C parameters
presented in Table 3. The value of R was directly get from Eq. (16). For capacitance,
the value of Xc must be calculated first by using Eq. (17). Then, the value C obtained
from the Eq. (18). The value of calculated C is far away from the actual value. This
could be due to difference between components were employed in the simulation
since this load are made by various manufacturers. Remark that the value used in

Table 3 Comparison output voltage value for different method

Measurement-based
method

Accuracy (%) Kalman filter-based
method

Accuracy (%)

Vdc (V) 160.600 92.72 173.203 99.99
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Table 4 Parameters value Real value Calculated value

R (�) 216 215.98

C (F) 0.00037 0.00011

this paper is the average value. Thus, the Table 4 shows that calculated value are vary
from the actual value.

For resistance,

V = I R (16)

While for capacitance,

Vc = Xc Ic (17)

Xc = 1

2π f C
(18)

5 Conclusion

It was shown that the estimation of parameter R and C still can be done by using
only output voltage, Vdc and output current, Idc. The diverse of accuracy between
Kalman filter method and Measurement-based method has been investigated in this
research. As it is one of the optimal methods nowadays, thus, Kalman filter can be
used for estimation for real- time line parameter estimator.
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A Study on Residual Current Device
Nuisance Tripping Due to Grounding
Resistance Value

Izzatul Liyana, Farhan Bin Hanaffi and Mohd Hendra Bin Hairi

Abstract Protection against leakage current is vital in an electrical system to protect
humans and equipment from electric shocks and fire risk. Residual Current Device
(RCD) is a protective device used for protection against small leakage current. This
device is designed to disconnect the circuitwhenever a fault is occurred, bymeasuring
the different value of current between phase and neutral. However, inappropriate
tripping also known as nuisance tripping is influenced by the improper grounding
system, high frequency from power supplied and presence of harmonics. The aim
of this paper is to investigate the residual operating current and operating time of
RCD behavior towards the poor grounding resistance value. Besides that, the effect
of different type of load were considered in the experiments. The sensitivity of RCD
sample used in this research is 30 mA type-AC. RCD operating current and voltage
are evaluated and compared with the requirement by international standard The
results show grounding system with high resistance value affects the operating time
of RCD, thus lead to nuisance tripping.

Keywords Leakage current · Residual current · Grounding resistance

1 Introduction

RCDs are designed to disconnect the circuit when the residual current beyond a preset
limit due to a circuit failure for safety purposes. However, these devices are usually
prone to nuisance tripping that occur due to non-fault conditions such as extraneous
earth leakage path, switching transients and supply voltage spikes. Standards IEC
61008 [1] andMS60755 [2] state that RCDs shall operate if the residual current equal
to or greater than I�n, where I�n is the rated residual operating current. Additionally,
these standards state that maximum values of break time for type-AC of RCD in
the event of alternating earth fault current equal to I�n is 300 ms. Meanwhile, in
Suruhanjaya Tenaga: Guidelines for Electrical Wiring in Residential Building [3],
the operating time should be less than 200 ms. In the previous research, there are
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numerous analysis regarding to the nuisance tripping that occurs due tomany factors.
The nuisance tripping mostly caused by these three factors which are poor grounding
resistance value, high frequency current and harmonics participation.

Different experiments have been conducted in order to study the behavior of
RCD towards poor grounding system, high frequency and harmonics present which
high-order harmonics, low-order harmonics and non-sinusoidal waveform, also the
effect of loads. From researches [4–8] nuisance tripping is occurred caused by the
high frequency generated from the power supply. The high frequency affects the
sensitivity of RCD, where it was found that the higher the frequency, the higher the
level of RCD sensitivity, which also means the RCD becomes insensitive towards
high frequency. Besides that, findings in [4–9] state that the presence of harmonics
affect the sensitivity of RCD. The RCD becomes less sensitive if there is a presence
of high amplitude of high order harmonics, while more sensitive with low amplitude
of high order harmonic. The presence of low order harmonic such as 3rd order with
angle also increase the RCD sensitivity. Moreover, nuisance tripping of RCD has
been traced to high level of residual currents through electronic loads present in the
power supply system [10]. The connections and disconnections of loads produced
high frequency voltage transients in RCD tripping that will make RCD insensitive
[8, 11]. Thus, the loads influence the RCD operation which caused the nuisance
tripping. In addition, poor grounding which has high grounding resistance values
influence the operation of RCD, especially operating time. The higher the grounding
resistance value, the longer the time for RCD to operate [12, 13]. Hence, leads to
nuisance tripping. Overall, these factors mentioned above will trigger the RCD to
nuisance tripping. However, there is not much stress on nuisance tripping regarding
the improper grounding system effect. Albeit, this effect gives the same disastrous
damage towards equipment as well to person touched the live part when earth fault
occurred. Therefore, in this paper different grounding resistance value and type of
load are considered to investigate its effect operating current and operating time of
RCD.

2 Experiment Arrangement

Figure 1 shows the block diagram of the equipment setup for this research from
applying the standard voltage AC source to the system being earthed. The main
equipment involved in this study are type-ACofRCDwith sensitivity of 30mA,RCD
Tester (KYORITSU Model 5402D), current probe (Tektronix A622), oscilloscope,
synchronous motor, induction motor, and power resistor to the ground.

Power resistors of 10 W with different values of resistance are chosen in order
to investigate the behavior of RCD. These power resistors represent as the actual
grounding resistance value. The values of resistance used in this research are from
1 to 3.5 k� with different value of 100 �. Besides, the residual operating current
and operating time are measured without the presence of the power resistor as the
reference value of this research. Then, the unbalanced current is applied for 2000 ms
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Fig. 1 Experiment set up

maximum by using the RCDTester trip test. The sample of RCD’s residual operating
current shall equal to the rated residual operating current, I�n which is 30 mA, while
the operating time shall not more than 200 ms.

3 RCD Performance Due to Grounding Resistance Value

3.1 Effect of Grounding Resistance

Figure 2 shows residual operating current with different values of grounding resis-
tance. The reference value of the residual operating current of the RCD sample mea-
sured is approximately equal to 30mAwhich is 29mAwith the grounding resistance
measured of 0.07�, which is nearly 0�. Next, for the presence of power resistor, the
sample of RCD’s residual operating current measured for 1 k� till 3.4 k� of ground-
ing resistances are also about 30 mA. However, for grounding resistance value of
3.5 k� and above, the RCD sample does not trip for maximum of 2000 ms applied
unbalanced current. The highest value measured for operating current is 30 mA at
grounding resistance value from 2.7 k� to 3 k�, 3.3 k� and 3.4 k�, while the lowest
operating current measured is 28.2 mA which grounding resistance value of 1.9 k�.
The data recorded above prove that grounding resistance below than 3.4 k� does not
affect the operating current of the RCD sample as the value measured is almost the
same which is approximately equal to 30 mA.

RCDs shall not operate if the r.m.s value of the earth fault (residual) current is
equal to or less than 0.5I�n and shall operate if the residual current is equal to or
larger than I�n, where I�n is the rated residual operating current. For this research,
I�n of the sample of RCD type-AC used is 30 mA. The residual operating current of
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Fig. 2 Residual operating current (mA) of RCD type-AC with different values of grounding
resistance (k�)

RCD sample is considered passed for grounding resistance below than 3.4 k� since
the results obtained is higher than 0.5I�n. However, the grounding resistance above
3.5 k� is failed the requirement because RCD sample does not operate for applied
earth fault current of 30 mA.

Figure 3 shows the different grounding resistance value against the operating
time of RCD sample. The reference value for 0.07 � of grounding resistance gave
the operating time of RCD sample measured approximately 30 ms for 0° (negative

Fig. 3 Operating time (ms) of RCD type-AC with different grounding resistance value (k�)
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waveform) and 20ms for 180° (positive waveform). At phase angle of 0°, the value of
operating time is increased as the value of grounding resistance increases. The fastest
operating time of RCD sample is 30 ms which at the reference value and the slowest
operating time is 195 ms which at the value of grounding resistance of 3.3 k�. The
sample of RCD does not trip for maximum of 2000 ms applied unbalanced current
with grounding resistance value of 3.4 k� and above at 0° phase angle. Meanwhile,
the operating time of the RCD samplemeasured for grounding resistance values from
1 to 3.4 k� at 180° phase angle are almost the same as the reference value which
is 20 ms. Then again, at the value of grounding resistance of 3.5 k� and above, the
sample of RCD does not trip for 2000 ms of maximum applied unbalanced current
at phase angle of 180°.

3.2 Effect of Load and Grounding Resistance Value

In this section, three different loads which are resistive load bank, induction motor
and synchronous motor are used to investigate effect of loads towards the operating
time of RCD. The grounding resistance for this system is varied from 1 to 3.5 k�. The
reference valuewhich is pure grounding resistance, without the presence of the power
resistor is measured first as the unbalanced current is applied for 2000 ms maximum
by using the RCD Tester trip test to the system. Figure 4 shows the results obtained
for operating time of RCD sample for different loads as the grounding resistance
value increased. The reference value for all the loads and without load show nearly
same operating time measured which is within 30 and 31 ms. As the resistance of

Fig. 4 Operating time (ms) of RCD type-AC for different load at 0° phase angle
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grounding increased, the operating time of RCD sample for all loads andwithout load
are increase. Besides, the pattern shows that the induction motor load increases the
RCD sample operating time higher than other loads, which at 388 ms for grounding
resistance value of 3.4 k�. This value is already exceeding the time requirement to
operates an RCD as stated in Suruhanjaya Tenaga: Guidelines for Electrical Wiring
in Residential Building [3] and BS EN 61008-1:2012 [1] which are 200 ms and
300 ms respectively. The results show equipment that contain resistive and inductive
loads took longest time for RCD to trigger the coil to break the circuit when earth
fault occurs than equipment that only comprise with resistive load. The type of load
depends on how the wave for the voltage and the wave for current line-up.

4 Conclusion

In electrical system, value of grounding resistance is one of the vital element needs
to be considered to ensure the proper grounding system installation. In this paper,
different value of grounding resistance from 1 to 3.5 k� have been tested to anal-
ysis the characteristic of RCD in terms of residual operating current and operating
time. From the results obtained, the grounding resistance does not affect the residual
operating current of the RCD sample as the residual operating current measured for
all value of grounding resistance tested show approximately equal to 30 mA. The
RCD is required to operate when residual current is higher than 50% of rated residual
current. As the grounding resistance is increased, the RCD sample is still operated
as per required. So, the RCD sample is considered passed in terms of its residual
operating current. In the meantime, the RCD supposedly operates below than 200ms
when residual current flow through it. The results show that the operation of RCD
sample delayed as the value of grounding resistance increased. Besides, it does not
operate for value of grounding resistance above than 3.4 k� when residual current is
applied at maximum of 2000 ms. Thus, this conclude that if the grounding resistance
value is increase, the RCD take some time to energize the trip coil after receiving
the signal and it will not trip for the grounding resistance value above than 3.4 k�.
In addition, RCD sample took the longer time to operate for inductive loads than
resistive loads. The operating time of RCD sample measured for inductive loads
such induction motor and synchronous motor reached the unacceptable value as it
is operated more than 200 ms when the grounding resistance value passed 3.3 k�.
Also, the results obtained show the RCD sample does not trip for grounding resis-
tance value above than 3.5 k� for applied residual current maximum of 2000 ms.
Hence, the high-power consumption loads take more time for RCD to trigger the
coil when residual current is presented and the value of grounding resistance above
than 3.5 k� caused the RCD to not function. Therefore, it important to maintain the
grounding connection and grounding resistance value to make safety environment
for electrical system.
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DC-Link Protection for Grid-Connected
Photovoltaic System: A Review

Wan Nur Huda Aqilah Alias, Muhamad Zahim Sujod
and Nor Azwan Mohamed Kamari

Abstract As the economic growth and population increase, the demand for energy
supply has also increased. The disadvantages that power generation based on non-
renewable energy sources bring to the environment has stimulate the idea of gener-
ating clean and sustainable power in a huge amount from renewable energy sources
like solar and wind energies. In recent years, photovoltaic (PV) systems are mostly
used due to its light and easy-installable characteristics. It has two approaches which
are stand-alone PV system and grid-connected PV system (GCPV). Although it is
said to be the most promising renewable energy, it could not avoid disturbance. In
GCPV, faults could occur on the grid side, leading to overshoot voltage in DC-link
and overshoot grid current. These situations could stress electrical components and
decrease power quality of the system. Therefore, many protection schemes have
been introduced to overcome this matter. A brief discussion on the growth of GCPV
technology together with the impacts of grid faults on it were presented in this paper.
Then, several conventional protection schemes implemented in GCPV were also
reviewed. In the end, a new protection scheme namely zero state protection scheme
that has the same function to limit the overshoot DC-link voltage was proposed.

Keywords Dc-link protection · GCPV system · Overshoot DC-link voltage

1 Introduction

Energy crisis in 1970s where the world’s major industrial countries like the U.S
suffered from fossil fuel shortage has become a kick-start to develop a renewable
energy technology like PV power system. Since that, the amount of installed PV
system has increased rapidly [1]. For instance, the amount of installed PV plants
from the year 2000 has increased from 1.3 GW to about 509.3 GW in 2018 [2]. It
is forecasted that the installed PV system will increase up to 580 GW in 2023 [3,
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4]. Stability and reliability become important issues for the large-scale PV system,
especially when linked to the utility grid.

Similar to any other electric power generation systems, GCPV is vulnerable to
fault too. Fault could happen in the grid-side of GCPV thus causing voltage sags
which will affect the whole system. To address this issue, various techniques have
been proposed worldwide. GCPV system needs to be maintained, monitored and
improved from time to time to ensure an optimal system performance and for more
reliability.

In this paper, the development of GCPV technology will be expressed and the
effects of grid faults on GCPVwere discussed. Also, several conventional protection
schemes implemented in GCPV will be reviewed. It will focus on the protection
schemes in DC-link of converter system. Then, it proposed a new protection scheme
which reduce overshootDC-link voltage by controlling zero state switching of neutral
point clamp (NPC) converter.

2 Photovoltaic (PV) System

PV system is categorized into two; stand-alone and GCPV. Though, this study only
focusses on GCPV. There are two topologies that have been frequently used in this
system which are single-stage and two-stage GCPV. In single-stage topology, it
composes of only DC-AC converter while for two-stage, it has DC-DC and DC-AC
converters. Recently, most of the installed grid-connected systems are single-stage
structured. This is because it has a relatively high efficiency and reliability. Also, it
requires low cost and small in size compared to two-stage grid-connected PV system
[5]. However, two-stage GCPV produced less total harmonic distortion and has a
better DC voltage stability [6].

3 Impacts of Grid Faults on Grid-Connected PV System

Generally, grid fault is categorized into two different types which are symmetrical
fault and asymmetrical fault. Symmetrical fault or commonly known as three-phase
balanced fault is a fault where all of three conductors on the grid are short-circuited.
Although it is the least occurrence type of fault, the impact it brings to the grid is
the most severe compared to other faults [7]. On the other hand, asymmetrical fault
consists of, double line-to-ground fault, single line-to-ground fault and line-to-line
fault.

In the event of fault, voltage sags will occur. Voltage sags or dip is a situation
where the rms voltage drops for a duration from half cycle to one minute [8]. The
voltage sags owing to grid fault is classified into seven types. One type is from
symmetrical fault while the other six are from asymmetrical fault. It will cause
excessive DC-link voltage and excessive grid current to occur. In [9, 10], authors
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have discussed about the effects of grid voltage sags on two-stage grid-connected
PV system. During symmetrical voltage sags, output power of boost converter will
exceed inverter instantaneous output power, then lead to power imbalance and the
excessive power will be deposited in DC-link capacitor. Accordingly, the voltage in
DC-link rises. Then, the instantaneous decrease in PCC voltage leads to the over-
shoot in grid-side current. Moreover, asymmetrical grid voltage sags also cause the
aforementioned issues. As an example, the impacts of two different types of grid
fault on grid-connected PV system with 50% voltage drop are presented in Fig. 1.

Fig. 1 Electrical behavior of grid voltage, grid current and DC-link voltage during a Symmetrical
fault b Asymmetrical fault (SLG) (at 50% voltage drop)
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Fig. 1 (continued)

4 Conventional Protection Schemes of Grid-Connected PV
System

There are numerous of attempts have been proposed in technical literature to lessen
overshoot DC-link voltage and uprush of grid-side current matters for both GCPV
topologies. During voltage sags, the inverter switch current increases dramatically
and cause overcurrent on grid side. Therefore, for two-stage grid-connected PV
system, the use of a superconductive fault current limiter which is linked in series
with circuit breaker has been proposed in [8]. Unfortunately, it is unable to help
the system to recover its output power speedily after the voltage sags. Hence, the
author in [11] has overcome this matter by adding an over-current control logic to the
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inverter control as shown in Fig. 2. Next, a vector current controller with feed forward
(VCCF) (Fig. 3) of negative-sequence components of PCC voltage is used in [12]
to alleviate the risk of overcurrent by eliminating negative-sequence components of
grid current.

As mentioned earlier, grid faults will also cause overvoltage on DC-link due to
power imbalance. Badran et al. [13] and Dehghani Tafti et al. [14] stated that it
could cause semiconductor devices to overheat and damage. Owing to this matter,
Badran et al. [13] has used MPPT controlling technique to avoid power imbalance
by using PSCAD software. In this method, a new operation mode namely fault mode

Fig. 2 Block diagram of modified inverter control [11]

Fig. 3 Control block diagram of VCCF [12]
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Fig. 4 Block diagram of MPPT controlling technique [13]

was applied to DC-link control system as presented in Fig. 4. When fault occur, the
protection system will switch the control system from normal to fault mode, making
the PV system to generate active power equivalence to active power that is injected to
the grid by using PI controller. Hence, the power between DC-link is kept balanced
and DC-link voltage does not increase. The parameters of PI controller on fault mode
were defined by using “try and error” method. Though, the problem of latch-up and
wind-up will arise during the changing of control system from normal mode to fault
mode.

Next, another solution has been proposed in [14] by implementingDC-link control
strategy into DC-DC boost converter (Fig. 5). It reduces the overshoot of DC-link
voltage by decreasing the amount of extracted PV power to inverter’s output. During
grid fault, the reference voltage of PV string is changed from maximum power point
voltage to a new value of voltage point with reduced power by mathematical means.
All the simulations of this proposedmethodwere done using Simulink andMATLAB
software.

Moreover, several methods which can overcome both overvoltage and overcur-
rent problems have been presented in technical review. For instance, in [15, 16] a
super capacitor is installed at the DC-link bus of single-stage and two-stage GCPV
respectively to supress the surge in DC-link voltage and overshoot of grid current.
Super capacitor is able to absorb the excessive or recoup the output power deficiency
in the event of fault. However, the system cost will increase (Fig. 6).

Fig. 5 DC/DC boost
converter control structure
during grid faults [14]
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Fig. 6 Topology of single-stage GCPV with super capacitor [15]

In an attempt to overcome the aforementioned matter, Xu et al. [9] introduced
a new control strategy with similar function without the needs of any additional
component. Figure 7 represents the block diagram of this proposed method which
is implemented in two-stage T-type three-level photovoltaic inverter. A full feed
forward of point common coupling (PCC) voltage is used to limit the increase of
grid current eliminate its negative-sequence components under an unbalanced voltage
sags by using MATLAB and Simulink software. Then, for overvoltage protection, a
modified PV voltage reference generation method is adopted. It makes the PV panels
to work at a point where power balance can be automatically achieved.

According to Saeedul et al. [17], under voltage could also happened in DC-link of
PV system and cause the whole system to trip. Therefore, a new protection scheme
which can overcome both over and under voltage issues is presented in this paper.
This method utilized the control of DC-DC boost converter to address over voltage
issue. It minimizes the rise in DC-link voltage based on the command signal of
duty ratio that is modified depending on the value of grid voltage. If the value of
grid voltage is below a threshold value, the reference duty ratio will become zero or
reduces it suitably according to fault severity.

In contrast, every integral controllers of voltage source inverter will be reset at
time where DC-link voltage is lower than a threshold value. Hence, the voltage is
improved. Figure 8 depicts the block diagram of this method. This method is only
applicable in two-stage grid-connected PV system as it needs to be implemented in
DC-DC boost converter. In addition, Saeedul et al. [17] has also discussed the effec-
tiveness ofDC-chopper (Fig. 9) in preventing the voltage at DC-link from continually
rising beyond a certain level. Up to now, DC chopper has been implemented broadly
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Fig. 7 Control schematic diagram of a Complementation of PCC voltage full feed forward in
hybrid frame for overcurrent protection b DC-link voltage control strategy [9]

Fig. 8 Block diagram of DC-link protection by means of MPPT control [17]

inwind turbine application andHVDCgrid [18, 19]. A chopper circuit which consists
of braking resistor connected in series with IGBT is added to DC-link parallel with
DC-link capacitor. The function of braking resistor is to absorb the surplus energy
produced due to the imbalance power between grid and PV side that happened during
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Fig. 9 Chopper circuit [17–19]

grid fault. When DC-link voltage is beyond the threshold value, the gate pulse of
IGBT will be prompted and it will then activate the chopper circuit. For that reason,
the chopper circuit limits the DC-link voltage from continually rising. Though, the
system cost will increase as additional component is required too.

5 Proposed New Protection Scheme (Zero State Protection
Scheme)

The effectiveness of this scheme in limiting DC-link voltage in wind turbine appli-
cation has been proved in [20] where it is implemented to make the switching state
of machine side converter (MSC) to be in zero state during grid fault. It also dis-
cussed about the use of DC chopper circuit in wind turbine application. Figure 11
shows the DC-link voltage in wind turbine application using zero protection scheme
and DC chopper. Nowadays, DC chopper circuit were broadly installed in GCPV to
overcome the risk of overshoot DC-link voltage. As mentioned before, the cost to
implement this circuit is quite high as it requires extra component to limit the voltage.
For that reason, a new protection scheme namely zero state protection scheme which
has similar function as DC chopper is proposed in this paper as an alternative to DC
chopper. The operation is simpler and does not account for any additional compo-
nent. It limits the increase in DC-link voltage by forcing the phase current to flow
through neutral link of NPC inverter during grid fault. As a result, DC capacitors will
not be charged and DC-link voltage will not increase as no power imbalance occur.
In order to make the current flows through neutral link, this inverter needs to be in
zero switching state so that only inner IGBTs are turn on whilst the other are turn
off as stated in Table 1. However, this scheme can only be applied in a multi-level
converter with neutral point clamp. This is because, two-level converter does not
has zero switching state. Also, according to the authors in [20], the current rating
of the inner switching devices must be two times higher. Figure 10 shows the block
diagram of zero protection scheme.
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Table 1 Switching state of 3-level NPC converter [16]

Switching states Switching devices Output phase voltage

Tx1 Tx2 Tx3 Tx4

Positive state (+) 1 1 0 0 Vdc/2

Zero state (0) 0 1 1 0 0

Negative state (−) 0 0 1 1 −V dc/2

Fig. 10 Block diagram of proposed scheme [20]

Fig. 11 DC-link voltage in wind turbine application using a Zero protection scheme bDC chopper
[20]
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6 Conclusion

Protection scheme plays such a big role to maintain the effectiveness and stability
of GCPV. Faults must be cleared as quickly as possible to prevent the system from
major breakdown and affect its consumer. In this paper, several protection schemes in
DC-link ofGCPVhave been reviewed. Each protection scheme has its own objective,
constraint, advantages and disadvantages. A new protection scheme using zero state
switching of NPC converter which has been implemented in wind turbine system
was also reviewed. The new protection scheme which is low in cost with a simpler
operation is proposed for GCPV and will be further studied and presented in the next
paper.
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An Improved Efficiency of Solar Photo
Voltaic System Applications by Using
DC-DC Zeta Converter

A. S. Veerendra, M. R. Mohamed, M. H. Sulaiman and K. Peddakapu

Abstract This study investigates onhowaDC-DCZeta converter act as intermediate
among SPV and VSI, in which it drags the maximum power from the solar photo-
voltaic (SPV) system and to drive a BLDC motor connected to a water pumping
system application. Here INC-MPPT (Incremental Conductance Maximum Power
Point Tracking) method is utilized smartly to control the zeta converter in order
to drive brushless DC (BLDC) motor smoothly. Soft starting current prevents the
influence of peak starting current on the BLDC motor windings. The fundamental
frequency of Electronic computational from the BLDC motor is used to avoid the
voltage source inverter losses. The proposed converter is also suitable to increase the
voltage of DC link connected to the VSI. The major benefit of this configuration is
designed and modelled in such a way that even under dynamic conditions, the per-
formance of a solar photovoltaic application is not affected. The suggested system
is developed by using MATLAB/Simulink software.

Keywords Electronic commutation · BLDC motor · INC-MPPT · Solar PV
array · VSI and zeta converter

1 Introduction

With continuous effort for environmental protection, gradual diminishing of crude
oils and everlasting energy from the sun have inspired researchers to apply an array
generate electric power to solar photovoltaic (SPV) for different applications [1].
Among all applications, based on solar, the Water pumping system is now receiving
considerable attention. To improve the efficiency of the solar based applications,
regardless of operating conditions; the Maximum response is required for the solar
[2–4]. Using different DC-DC converters does this MPPT action. However, SPV
applications with zeta converter [5–8] is yet unexplored. To trigger the IGBT switch
in zeta converter, an incremental conductanceMPPT (INC-MPPT) algorithmmethod
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[2] is utilized to provide pulsating signals. The different arrangement of zeta convert-
ers have been studied, which these topologies are not appropriate for water pumping
applications because of the high cost incurred by the power electronic devices and
the number of components.

Solar Photo Voltaic fed applications have different configurations in which the
accepted structure consists of two priorities, such as MPPT from the solar array and
produce low Total Harmonic Distortion (THD) ac current. Due to these advantages,
solar-based applications is effectively operated. BLDCmotors havemore advantages
in N − τ characteristics, increased efficiency, maximum operational life, and low
maintenance than DC motors and induction motors. In the accepted structure, an
inverter is used to energize stator windings of BLDC motor and also a ripple-free
voltage to the inverter through the high DC link is connected. It is observed that the
expense of the BLDC motor drive is about 5–15 percent in the total system cost.
Using the DC link capacitor of the inverter reduces the torque ripples at the motor.

Due to its merits [7–9], the BLDC motor is selected for use in the improve-
ment of an appropriate water pumping system. To avoid the voltage source inverter
(VSI) losses caused by high switching frequency an electronic commutation from the
BLDC is used in order to operate voltage source inverter with fundamental [10–13].
The simulation responses display that the proposed system can be worked for differ-
ent operating and environmental conditions. In conventional SPV fed BLDC motor
presented in Fig. 1, in which the voltage and current references sensed from solar by
the MPPT to offer the gating pulses for the DC-DC converter. BLDC motor control
uses two-phase currents with a Hall signal feedback is used resulting in higher costs.
The complexity to control the BLDC motor speed and also the additional control
scheme increases the cost. In addition, the VSI switching losses are more due to the
high-frequency PWM pulses leads to decrease in efficiency.

Fig. 1 Structure of conventional solar photo voltaic based DC-DC converter
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2 Detailed Arrangement of Projected System

The projected configuration is shown in Fig. 2. It comprises of Solar Photo Voltaic
array, a DC-DC zeta converter, a DC-AC VSI, a BLDC motor with an embedded
encoderwith an application as awater pumping system. In Sect. 2, a cleared operation
of the intended system is explained.

2.1 SPV Based Zeta Converter Control

The Solar Photo Voltaic array produces the electrical power required for the motor
pump from DC-DC converter via voltage source inverter (VSI). The proposed con-
figuration is presented in Fig. 2. From the figure, the Zeta converter is benefited
to transfer the required voltage gain for the VSI from the SPV array. In practice,
the required voltage gain for VSI is not sufficient due to losses [14]. The reference
voltage and current values from the SPV array utilized to generate duty cycle and
comparing with high-frequency carrier wave to produce required gating pulses for a
Zeta Converter which increases the efficiency of solar Photo voltaic array.

The required voltage for the motor to operate is dragged from the zeta converter
via voltage source inverter (VSI). The VSI is operated via an electronic commutation
through BLDC motor supported by in-built encoder so as to eliminate the losses.

Fig. 2 Structure of suggested SPV with INC-MPPT basing zeta converter
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2.2 Scheme of Projected System

The suggested configuration is designed in such a way that it can operate under
uncertain conditions shown in Fig. 2. A 2.89-kW BLDC motor and 3.4 kW Peak
Power Capacity Solar PV array is considered for a testing scenario or Standard Test
Conditions (STC). The following segments explain about several steps like Solar PV
array, DC-DC zeta converter, DC-AC converter and water pumping system.

2.2.1 Scheme of Solar PV Array

In practical converters, due to the different components, there exist various power
losses. Moreover, in this BLDC fed water pumping system structure is also affected
with mechanical and electrical losses. In order to avoid the losses, a high peak power
capacity, SPV array is selected for suitable operation irrespective of power losses.
The chosen Practical Solar PV array under Standard conditions is STC: 1000 W/m2,
25 °C, AM 1.5 is therefore marginally in excess, that required for selected motor
pump and its specifications are made appropriately. In practical case, for testing solar
array [15] Table 1 lists, the electrical specifications of this module and the number of
modules needed to connect in series/parallel are basing on voltage of the SPV array.

The Impp of array at MPP is predictable as

Impp = Pmpp

Vmpp
= 3400/187.2 = 18.16A (1)

The total series modules used are as follows:

NS = Vmpp

Vm
= 187.2

31.2
= 6 (2)

The total parallel modules used are as follows:

NP = Impp
Im

= 18.16/9.07 = 2 (3)

Table 1 Specification of
practical solar PV module
[15]

Parameters Rating

Peak power, Pm (W) 280

Open circuit voltage, Vo (V) 39.5

Voltage at MPP, Vm (V) 31.2

Short circuit current, Is (A) 9.71

Current at MPP, Im (A) 9.07

Number of cells connected in series, Nss 60
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The SPV array with the corresponding size is proposed, and it is having six series
modules and two parallel strings.

2.2.2 Scheme of Zeta Converter

The proposed Zeta Converter is comprised of different parameters like inductor L1

at the input side, inductor L2 at the output side and capacitor C1 is in between them.
This structure is operated in Continuous CurrentMode leads to decrease the stress on
components and power electronic devices. The duty cycle estimated to zeta converter
is as follows [6].

D = Vdc

Vdc+ Vmpp

= 200

200 + 187.2
= 0.52 (4)

where Vdc = dc link voltage at the VSI
The Idc at VSI is estimated as

Idc = Pmpp

Vdc
= 3400

200
= 17A (5)

Let L1, L2, and C1 are predictable as

L1 = DVmpp

Fsw�IL1
= 0.52 × 187.2

20,000 × 18.16 × 0.06
= 4.5 × 10−3 ≈ 5mH (6)

L2 = (1 − D)Vdc

Fsw�IL2
= (1 − 0.52) × 200

20,000 × 17 × 0.06
= 4.7 × 10−3 ≈ 5mH (7)

C1 = DIdc
Fsw�VC1

= 0.52 × 17

20,000 × 200 × 0.1
= 22μF (8)

where

Fsw IGBT switching frequency
IL1 Impp current through inductor L1

IL2 Idc current through inductor L2

VC1 Permitted ripple in voltage across C1, same as VC1 = Vdc.

2.2.3 Assessment of DC-Link Capacitor of VSI

In the three-phase supply system, the sixth harmonic component of the supply (ac)
voltage is reproduced as a dominant harmonic on the dc side [16]. The minimum
speed for pump the water by the BLDC motor is estimated from the VSI output
voltage frequencies to the rated speed. Hence two frequencies are utilized to estimate
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their corresponding capacitor Ratings. Between the two assessed capacitors, a larger
one is chosen for suitable operation in suggested topology even though the solar
irradiance level is low.

Let ωrated approximated as,

ωrated = 2π frated = 2π
NratedP

120
= 2π × 3000 × 6

120
= 942 rad/s (9)

The minimum speed required to pump the water by BLDC motor is estimated as
(N = 1100 r/min)

ωmin = 2π fmin = 2π
NP

120
= 2π × 1100 × 6

120
= 345.57 rad/s (10)

where

frated Rated frequency
fmin Minimum frequency for motor
Nrated Rated BLDC motor speed
P Number of poles

The C2 value of VSI at ωrated is as follows

C2,rated = Idc
6 × ωrated × �Vdc

= 17

6 × 942 × 200 × 0.1
= 150.4μF (11)

Correspondingly, a value of C2 of VSI at ωmin is as follows:

C2,min = Idc
6 × ωmin × �Vdc

= 17

6 × 345.57 × 200 × 0.1
= 410μF (12)

where �Vdc = permitted ripple in voltage of C2

2.2.4 Scheme of Water Pump

For the chosen water pumping system, its power-speed characteristics [17] are
utilized to approximate the proportionality constant.

k = P

ω3
r

= 2.89 × 103
(
2π × 3000

60

)3 = 9.32 × 10−5 (13)

where;

Rated power developed by the BLDC engine (P) = 2.89 kW
Rated rotor mechanical speed (ω) = 3000 r/min

Hence the water pumping system is chosen basing on above data.
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3 Control of Projected System

It can be monitored in two methods as follows, namely MPPT and Electronic
commutation.

3.1 INC-MPPT Algorithm

Thismethod [9] is used for the smooth run of BLDCmotor by dragging themaximum
power from the Solar PV array. However, it permits to interrupt the voltage of the
solar PV array or the gating pulses of the zeta converter. In the conventional method,
the proportional integral controller (PI) is utilized to generate the pulsating signals
[9], which increase the complexity of the converter. Hence a direct pulsating control
is revised to this work. The disturbance direction of INC-MPPT algorithm is based
on the Ppv − Vpv characteristics as presented in Fig. 3.

By considering Fig. 3, the slope MPP at the peak is zero, at left and at the right
of MPP, i.e., negative.

dPpv

dVpv
= 0; at mpp

dPpv

dVpv
> 0; left of mpp

dPpv

dVpv
> 0; right of mpp

⎫
⎪⎪⎬

⎪⎪⎭
(14)

Since

dPpv

dVpv
= d

(
Vpv ∗ ipv

)

dVpv
= ipv + VPv ∗ dipv

dVpv

∼= ipv + Vpv ∗ �ipv
�Vpv

(15)

Therefore, (14) is reproduce as

Fig. 3 Graphical
representation of solar PV
characteristics
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�ipv
�Vpv

= − ipv
Vpv

; at mpp
�ipv
�Vpv

> − ipv
Vpv

; left of mpp
�ipv
�Vpv

< − ipv
Vpv

; right of mpp

⎫
⎪⎪⎬

⎪⎪⎭
(16)

Consequently, the controller chooses the way of perturbation and variation of
pulsating signals depends on the characteristics shown in Fig. 3. In practical the
operating point oscillates at MPP Preferably, when the operating point reaches the
MPP, the disturbancewill stop. As the size of the disturbance decreases, the controller
takes longer to track the SPV array’s MPP. To justify the MPPT and BLDC soft start,
an intelligent method has to take care between tracking time and size of interruption.
The operating of soft start and reduces the oscillation around MPP, the initial value
is assumed as zero and size of the optimum perturbation as almost �D = 0.001.

3.2 BLDC Motor Under Electronic Commutation

AnElectronicCommutation switch operates theVSI in order to control BLDCmotor.
The Electronic commutation operates from BLDC motor exciting current to sense
the three Hall signals in such a way that it generates six gating signals to the VSI
converter. Here based on the rotor position, an embedded encoder generates these
Hall signals.

The specific rotor position range, for each 60o of the interval, a specific combi-
nation of Hall-effect signals is generated [6]. Table 2 tabulates the generation of six
gating pulses with rotor position approximation, and only two switches is on at a
time, ensuing in VSI operating mode of 120oconduction, consequently the decreased
conductive losses. The VSI losses are due to high frequency is eliminated by provid-
ing the basic VSI frequency switching. The corresponding steady state and dynamic
performance of the proposed system simulation diagrams are shown in Figs. 4 and
6 and its responses in Figs. 5 and 7 respectively.

4 BLDC Speed Controller Method

AHall sensor or a shaft encoder senses the rotor position of BLDC. The drive control
system is having speed control at external and current control at internal loops. Here
only one sensor is used for sensing the current instead of three separate current
sensors, which it is placed on DC connection.
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4.1 Control Speed of BLDC Motor

Here speed control blocks a proportional integral (PI) controller is utilized to compare
measured process variable and desired value in order to process corrective action by
avoiding the error. The calculation of the PI controller involves the proportionalmode
to determine the current error response and the integralmode for recent error based on
the action in two separatemodes. The twomodes sum is the control element corrective
action. Because of its ease of model and simple configuration, the PI controller is
widely utilized in the industry. It is possible to implement the PI controller algorithm
as

output(t) = kpe(t) + kt
t∫
0
e(τ)dτ (17)

In the speed controller the input as speed error. The controller’s response is counted
as reference torque. A boundary is located on the output of the speed controller,
subjected to the maximum winding currents allowed. Figure 8 shows the simulation
of closed loop speed control of BLDC motor and the corresponding speed-Torue,
EMF responses are displayed in Figs. 9, 10, and 11.

5 MATLAB/Simulation Results

See Figs. 4, 5, 6, 7, 8, 9, 10 and 11.

Fig. 4 Matlab/Simulink circuit under steady state
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Fig. 5 Under steady state a Array variables for SPV. b Variables for the zeta converter. c Variables
of the BLDC motor pump
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Fig. 6 Matlab/Simulink circuit under dynamic state

6 Conclusion

ADC-DC Zeta converter based BLDCmotor has been proposed in a solar PV appli-
cation. The entire configuration is evaluated by simulink software. Simulated results
have shown that the proposed configuration is suitable for SPV based applications
under uncertain conditions. To avoid the effects caused by variations in atmospheric
conditions and inclusive losses, attention has to be done on the size of the solar PV
array in such a way that the proposed zeta converter is used for MPPT. In the con-
figuration, if the zeta converter was operated in continuous current mode leads to
diminish component stress. The fundamental frequency advantage by the electronic
commutation is utilized to eliminate the losses in VSI. Other important features of
the proposed system are stable operation for the water-pumping system and safe start
for the BLDC motor.

Fig. 7 Under dynamic state a Variables of the solar photo voltaic array. b Variables for the zeta
converter. c Variables of the BLDC motor pump
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Fig. 7 (continued)

Fig. 8 Closed loop speed control of proposed system Simulink circuit
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Fig. 9 Speed

Fig. 10 Torque

Fig. 11 Stator current and electro motive force
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Hydrophobic Sol-Gel Based Self-cleaning
Coating for Photovoltaic Panels

Siti Nur Nashya Azlika Hamidon, Amirjan Nawabjan,
Ahmad Sharmi Abdullah and Siti Maherah Hussin

Abstract Maintaining photovoltaic performance from soiling issues using manual
cleaning is costly and tedious which has been a major concern in deploying this
technology. Therefore, a soiling mitigation technique with self-cleaning properties
such as hydrophobic coating is effective to minimize performance degradation of
photovoltaic panels using sol-gel as a low-cost and scalable fabrication method. This
study proposes the development and application of hydrophobic sol-gel based coat-
ing in the photovoltaic system. The aims include synthesizing a hydrophobic sol-gel
based self-cleaning coating for solar panel and characterizing the hydrophobic sol-gel
based self-cleaning coating. A solution is prepared using sol-gel process comprises
of three different materials including vinyltriethoxysilane (VTES), tetraethoxysi-
lane (TEOS) and tetrabutoxytitanate (TTBU) called VTT (VTES-TEOS-TTBU) sol
as the organic-inorganic hybrid sol. Then, this sol is applied onto glass substrates
using spin-coating method for laboratory-scale working samples. Coated samples
have undergone characterizations including water contact angle measurement to
obtain hydrophobic properties and surface morphology observation using micro-
scope. The resultantVTT sol samples proven to exhibit self-cleaning abilitywith con-
tact angle of 99.58° when undergo 150 °C post-bake process. The switchability of sol
(hydrophilic-hydrophobic) was achieved and better transparency was observed with
transmittance of 90.73% when the samples undergoing different thermal treatment
during pre-bake and post-bake processes.
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1 Introduction

The rising demand for PV energy comes with the increasing drawbacks mostly
related to maintaining the technology efficiency such as the soiling issues. Sand dust
particles deposition and pollution particles deposition are themain causes of dirtiness
in the panels’ surface. These effects are translated into a decrease of about 40% in
solar power conversion for each 4 g of dust per square meter [1]. The solar panels
can lose incident light through reflection by the cover glass and mainly through
scattering or absorption by particulates on the solar panels decreasing its power
conversion efficiency. The reduction in PV power output can be anywhere between 2
and 50% depending on a range of factors, including local climate, dust composition
and concentration, as well as whether amitigation strategy is employed [2]. There is a
need for regular maintenance to maintain the efficiency and the overall performance
of the PV solar panels. Cleaning of solar panels from contaminants to maintain
the optimum solar harvesting capabilities is time-consuming and expensive. Since
the last decade, self-cleaning coatings such as hydrophobic coating have attracted
attention in the scientific community and industrial exploitation. These coatings
have been made artificially by mimicking biological surfaces, such as lotus leaf,
gecko and water striders [3]. Some of the self-cleaning coatings applications are
the textile industry, automobile industry, and optical industry. In this study, a self-
cleaning coating is focused on PV application mainly to reduce dust accumulation
on PV panels. Hydrophobic coatings provide a variety of conveniences including a
reduction in maintenance cost, the extermination of dreary manual work as well as
minimizing time spent on cleaning. The application of hydrophobic coatings on PV
solar cells can be a cost-effective and alternative solution to reduce the efficiency
losses from dust accumulation [4–6].

2 Experimental Details

2.1 Materials

Ethanol (98–99%), hydrochloric acid (3.7%), aluminium acetyl acetone (AlAA),
triethoxyvinylsilane (VTES, 97%), titanium butoxide (TTBu, 97%) and tetraethyl
orthosilicate (TEOS, 98%) were purchased from IChem Solution Sdn. Bhd.,
Malaysia. All materials were used as received without any further purification.
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2.2 Fabrication of VTT Sol-Gel Based Coating

Hydrophobic coating (VTT) in this study was prepared using sol-gel method, which
comprised of stages including sol preparation, sol deposition and drying (thermal
treatment).

Sol preparation. Sol is a mixture where solid particles are dispersed in liquid
dispersion medium. This liquid dispersion medium is known as solvent. Water and
alcohol are among the typical solvents used in sol-gel synthesis. Conversely, gel is
a mixture in which liquid is dispersed in solid dispersion medium. In other word, a
colloidal system is recognized as gel when the liquid and solid phases of colloidal
dimension are continuous [7].

A sol-gel coating is commonly composed by inorganic silicon alkoxides precur-
sors which are commercially available and widely used; tetraethoxysilane, TEOS
(Si(OC2H5)4) and tetramethoxysilane, TMOS (Si(OCH3)4). TEOS is more com-
monly used in the sol-gel process because it readily reacts as a precursor, promotes the
formation of cross-linking and has networker characteristics [8, 9]. Besides the inor-
ganic precursor discussed above, there is also organically modified silicon alkoxide
used in this study which is the vinyltriethoxysilane (VTES). It is also a crosslinking
agent that reacts towards water and moisture to form silicon-oxygen-silicon bonds as
well as adhesion promoters for glass treatments. The organic groups in VTES which
are vinyl is polymerizable and later mixed with polymerization catalyst used in this
study, the aluminium acetylacetonate (AlAA). Titanium butoxide (TTBu) is another
precursor used in preparing the sol for this study. While it is soluble in most organic
solvents, TTBu also often used as a liquid source of titanium dioxide which further
used in this study to be deposited as coating [10]. Due to its favourable physical and
chemical properties, TiO2 is the most preferable material for a self-cleaning surface.

In this study, the solvent and catalyst used were ethanol (EtOH) and hydrochloric
acid (HCl) respectively because they were widely used in sol-gel method and have
better properties in controlling sols from being unstable. They were needed to accel-
erate the reaction time of hydrolysis, prevent liquid-liquid phase separation during the
initial stages of the hydrolysis reaction and ensure the sol was evenly dispersed with-
out aggregation [11]. For this study, the solwas prepared as in Fig. 1. Before preparing
samples of sols, all apparatus used need to be cleaned using ultrasonic vibration and
driedwithEtOH.The amount of each solution usedwasweighed according to specific
ratio to achieve the best composition to produce VTT sol. The solution was mixed
using magnetic stirrer to ensure particles were evenly dispersed. Stirring speed and
temperature were fixed at 1250 rpm and ambient respectively, while stirring timewas
fixed according to its composition. Following the sol-preparation, sample substrates
were prepared for sol-deposition.

Sol deposition. Technique used to deposit sol onto substrate in this studywas spin-
coating method. This method was chosen due to its fast and facile application as well
as having advantage of equal distribution of sol [12]. Transparent glass substrates
were used as working samples for this study. Before deposition of sol onto glass
substrates, they undergo pre-treatment using ultrasonic bath tominimize the presence
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Fig. 1 Preparation of VTT sol

of impurities. Substrates were soaked into de-ionized water which was poured in a
beaker beforehand. The beaker was then put into an ultrasonic bath which then filled
withwater. The timerwas set to 10min for the substrate to be properly cleaned.When
the timer stop, the beaker was taken out of the bath and the de-ionized water in it was
poured out of the beaker into the sink. The substrates were taken out using tweezers
and then cleaned using high-absorbent tissue paper in order to remove excess water.
The substrate then rinsed with ethanol solvent and dried using air blower. Upon
completion of substrate cleaning, spin coater was prepared to deposit the VTT sol
onto the glass substrate. Spin coater was set up by specifying speed and time for the
desired thickness. The glass substrate was placed in the spin coater and 10 μL of
VTT sol was dropped onto it using pipette.

Drying (Thermal treatment). Following the coating application as described
in previous section, the coated glass samples were pre-baked using hot plate with
temperature of 80 °C for 10 min. This step was essential to ensure moisture present
in the coating could be minimized. The pre-baked samples were then kept in a dry
box to prolong the elimination process of moisture before it could be post-baked
using oven the next day, with temperature varied from 75 to 150 °C.

2.3 Characterization

Characterizations technique used to study the coating produced were the measure-
ment of static water contact angle and observation of the surface structure using
optical microscope.
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Contact angle measurements. The wettability of the coated dried glass samples
were determined using the Sessile drop method. In each sample, a drop of pure
water was generated with a syringe and deposited in approximately the center of
substrate. The sample was placed in ambient temperature. The images of drops were
obtained through a video camera mounted on a microscope and they were examined
by running the drop shape analysis (AmScope) software.

The Sessile drop method used in this work was to determine the static contact
angle based on the hydrophobic concept. Basically, the wettability of the surface
can be characterized by the contact angle (CA). Contact angle can be defined as the
angle which the droplet or edge of the liquid (water) makes with the solid plane [13,
14]. This method is only applicable to measure static contact angle when the droplet
is standing on the surface in which the three-phase boundary (solid plane) is not
moving.

Optical microscope observation. Another characterization done besides contact
angle measurement is the evaluation of surface morphology visuals through optical
microscope. The microscope is adjusted to achieve the best focus, magnification,
resolution, contrast andworking distance. Surface of the coated glasses was observed
in order to determine presence of cracking that could be formed during the thermal
treatment. Scanning Electron Microscope (SEM) analysis was carried out to further
study the surface morphology and compare between samples with and without post-
bake treatment. The samples were coated with platinum (Pt) before the analysis
done to make the coating conductive. Meanwhile, the surface chemical composition
of sample with highest hydrophobicity was characterized using Energy-Dispersive
X-Ray Spectroscope (EDX) to identify the chemical element present in the material
along with its respective weight percentage.

Transmittance measurement. Based on the observation of samples through
optical microscope, sample with the best characteristics were taken for transmit-
tance measurement to determine the amount of light transmitted through the coated
glass. This measurement was done using UV-Vis Spectrophotometer (Perkin Elmer
Lambda 1050)with an ultraviolet-visible spectral region set between 250 and 800nm.
Based on this measurement, plots obtained were Absorbance (A) versus wavelength
(λ).While this study requires percentage of transmission,%T versusλ, the following
calculations were made [15]:

A = − log T (1)

A = 2− log(%T ) (2)

Transmittance can be defined as the amount of light that is able to pass through
a material without the material reflecting or absorbing the incident light. When a
material has a 100% transmission, itmeans that thematerial is transparent. Therefore,
a higher percentage of transmission is said to have a better transparency.
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3 Results and Discussions

3.1 Experimental Preparation of VTT Sol

VTT sol was prepared as described earlier in Fig. 1 while Table 1 shown the results
of the prepared solution. The recipe is based on M. H. Ibrahim et al. and modified
to simplify the fabrication process in the room temperature without the need for
controlled condition using chamber [16]. The preparation involved three stages for

Table 1 Results for preparation of VTT sol

Preparation Sample
Variables Data records

Remarks 
Ratio Stir 

time
Stir 

speed (rpm) Stir temp. Colour State

B

SiO2 sol 
(TEOS + 
EtOH + 

HCl)

1 3:4:12 1 h 1250 30 °C Clear Solid
Mixed 
without 

cap

2 3:4:12 1 h 1250 20 °C Clear Solid
Mixed 
without 

cap

3 3:4:12 2 h 1250 Ambient Clear Liquid –

TiO2 sol 
(TTBu + 
EtOH + 

HCl)

1 3:4:12 10
min

1250 Ambient Cloudy
Liquid 

–

2 0.5:8:12 1 h 1250 Ambient Clear Liquid EtOH ratio 
increased

SiO2 – 
TiO2

hybrid 
sol

1 1:1 1 h 1250 Ambient Light 
yellow Liquid –

A 

Organic 
sol 

(VTES + 
HCl)

1 2:1 10
min

1250 30 °C Cloudy Solid
Mixed 
without 

cap

2 2:2 1 h 1250 Ambient Clear Gel-like liquid

3 3:2 4 h 1250 Ambient Clear Liquid (concen-
trated)

Organic 
polymer 

sol 
(VTES + 

HCl + 
AlAA)

1 2:100 30
min

1250 Ambient Clear Liquid (concen-
trated)

2 2:100 4 h 1250 Ambient Light 
yellow Liquid

Mixed 
altogether 

with 
organic 

sol, 
covered 

with latex

3 2:100 2 h 1250 Ambient Clear Liquid
Covered 

with 
plastic

VTT sol (A + 
B)

1 1:1 30
min

1250 Ambient Dark 
yellow Liquid

Yellow 
colour 

from sol A

2 1:1 30
min

1250 Ambient Light 
yellow Liquid

(precipitation)

–

–

–

–
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Composition B which is for SiO2 sol, TiO2 sol and SiO2–TiO2 hybrid sol while
Composition A comprised with two stages; organic sol and organic polymer sol.
VTT sol was prepared by combining the resulting two compositions.

As seen in Table 1, each stages of preparation consist of a number of samples as
samples production were continued until expected result of solution was achieved.
Marked samples in the table showed the best solution characteristics hence achieving
hydrophobic properties of VTT sol.

It was observed that throughout the samples preparation, few steps need to be
considered to ensure the solution of each sample can be mixed successfully. For
example, during stirring, the beaker used must be enclosed with a cap to prevent any
particles to be evaporated into air and causing the mixture to turn into solid. Precip-
itation occurred due to insufficient amount of solvent (EtOH) for the TEOS/TTBu
to be completely dissolved, therefore, the amount of solvent must be increased to
observe better dispersion and composition of TiO2 sol. Cap of the beaker used (latex)
caused material being prepared to be contaminated due to unnecessary reaction that
leads to dark yellowish liquid. Consequently, the cap used was replaced with plastic
cap that improved the colour of resulting VTT sol (light yellowish liquid).

3.2 Heat Treatment of the Coating

As seen in Table 2 and Fig. 2a–d, the increasing temperature during post-bake results
to higher contact angle due to the elimination of moisture or water, leaving only air
filled betweenmolecules thus roughening the structure of low surface energymaterial
(inorganic TiO2). The air trapped in the voids will repel water thus enhancing its
hydrophobicity [17].

Water contact angle results show that different heat treatment produce different
self-cleaning properties confirming the flexibility of material fabricated using sol-
gel method [18]. Highest contact angle (99.58°) achieved meet the requirement of
hydrophobic properties. The preparation of TiO2 sol using hydrolysis and conden-
sation process decrease the contact angle which may be due to reaction of titanium
with water.

3.3 Transmittance and Transparency

As seen in Fig. 3a, b, the images shown are the samples of glass slide coated with
SiO2–TiO2 hybrid sol and VTT sol. Based on observation, SiO2–TiO2 hybrid sol
showed cracking on coating which is due to the absence of VTES as adhesive pro-
moter. While VTT sol showed clear coating without cracking. Two samples were
placed side-by-side to compare the transparency of both samples with respect to
post-bake treatment. The left sample is coated glass that did not undergo post-bake
treatment and it was foggier than the ones that undergo post-bake treatment. This is



760 S. N. N. A. Hamidon et al.

Ta
bl
e
2

R
es
ul
ts
fo
r
V
T
T
so
lv

ar
ie
d
he
at
tr
ea
tm

en
tt
o
se
lf
-c
le
an
in
g
pr
op

er
tie

s

Pr
ep
ar
at
io
n

Sa
m
pl
e

V
ar
ia
bl
es

C
ha
ra
ct
er
iz
at
io
n

C
oa
tin

g
sp
ee
d

(r
pm

)
C
oa
tin

g
la
ye
r

Pr
e-
ba
ke

(°
C
)

Po
st
-b
ak
e
(°
C
)

A
gi
ng

tim
e
(d
ay
)

C
on
ta
ct
an
gl
e
(°
)

R
em

ar
ks

V
T
T
so
l

1—
Fi
g.

2a
12
50

1
75

75
1

63
.4
3

H
yd
ro
ph
ili
c

2—
Fi
g.

2b
12
50

1
–

10
0

1
80
.3
6

H
yd
ro
ph
ili
c

3—
Fi
g.

2c
12
50

1
75

12
5

1
90
.6
2

H
yd
ro
ph
ob
ic

4—
Fi
g.

2d
12
50

1
–

15
0

1
99
.5
8

H
yd
ro
ph
ob
ic



Hydrophobic Sol-Gel Based Self-cleaning Coating … 761

Fig. 2 a CA = 63.43°; b CA = 80.36°; c CA = 90.62°; d CA = 99.58°

Fig. 3 a Two glasses coated with SiO2–TiO2 hybrid sol: left is without post-bake, right is with
post-bake; b Two glasses coated with VTT sol: left is without post-bake, right is with post-bake

due to the presence of moisture in the coating material that should be eliminated or
minimized during post-bake treatment that results to lower transparency.

As shown in Fig. 4a, b, two samples from Fig. 3b were tested for SEM analysis.
The images showed that rougher structure was observed in VTT sol with post-bake
treatment due to the moisture that has been minimized during the heat treatment,
as mentioned in the previous section. Both samples showed almost similar images
with small difference in aggregation formed. This is expected as both samples were
prepared with identical chemical composition, but only with different stages of post-
bake treatment. Despite the observation of a few cracks, a homogenous coating
was generally observed. EDX analysis for VTT sol with post-bake treatment was
provided in Fig. 5. Without a doubt, the data indicated the presence of Si and Ti
as the main element in the coating composition, which played a big role to deter-
mine the hydrophobic properties. The presence of C along with O accounted for the
functionalizing chemicals used.
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Fig. 4 a SEM image for VTT sol without post-bake; b SEM image for VTT sol with post-bake

Fig. 5 EDX spectrum analysis of VTT sol with post-bake treatment

Based on the given transparency results, sample with post-baked VTT sol from
Fig. 3b undergone the UV-Vis spectrophotometer to determine its %T. Results as
shown in Fig. 6 shows %T with average of 90.73% along the wavelength interval.
At λ interval between 300 and 400 nm, occurrence of noise can be observed due to
instrumentation error. Similar to the recipe prepared byM. H. Ibrahim et al., a recent
study by X. Zhang et al. also have developed sol-gel based coating using organi-
cally modified silica (VTES/TEOS) with percentage of transmission of ~99% under
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Fig. 6 Optical transmission spectra for glass sample coated with VTT sol with post-bake treatment

controlled condition [16, 19]. Comparing these studies, although there are differ-
ence in %T, the VTES/TEOS sol-gel based coating was prepared in a chamber with
controlled environment (temperature and humidity) while this study is advantageous
by preparing hydrophobic VTT sol-gel based coating in ambient environment. This
allows for flexibility and simplification in fabricating the coating in bulk for industrial
application with varied condition for different coating preparation.

4 Conclusions

Dust accumulation and soiling issues on the PV panel are, without a doubt, one
of the main problems in maintaining PV performance. This has garnered research
interest across the world to study the use of self-cleaning coating for solar panels
in order to reduce the soiling issues. Various materials have been tested to achieve
good self-cleaning properties; mainly focusing on hydrophobic coating. According
to literature, application of SiO2 or TiO2 in self-cleaning coatings prepared via the
sol-gel route have been proven to enhance hydrophobicity [20, 21]. Some of the
advantages of preparing coating using sol-gel are: improvement in low refractive
index, thermal and chemical stability which results to a better performance of PV
panels in soiling mitigation [22, 23].

In this study, the developed unique VTT sol samples proven to exhibit self-
cleaning ability based on hydrophobic properties shown (WCA > 90°). Besides, it
also shown flexibility of the sol to be switched between hydrophobic and hydrophilic
properties when undergo different temperature of thermal treatment, in accordance
to a literature [18]. The coating also exhibited good transparency and transmittance
of 90.73% that helped this self-cleaning coating to be applied on solar panels while
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maintaining a good optical characteristic. This coating was prepared in ambient con-
dition, reducing the need for controlled condition to suit the varied temperature and
humidity for different coating preparation. This coating could be extensively used
for further improvement by utilizing more variables such as coating layer, thickness
or different materials in order to achieve superhydrophobicity (WCA > 150°) that
promises better self-cleaning properties.
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Effect of Graphene Oxide Nanoparticles
on Thermal Properties of Paraffin Wax

Nurul Humaira Muhd Zaimi, Amirjan Nawabjan,
Shaharin Fadzli Abdul Rahman and Siti Maherah Hussin

Abstract Whereas previous studies analyzed thermal properties of pure paraffin,
this paper analyzed thermal properties of paraffin added with Graphene Oxide (GO)
nanoparticles experimentally. The tested samples are paraffin wax and GO added
at various percentages of weight, 1 wt%, 3 wt%, 5 wt% which typically used for
photovoltaic panel cooling. The objective is to explore the effect of various weight
percentages of GO nanoparticles addition on the thermal properties of the paraffin.
All the thermal properties were measured by using thermographic camera, and Dif-
ferential Scanning Calorimetry (DSC). DSC showed that melting and solidification
temperature for paraffin/5 wt% GO has highest reduction which is at 45.91 °C and
41.85 °C, followed by paraffin/3wt%GOwith 46.15 °C and 42.02 °C, and then paraf-
fin/1 wt% GO with 46.25 °C and 42.02 °C, when compared to 63 °C and 59.5 °C for
pure paraffin. Thermographic camera recorded the melting temperature history of all
samples for 600 s. From the measurement, it is revealed that paraffin/5 wt% GO has
largest heat transfer rate. This is shown by the bigger average temperature gradient
of paraffin/5 wt%GOwhich is at 2.93 followed by paraffin/3 wt%GO at 2.69, paraf-
fin/1 wt%GO at 2.52 and paraffin at 2.03. DSC also revealed that paraffin/5 wt%GO
has highest improvement in latent heat which is 163.99 kJ/kg, followed by paraffin/1
wt% GO, paraffin/3 wt% GO and pure paraffin each at 155.85 kJ/kg, 155.0813 kJ/kg
and 102 kJ/kg. Paraffin/5 wt%GO also can be seen to have the largest amount of heat
stored with 0.62 kJ, followed by paraffin/3 wt% GO, paraffin/1 wt% GO and lastly
pure paraffin with 0.44, 0.4 and 0.33 kJ respectively. The results indicate that the rise
of GO nanoparticles percentages weight added results in better thermal properties
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of paraffin. With better charging and discharging rate, highest latent heat, largest
amount of heat can be stored, paraffin/5 wt% GO is the most favorable to be used as
a photovoltaic panel coolant.

Keywords Phase change material · Paraffin · Graphene oxide · Photovoltaic ·
Temperature regulation

1 Introduction

During the last two decades, rising prices of fossil fuel and increasing worries about
global warming have reenergized the idea to rapidly move towards renewable energy
resources. Over the years, photovoltaic (PV) has been gaining interest. PV offers the
most abundant, reliable and pollution-free power source in the world [1, 2]. PV is
a technique of converting sunlight into electricity by using semiconductor materials
through photovoltaic effect.

By the end of 2018, global cumulative installation of PV already exceeded aston-
ishing number of 515GW with an average commercial efficiency of 17% [3]. How-
ever, efficiency of PV panel declines with an increase in temperature, especially in
hot climate countries including Malaysia. In many instances, a solar cell can get as
hot as 65 °C, causing the panel to become less efficient and therefore produce less
power. For instance, every increment of 1 °C of PV panel operating temperature will
decrease as much as 0.4% of electricity production [4].

Thus, many techniques have been done to cool the PV panel including water
sprinkler at the front of panel, using heat sinks, and connecting air channel at the
back of PVpanel.One of the passivemethods is by integrating phase changematerials
(PCM) into the back of PV panel in order to reduce the temperature of the PV itself
[5–12]. It has shown major advantages in improving PV output performance by
maintaining the temperature of PV panel close to the ambient. PV/PCM systems can
control the rapid increase of PV cell temperatures during the daytime and keep PV
panel temperatures lower during the peak solar hours of the day, thus improving PV
efficiency and electrical energy output.

Although many studies have used PCM in cooling PV, PCM has low thermal
conductivity which results in low heat transfer. In order to improve the thermal
conductivity of the PCM, fewprevious studieswere conducted by using nanoparticles
[9, 13]. So, through the combination of PCMandnanoparticles, the thermal properties
can be adjusted including enhancing its thermal conductivity and thus resulting in a
better heat transfer [14]. As a result, PCM will be better at reducing the temperature
of the PV panel during hot climate leading to more efficient output power.

Nevertheless, further studies need to be done on the heat transfer process and
thermal properties of PCM material when added by nanoparticles. PCM material
can be found in various practical applications including PV panel. In PV panel
application, paraffin wax is the most used by researches. Few studies on paraffin wax
application can also be found in the literature [9–12, 15–20]. In this study, the thermal
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properties of PCMs and effect of nanoparticles are investigated experimentally. The
tested PCMs and nanoparticles are paraffin wax and various percentages of weight
of GO nanoparticles added to paraffin. The objective of this study is to explore
the thermal properties of PCMs when GO nanoparticles at various percentages of
weight are added. The results are expected to provide the necessary information on
development of PV performance that is suitable for Malaysian climate.

2 Methods

2.1 Fabrication of Nano-enhanced PCM

Paraffin is weighed to obtain amass of 10 g followed byGOnanoparticles. The paraf-
fin is melted at temperature of 80 °C until it is ensured fullymelted. GO nanoparticles
and 0.2 g Sodium Dodecylbenzenesulfanate (SDBS) are then added to the molten
paraffin. SDBSare added to ensure the dispersionofmixture and avoiding agglomera-
tion of samples. The temperaturewasmaintained at 80 °C throughout the experiment.
The mixing is prepared by using magnetic stirrer for 15 min. The mixture is then
poured into a petri dish and is allowed to crystallize at room temperature. The exper-
iments are carried out for three different percentages of GO nanoparticle’s weight,
which are at 1 wt%, 3 wt% and 5 wt%. The experimental procedure to fabricate PCM
nanocomposites are shown as in Fig. 1.

2.2 Analysis Methods

2.2.1 Melting and Solidification Process

The melting and solidification process of the PCM nanocomposites was recorded
using thermal camera and the time taken for the process was measured. For melting
process, each sample was put on the hot plate with temperature of 80 °C until it is
fully melted, and the time taken for the sample to fully melt was recorded. Then, it
was allowed to solidify at room temperature and the time taken for the sample to fully
solidify was recorded. The experiment was repeated for pure paraffin, paraffin/1 wt%
GO, paraffin/3 wt% GO and paraffin/5 wt% GO. Next, experiment was conducted to
study the increasing of PCM nanocomposites temperature during melting process.
The experimental setup was as in Fig. 2. The hot plate is ensured to have uniform
temperature so that it will provide uniform heat transfer to the sample. A picture of
initial temperature of hot plate was provided in Fig. 4. There were 9 points taken from
sample for measurement to obtain most accurate average temperature and tempera-
ture gradient of sample. During the melting process, the hot plate was set constant
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Fig. 1 Fabrication of paraffin/GO nanocomposites

at 100 °C and the PCM nanocomposites’ temperature was measured by using ther-
mographic camera for each 60 s interval until it was fully melted. Every experiment
was carried out for 600 s and repeated for pure paraffin, 1 wt% GO, 3 wt% GO and
5 wt% GO. All the 9 points of melting temperature measurement were collected and
a graph was generated to analyse the gradient from the obtained temperature history
graph. Heat transfer can be compared for all the samples by comparing gradient of
the graph [21].

2.2.2 Differential Scanning Calorimeter

Characterization of the phase changematerials, includingmelting/solidification tem-
peratures, latent heat and specific heat capacity of the paraffin/GO nanocomposites
samples was performed by using Differential Scanning Calorimeter (DSC). A com-
plete run of the DSC test consists of two heating and cooling cycles that were run
from 30 to 100 °C, in order to embrace the melting point of paraffin wax. The first
melting cycle was carried out to remove the effect of uneven heating of samples, and
hence the data from the second cycle were recorded. Paraffin/GO nanocomposites
sample of 5 mg of each material was heated from 30 to 100 °C at a heating rate of
5 °C min−1 and cooled at the same rate.
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Fig. 2 Experimental setup
for melting and solidifying
process using thermographic
camera

2.3 Theoretical

Performance of the samples preparedmust be evaluated and before the analysis could
be carried out, several parameters need to be specified and investigated. One of the
parameters is the latent heat storage (LHS). This parameter is depending on the heat
absorption when the material changing phases from solid into liquid, or vice versa.
The amount of heat required for the material to change from one phase to another is
defined as follows:

QL = m × am × �hm (1)

where,

QL Total latent heat (Joule).
m Mass (kg).
am PCM’s melting fraction.
�hm Latent heat specific (Joule/kg).
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The amount of heat stored during the absence of phase-changing (the material is
either in solid or liquid phase) can be formulated as follows:

QS = m × cp × �T (2)

where,

QS Total heat stored (Joule).
m Mass (kg).
cp Heat capacity (kJ/kgK).
�T Temperature difference (m2).

Combining these two formulas, the performance analysis of PCM can be
determined while taking into account all the parameters involved.

3 Results and Discussion

The experiments on all four samples, pure paraffin, paraffin/1 wt% GO, paraffin/3
wt% GO and paraffin/5 wt% GO were carried out. The results were analyzed based
on the time taken for all samples to fullymelt and solidify, temperature history during
melting processes, heat transfer rate, melting and solidification point, latent heat and
total heat stored by samples.

3.1 Melting and Solidifying Time

Figure 3 shows the melting process of PCM nanocomposites. The time taken for
melting and solidifying is recorded by using stopwatch.

Temperature and time for Melting and solidification process are the two main
parameters which influence the performance of PCM. Melting and solidification
time can be measured by using stopwatch. In order to investigate the charging and
discharging characteristics of PCM, melting and solidification time also needs to be

Fig. 3 Melting process of nanocomposites
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Table 1 Melting and
solidification time of PCM
nanocomposites

Sample Solidifying time (s) Melting time (s)

Pure paraffin 730 1260

Paraffin with 1 wt%
GO

340 (53.42%) 435 (65.48%)

Paraffin with 3 wt%
GO

242 (66.85%) 367 (70.87%)

Paraffin with 5 wt%
GO

200 (72.60%) 349 (72.30%)

considered. The melting time of the PCM decreases with the insertion of nanoparti-
cles. Table 1 shows the variation of paraffin and paraffin/GO nanocomposites melting
timewith respect to temperature. The percentage time savings for paraffin/1 wt%GO
for completemeltingwas found to be 65.48% as compared to pure paraffin.While the
percentage time savings for paraffin/3 wt% GO and paraffin/5 wt% GO for complete
melting were found to be 70.87% and 72.30% as compared to pure paraffin. The
time taken for complete melting of paraffin, paraffin/1 wt% GO, paraffin/3 wt% GO,
and paraffin/5 wt% GO was found to be 1260 s, 435 s, 367 s and 349 s respectively.
It can be observed that the time taken for complete solidification of paraffin was
highest compared to all paraffin/GO nanocomposites samples. The percentage time
savings in solidification time of paraffin/1 wt% GO, paraffin/3 wt% GO and lastly
paraffin/5 wt% GO were found to be 53.42%, 66.85% and 72.60% respectively as
compared to pure paraffin. The time taken for complete solidification for paraffin
was 730 s, paraffin/1 wt% GO 340 s, paraffin/3 wt% GO 242 s, and paraffin/5 wt%
GO was found to be 200 s. The image of complete melting process of paraffin/GO
nanocomposites is depicted in Fig. 3. Thus the addition of higher percentage of GO
nanoparticles weight also improves the charging and discharging period of the PCM.

3.2 Temperature of Melting Process

As mentioned before, there was 9 points taken for temperature reading and the
initial temperature of hot plate is measured to ensure uniform heating. The initial
temperature of hot plate is as in Fig. 4. Figure 5 shows the temperature history during
melting process for all paraffin/GO nanocomposites samples when the heat source
at 100 °C. The temperature for paraffin, paraffin/1 wt% GO, paraffin/3 wt% GO and
paraffin/5 wt% GO are shown by Fig. 5a–d.

According to theory, during the heating process of solid PCM material, its tem-
perature will undergo increment as time increases until it reach its melting point.
During the melting process, its temperature will remain constant after all of the PCM
material have become liquid. After all the melting process has finished, the temper-
ature will continue to increase with time. This experiment shows an agreement with
theoretical one pattern. This is because, in Fig. 5a, during the first 60 s, temperature
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Fig. 4 Initial temperature of hot plate

of paraffin wax increases as time increases. It starts from initial temperature which
is at 27 °C. After reaching its melting point, the temperature remain constant. This
means the PCM nanocomposites is currently undergoing melting process. After the
melting has finished, the temperature continue to increase. This means that the exper-
iments follow the theoretical one. All the other 9 points of temperature shows the
same consistency of graph. The same trend also shown by other samples as shown
in Fig. 5b–d.

After 360 s, for pure paraffin, it can be seen that in the graph, some of the tem-
perature point is increasing rapidly and higher compared to other points. This is due
to the uneven heating of the sample which causes at some of the point, the paraffin
start to melt first, only then followed by other part of samples. The same trend can be
seen by all the other samples, paraffin/1 wt% GO, paraffin/3 wt% GO and paraffin/5
wt% GO.

Temperature measurements of melting processes have been done. The results are
analyzed. Table 2 shows final average temperature of all paraffin/GOnanocomposites
and it can be seen that the paraffin/5wt%GOhas the highest finalmelting temperature
that is 63.99 °C. It is then followed by paraffin/3 wt% GO, 61.20 °C, paraffin/1 wt%
GO, 59.56 °C, and lastly pure paraffin, 56.04 °C. Next, Table 3 shows the average
gradient of all paraffin/GO nanocomposites. The comparison between Fig. 5a–d
shows that heat transfer rate of paraffin/5wt%GO is largest than all the other samples.
This is also shown by the bigger average temperature gradient value in Table 3. It
can be seen paraffin/5 wt% GO in comparison with others which is 2.93 followed by
paraffin/3 wt% GO at 2.69, paraffin/1 wt% GO at 2.52 and paraffin at 2.03. All the
samples, paraffin/5 wt% GO, paraffin/3 wt% GO and paraffin/1 wt% GO follow the
trend that states the addition of nanoparticles will increase the rate of heat transfer.

It also can be concluded that paraffin/5 wt% GO has the highest thermal con-
ductivity compared to other samples, this is because of the high heat transfer rate
by paraffin/5 wt% GO, since thermal conductivity can be defined as the rate of heat
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Fig. 5 a Melting temperature history of paraffin, b melting temperature history of paraffin/1 wt%
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wt% GO
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Table 2 Average final temperature of paraffin/GO nanocomposites

Final temp Paraffin (°C) Paraffin/1 wt% GO
(°C)

Paraffin/3 wt% GO
(°C)

Paraffin/5 wt% GO
(°C)

1 59.2 63.31 63.02 67.04

2 50.26 59.98 62.34 68.94

3 55.94 59.04 61.65 67.31

4 59.11 60.19 61.98 65.78

5 48.74 59.36 61.89 61.15

6 57.03 60.96 61.75 62.31

7 58.43 57.42 59.13 59.56

8 56.48 58.2 60.01 61.44

9 59.2 57.55 59.01 62.35

Average 56.04 59.56 61.20 63.99

Table 3 Average gradient of paraffin/GO nanocomposites

Gradient Paraffin Paraffin/1 wt% GO Paraffin/3 wt% GO Paraffin/5 wt% GO

1 2.38 2.97 2.94 3.25

2 1.51 2.64 2.92 3.86

3 1.89 2.56 2.88 3.64

4 2.41 2.64 2.84 3.21

5 1.43 2.49 2.68 2.38

6 2.04 2.63 2.73 2.36

7 2.44 2.16 2.28 2.18

8 1.94 2.30 2.50 2.64

9 2.25 2.28 2.48 2.89

Average 2.03 2.52 2.69 2.93

transfer through unit thickness of the material per unit area per unit temperature
difference [22]. A high value for thermal conductivity indicates that the sample is a
good conductor heat, which is one of the important characteristic in order to become
a PV coolant. Hasan states that PCM should have a high thermal conductivity [15].

3.3 Differential Scanning Calorimetry Curve

Figures 6, 7, 8 and Table 4 shows each melting and solidification characteristic of
paraffin, paraffin/1 wt%GO, paraffin/3 wt%GO and paraffin/5 wt%GO.A reduction
can be observed in both melting and solidification temperature for all paraffin/GO
nanocomposites when compared to pure paraffin. Initially, the melting temperature
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Fig. 6 DSC curves of paraffin/1 wt% GO

Fig. 7 DSC curves of paraffin/3 wt% GO
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Fig. 8 DSC curves of paraffin/5 wt% GO

Table 4 Latent heat, melting and solidification point of samples

Sample Melting point (°C) Solidification point (°C) Latent heat (kJ/kg)

Pure paraffin 63 59.5 102

Paraffin with 1 wt% GO
with SDBS

46.25 42.02 155.85

Paraffin with 3 wt% GO
with SDBS

46.15 42.02 155.08

Paraffin with 5wt% GO
with SDBS

45.91 41.85 163.99

of pure paraffin was 63 °C, however, when 1 wt% GO nanoparticles was impreg-
nated in Paraffin, the melting point reduced to 46.25 °C. While, when 3 wt% GO
nanoparticles was added, the melting point reduced to 46.15 °C, and lastly when 5
wt% GO nanoparticles added, the melting point reduced to 45.91 °C. Solidification
temperature for the entire PCM nanocomposites also shows the same behavior. The
solidification temperature of pure paraffin was found to be 59 °C and when 1 wt%
GO nanoparticles was impregnated in paraffin, the solidification point decreased to
42.02 °C. While, when 3 wt% GO nanoparticles was added, the solidification point
decreased to 42.02 °C, and lastly when 5 wt% GO nanoparticles added, the melting
point reduced to 41.85 °C. To summarizes, the higher percentage ofGOnanoparticles
have tendency to reduce more melting and solidification temperature. This can be
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seen from paraffin/5 wt% GO has lowest melting and solidification point, followed
by paraffin/3 wt% GO, next is paraffin/1 wt% GO and lastly pure paraffin.

DSC analysis was used to measure the latent heat of paraffin and paraffin/GO
nanocomposites. All the data have been recorded in Table 4. The latent heat of paraf-
fin measured was 102 kJ/kg and when GO nanoparticles was added, an interesting
characteristic can be seen, which was higher percentage of GO nanoparticles shows
higher increment in latent heat than that pure paraffin. The latent heat of paraf-
fin/5 wt% GO was highest at 163.99 kJ/kg followed by paraffin/1 wt% GO with
155.08 kJ/kg and paraffin/3 wt% GO at 155.85 kJ/kg. Both paraffin/5 wt% GO,
and paraffin/1 wt% GO follows the rules that states higher addition of nanoparticles
improve better latent heat of PCM. However, for the paraffin/3 wt% GO, it differ
with the rules as it has lower latent heat than paraffin/1 wt% GO. This may be due to
the carbon and oxygen bond arrangement in structural lattice, hydrophilic material,
aggregation property, and dispersing property with organic solvents [23]. Still, the
latent heat of paraffin/3 wt%GO is higher than pure paraffin. Hence, higher improve-
ment in latent heat and latent heat energy storage capacity of pure paraffin can be
observed when larger GO nanoparticles weight was added in paraffin.

3.4 Total Heat Stored

The performance of the paraffin/GO nanocomposites will be analysed by using total
heat stored, defined by Eq. (2). Calculations were carried out by using all the data
recorded throughout experiments. Table 5 shows the calculation result for total heat
stored.Data of the table shows that the higher percentage ofGOnanoparticles impreg-
nated into paraffin, the higher final melting temperature captured through thermo-
graphic camera. It can be seen that paraffin/5 wt% GO can store the heat better than
all the other samples as it has highest temperature difference, highest heat capacity
compared to all the other samples, resulting in highest heat stored. Study shows that
amount of heat transfer is directly proportional to the temperature change [22]. As
thermal energy storage, paraffin/5 wt% GO is better than all the other samples. This
is because paraffin/5 wt% GO can store more energy compared to others.

Table 5 Calculation result for total heat stored

Materials Heat source Mass (kg) Cp (kJ/kgK) Tf (°C) Ti (°C) Qs (KJ)

Paraffin wax 100 0.01 1.14 56.04 27 0.33

Paraffin/1 wt%
GO

100 0.01 1.22 59.56 27 0.4

Paraffin/3 wt%
GO

100 0.01 1.27 61.2 27 0.43

Paraffin/5 wt%
GO

100 0.01 1.64 63.99 27 0.62
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4 Conclusion

A new PCM composite was prepared by adding various percentages of Graphene
oxide nanoparticles weight to paraffin wax that can be used to cool PV panel. Ther-
mal properties such as melting and solidification point, phase change temperature,
latent heat and total heat stored of the new phase change material were investi-
gated experimentally to study the effect of various percentages of GO nanoparticles
weight added to paraffin. Melting temperature history and latent heat were measured
by using thermographic camera and DSC, while heat stored was calculated from the
data obtained. Based on the results, the following conclusions can be made.

Higher percentages of GO nanoparticles result in higher improvement of paraf-
fin thermal properties. This can be observed as for the melting and solidification
temperature for paraffin/5 wt% GO has largest reduction, at 45.91 °C and 41.85 °C,
followed by paraffin/3wt%GOwith 46.15 °C and 42.02 °C, and lastly paraffin/1wt%
GO with melting and solidification temperature 46.25 °C and 42.02 °C respectively
compared to 63 °C and 59.5 °C for pure paraffin. Paraffin/5 wt% GO also showed
better charging and discharging rates decreased by 72.30% and 72.60%, followed
by paraffin/3 wt% GO with 70.87% and 66.85% reduction and lastly paraffin/1 wt%
GOwith 65.48% and 53.42% reduction respectively compared to pure paraffin. Next,
heat transfer rate of paraffin/5 wt% GO is largest than all the other samples. This is
shown by the bigger average temperature gradient of paraffin/5 wt%GO compared to
others which is at 2.93 followed by paraffin/3 wt%GO at 2.69, paraffin/1 wt%GO at
2.52 and paraffin at 2.03. Besides, paraffin/5 wt% GO also showed highest improve-
ment in latent heat compared to others which is 163.99 kJ/kg, followed by paraffin/1
wt% GO, paraffin/3 wt% GO and pure paraffin at 155.85 kJ/kg, 155.0813 kJ/kg
and 102 kJ/kg. Both paraffin/5 wt% GO and paraffin/1 wt% GO follows the trend
that states higher percentages of nanoparticles, resulting in better thermal properties
except for paraffin/3 wt% GO. This is due to the existence of aggregation in the
samples. The same thing can be observed for the heat stored by paraffin/5 wt% GO.
It has the largest amount of heat stored with 0.62 kJ, followed by paraffin/3 wt%GO,
paraffin/1 wt% GO and lastly pure paraffin with 0.44, 0.4 and 0.33 kJ respectively.

Thus, it can be concluded that higher percentage of GO weight nanoparticles,
improve better thermal properties of paraffin. As a PV panel coolant, paraffin/5 wt%
GO is favorable to be used as a PV panel coolant, as it has better charging and
discharging rate, highest latent heat, better heat transfer and can store most amount
of heat compared to all the other samples.
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Reliability Performance of Low
Voltage (LV) Network Configuration

Mohd Ikhwan Muhammad Ridzuan , Muhammad Adib Zufar Rusli
and Norhafidzah Mohd Saad

Abstract Networks are typically modelled in single phase diagram especially for
medium voltage (MV) and high voltage (HV) networks. For low voltage (LV) net-
works, it is not suitable to model it in a single phase diagram. The reliability per-
formance of LV network may be overestimated or underestimated if the network is
modelled in a single phase diagram. Analytical technique is used to quantify the per-
formance of LV network in single and three phase network diagrams. Three phase LV
network diagram illustrates the true reliability performance compared to single phase
LV network diagram in term of the best, median and worst location of customers.
Accurate network configuration may benefit in minimizing energy core losses and
reducing paying penalty to the customer by distribution network operators (DNOs).

Keywords Reliability · Distribution network · Single phase diagram · Three phase
diagram

1 Introduction

Typically, the importance of reliability in distribution system has received less atten-
tion compared to generation and transmission systems. The main reason of these two
systems are significant due to these two systems carries high current that affects a
vast number of customer (indirectly) and considers as a backbone of electrical supply
(especially transmission network). However, the importance of distribution network
should not be neglected as it directly connected to the end customer.

Since distribution network supplying the most customer, it ties up by the target or
minimum customer satisfaction level imposed by Energy Regular, which inMalaysia
is Energy Commission (EC). These targets mostly involved the frequency and dura-
tion of interruption. To attain that target, distribution network operators (DNOs)must
correctly assess their reliability performance. Therefore, it is critical to have accurate

M. I. Muhammad Ridzuan (B) · M. A. Z. Rusli · N. Mohd Saad
Faculty of Electrical & Electronics Engineering, Universiti Malaysia Pahang, 26600 Pekan,
Pahang, Malaysia
e-mail: ikhwanr@ump.edu.my

© Springer Nature Singapore Pte Ltd. 2020
A. N. Kasruddin Nasir et al. (eds.), InECCE2019, Lecture Notes in Electrical
Engineering 632, https://doi.org/10.1007/978-981-15-2317-5_65

783

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-2317-5_65&domain=pdf
http://orcid.org/0000-0002-0549-9221
http://orcid.org/0000-0003-3953-4432
http://orcid.org/0000-0002-8958-318X
mailto:ikhwanr@ump.edu.my
https://doi.org/10.1007/978-981-15-2317-5_65


784 M. I. Muhammad Ridzuan et al.

distribution network configurations and parameters. However, due to the size of dis-
tribution network, low voltage (LV) network often represented by aggregate model
[1–6].

Typically, the aggregatemodel of LV network is represented by active and reactive
power downstream from the point of aggregation. For certain steady-state analysis,
the LV representation of active and reactive powers are enough, but in term of reliabil-
ity perspective, additional information is required especially in fault rates and mean
time to repair (MTTR) input. The detail reliability input from LV representation may
decide the performance level of distribution network.

Furthermore, in the EC report [7], a vast number of customer interruption is
originated from LV network, compared to medium voltage (MV) and high voltage
(HV) networks as in Fig. 1. Customer Average Interruption Duration Index (CAIDI)
is defined as average interruption timeper customer affected by the interruption. In the
same report, CAIDI fromLVnetwork is higher thanMVandHVnetworks as inFig. 2.
From these statements, the distribution network should include reliability input of LV
network for analyses ofMV or HV/MV networks. Therefore, by properly illustrating
the configuration of LV networks in MV or HV/MV networks, no components will
be neglected in regards to the load aggregation from lower to higher voltage.

Another concern related with LV network is modelling of network diagram. Typ-
ically, most of the network is modelled as a single line diagram, where all customer
of each phases (red, yellow and blue phases) are connected to single conductor. In
another word, if the blue phase is faulty/interrupted, other phases (red and blue) also
interrupted. The modelling of LV network in single line diagram is incorrect as the
protection devices in LV network operate in individual phase. For MV and HV net-
works, the modelling of network as single line diagram is correct as the protection
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devices are operating in three phases system [8–13]. Hence, ignoring the design of
LV network in three phases diagram will underestimate the reliability performance
of network.

Therefore, accurate reliability performance can be obtained with detail and cor-
rect design of LV network for analyses of MV or HV/MV networks. Concerning this
matter, the paper aims to present the methodology of formulating accurate LV distri-
bution network model based on reliability inputs of network component, component
parameters and network configuration.

2 Reliability Input

The reliability assessment of distribution system required distribution network com-
plete with its configurations and parameters and reliability input in term of fault rates
and mean times to repair (MTTR) of network components.

2.1 LV Distribution Network

The considered network for these analyses is rural LV distribution network. The net-
work consists of a single transformer with a rating of 500 kVA, and the line feeder is



786 M. I. Muhammad Ridzuan et al.

11kV

0.4kV

 

6.096m 6.096m 6.096m 6.096m 6.096m 6.096m

500kVA

11.327m 6.096m 10.867m

11.327m 6.096m 6.096m 6.096m 6.096m 6.096m6.096m 6.096m 6.096m 6.096m 6.096m

6.096m 6.096m 6.096m 6.096m 6.096m 6.096m 6.096m6.096m6.096m 6.096m

6.096m6.096m6.096m6.096m6.096m6.096m6.096m

6.096m

6.096m6.096m6.096m11.327m

11.327m

D G

D G

D G

6.096m

D G

Fig. 3 Rural LV distribution network (single phase diagram)

mostly overhead lines carrying 230 V for each phases supplying a total of 44 domes-
tic customers. Star connection is used allowing the employment of two different
voltages; 230 and 400 V. The network configuration is radial without normally open
network reconfiguration or back-up supply. Figures 3 and 4 present rural LV network
in single and three phases diagram respectively. Tables 1 and 2 provide more details
for the network components.

2.2 Mean Fault Rates and Repair Times

Past recording and statistic data are significant for predicting and assessing future
and present reliability performance of distribution network. These data are required
for simulation technique to characterise the performance of distribution network
under analysis. Two of three (i.e. mean fault rates, MTTR and unavailability) general
reliability input are required to perform the simulation. Themean fault rates represent
the total number of times in a year the component has to be removed from service
for repair due to the failure that occurs while MTTR represents the average times
required to repair the components that affected by the failure. Table 3 presents the
statistic of mean fault rates and MTTR of network components.
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Table 1 Feeder parameters

LV feeder Id. Cross section (mm2) Maximum sustained
current (A)

Rph Xph

Underground cable
Ethylene propylene
rubber

A 25 110 0.87 0.085

B 70 190 0.443 0.076

C 120 250 0.253 0.071

D 185 320 0.164 0.074

E 300 400 0.1 0.073

Overhead lines
Aerial bundle
conductor (ABC)

F 1 × 16 + 25 80 2.33 0.139

G 3 × 16 + 25 80 2.33 0.13

H 3 × 95 + 70 190 0.39 0.108

I 3 × 185 + 120 300 0.2 0.103

Table 2 Transformer parameters

Rating Connection Tapping
range

Load
losses
at
75 °C
(W)

No-load
losses
(W)

Impedance
(%)

Model parameters
(p.u. on 100 MVA)

RLV XLV

500 Dyn11 ±5% in
2.5%
taps

5100 680 4.75 2.04 9.28

315 3420 580 4.75 3.4444 14.6794

200 2900 540 4.75 7.5 22.5

3 Reliability Assessment

The Analytical technique is used to assess the performance of LV networks. Typical
indices are used to assess the performance of distribution networks.

3.1 Reliability Method

The technique that used to determine power system reliability is a classical method
which is an analytical method [23]. In this paper, the analytical method is used to
measure reliability performance. The reliability indices that have been evaluated
using classical concept are the three primary ones of average failure rate λs, average
outage duration rs, and average annual unavailability or average annual outage time
us. These indices are expected average values of total customers of the LVdistribution
system [23, 24]. This term of reliability indices is used to determine the number and
duration of interruption.
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Table 3 Mean fault rates and MTTR

Power
component

Voltage level
(kV)

Mean fault rate
λmean (faults/year)

MTTR
μmean (hours/fault)

[14] [15–22] [14] [15–22]

Overhead lines <11 0.168 0.21 5.7 –

11 0.091 0.1 9.5 –

33 0.034 0.1 20.5 55

Cables <11 0.159 0.19 6.9 85

11 0.051 0.05 56.2 48

33 0.034 0.05 201.6 128

Transformers 11/0.4 0.002 0.014 75 120

33/0.4 0.01 0.014 205.5 120

33/11 0.01 0.009 205.5 125

Buses 0.4 – 0.005 – 24

11 – 0.005 – 120

>11 – 0.08 – 140

Circuit breakers 0.4 – 0.005 – 36

11 0.0033 0.005 120.9 48

33 0.0041 – 140 52

Fuses <11 0.0004 – 35.3 –

Average failure rate;

λs =
∑

i

λi (1)

Average outage time;

Us =
∑

i

λi ri (2)

Average annual outage time;

rs = Us

λs
=

∑
i λi ri∑
i λi

(3)

Analytical method has numerous attractive features which a precise method and
computationally well-organised and possibly most important, it offers the developer
with understanding of the relationship between input variables and final results.
Also, analytical model and techniques have been necessary to provide planners and
designers with the results necessary to conclude reliability performance. Analytical
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techniques denote the system bymathematical model and evaluation of the reliability
indices from this model using direct numerical. Besides, they provided expectation
indices in relatively short computing time.

3.2 Reliability Indices

The reliability performance of rural LVdistribution networks are assessed through the
calculation of a set of reliability indices. The SystemAverage Interruption Frequency
Index (SAIFI), and System Average Interruption Duration Index (SAIDI) are typical
set of indices used by most countries [24]. These set of indices also used by Tenaga
Nasional Berhad (TNB) for reporting the performance of distribution network in
most area in Malaysia to EC.

System average interruption frequency index, SAIFI. It indicates how frequent
an average customer is subjected to sustained interruption over a predefined time
interval.

SAI F I = Total number of customer interruptions

T otal nmber of customers served
=

∑
λi Ni

Ni
(4)

System average interruption duration index, SAIDI. The interruption index of
power supply is indicated in minutes per customers.

SAI DI = Sum of customer interruption durations

T otal number of customers
=

∑
Ui Ni

λi Ni
(5)

4 Result

The network area located at the rural residential with about 44 customers. The type
of house that related to this study are terrace house with load demand 1.5 kW per
houses, with a total load of this region is 69.47 kVA. Based on Fig. 3 (single phase)
feeder 1, 2, 3 and 4 consist of 9, 11, 12, 12 loads respectively. For three phase network
(Fig. 4), it has the same number of load in single phase network, but the connection
of the load to the supply is three phase network. For feeder 1, it received supply only
from red wire, while feeder 2 received supply from yellowwire and feeder 3 received
supply from blue wire.
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Table 4 Reliability indices
(average of all customer)

Network SAIFI SAIDI

Single phase 0.99363 6.58907

Three phases 0.67881 4.49607

5 Discussion

Table 4 present the average value of indices for all customer. It clearly shows that by
the value of SAIFI and SAIDI for LV network of single phase diagram are higher
than three phase diagram. It indicates that neglecting the real configuration of LV
distribution network should overestimate the reliability performance. Single phase
diagram has a higher value compared to three phase diagram due to the fault rates
of the main feeder. In single phase diagram, all phases (red, yellow and blue) of
main feeders are connected together, although in reality, it doesn’t operate in such
way. For example, if red phase of the main feeder is faulted, yellow and blue phases
also faulted, resulting in more interruption and duration of interruption experience
by customers.

Table 5 illustrate the type of customer based on reliability performance; best
customer for low-value indices, median customer for average value indices, and
worst customer for a high value of indices. The best customer typically located near
the source and short in electrical supply path, which directly related to Eq. (1). Worst
customer is opposite factors of the best customer; located further fromsource and long
in electrical supply path. Hence, a better organisation of emergency staff/source plan
during fault can be employed to decrease the frequency and duration of interruption.

By knowing the correct reliability performance of each customer, type of network
component in the planning phase can be utilized to minimise energy losses. For
instance, low core energy losses of conductor or underground cablemay be employed
for a long feeder supplying a high number of customer. Another suggestion of earlier
distribution planning is configuring various network configuration by getting the best
reliability performance and lowest energy losses. Reliability performance of every
customer is important nowadays due to penalty enforcement by EC (for Malaysia).
Each customer has its maximum experience frequency and duration of interruption.

Table 5 Reliability indices (focus on the type of customer)

Network Type of customer SAIFI (location) SAIDI (location)

Single phase Best 0.0157 (1) 0.86309 (1)

Median 1.0147 (15, 26, 38) 6.67844 (15, 26, 38)

Worst 2.0227 (44) 12.49379 (44)

Three phases Best 0.33770 (33) 1.86841 (21)

Median 0.67370
(19, 23, 26, 30, 35)

4.71299
(19, 26, 30, 35)

Worst 1.01470 (44) 6.74819 (17)
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If the customer experience interruption/duration exceed the maximum value by EC,
DNOsmust pay the penalty to the customer. Therefore, distribution network planning
is crucial for DNOs to minimise paying the penalty.

6 Conclusion

Modelling the correct configuration of the distribution network is important as it
affects the overall performance of distribution network; aggregation of all down-
stream network (LV networks) to the upstream network (MV and HV networks).
The modelling of network configuration depending on the operation and protection
system of network. For MV and HV networks, the protection system employed in
three phases operation, which single, double or three phases fault should lockout
(isolate from healthy part) all phase. It differs for LV network, where the protection
system employed in single phase operation. If one phase fault, only that phase is
lockout, another two phases continue in supply. Another reasons for correct con-
figuration are to minimize losses and penalty. DNOs may utilise low energy losses
component for critical feeder and configure optimal network configuration during
distribution network planning phase.
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Detailed Non-Linear Constrained
Multi-Objective Optimal Operation
of Power Systems Including Renewable
Energy Sources

Duy C. Huynh, Hong V. Nguyen and Matthew W. Dunnigan

Abstract A modified cuckoo search (MCS) algorithm is proposed in this paper
for an optimal operation problem of power systems with renewable energy sources
including solar and wind energy sources. A non-linear constrained multi-objective
optimal operation problem is formulated and detailed for an integrated power system
in order to make it more realistic. Furthermore, the cuckoo search (CS) algorithm
is modified to increase the convergence rate that is called the MCS algorithm. This
variant mentions the step size of the Lévy flight. The modified IEEE 10-generator
power system with integrated solar and wind power sources is considered in this
paper. The numerical results on the above power system confirm the effectiveness
of the proposal for the optimal operation of the integrated power system. A compar-
ison with the CS algorithm and variants of the particle swarm optimization (PSO)
algorithm indicates the superiority of the MCS algorithm for resolving complicated
optimal operation problems of integrated power systems.

Keywords Optimal operation · Integrated power systems

1 Introduction

Normally, the main purpose of resolving the optimal operation problem is to find
out a fuel cost minimized for the power system [1–4]. Due to emissions produced by
thermal power plants, the classical optimal operation problem can no longer be only
considered to minimize the fuel cost recently. In addition, the emission optimization
problem is proposed to minimize the emissions of SOx and NOx caused by thermal
power plants [5–7, 11].

Additionally, the demand of electricity utilization has significantly increased in
many countries, especially in Industry 4.0 which led to an energy crisis. In order
to resolve this issue, there are a lot of research moving towards renewable energy
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sources. Compared to fossil-fuel energy sources, solar and wind energy sources are
more sustainable, never going to run out as well as less polluted. These two power
sources are considered to integrate with the existing power system to resolve the
energy crisis and environmental pollution [1, 3, 4, 8, 9]. The integrated power system
obviously depends on the solar irradiation, temperature and wind speed creating
challenges in the optimal operation problem. In order to resolve this problem, there
are many approaches mentioned such as a lagrangian relaxation with incremental
proximal approach [1]; a granular computing approach [2]; a PSO algorithm [3, 7,
11]; aCS algorithm [4]; a bat algorithmwithweighted sum [5]; amodified differential
evolutionary with sine function [7], an ant colony optimization algorithm [9] and et
cetera. It can be realized that there are recentlymore andmoremodernmeta-heuristic
algorithms proposed for resolving the optimal operation problem. These algorithms
are inspired by nature and used popularly; however, they also have few drawbacks
such as a premature convergence phenomenon, a speed-efficiency trade-off, selection
of algorithm parameters and implementation in real-timewhichmake them inflexible
and complicated.

In this paper, a detailed non-linear constrained multi-objective optimal opera-
tion problem is presented in order to make the operation problem more realistic. In
addition, the proposed MCS algorithm is to improve the searching ability of the CS
algorithm as the solutions get closer to the optimal result. The proposed algorithm
is apply to optimize the fuel cost and emission of the modified IEEE 10-generator
power system with integrated solar and wind power sources.

2 Renewable Power Sources

The solar and wind power sources are considered in this paper where solar power is
produced by either solar PV panels, solar thermal plants, or both; and wind power is
produced by wind turbines. The solar power is presented in Sect. 2.1 followed by a
description of the wind power.

2.1 Solar Power

The obtained power of solar PV panels at a maximum power point (MPP) is [8]:

PPV =
[
PPV,STC × GT

1000
× [

1 − γ × (T − 25)
]] × NPVs × NPVp (1)

where

PPV The obtained PV power at the MPP (W);
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PPV, STC The rated PV power at the MPP considered in the standard testing
condition (STC) (W);

GT The irradiation level (W/m2);
γ The power temperature coefficient at the MPP (%/ °C);
T The cell temperature (°C);
NPVs and NPVp The number of PVmodules in series and parallel composing the PV

generator, respectively.

The obtained power of a solar thermal plant is [8]:

PTher = η × Ac × GT (2)

where

PTher The obtained power of a solar thermal plant (W);
η The collector efficiency;
Ac The collector area (m2).

2.2 Wind Power

The obtained power of a wind turbine is [8]:

Pwind = 1

2
× Ce × ρ × As × V 3

wind (3)

where

Pwind The obtained power of a wind turbine (W);
Ce The efficiency factor;
ρ The air density, ρ = 1.225 kg/m3;
As The surface area traversed by the wind (m2);
Vwind The wind speed (m/s).

3 Optimal Operation of Integrated Power Systems

The optimal operation problem is to minimize the objective functions of the fuel cost
and emission with the equality and inequality constraints established as follows.
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3.1 Objective Function

* Fuel cost
The objective function of the fuel cost, C(PG) is the quadratic function based on
the fuel cost curves of thermal generators. The valve loading effects is considered
through a sine component. Then, the objective function of the fuel cost is [9]:

f1 = C(PG) =
Ng∑
i=1

ai + bi PGi + ci P
2
Gi +

∣∣∣di sin
[
ei

(
PGi − Pmin

Gi

)]∣∣∣ (4)

where

C(PG) The fuel cost ($/h);
ai, bi and ci The cost coefficients of the ith generator;
di and ei The cost coefficients of the ith generator reflecting valve-point effects;
PGi The output active power of the ith generator, i = 1, …, Ng;
PGj The output active power of the jth generator, j �= i and j = 1, …, Ng;
Pmin
Gi The lower limit of the output active power of the ith generator;

Pmax
Gi The upper limit of the output active power of the ith generator;

PG The vector of the output active powers of Ng generators defined as
follow:

PG
[
PG1, PG2, . . . , PGNg

]T ;
Ng The total number of thermal generators in a power system;
T The time of one day.

* Emission
The objective function of the emission, E(PG) is [9]:

f2 = E(PG) =
Ng∑
i=1

αi + βi PGi + γi P
2
Gi + ξi exp(ωi PGi ) (5)

where

E(PG) The emission (ton/h);
αi, β i, γ i, ξ i and ωi The emission coefficients of the ith generator.

* Objective function of fuel cost and emission
It is obvious that the optimal operation problem of the fuel cost and emission is to
minimize f 1 = C(PG) and f 2 = E(PG) where the objective functions of the fuel cost
and emission can be weighted according to their relative importance described as
follows:
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f =
{
wC(PG)

(1 − w)E(PG)
(6)

where

w The weighting coefficient, w∈ [0, 1];

If w = 0 then f is the objective function of the emission and if w = 1 then f is the
objective function of the fuel cost.

A trade-off can be obtained as the weighting coefficient, w is varied from zero to
one in order to ensure the optimization in operating.

Additionally, the uncertainty of solar and wind powers makes the optimal oper-
ation problem of the integrated power system more complicated. Therefore, these
powers are treated as negative loads in order to make it more simple.

Then, the actual load power is:

PActual_load = PTotal_load − (Psolar + Pwind) (7)

where

PActual_load and PTotal_load The actual and total load powers, respectively (W);
Psolar and Pwind The solar and wind powers, respectively (W).

3.2 Constraint Condition

The active power balance, power generation limits and ramp rate limits are the
constraints considered in this paper.

* Active power balance
The total generation power must cover the actual load power, PActual_load and the
active power loss in transmission lines, Ploss. Then, the constraint of the active power
balance is:

Ng∑
i=1

PGi = PActual_load + Ploss (8)

where

Ploss The active power loss in transmission lines (W).

Ploss =
Ng∑
i=1

Ng∑
j=1

PGi Bi j PGj +
Ng∑
i=1

Bi0PGi + B00 (9)
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where

Bij, Bi0 and B00 TheB-coefficients of the power loss of the power system depending
on the impedance parameters of transmission lines.

* Power generation limits
The generation powers should be within the limits as follows:

Pmin
Gi ≤ PGi ≤ Pmax

Gi , i = 1, . . . , Ng (10)

0 ≤ Psolar ≤ Pmax
solar (11)

0 ≤ Pwind ≤ Pmax
wind (12)

where

Pmax
solar The upper limit of the solar power (W);

Pmax
wind The upper limit of the wind power (W).

*Ramp rate limits
The ramp rate limits for thermal power plants are described as follows:

PGi (t) − PGi (t−1) ≤ PGiup (13)

PGi (t−1) − PGi (t) ≤ PGidown (14)

where

PGiup and PGidown The up and down ramp rate of the power of the ith generator,
respectively (W).

4 Optimal Operation of an Integrated Power System Using
a MCS Algorithm

The CS algorithm is reviewed in Sect. 4.1 followed by a description of the MCS
algorithm. The MCS algorithm is proposed to define the optimal operation solutions
for an integrated power system.
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4.1 CS Algorithm

The CS algorithm is a stochastic global search algorithm based on the interesting
breeding behaviors of cuckoos through the following principles [10].

Each cuckoo only lays one egg at a time and dumps its egg in the randomly chosen
nest, each egg is a solution. The best nests with high quality of eggs will carry over
to the next generation. The availability of host nests is fixed and a probability, pa∈
[0, 1] represents the possibility of an alien egg to be discovered by host bird.

In this application, the cuckoo selects randomly the nest position to lay an egg
which is a new generation power, Piter+1

Gi,k through the Lévy flight behavior.

Piter+1
Gi,k = Piter

Gi,k + ε ⊕ Levy(σ ) (15)

where

ε > 0 The step size;
k The kth host nest, k = [1, …, m];
l The lth random nest, l = [1, …, m];
m The number of the host nest;
iter The iterth iteration;
Itermax The number of maximum iteration;
⊕ The entry wise multiplications.

The Lévy flight behavior (15) is essentially the stochastic description for a random
walkwhich is aMarkov chain. Its next location depends on the current location, Piter

Gi,k
and the transition probability, ε ⊕ Levy(σ ).

The Lévy distribution is [10]:

Lévy(σ) = t−σ , σ ∈ (1, 3]. (16)

4.2 MCS Algorithm

With the aim of improving the searching ability as the solutions get closer to the
optimal result, the MCS algorithm is proposed and applied for the optimal operation
problem of the integrated power system.

It is realized that one of the CS algorithm parameters, affecting the searching
ability of the CS algorithm, is the Lévy flight step size, ε. Normally, this step size
is assumed constant in this CS algorithm whereas it is proposed to decrease as the
number of generations increases for improving the searching efficiency in the MCS
algorithm.

Therefore, the Lévy flight step size at each generation is:
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εi = ε0√
i ter

(17)

where

ε0 The initial value of the Lévy flight step size.

The flowchart of the MCS algorithm, applied for the optimal operation problem
is shown as in Fig. 1.

5 Numerical Results

The numerical results of the non-linear constrainedmulti-objective optimal operation
problem are achieved by the MCS algorithm on the modified IEEE 10-generator
power systemwith the fuel cost coefficients and active generation limits; the emission
coefficients; and the values of the B-coefficients matrix [11].

Table 1 is the total load demand; the solar power, Psolar including the PVs’ power,
Ppv and the power of solar thermal plants, PTher ; as well as the wind power, Pwind in
24 h.

Figure 1 obviously shows that the total power of traditional thermal generators
has been cut down by the solar and wind powers. The average reduction is 22.64%. In
the period of 8–12 h, the total solar and wind powers generated is highest, 170 MW
including the solar power, Psolar = 90MW and the wind power, Pwind = 80MW. The
percentage of the total power of traditional thermal generators cut down is largest in
the period of 5–8 h, 26.79%. These positively impact on the factors concerning on
the fuel cost and emission minimization of the power system. This also confirms a
tendency towards power systems with renewable energy sources in the future.

Table 2 is the parameters of the CS and MCS algorithms. The difference between
these two algorithms is the chosen value of the Lévy flight step size, ε. It is constant, ε
= 0.5 in the CS algorithm and is a generation-varying variable in theMCS algorithm.
This is to increase the convergence ability including the convergence speed and value
of the CS algorithm.

Tables 3 and 4 are the best solution of the fuel cost and emission of the IEEE
10-generator power system with the objective function of the fuel cost, w = 1 and
the objective function of the emission, w = 0, respectively. The optimal operation
problem is considered with and without the valve point effect using the time varying
acceleration based PSO (PSO-TVAC), Chaos PSO, CS and MCS algorithms. The
fuel cost and emission are always improved using the MCS algorithm compared
with other algorithms in Tables 3 and 4. Without considering the valve point effect,
the fuel cost is 1.0803 × 105 $/h and the emission is 4533.6 ton/h by using the
MCS algorithm which are less than 1.1105 × 105 $/h and 4541.2 ton/h by using
the PSO-TVAC algorithm; 1.1103 × 105 $/h and 4540.8 ton/h by using the Chaos
PSO algorithm; and 1.1002 × 105 $/h and 4539.1 ton/h by using the CS algorithm.
Similarly, with considering the valve point effect, the fuel cost and emission by using
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Fig. 1 Flowchart of the
MCS algorithm applied for
the optimal operation
problem Randomly initialize a population 

of k host nests, PGi,k (k=1,2,...,m) 

Start

Randomly get a cuckoo by    
Lévy flights, k 

Evaluate the fitness, PGi,k 

Randomly get a nest among m, l 

PGi,l ≤ PGi,k 

Let l as the solution 

Replace l by the new solution 

Abandon a fraction, pa of worst 
nests and build new ones at new 

locations via Lévy flights

Keep the current best 

iter ≤ Itermax

Find the best nest, PGi
opt 

End 

Yes 

No 

Yes

No 

Evaluate the fitness, PGi,l 

the MCS algorithm are less than those by using the PSO-TVAC, Chaos PSO and CS
algorithm.

Furthermore, Tables 5 and 6 are the best solution of the fuel cost and emission
of the IEEE 10-generator power system with the objective function of the fuel cost,
w = 1 and the objective function of the emission, w = 0, respectively. In Table 5,
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Table 1 Total and actual load demands in day and night of 24 h

Time (h) PTotal_load
(MW)

Psolar
(MW)

Pwind
(MW)

Psolar+ Pwind
(MW)

PActual_load
(MW)

�
∑

PGi
(%)

0–5 168 2.25 38 40.25 127.75 23.96

5–8 308 22.50 60 82.50 225.50 26.79

8–12 712 90.00 80 170.00 542.00 23.88

12–18 476 45.00 70 115.00 361.00 24.16

18–24 336 5.00 40 45.00 291.00 13.39

Total 2000 164.75 288 452.75 1547.25 22.64

Table 2 Parameters of the CS and MCS algorithms

Parameter Value

CS MCS

Number of host nest, m 10 10

Number of maximum iteration, Itermax 200 200

Step size of Lévy flight, ε 0.5 Equation (17)

Possibility of alien egg, pa 0.6 0.6

Table 3 Comparison of the best solution for the fuel cost minimization with and without the valve
point effect

Algorithm Without valve point effect With valve point effect

C ($/h) × 105 E (ton/h) C ($/h) × 105 E (ton/h)

PSO-TVAC 1.1105 4541.2 1.1108 4541.7

Chaos PSO 1.1103 4540.8 1.1106 4541.1

CS 1.1002 4539.1 1.1005 4539.3

MCS 1.0803 4533.6 1.0903 4534.2

Table 4 Comparison of the best solution for the emission minimization with and without the valve
point effect

Algorithm Without valve point effect With valve point effect

C ($/h) × 105 E (ton/h) C ($/h) × 105 E (ton/h)

PSO-TVAC 1.1609 3910.5 1.1613 3911.6

Chaos PSO 1.1607 3910.3 1.1610 3911.4

CS 1.1603 3910.2 1.1606 3911.1

MCS 1.1590 3907.6 1.1597 3910.2

the MCS algorithm is proposed to solve the optimal operation problem of the power
system with and without the solar and wind power sources based on the fuel cost
minimization. The obtained results by using the MCS algorithm are compared with
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Table 5 Comparison of the best solution for the fuel cost minimization with and without the solar
and wind powers considering the valve point effect

Algorithm Without the solar and wind
powers (I)

With the solar and wind
powers (II)

Comparison
between (I) and (II)

C ($/h) × 105 E (ton/h) C ($/h) × 105 E (ton/h) �C (%) �E (%)

PSO-TVAC 1.1108 4541.7 0.8906 3588.85 19.82 20.98

Chaos PSO 1.1106 4541.1 0.8899 3587.01 19.87 21.01

CS 1.1005 4539.1 0.8800 3583.17 20.04 21.06

MCS 1.0903 4533.6 0.8611 3529.41 21.02 22.15

Table 6 Comparison of the best solution for the emission minimization with and without the solar
and wind powers considering the valve point effect

Algorithm Without the solar and wind
powers (I)

With the solar and wind
powers (II)

Comparison
between (I) and (II)

C ($/h) × 105 E (ton/h) C ($/h) × 105 E (ton/h) �C (%) �E (%)

PSO-TVAC 1.1613 3911.6 0.9171 3207.5 21.03 18.12

Chaos PSO 1.1610 3911.4 0.9384 3109.6 19.17 20.43

CS 1.1606 3911.1 0.9011 3062.4 22.36 21.27

MCS 1.1597 3910.2 0.8917 3077.3 23.11 21.34

those by using the PSO-TVAC, Chaos PSO and CS algorithms. Obviously, the fuel
cost and emission are also improved using the MCS algorithm compared with other
algorithms in Tables 5 and 6. Especially, the improvement percentages of the fuel
cost and emission, 21.02 and 22.15% by using the MCS algorithm are always higher
than 19.82 and 20.98% by using the PSO-TVAC algorithm; 19.87 and 21.01% by
using the Chaos PSO algorithm; and 20.04 and 21.06% by using the CS algorithm.
Obviously, the reduction percentages are always higher than 19% by integrating the
power systemwith the solar and wind power sources. Additionally, the modifications
of the CS algorithm have improved more the reduction. Then, the reduction percent-
ages are highest by using the MCS algorithm. Similarly, in Table 6, the optimal
operation problem is based on the emission minimization. The PSO-TVAC, Chaos
PSO, CS andMCS algorithms are alternately applied for this problem. The improve-
ment percentages of the fuel cost and emission, 23.11 and 21.34% by using the MCS
algorithm are always higher than 21.03 and 18.12% by using the PSO-TVAC algo-
rithm; 19.17 and 20.43% by using the Chaos PSO algorithm; and 22.36 and 21.27%
by using the CS algorithm. Obviously, the reduction percentages are always higher
than 18% by integrating the power system with the solar and wind power sources
and the reduction percentages are highest by using the MCS algorithm.

Figures 2, 3, 4 and 5 are the convergence characteristics of the fuel cost and
emission for the fuel cost and emission minimization without and with the solar and
wind power sources considering the valve point effect using the MCS algorithm. It
is obvious that the convergence speed and value of the MCS algorithm are good.
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Fig. 5 Convergence
characteristic of the fuel cost
for the fuel cost
minimization with the solar
and wind powers considering
the valve point effect using
the MCS algorithm
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The MCS algorithm always converges at the iteration steps which are less than 20.
Furthermore, the convergence value of the MCS algorithm is also better than this of
the PSO-TVAC, Chaos PSO and CS algorithms (Fig. 6).

6 Conclusion

The solar andwind powers have been integratedmore popular into the existing power
system for resolving the issues of the energy crisis and environmental pollution. This
made the optimal operation problemmore complicated. TheMCS algorithmhas been
proposed to find out the optimal operation strategy based on the minimization of the
fuel cost and emission for the integrated power system. The MCS algorithm is the
variant of the CS algorithmwith the generation varying Lévy flight step size proposed
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to improve the ability of searching as the solutions get closer to the optimal result.
The achieved results by using the MCS algorithm are always better than those by
using the PSO-TVAC, Chaos PSO and CS algorithms.
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Voltage Sag Immunity Testing for AC
Contactors in Industrial Environment

Hazri Dahalan Razip and Abu Zaharin Ahmad

Abstract The voltage sag is one of the prominent power quality issues faced by
industrial consumers in Malaysia. Frequent voltage sag incidences have caused sen-
sitive equipment to trip causing significant production losses. One of the identi-
fied weak links is the AC contactor. In addition, there are many ageing contactors
which are still in service in the industry due to their robust design and long lifetime.
This paper aims to study the immunity of voltage sag of AC contactors which are
installed in a petrochemical plant. New and ageing contactors have been chosen to
undergo practical testing. Well-defined test procedures are carried out based on the
IEC 61000-4-11 standard. The AC contactors were exposed to rectangular voltage
sag with variations in magnitude, duration and point on wave. The results are com-
pared to IEC 61000-4-37 voltage tolerance curve. New contactor’s voltage tolerance
curve exhibits nearly consistent response and a slight deviation between different
points on wave. It also recorded minimum sensitivity at voltage sag magnitude of
25%. On the other hand, ageing contactor exhibits mixed conformity to the IEC
curve, with minimum sensitivity at 55% of voltage sag magnitude. To summarise,
the ageing contactor is more sensitive to voltage sag magnitude and point on wave
has little influence to the voltage tolerance curve of the new contactors.

Keywords Voltage sag · Voltage tolerance curve · AC contactor

1 Introduction

1.1 Voltage Sag

The voltage sag has continued to place significant effect to industrial consumers in
Malaysia. It is one of the most common problems within the subject of power quality.
Frequent incidences of voltage sag lead to high financial consequences, such as loss
of revenue, opportunity loss, downtime, product or equipment damage and inevitable
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restarts [1]. The IEEE Std 1668-2017 defines voltage sag as a reduction in any or all
phases of supply to between 0.1 and 0.9 pu in rms voltage or current at the power
frequency for durations of 0.5 cycle (20 ms) to 1 min. The amplitude of voltage sag
is the value of the remaining voltage during the sag [2]. Figure 1a and b illustrate
the actual sinusoidal and rms waveforms of voltage sag experienced by an integrated
petrochemical plant in Kuantan, Malaysia.

To most industrial plant which relies on process automation, voltage sag poses a
serious problem. It will cause interruption to programmable logic controllers (PLC),
variable frequency drives (VFD) and motor contactors. AC contactors which are
normally used in motor control circuits are sensitive to voltage sag and identified
as the weak link in the electrical process. Many contactors are left ageing in the
industrial environment due to their robust design and long lifetime. The study of
their response to voltage sag has not been done. As a result, many industrial plants
and processes are exposed to voltage sag occurrences. This paper will discuss on the
practical testing of AC contactors in a petrochemical plant to study their immunity
in the event of voltage sag.

Fig. 1 a Sinusoidal waveform of voltage sag and b RMS waveform of voltage sag
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1.2 AC Contactors

Switching elements such as relays, contactors and miniature circuit breakers are
widely used in the electrical system for power distribution and control. Alternating
current (AC) contactors offers an economic and simple solution for motor control
applications, and can be integrated to perform many tasks. Figure 2 illustrates a
typical motor-contactor control circuit for industrial application [3].

AC contactor is an electromechanical device, which acts as a switch to the electri-
cal/power circuit as shown in Fig. 3. The switching capability is provided by the coil
and electromagnet. When the coil is energised with power supply typically 230 V
AC, the armature will be drawn to the electromagnet overcoming the force of spring.
The movable contact which is attached to the armature will be in a close position
allowing current to flow in the power circuit. Once the power supply to the control
circuit is switched off, the electromagnetic force diminishes and the armature will
retract to its original position aided by the spring force. The movable contact will be
in an open position preventing the current flow in the power circuit [4].

During voltage sag, disturbance of the AC power supply affected the contactor
coil and in most cases, the contactor will disengage causing the circuit and load
to be interrupted. Thus, contactors have been known as the weak link in electrical
processes when subjected to voltage sag. It is important to ascertain the response of
this equipment in order to predict its behaviour [5].

Fig. 2 Typical motor contactor and its control circuit
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Fig. 3 Structure of an AC contactor

2 Previous Research

2.1 Laboratory Testing

Extensive tests had been conducted in the laboratory using new contactors, thus their
ageing effect has not been studied [6]. The test setup utilised a voltage sag generator
and a data acquisition system. The output of the voltage sag generator was voltage
sag with different sag magnitudes, durations, point on waves and phase shifts. The
waveforms were captured by the data acquisition system. This test had considered
only unloaded AC contactor. The nominal voltage of 230 V was used to energise
the contactor’s coil. Several units of contactors from different manufacturers and
different nominal voltages were selected for testing.

In addition, the AC contactors were subjected to several tests conditions such as
rectangular, non-rectangular and actual sags recorded in a real power system. For
the rectangular voltage sags, supply from perfect and non-perfect voltage source was
considered. For non-rectangular voltage source, the voltage sag is modelled with
multiple stages caused by motor starting.

The sensitivity curves have distinct shapes for 0° and 90° of the point on wave
as shown in Fig. 4. In addition, the point on wave of voltage sag initiation has been
shown to have a significant influence on the behaviour of the AC coil contactor.

The subsequent research focused on rectangular voltage sag and its effect on the
immunity of the AC contactors. Data was acquired to establish the minimum voltage
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Fig. 4 Voltage tolerance curve for AC contactor with 240 V rated coil

andmaximumduration needed to disengage the power contacts under the influence of
point on wave of sag initiation [7]. Three different AC contactors rated 16–32 Awith
different rated coils, construction, operating mechanism, shading ring design and
nominal voltages were tested. The contactors were exposed to rectangular voltage
sag with no connected load. They are positioned according to the manufacturer’s rec-
ommendation in order to make the effect of gravitational forces consistent. The point
on wave has also been found to affect the behaviour of AC contactors significantly.

Small contactors with current rating 20–25 A and 240 V rated coils had been
tested in another laboratory experiment [8]. In this research, voltage sag magnitude
was varied in the range of 70–10% in steps of 10% decrements using a voltage sag
generator. The sag duration was adjusted from 5 to 600 ms and the point on wave
of voltage sag initiation was set from 0° to 90° in 15° steps. The test was repeated
three times to avoid errors in contactor performance. It was observed that there was
no effect for sag of less than 60% and above for all durations.

Thus far, the approach for test procedure was developed independently. However,
test methodology based on IEC 61000-4-11 standard had also been adopted [9]. Four
units of AC contactors with current rating 18–50 A were chosen, with two of them
were in a used state. A 2 kW load was connected to simulate a condition under
operation. Industrial power corruptor, data acquisition system and signal processing
system was used in the experiment setup. The contactors’ responses to rectangular
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Fig. 5 Voltage tolerance curve 0° and voltage tolerance curve 90°

voltage sag were compared to SEMI F47-0200 voltage tolerance curve as shown in
Fig. 5.

The tests of contactors using three-phase load banks had also been performed in
the laboratory [10]. The contactor was energised from one phase and three phase
was connected through the AC contactor’s power contact. Voltage sag was generated
using equipment MX 45, a voltage sag generator. The contactor’s response was also
compared to SEMI F47-0606 standard curve. The impact of load change was found
negligible on the performance of contactor.

3 Methodology

3.1 Selection of AC Contactors

The available contactor ratings which are typically installed in the petrochemical
plant is as shown in Table 1. The sizes were divided based on their range of power
(kW) ratings. Contactors were sampled randomly to represent small, medium and
large sizes. Another important characteristic is the age of the contactors and is deter-
mined by the number of years it has been in service. In this paper, the category of
ageing contactor is defined by a minimum of 15 years of service life. On the other
hand, a new contactor is defined by a service life of 3 years and less.

Table 1 Range of AC
contactor ratings and
categories

Range of rating Size category

<30 kW Small

Between 30 and 90 kW Medium

>90 kW Large
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Table 2 Details of AC contactor under test

Tag number Size Rating, kW Rating, A Years of Service Category

PM 2301 Medium 55 125 18 years Ageing

RA 01 Medium 45 116 3 years New

Two medium size AC contactors were sampled for new and ageing categories for
the practical test. The details are presented in Table 2.

3.2 Practical Test Setup

The test setup was built according to the recommendation made in the IEC 61000-
4-11 standard [11]. The setup included a utility power source, voltage sag generator,
a power quality recorder and AC contactors as equipment under test. An Indus-
trial Power Corruptor was utilised to generate bad quality power. The compact and
portable equipment is manufactured by Power Standards Lab and it is capable to
test single or three phase equipment up to 480 V rms nominal voltage [9]. Relevant
voltage sag standards such as IEC 61000-4-37, SEMI F47 and ITIC specifications
are also available as a built-in feature. Furthermore, the initiation angle of voltage
sag (point on wave) could also be adjusted manually.

All contactors were tested without any load connected to their power circuit.
Furthermore, they were exposed to rectangular voltage sag with variable magnitude,
duration and point on wave in this test.

3.3 Test Procedure

The procedure of testing the AC contactor was derived from combination of steps
outlined from previous research [7, 9]

1. The AC coil was energised with nominal voltage 230 V AC from the voltage sag
generator. As a result, the movable contact would have engaged with the fixed
contact (refer Fig. 1). As a result, the contactor would be in a closed position.

2. The contactor was left for 5 min for the coil to warm up.
3. Started from the nominal voltage which was 230 V, generated voltage sag with

different magnitudes was applied in steps of 5% towards 0 V. The initial duration
and point of wave were set to 1 cycle and 0° respectively.

4. The status of the main contactor whether remain closed or opened was observed
and recorded. Each test was conducted three times to ensure consistency in the
test result.

5. The voltage sag duration was increased gradually up to 1 s and the measurement
defined in step 3 and 4 is repeated. The point on wave was maintained at 0°.
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Table 3 Variables selected for the practical testing

Steps of Vsag
magnitude

Steps of duration Steps of point on
wave

Power quality
standard

Test repetition

5% 1–50 cycles 15o IEC 61000-4-37 3 times

6. As the final step, the point on wave angle was gradually increased up to 90° in
steps of 15° and measurement defined in steps 3, 4 and 5 was repeated.

3.4 Selection of Variables

Most of the previous research studied the effect on AC contactor when exposed to
rectangular voltage sag characterised by specific magnitude and duration. The point
of voltage sag initiation or “point on wave” was later proven to be an important
variable which significantly affects the behaviour of AC contactors. As this paper
aims to study the response of AC contactors which are installed in the industrial
environment, the variables were selected based on the feasibility of carrying out the
testing activity within the limited time during the shutdown of the industrial plants
(Table 3).

4 Result and Analysis

The voltage tolerance curve for new and ageing power contactors which were sub-
jected to test are presented. The curves are corresponding to a different point on
waves from 0° to 90° in steps of 15°. They are compared to IEC 61000-4-34 volt-
age immunity limit curve (gray line). The area at the top of the curve denotes the
acceptable operation region, whereas the bottom part is the unacceptable operation
condition.

4.1 New and Ageing Contactor

The new contactor shows better response compares to the IEC 61000 voltage toler-
ance curve in Fig. 6. It only disengaged at a voltage magnitude of 25% and duration
of 20 ms. The same observation is also recorded when it was subjected to 15° point
on wave as shown in Fig. 7. For the ageing contactor when subjected to 0° point on
wave, it is observed that it does not conform to IEC 61000 from 20 to 40 ms and
remaining voltage of 45%. From 50 to 200 ms, it records unwanted disengagement
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Fig. 6 Voltage tolerance curve for new and ageing contactor—point on wave 0o

Fig. 7 Voltage tolerance curve for new and ageing contactor—point on wave 15°

at 55% remaining voltage. After 200 ms, the contactor’s response conforms to the
IEC tolerance curve.

As observed in Fig. 7 for the ageing contactor subjected to 15° point on wave,
from the voltage sag duration 10–100 ms, the contactor exhibits better response
compares to IEC 61000 tolerance curve. The contactor is able to sustain very low
remaining voltage up to 0% with duration up to 100 ms. The general shape is also
very distinct from the 0° point on wave. However, at voltage magnitude of 50%, the
contactor records disengagement from duration 20–200 ms. This area of operation
is not conforming to the IEC 61000 curve. Nonetheless, from 200 ms to 1 s the
contactor response shows conformity to the IEC curve.

From Fig. 8, when subjected to 30° point on wave, the new contactor exhibits the
same response as 0° and 15°curves. For ageing contactor, although that the waveform
is almost identical to case 15° point on wave, there is a difference in the response
from duration 20–200 ms. The disengagement occurred at 55% of the remaining
voltage, which is at a higher threshold. At the same time, the contactor is also able
to withstand a voltage of 0% up to 120 ms and is better than the IEC curve.

As the ageing contactor was subjected to 45° point on wave, the voltage tolerance
curve has shifted to the left as shown in Fig. 9. The maximum duration which it
withstands 0% remaining voltage has been reduced to 80ms from previously 120ms.
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Fig. 8 Voltage tolerance curve for new and ageing contactor—point on wave 30°

Fig. 9 Voltage tolerance curve for new and ageing contactor—point on wave 45°

The upper voltage threshold for contact disengagement is also between 50 and 55%
with the duration band has also widened from 10 to 200 ms. This does not conform
to IEC tolerance curve. For an extremely short time at 10 ms, the remaining voltage
threshold (vertical limit) is between 35 and 50%.

For 60° point on wave test it is observed that there is a different response for the
new contactor as shown in Fig. 10. For the remaining voltage from 10 to 20%, the
withstand duration increased up to 40 ms, which exceeded the requirement of IEC
curve. As for the ageing contactor, the upper threshold (horizontal) remained at 55%
of remaining voltage. Nevertheless, for an extremely short time less than 10 ms, the
remaining voltage threshold (vertical limit) is between 20 and 50% band.

From Fig. 11, it is observed that the new contactor, when subjected to 75° point
on wave is able to withstand the 0% remaining voltage up to 40 ms compared to IEC
curve at 20 ms. On the contrary, for the ageing contactor it could only withstand 50%
voltage sag at 10 ms. The tolerance for 50% continues up to 120 ms then becomes
more sensitive at 55% voltage up to 300 ms.

As shown in Fig. 12 the new contactor exhibited similar voltage tolerance char-
acteristics as 0°, 15° and 30° point on wave. Comparably, the ageing contactor has
also shown the exact response as of the 75° point on wave.
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Fig. 10 Voltage tolerance curve for new and ageing contactor—point on wave 60°

Fig. 11 Voltage tolerance curve for new and ageing contactor—point on wave 75°

Fig. 12 Voltage tolerance curve for new and ageing contactor—point on wave 90°

5 Conclusion

The new contactor have shown better response to the IEC 61000 voltage tolerance
curve compare to the ageing contactor. It also conformed consistently to the require-
ment of the standard when subjected to point on wave from 0° to 90°. On the other
hand, ageing contactor exhibit mixed conformity to the IEC 61000 curve and found
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to be more sensitive. For deep voltage sag, the ageing contactor had shown par-
tial conformity to the standard. The voltage tolerance curve of new contactor is not
significantly influenced by the point on wave. In contrast, the response of ageing
contactor is significantly influenced by the point on wave.
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Vertical Axis Wind Turbines:
An Overview

A. Yusof and M. R. Mohamed

Abstract In recent decades, wind energy becoming one of the most important types
of renewable energy in electrical power production. It has been recognized as an
encouraging renewable choice and one of the cleanest way to generate electricity.
This paper provides brief ideas of a few types of vertical axis wind turbine (VAWT)
utilized in the electrical power generation system. The growth and implementations
of wind energy harnessing, wind turbine behaviors, related findings and the future
trends of VAWTs were analyzed. The existence of some energy issues such as global
warming and thediminishingof fossil fuels throughout theworld nowadays need to be
concerned and it was perceived that VAWT plays an important role in handling these
current energy issues. VAWT seems to be more advantageous compared to HAWT
in term of cost basis and simple design, but lags in performance efficiency. However,
VAWT demonstrates better execution in complex wind condition with small wind
access, which discussed throughout this paper. Currently, a lot of researches about the
enhancement and augmentation ofVAWT to increase the power production efficiency
are ongoing. From the literature, the maximum VAWT’s efficiency reached only
about 40–50%which is still below the theoretical efficiency of the wind turbine. This
shows the potential for further improvement in VAWTs to enhance the performance
of wind turbine efficiencies. In summary, it can be concluded that further studies are
critically needed to establish a greater acceptance of VAWTs as a feasible, reliable
and reasonable power generation system especially for the low wind speed countries
like Malaysia.

Keywords Wind energy · Vertical axis wind turbine · Low wind speed

1 Introduction

Renewable energy harvesting nowadays is becoming one of the most considerable
alternative energy sources all around the world. Many nations are aware of the reality
that fossil fuels are not sustainable and depleting drastically day by day. In addition,
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this conventional energy source causes some of the bad environmental problems such
as global warming, carbon emissions, and acidic rain which can affect the state of
human health. Hence, the current trends of the energy generation system need to be
improved and replaced with cleaner sources. Renewable energy is a clean energy
source that gives a lower environmental impact than conservative energy technology
[1]. It is identified as an energy obtained from the sources of nature such as sunlight,
wind, wave, water and so on.

The goal to reach full-scale renewable energy implementation in the future has
been bringing interest to many countries in the world. According to the global renew-
able status report 2018, global wind market implementation had increased by around
11% for onshore and 30% for offshore in two years of time. The cumulative total
installed capacity marked around 539 GWglobally, with the addition of 52 GWwind
power in the current year [2]. It was proved that the wind energy has been accepted
as an encouraging renewable energy option worldwide.

2 Wind Energy

Wind is naturally caused by the expansion and convection of air that is absorbed by
the Earth as a solar radiation. These thermal effects combined with dynamic effects
from the Earth’s rotation to produce wind [3]. Energy in wind is basically the energy
of air flows from one place to another over the Earth’s surface.Wind produces energy
by using a wind turbine that usually consists of propellers or blades. Wind turbine
systemworkswhen the rotor receives kinetic energy from air, which is then converted
tomechanical and electrical energy, depending on the end use. These forms of energy
extracted from the wind significantly depend on the rotor efficiency and turbine blade
design connected to the wind power generation system.

2.1 Wind Power

Wind power is a process of creating electricity using the kinetic energy of wind that
is produced due to its motion and mass. Kinetic energy per unit time is known as
kinetic power (P), can be expressed by:

P = 1

2
ṁV 2, (1)

where, ṁ is the air mass flow rate and V is the air velocity.
Most of the wind turbines today are used for generating electricity. As for that,

wind turbines are associatedwith electrical networks. These networks include energy
storage circuits, residential scale power systems, remote or island networks, and large
scale utility grids [4]. Large scale utility grids usually used large wind turbines in
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generating electrical energy. The wind power plants mainly stated in the countries
which have strong wind speed all around the year, first mostly in United States and
European countries and more recently in China and India. The largest onshore wind
farm to date isGansuWindFarm, situated inChinawith the capacity nearly 7900MW
[5–7].

In this 21st century era, with the abundance of wind energy resources throughout
the world, people are nowmoving forward with the vigorous initiatives to put a spurt
on the development of wind energy technologies to enhance environmental quality
and indirectly provide new jobs opportunities. Wind power is a promising alternative
power source not only for large scale, but also for small scale and distributed power
generation applications. Offshore wind is stronger and stable than onshore, but the
construction and maintenance cost is much higher [8]. The onshore wind highlights
a more economical source for electricity generation, competitive with the coal and
gas plants.

2.2 Global Expansion of Wind Energy Generation

Wind energy is the next significant renewable energy resources after solar energy.
There was a rapid extension of wind power growth globally. From December 2001
till December 2016 (15 years), global wind power capacity installed has increased
drastically from 23,900 to 486,749 MW, with an annual growth rate at 22.25% [9].
It continues to grow as the wind power capacity reached 600 GW worldwide, with
53.9 GW added in 2018 [10].

Wind energy is emerging in the various locations, with the newmarket developing
rapidly in Latin America, Asia, and also Africa [11]. Asia, which is led by China
marked as the most growing countries for wind energy application in recent years.
Since global wind energy installation is expanding significantly year by year, a lot
of researches related to the wind energy harvesting technology has been conducted
recently. The studies emerged not only for the technological state of wind turbine
but also with the other alternatives of wind energy harvesting, for example by using
drones with turbine blades and kites to harness wind energy.

2.3 Implementation of Wind Energy Generation in Malaysia

In Malaysia, renewable energy was first introduced into the energy mix under the
Eight Malaysia Plan (2001–2005) via Fifth Fuel Policy. It is aimed to minimize the
dependencyof fossil fuels andbecoming amajor role in addressingglobal energy con-
cern [12]. Ninth Malaysia Plan (2006–2010) next brought some thorough initiatives
to the execution of renewable energy. Unfortunately, the target set was unachievable
under this period of time [13]. Several new initiatives are then further reinforced in
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the Tenth Malaysia Plan (2011–2015) to achieve the new target of total renewable
electricity generation in Malaysia.

Despite all the initiatives effort and overall demand for renewable energy, the scale
of wind power development in Malaysia is quite slow due to a few reasons. Malaysia
has a relatively low wind speed throughout the year with an average velocity of 2–
3 m/s. It is far lower than the velocity acquired in European countries. Therefore, the
development of new power generation system that can work well in low wind speed
is critically demanded in the country like Malaysia.

3 Wind Turbine Classification

Wind turbine can be classified by two categories which are horizontal axis wind
turbine (HAWT) and vertical axis wind turbine (VAWT). The HAWTs seem to be
more advanced in their applications over the last decade and marked as the dominant
technology in themodern wind energy industry. The higher efficiency of HAWTs has
led to its wide application [14]. However, this higher energy efficiency only works in
high wind speed with a fixed direction. In contrast, for low wind speed areas where
the wind direction changes regularly, VAWTs are favored.

3.1 Horizontal Axis Wind Turbine (HAWT)

Horizontal axis wind turbine is a turbine which the axis of rotation is parallel to the
ground. HAWTs are generally connected to the grid-system due to their higher effi-
ciency. The rotor is optimally designed with two or three blades to catch energy from
the wind. The main advantages of HAWTs are better power production, high effi-
ciency, and flexibility of the control system. Nevertheless, some drawbacks also have
been noted such as high tower requirement to ensure a large amount of wind energy
captured, high noise pollution, and bird’s mortality. Apart from that, HAWTs need
highermaintenance because of some external disturbances such as radio interference,
TV transmission and radar [15]. Furthermore, for multi-directional and low wind
speed areas, HAWT seem unfavorable [16]. Figure 1 shows a typical configuration
of HAWT.

3.2 Vertical Axis Wind Turbine (VAWT)

Vertical axis wind turbine is a turbine which the axis of rotation is perpendicular to
the ground. VAWTs had overcome HAWTs in several conditions especially when
dealingwith the complex and low-speedwind pattern. Additionally, it provides better
space installation due to the smaller and simple design. Another merits are less noise
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Fig. 1 Typical configuration
of HAWT system [17]

pollution, can receive wind from any direction and produce lower forces on the
support structure, due to the location near to the ground. VAWTs require less wind
to generate power, making them suitable for low wind speed areas such as cities and
urban areas. This low wind level requirement making them fit to be installed in the
low wind speed areas which are closer to the ground. As they are being nearer to the
ground, controlled and maintenance processes can be easily done [18].

VAWT is advantageous when comparing to the HAWT due to the needlessly
of yaw control system, as it can harness wind from any directions. The benefit of
omni-directional behavior of VAWT had overcome many other limitations, such as:
fluctuation of the power output, the need of guy wires and the inability of Darrieus
VAWTs to self-start. In addition, VAWTs are also quieter when compared to the
HAWTs, with an experimental noise reading of about 95 dB, which resembles the
sound of cars passing by a highway. When measured at the same location and condi-
tion of VAWT, noise reading is only 38 dB, which resembles the sound of whispered
conversation [19]. This happened due to some factors, one of them is due to the low
tip speed ratio of VAWTs.

Despite all the merits of VAWTs, there are also few drawbacks identified. Some of
the significant ones were discussed. Sometimes, VAWTs cannot function well under
gusty winds condition. The blades of VAWT are risky to the types of fatigue due to
the large variation of applied forces in every rotation. The blades of conventional
vertical turbines became bent with the rotor rotation, thus caused them to crack. By
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Fig. 2 Standard types of vertical-axis wind turbines [21]

the time, the blades had broken and eventually tend to the turbine failure. These
factors, unfortunately, led to the low reliability of VAWTs.

VAWTs can be divided into two main types that are Savonius-type (drag-driven)
and the Darrieus-type (lift-driven). The Savonius uses drag forces and functions
similarly to a water wheel. On the other hand, the Darrieus uses lift forces and
employs blades similar to the one used on HAWTs. In VAWT, the shaft of the rotor
is positioned vertically. The generator can be connected to the bottom of that axis
shaft. With the fact that it can harness wind from any direction, this type of turbine
does not need any yaw mechanism. In term of efficiency, lift type turbines are better
than the drag type turbines. Thus, a lot of researches today are focusing on the lift
type turbines. The first design of this turbine type was patented in U.S (1931) by G.
J. M. Darrieus [20]. Figure 2 shows the conventional types of VAWTs.

The efficiency of turbine in converting the wind to electrical energy is known
as a power coefficient, CP. It is generally described as the ratio of electrical power
produced by the wind turbine to the wind power that entered the turbine. According
to the Betz Limit theory, the wind turbine can only reach maximum efficiency of
around 59% [22]. A wind turbine will achieve its maximum efficiency at optimum
tip speed ratio (TSR). TSR was defined as a ratio of the wind speed to the tips speed
of wind turbine blades. The relationship between the rotor efficiency and the TSR
is shown in Fig. 3. It can be seen that, for different turbine designs, the maximum
efficiency occurred at different TSR value.

3.3 Savonius Type

The Savonius drag-based turbine was originated in 1922 by a Finnish engineer, S.
J. Savonius. Their blade resembles a scoop or “S” shape and this is the simplest
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Fig. 3 Power coefficient of
various VAWTs [23]

Fig. 4 Drag-type VAWT
Savonius rotor [25]

design among all VAWTs. This type of turbine tends to produce high starting torque
hence lower the cut-in speed. Thus, it requires a lowwind speed for the turbine to start
rotating. Savonius turbines practically have low efficiency compared to other turbines
but they still drew the attention of many researchers due to the merits explained [24].
Conventional Savonius turbines are not suitable for electricity generation due to its
inability to rotate faster than the wind speed. However, previous researches verified
that the generator rotation can be increased with the used of gearbox. As Savonius
VAWT has lower power coefficient, many researches have been focusing on the
enhancement of the turbine efficiency. This is due to the fact that Savonius turbines
have better self-starting ability over the other VAWTs. Figure 4 shows the Savonius
rotor of VAWT.

3.4 Darrieus Type

The lift force Darrieus wind turbine originated in 1927 by a French engineer, G. J. M.
Darrieus. These turbines generally can be found in curved or straight bladed design.
The lower bending of curve-bladed Darrieus turbines has better performance than
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a straight bladed design. Nevertheless, straight blades Darrieus are favored because
of its design simplicity [26, 27]. When compared to the Savonius turbine, Darrieus
produces low starting torque, requiring them to have an external power source to start
spinning, but when they spin, they are much faster than Savonius type. In term of
efficiency, Darrieus type is notable with the higher power coefficient than Savonius
type at high wind speed. Therefore, Darrieus turbines are much favorable to generate
electricity rather than to pump water or similar activities [28]. Figure 5 shows the
Darrieus type VAWT.

The arrangement effectiveness in vertical type turbines is independent of the wind
direction [29]. Cut-in speed for Darrieus turbine is measured at 4–5 m/s, while the
Savonius turbine has a lower cut-in speed of about 1 m/s. The Darrieus type needs
external support to start, contrast with Savonius which have the self-starting ability.
In order to overcome this shortcoming of Darrieus, some configurations improve-
ment were executed to transform these machine to be versatile in all situations. One
of the remarkable designs is H-blade turbine, which is a Darrieus turbine with a
straight blade configuration. This type of turbines has a better performance than the
conventional design with a simpler design and manufacturing process. The design
was further improved in the recent decades into the fixed-pitch type and can be found
in several variations which are articulating, titled, and helical rotor blade. Figure 6
shows the development timeline of Darrieus VAWT.

In literature, a comparison between phi-type, H-type, and helical-type rotor blade
has been analyzed [31]. The result shows that the most fluctuating torque occurred
in phi-rotor blade with the Cp varied about 0.3, followed by H-rotor with the Cp

varied about 0.2 and the least fluctuation produced in helical-rotor blade with only
0.03 Cp variation. The modeled rotor performance is shown in Fig. 7. Despite all
the drawbacks and benefits gained, the acceptance of Darrieus design was strongly
depending on their cost-effectiveness, reliability and self-starting ability.

Fig. 5 Lift-type VAWT Darrieus rotor [25]
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Fig. 6 Darrieus VAWT timeline development [30]

Fig. 7 Power coefficient variation of typical phi-rotor, H-rotor and helical-rotor blade [31]
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Fig. 8 Hybrid
Savonius–Darrieus VAWT
[33]

3.5 Hybrid Savonius–Darrieus VAWT

Another type of VAWT which have been used over the years is Hybrid VAWTs.
This type of turbine proposed to overcome the limitations of each type of VAWTs.
It’s combined both the Savonius and Darrieus type turbine, and was developed on
the basis of the previous designs. Figure 8 shows an example of a hybrid VAWT.
In the current commercial developments of small wind turbines, this hybrid design
has gathered much popularities. It is due to some beneficial characteristics including
self-starting ability, low wind speed requirements and multi-directional wind access
[32].

A lot of researchers have been involved with these turbine designs to overcome
the demerits of previous VAWTs explained. There is a good strategy proposed by
Korprasertsak and Leephakpreeda [34] to study the starting performances and effi-
ciency of Darrieus–Savonius type through the effect of attachment angle and radius
ratio of the blades. This hybrid turbine consists of a two-bladed Savonius rotor within
a two-bladed Darrieus rotor. The combination of individual torque from those two
design has shown an increased in the operational ability of the turbine, with the best
coefficient performance, Cp of 0.363 at tips speed ratio (TSR) of 2.8. At this best
Cp, the hybrid turbine started to rotate at wind speed as low as 2 m/s, as shown in
Fig. 9. However, higher power efficiency Darrieus rotor is expected in further study
to improve the efficiency.

A new design of the hybrid turbine was presented in another research with the
objective of better wind energy extraction. The hybrid turbine was made by attaching
a three-bladed Darrieus at the upper and a two-bladed Savonius at the bottom part
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Fig. 9 Start-up performance
of combined
Darrieus–Savonius rotor [34]

in the same shaft. It was reported that the turbine can generate a maximum power
of 100 W at an optimal rotational speed of 245 rpm [35]. This speed was achieved
with the variation of the solidity and the blades aspect ratio. From the power curve
shown in Fig. 10, it can be seen that the power produced by the hybrid turbine is the
summation of power achieved by the individual Darrieus and Savonius rotor.

In another research, an innovative hybrid VAWT was designed for a more sus-
tainable and robust system with better self-starting characteristic [36]. The hybrid
turbine is structured with two tiers; each tier has four two-bladed Savonius rotors
and a three-bladed Darrieus turbine, with the position of Savonius is within the Dar-
rieus turbine. By optimizing the configuration, a maximum Cp of 0.414 at 2.5 TSR
was produced. Figure 11 shows the coefficient curve for single Darrieus and hybrid
VAWT. Although the Darrieus demonstrated higher Cp compared to hybrid type, it
cannot start-up independently due to the low initial torque. This arrangement showed
enhancement in term of efficiency and their operational range when compared to the

Fig. 10 The power curve for individual and hybrid turbine [35]
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Fig. 11 The power
coefficient comparison
between Darrieus and hybrid
turbine [36]

previous literature of hybrid VAWT. However, the aerodynamic performance can
still be improved in future studies by implementing a control analysis technique.

4 Proposed Design Methodology for Hybrid VAWT

From literature, it is discovered that the performance of the Savonius turbine did not
change much with the change in turbine design. In contrast, even a small change in
the design affected the Darrieus turbine. Due to this characteristic, a hybrid VAWT
design will be proposed by following these design and analysis steps:

1. Design and studies of individual Savonius turbine
2. Design and studies of individual Darrieus turbine
3. Design and studies of hybrid Savonius–Darrieus turbine.

For each step, CAD modeling will be done in Solidworks, before the geometry
design imported to ANSYS software for meshing analysis. Analysis of Computa-
tional Fluid Dynamics (CFD) will then be done using ANSYS Fluent. Finally, the
data will be interpreted into MATLAB for power coefficient calculation. The flow
chart of turbine analysis is shown in Fig. 12.

The proposed hybrid turbine will have two tiers; each tier has a two-bladed Savo-
nius turbine within anH-Darrieus turbine. TheDarrieus blade number will be studied
as one of the design parameters. The proposed designwill use contra-rotating concept
where two rotors in each tierwill spin in the opposite direction to each other. This con-
cept and configuration were achieved based on the review of previous optimization
literature on the individual and hybrid design of VAWTs.
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Fig. 12 The flow to analyze
turbine performance Theoretical analysis

Modelling in CAD software

Meshing analysis

CFD analysis

Post processing and data analysis

5 Future Development of VAWTs for Energy Generation

Based on the presently available data from previous researches, the future of where
VAWTs technologygoes canbepredicted. From literature, it canbe said that themajor
problem encountered in VAWTs is low air capture that resulting in low-performance
efficiency. An augmentation system such as deflector and guide vane can solve this
problem by enhancing the wind flow towards turbine rotors. Many researchers are
doing this at present. Previous literature also shows that a lot of researchers have
designed and modeled basic wind turbine with some modifications to discover the
significant performance which directly dependent on the turbine changing parame-
ters. The example of studies covered the blade solidity impact, lift and drag forces,
angle of attack, and also the blade material used. The modern VAWTs commonly
employed NACA 4-digit series due to the well documented of airfoils aerodynamic
characteristics [37].

A hybrid Savonius–Darrieus type has gained much popularities in order to over-
come the low self-starting capability in the Darrieus turbine. This is generally used
for small power applications, especially in cities and urban areas. In term of design,
the helical arrangement has been verified in increasing the power coefficient by 9%
compared to the straight type under the same operational condition [38].

6 Conclusion

In the near future, many nations all over the world will face a lot of problems due
to the diminishing of fossil fuels and non-renewable energy sources. Thus, it is a
crucial action to take into account the renewable energy option such as wind, solar,
tidal current and so on as an alternative source of the power generation system.

Enhancement of VAWTs performance will give a huge advantage to so many
countriesworldwide.With this improvement,VAWTs are possible to be implemented
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in many places for electricity generation. As the impact, the dependency on fossil
fuel and conventional energy sources will be decreased, hence contributes to the
reduction of carbon emission and global warming issues.

This paper intended to provide an initial useful knowledge for future studies of
VAWT. Further study of the novel turbine configuration will be conducted to address
some limitations of the current studies. The new design is expected to have higher
efficiency and more robust system. Consequently, by the analysis associated with the
VAWTs, it can be concluded that this technology undoubtedly will be with us in the
near future, as has happened to other renewable energy range such as HAWT and
PV.
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Abstract To date, with the advancement in energy-related technology, the regula-
tions prior to the environment and energy emission are also strictly increasing due
to the impact of global warming. Hence, many electric vehicles are affected since
one of their principles is closely related to the issue of short-range storage capacity
and long charging time which are not in favor to most of the automotive customers.
Thus, it embarks many kinds of research to establish development of an efficient
energy management storage (EMS) to fulfill the objectives at the same time keeping
the vehicle performance at its convincing standard. This work presents the Hyper-
heuristics Trajectory Based Optimization for EnergyManagement Storage (EMS) of
The Split Plug-in Hybrid Electric Vehicle. The Split Plug-in Hybrid Electric Vehicle
is discussed in different and recent perspective by zooming into other aspects of
EMS point of view. A comprehensive discussion is elaborated by comparing various
strength and weaknesses of this research concept. The performance results from this
improved approach are compared with the conventional HEVs. The analytical mod-
elingmethods such as physics-based Resistive Companion Form technique andBond
Graph method are presented with some powertrain component and system modeling
application examples.

Keywords Hyperheuristic · Energy management strategy (EMS) · Split plug-in
hybrid electric vehicle (PHEV)

1 Introduction

The introduction of Hybrid electric vehicles (HEV) assists the user to scale back their
fuel consumption when using the vehicle through the help of an electrical system.
This is as a result of HEV which uses a combination of 2 supplies that are Internal
Combustion Engine (ICE) and an electrical generator for the backup supply of power.
ICE uses oil usually diesel or petrol to get the energy to maneuver the car whereas the
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function of the generator is to produce electricity to works the electrical motor. HEV
provides a minimum fuel uses because the electric motor accustomed to move the
vehicle from the remainder and ICE support the vehicle once it begins to move faster.
The price of fuel gives a bonus to HEV type vehicle than ICE. Energy Management
Strategy (EMS) could be a methodology in improving the divided consumed by elec-
tricalmotor and oil so as in presenting themost effective improvement of petrol usage.
The EMS is most perform in power management. Automotive and communication
management make a cooperative analysis that specializes in fuel usage improvement
[1]. Several approaches have projected to control the petrol usage that remains to
think about numerous features in the model supported the methodology as the best
management control.

Several things that could be improved in the model. The aspect that can be opti-
mized is the power usage in four components inHEVmodelwhich are ICE, generator,
electric motor and battery. Most HEV analysis is specializing in optimization using
advanced control algorithms which result in a decrease of the energy flow loss [2].
The energy consumption has been optimized through decreasing the losses of power
from that 4 components to get an improvement of the performance of the model.

Themethodology thatwill use to improvemodel performance is simultaneous per-
turbation stochastic approximation (SPSA). SPSA is amongst stochastic approxima-
tion cluster methodology. This type of stochastic approximation has possible appli-
cations in an exceeding range of scope to statistic model and control [3]. Therefore,
SPSA is the best suited for this project.

Lastly, we required EMS to assist any event of HEV for the upcoming day for an
improved presentation in competing for other kinds of motorcars.

2 HEV Free Model

To make the process of optimization easy, a simple HEV model has been chosen
from MATLAB library archive. This model is used in the simulation process. HEV
model fromMATLAB library contains operational circuit that able it to yield output
like car movement in term of velocity, fuel usage in term of power losses, and so
on. The model contains electric and physical part. HEVs contain a couple of energy
bases which are, (1) Internal Combustion Engine (ICE) and (2) battery. Figure 1 is
the block diagram of the simple HEV model.

There are the engine, electric generator, electric motor, and battery which are four
constraints that being adjusted in order to adjust the results which are power loss
and petrol usage. One gain will be put inside the four constraints. The starting output
is taken before the tuning process is done. The power graph has been recorded to
compare the final result.
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Fig. 1 HEV models MATLAB Simulink

L, H, Y, and U gain has been used. This four gain is located in the four constraints
in the model and the initial gain value is set to 1. First, a simulation will be run
with this initial value. The result of the first simulation will be recorded. After that,
the initial value is replaced with new gain value by using the simulated Annealing
Algorithm and getting the new result.

3 Methodology

The way to implement the design into the HEV system is explained in this section.
The implementation process needs to use the combination of Simulink and M-File
inMATLAB software. The Simulink is needed for HEVmodel andM-File is needed
to control the gains in the Simulink based on Hyperheuristic methodology. A Hyper-
heuristics is one of the heuristics search techniques purposely that seeks intelligently
based on Artificial Intelligence to automate the incorporation of (1) the process
of selecting, (2) combining, (3) generating or adapting a few of simpler heuristics
to efficiently achieve optimal computational search problem solutions. One of the
vital motivations of thorough hyperheuristics investigation is to develop systems that
can offer an alternative way of handling clusters of problems rather solve an only
dedicated and specific problem [4–6].
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Amultiple heuristicsmay have their own unique strength andweaknesses depend-
ing on the problems to be solved. However, manual selection of an optimal heuris-
tics has become no more practical to solve clusters of problem. Hence, the Hyper-
heuristics is the idea to automatically devise algorithms by combining the unique
strength and rectification of the weaknesses of identified heuristics [7]. In a common
hyper-heuristic solving framework, there are two major elements that constructively
contribute to either constructive or perturbative heuristics, which are a high-level
methodology incorporated with a set of low-level heuristics. Given a problem exam-
ple, the high-level method take which low-level heuristic should be applied at any
given time, depending upon the existing problem state, or in search stage [5]. Below
is the hyper-heuristic algorithm:

The general optimization problem is given

� = e−δ∗T/q , (1)

where δ is the difference in fitness value between current solution (Si) and the
previous solution (So) example δ = f(Si) − f(So), T is the iteration counter, q is a
control parameter for consecutive non-improving iterations.

Fig. 2 Hyperheuristic configuration
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Table 1 Parameters and gain
name in Simulink block

Gain name Parameter

L Electric motor

Y Internal combustion engine

U Battery

H generator

By referring Fig. 2 of Hyperheuristic algorithm, the simulation for this project is
as below:

1. Get the maximum iterations. Then, recognize four gain with a starting value of 1.
2. Justify the objective function value in every iteration by performing the selection

of Monte-Carlo Hyperheuristic algorithm given before.
3. If already get the maximum iteration number, select the lowermost value of

power losses to compare with the pure model in the final valuation.

Hyperheuristic procedure was implemented inside the M-file to create the new
number in the constraints for every iteration. Then the value generated will be sent to
the parameter in the Simulink block diagram. The HEV in Simulink is called using
M-file to run repeatedly. The running process will stop at the maximum number of
iterations. Then, the output of the constraint will differ continuously and get different
result of power losses. Table 1 shows the constraints and name of the gain added:

Figures 3, 4, 5 and 6 show the place of each gain that has been added.

Fig. 3 Gain in battery

Fig. 4 Gain in motor

Fig. 5 Gain in generator
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Fig. 6 Gain in engine

4 Result

Figures 6 and 7 show how the control parameter behaving due to the driving cycle
time. Each of the control parameters works independently along with time. These are
the reason why the control parameter affects the objective function. Thus to obtain
the best objective function, the control parameter needs to have the best gains values
which will be searched by the MATLAB simulations. The simulation period is set
to 40 s. This includes the acceleration and deceleration of the vehicle in order to
mimic the real movement of a vehicle. Figure 6 shows how the control parameters
(generator, engine, battery, and motor) behaving during the simulation. Each of the
parametersworks together to produce the outputswhich are the fuel loss and electrical
loss. The most suitable value of the parameter for the model will be discussed in this
section. In the simulation that already done, variety values have been used. Every
value that yield is produced by the hyperheuristic algorithm that was used in the m-
file Matlab. Every parameter yields a different result for every iteration to lower the
energy losses. The analysis takes place to decide the suitable gain values after getting
the lowermost value of losses. The hyperheuristic-based method can be prolonged
to another difficult condition while the objective function might be calculated [8].
The distinguishing of the pure and the adjusted model. Figures 7 and 8 show gain
value (L, Y, H and U) and also the energy losses (Ploss) convergence graphs show in
Figs. 9 and 10 for trial 1 and 2.

Fig. 7 Driving cycle configuration for HEV
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Fig. 8 Driving cycle from MATLAB Simulink

Fig. 9 Propose hyperheuristic configuration
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Fig. 10 Convergent graph from simulation
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Table 2 Recommend gain
value for parameter

Parameter Gain value

Internal combustion engine 1.5232

Electrical motor 0.1594

Electrical generator 1.0878

Battery 0.8821

The result showed that the Elapsed time taken was 66,595.654213 s. The average
percentage of successful of SPSA is 13.5593, and the average percentage of success-
ful of RS is 38.1356 while the average percentage of successful of SED is 48.3051.
The average optimal objective function is 5.5682e−20. At last, a pitted comparison
between the original scheme and the problem of power losses problem is explained.

5 Discussion

The final result that we get from this project will be discussed in this section. We
can see from the result before, the lowermost losses that we got is at 8th iteration
with 0.1407 whereas the most is 0.2282 at 3rd iteration. From the behavior of this
trend, it can be comparatively seen that the present model which is 852.7655 value
of losses and it is obviously different between both iterations. The lowermost losses
have been determined and the compatible gain for the parameter is obtained. Table
2 shows all the four parameters with their gain values.

For additional information, Table 3 shows the comparison between the optimized
model and the original model.

Since the shaft speed ismaintained as the same, it ismean that bothmodelsmoving
at the same speed and reducing the power consumption and power loss by the HEV
model.

6 Conclusion

In this paper, a framework of a Hyperheuristics Trajectory Based Optimization in
EMS for HEV system has been applied. The minimal losses of energy value posses a
potential improvement to increase the efficiency of electrical condition as compared
to the efficiency established based on the initial value. It can be seen that the perfor-
mance can be efficiently improvised by contemplating and applying this approach to
systematically tune the gain value for HEV system with the consideration based on
the gain value normal system as a comparative judgment. These single-agent selector
methods were bench-marked with other existing technique to cross-validate its per-
formance through stand-alone single-agent technique. The technologies of HEV can
be creatively enhanced in the future to compete in the automotive industry. As the



846 M. I. Mohd Rashid et al.

Ta
bl
e
3

Po
w
er

gr
ap
h

M
od
el
gr
ap
h

O
ri
gi
na
lm

od
el

O
pt
im

iz
e
m
od

el

Po
w
er

lo
ss

(c
on
tin

ue
d)



Hyperheuristics Trajectory Based Optimization … 847

Ta
bl
e
3

(c
on
tin

ue
d)

M
od
el
gr
ap
h

O
ri
gi
na
lm

od
el

O
pt
im

iz
e
m
od

el

Po
w
er

Sh
af
ts
pe
ed



848 M. I. Mohd Rashid et al.

results have proven its positive and high potential approach, this project can be con-
siderably remarked as a successful and innovative application platform to the HEV
suitability. Due to the free model characteristic HEV, there is a room of improvement
that can be optimized and explored further in future work.
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Utilization of Filter Harmonic Current
Based on Shunt HPF Within
the Acceptable IEEE-519 Standard

Mohamed A. Omran, Izzeldin I. Mohd, Abu Zaharin Ahmad,
Mohamad M. Almelian, Fahmi Samsuri, Muhamad Z. Sujod,
Walid K. A. Hasan and Mohamed Salem

Abstract Harmonic-related problems such as communication noise, malfunction-
ing of the solid-state control circuit, etc., are often encountered in industrial plants
that have a significant amount of rectification. Different techniques to eliminate har-
monics current from power systems to the ground have been proposed and one of
them is shunt HPF which is an effective and widely-used method for power quality
improvement. This paper presents the idea of reusing the HPF harmonic current cre-
ated based on STF–SRF theory to feed AC load within the limits of IEEE-519 (Less
5%). The circuit has been simulated in the MATLAB-Simulink and tested under dis-
torted source voltage with varying loads. The outcomes of the simulations showed
the THD at PCC to be less than 5% even when the HPF current was connected to the
system (increasing the source current).

Keywords Total harmonic distortion (THD) · Passive power filter · Hybrid power
filter · Self-tuning filter · LMBP controller

1 Introduction

The generation of harmonic current from the widespread use of nonlinear loads has
greatly impacted the quality of grid currents. The effects of harmonic currents on the
grid include overall system efficiency degradation via worsening the systems’ power
factor (PF) performance [1–4], as well as other related problems like overheating of
equipment, sensitive device failures, and blowing of capacitors. Thus, there is a need
to ensure a reduced level of harmonic currents in a power system. The minimization
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of harmonic currents demands various mitigation efforts and, in this regard, several
solutions such as the use of passive/active power filters and hybrid power filters
[5–7]. However, the most efficient way of reducing harmonic current-related issues
is the shunt-typed hybrid power filter (SHPF) which has been proven to improve
PF performances via the reduction of reactive power burden on a power system
while ensuring a low level of harmonic currents generation. The SHPF generally
works by introducing opposition current back into the systemwith harmonic current,
thereby allowing the reclaiming of the sinusoidal characteristics (with fundamental
frequency) of the polluted source current [8].

The efficiency of SHPF depends predominantly on the accuracy and rate of its
reference current generation method and its controller performs in generating the
required reference current even during the alternative conditions of source and load.
The previous studies have applied several methods such as instantaneous power (p-
q) method, Instantaneous Active and Reactive Current Method (Id-Iq), synchronous
detection method (SDM), Constant Active Power method (CPM), fast Fourier trans-
form (FFT), Constant power factor method (CPFM), Wavelet-Based Reference-
Generation method, synchronous reference frame (SRF), Self-tuning filter (STF)
and Soft Computing Algorithms [artificial neural network ANN, fuzzy logic and
genetic algorithm (GA)] [9]. Considering the available reference methods of current
generation, the STF has often been applied to improve the capability of phase-locked
loops (PLLs), p-q andSRFmethods inworking under non-sinusoidal source voltages.

Presently, in order to ameliorate the harmonic isolator performances under non-
conditions of source voltage (unbalanced/distorted), the STF is a better alternative
than optimization algorithms because the optimization algorithms involve complex
iterative approaches and require careful tuning of the damping ratio and adaptability
gain to work perfectly. The STF is also better than the conventional methods which
use to estimate the reference current [10].

Several types of research have focused on the removal of harmonic currents and
voltage instead of harvesting it and using it as an exploitable power. Al-bayaty et al.
[11–14] tried to exploit harmonic currents for feeding different electrical loads using
PPF and APF methods. However, in spite of the success of their method in the
utilization of harmonic current, the THDof the current accede the specified limitation
of IEEE standard as their achieved THDvaluewas 3%which is higher than that of the
required target value of IEEE standard (5%). Thus, this study presents the possibility
of achieving a THD value lower than that of the above-mentioned specified value by
using shunt HPF with BPNN controller based on STF-SRF theory under distorted
source voltage.

2 System Description

The SHPF has been designed by using STF-SRF theory to test all systems under
non-ideal source voltages and variation of the load as shown in Fig. 1. More details
of the mathematical modelling are found in [15].
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Fig. 1 System configuration with practical realization of shunt HPF

To compensate for the converter active losses, a dc link capacitor voltage was
processed in the second part by a BPNN controller to ensure active losses in the
converter under different load conditions. The generation of accurate converter ref-
erence currents was ensured by adding an additional fundamental component (Idc)
which was derived from the controllers’ outputs. In the next part, the load current
contains the fundamental, reactive and harmonic parts; a sinusoidal source current
waveform can be generated if the active power filter can compensate the total reac-
tive and harmonic parts [16]. Hence, an accurate compensation can be guaranteed
by comparing the 3-phase SHPF reference current with the three phase PCC current.
Now, 3 reference currents are applied to the hysteresis current controller (HCC) to
produce the required gating pulses that will switch the IGBT-VSI devices since it
only deals with dc quantities, and the computation is instantaneous.

Finally, the utilization circuit of filter harmonic current was connected between
the inductance of APF and capacitor of PPF as shown in Fig. 1. This circuit consists
of an AC-DC converter which converts the filter harmonic current to DC current with
a capacitor to reduce the ripple of its outputs (DC current contains no harmonics)
and then reconvert it to pure sinusoidal AC current. The magnitude of DC-AC output
current might be so small; thus, will use the set-up transformer to feed the current to
R load.
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2.1 Simulation Results and Discussion

Figure 2 depicts the block diagram of the simulation model; the output was observed
for the following cases: without shunt HPF, with shunt HPF, and with the utilization
of circuit. The main parameters used in the simulation are shown in Table 1.

For the first case, the system was simulated using MATLAB/SIMULINK under
distorted source voltage 480 V. 33% of 5th, 11th, 13th, and 19th harmonics were

Fig. 2 Simulink model of the shunt HPF with the utilization circuit scheme

Table 1 Main parameters
used in the simulation

System parameters Values

Source voltage (peak) 480 V

Source resistance 1e−3 �

Source inductance 1e−8 H

First load (R + L) 30 �, 0.05 H

Second load (R + L) 20 �, 0.1 H

PPF inductor 5.2e−3 H

PPF capacitor 6.2e−3 F

Reference for capacitor voltage 720 V

Dc-side capacitor of APF 4800e−6 F

APF inductor 2.35e−3 H

Utilization load resistance 1 �

Capacitor of AC-DC converter 20e−6 F

Resistance of AC-DC converter 55 �
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Fig. 3 Performance of test system without shunt HPF, a harmonic spectra of source voltage,
b harmonic spectra of current before (0.3 s), c harmonic spectra of current after (0.3 s)

injected into the source (calculated as 18.50%, 19.2%, 7.8%, and9.14%, respectively)
for phaseBas shown in Fig. 3a. Using FFT, fromFig. 3b, c, themagnitudes of 3th, 5th,
7th, 9th, 11th, 13th, 15th, 17th, and 19th harmonic orders for first load were 11.7%,
34.8%, 23.2%, 4.0%, 9.8%, 6.92%, 2.5%, 4.15%, and 3.02%, respectively whilst for
the second load, the magnitudes were 14.2%, 35.01%, 18.3%, 0.8%, 29.0%, 3.4%,
5.8%, 20.7% and 7.38%, respectively.

The transient performance of the SHPF was presented in Fig. 4 which showed
the three phases of source voltage, load currents, the source current with filter and
DC voltage in top-to-bottom order. Nonlinearity can be seen in the load current
whereas the source current was sinusoidal due to the injected filter current generated
by STF–SRF method with BPNN controller as exhibited in Fig. 5. Moreover, when
the filter was switched ON by providing the gate pulses to IGBT’s of the VSI, DC
capacitor activates to reach the reference value of 720 V. Even during the alteration
of the loads, the BPNN controller was able to maintain the VDC value close to the
reference value (Fig. 4d).

However, Fig. 6 shows the THD of current at PCC which was less than 5%
(THD= 1.87% and 3.09 for both loads) in compliance with the IEEE-519 harmonic
standards.

Now, the utilization circuit of filter harmonic current was connected to the system.
Figure 5 displays the injected harmonic filter current which will serve as the input
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Fig. 4 Transient performance of the shunt HPF

Fig. 5 Injected filter currents for all phases

to the DC-AC converter. The filter current contains all harmonics (THD = 91.27%)
with a high quantity of 3th, 5th, 7th, 9th, 11th, 13th, 15th, and 19th harmonic orders
in phase B being 17.47%, 32.93%, 29.55%, 18.84%, 23.61%, 15.51%, 16.30%,
16.97%, respectively as shown in Fig. 7.
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Fig. 6 Harmonic spectra of current at PCC for a first load b second load

Fig. 7 Harmonic spectra of filter current

However, the results of using the utilization filter harmonics circuit showed the
DC current of 2.5 A form the inverter to serve as the input for re-conversion to AC,
as shown in Fig. 8. Thus, Fig. 9 shows the output of the DC-AC converter of three

Fig. 8 Outputs of AC-DC converter
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Fig. 9 Outputs of the DC-AC converter

phases where the waveforms of all the phase current were sinusoidal (around 2.2 A
rms). Due to its small values, the transformer was used to step up the current to
feed the R Loads. The waveforms of the utilized current in R load are presented
in Fig. 10. From all the figures and Table 2, it can be easily concluded that even
when the source voltage is distorted, the SHPF was more suitable for the reduction
of harmonics currents at PCC even though the utilization circuits of filter current is
connected to the system (that increases the source current). The THD of the source
current in a, b, c phases was still less than the IEEE recommended (3.%, 3.98%, and
2.81%, respectively).

Fig. 10 Output current of R load
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Table 2 Values of THD at PCC under different cases

Harmonic N Without shunt HPF With shunt HPF

First load Second load First load Second load Filter current

3th 11.7 14.2 0.04 0.09 17.47

5th 34.8 35.01 0.93 2.49 32.93

7th 23.2 18.03 0.63 0.35 29.55

9th 4.0 4.8 0.02 0.02 18.84

11th 9.81 29.0 0.92 1.51 23.61

13th 6.92 13.4 0.93 0.59 15.15

15th 2.5 5.8 0.03 0.01 16.30

17th 4.1 20.7 0.20 0.39 2.74

19th 3.02 7.39 0.43 0.42 16.97

THD % 46.79 61.07 1.87 3.04 91.27

3 Conclusion

This paper presents a shunt HPF scheme which uses independent STF-SRF method
with BPNNcontroller to estimate the fundamental voltage and current components in
order to utilize HFP harmonics current which passes through a utilization circuit that
consists of an AC-DC converter and a DC-AC re-converter; to use the AC current,
the 3-phase step-up transformer was used to raise the voltage before feeding the AC
loads to the R load. The results of the simulation showed that the value of the THD
of the current decreased to an acceptable level of IEEE standard at PCC in both
loads with the utilization circuit of HPF current. Despite the excellent reduction of
harmonic, the source current was increasing due to the components of the utilization
circuit.
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Vehicle-to-Grid as Frequency Regulator
in a Micro Grid System

Mohd Redzuan Ahmad and Laylatun Qadrina Amrizal

Abstract This paper evaluated the capability of the Vehicle-to-Grid (V2G) to pro-
vide frequency regulation in amicro grid system. To begin with, the impact of sudden
increase of residential peak load due to the Electric Vehicle charging load is investi-
gated. Then the Plug-in Hybrid Electric Vehicle Charging Load Profile (PHEVCLP)
is generated based on real the data taken from National Household Travel Survey
2017. In this project, the model of V2G in a micro grid system is developed and ana-
lyzed using MATLAB software. The results show that the integration of PHEV on a
micro grid has an impact on peak load and system frequency. Moreover, the rise of
the total number of PHEVs penetration has a significant impact on system frequency.
The percentage of improvement in system frequency as V2G system implemented
increased as the charger power level increased. It can be concluded that V2G on a
micro grid improved and regulated system frequency.

Keywords PHEV · V2G · Frequency regulations · Micro grid

1 Introduction

Due to growing global interest towards alternative energy resources and environmen-
tal concerns, PHEV has proved to be the best alternative and are fast developing in
the recent 21st century. Based on the forecasts, the total number of PHEVs that will
be available on the road worldwide will reach up to more than 100 million by 2030
[1]. In recent decades, the advances of technology related to batteries and smart grid
system have facilitated the vehicle industry to change their focus to introduce, plan
and produce electric vehicles [2]. An increase in PHEV integration with a power
system network raises concerns about the health of the electrical power grid due
to the increase of total load. Excessive of PHEV charging load during a peak load
period could cause severe damage to the power system network if it is not properly
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planned in advance. Impact on electric grids caused by many electric vehicles in dis-
tribution networks including phase imbalances, voltage sags, harmonics, excessive
energy demand and power system load and stability [3–7].

Therefore, V2G systems have been introduced to control peak load demand and
provide frequency regulation in the power system network [8–12]. From the previous
study, it is found that the majority of vehicles stays at the parking lot most of the time
in a day [9]. This increases the possibility of the vehicle being available for V2G.
Since Kempton proposed the concept of V2G in 1997, V2G has shown great appli-
cations such as load peak shifting, voltage regulation, and frequency regulation [8].
Furthermore, various research institutes and researchers focus on V2G technologies,
implementations and its impacts in recent years [10–24]. The objectives of this work
are to investigate the impact of PHEV penetration in the power system network with
a different type of charging level and to analyze the system frequency before and
after the implementation of V2G.

2 Plug-in Hybrid Electric Vehicle Charging Load Profile
(PHEVCLP)

V2G is a technology that offers the electrical power to flow from vehicles back to
the grid system instead of drawing power from the grid as a normal power system
load. PHEV has the potential to play the V2G role as the vehicle becomes an asset in
a smart grid with bi-directional chargers. By using the V2G network, public utilities
can provide a more stable and better service to meet the sudden load demand. The
V2G system can also provide financial benefits to the owner, thereby reducing the
overall cost of purchasing electric vehicles. V2G allows vehicle owners to generate
income from frequency regulation service market [8].

PHEV aggregator is an essential component to integrate the PHEV fleet into the
power system electricity market. The PHEV is connected to an aggregator in order to
charge or discharge its electrical power to the grid. Depending on the system price,
the PHEV battery can have three modes which are waiting mode, charge mode and
discharging mode. Moreover, the waiting mode can be set to inhibit high price hours,
and request for discharges can be changed to peak times. In the grid to vehicle (G2V),
batteries are charged by purchasing electricity from the grid.

The discharging mode or known as the V2G can restore the energy back to the
grid. PHEVaggregators interact with systemoperators (SO) to decide PHEVmode in
order to minimize system losses, reduce costs, increase voltage profiles and provide
ancillary services such as regulatory and operational reserves by monitoring system
and market conditions in real time [14, 15]. PHEV is considered to be a burden
impaired or delivering capable resources within the power system. Hence, PHEV
could be one of the energy storage applications.

The investigation of PHEVCLP has been carried out based on three different types
of charging level which are charging level 1, charging level 2, and DC fast charging.
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Table 1 Electric vehicle charging levels

Charging level Power supply Charger power Miles/hour of
charge

Charging time
from empty to
full

PHEV

Level 1 120 VAC single
phase

1.4 kW, 12 A ~3–4 mile ~7 h

Level 2 240 VAC single
phase

3.3 kW ~8–10 mile ~3 h

6.6 kW ~17–20 mile ~1.4 h

DC fast charge 200–450 VDC up
to 90 (200 A)

45 kW ~50–60 mile ~10 Min

Furthermore, four levels of PHEV penetrations has been considered. The required
data to obtain the PHEVCLP can be summarized as; number and types of PHEVs,
battery capacity, driving activity, distance driven, charging time and charging level.
Based on these data, the total energy required to fully charge the battery State of
Charge (SOC) and the charging duration could be calculated, hence the PHEVCLP
is developed.

The National Household Travel Survey website consists the transportation data
regarding the travel and transportation are used to explore topics about travel behav-
ior, traffic safety, congestion, and etc. in the United States. This survey was spon-
sored by the US Department of Transportation [24]. From the previous paper, it is
also found that the U.S. residential utility customer consumed an average of 10,399
kilowatt-hours (kWh) per year, 867 kWh per month, 29 kWh per day and 1.2 kWh
per hour in average [25]. In this study, residential demand curve has a peak value of
10MW. Therefore, the average number of residential is 8333. Each of the residential
is assumed to own one vehicle per house. From 8333 vehicles, around 20–30% of
the vehicles are assumed to be PHEV. The PHEVCLP is developed considering four
levels of PHEV penetrations which are 1500, 2000, 2500 and 3000 of PHEVs. The
PHEVCLP also have been developed according to different charging level which are
charging level 1, level 2, and DC fast charging as shown in Table 1 [25]. In order to
develop the PHEVCLP, there are two important data that need to be obtained from
the NHTS which are Vehicle Daily Mileage and Vehicle Arrival Time.

2.1 Vehicle Daily Mileage Analysis

Vehicle Daily Mileage that consists of the daily mileage travel by each vehicle is
one of the important factors to build the PHEVCLP. Based on VEHPUB.csv file,
the attribute of ANNMILES for 1500, 2000, 2500 and 3000 are tabulated in Minitab
Software to process the data. The data has been analyzed using Minitab, Excel and
Matlab in order to build the bar graph of Vehicle Daily Mileage for each of the total
vehicle. The result of travel distance for 1500, 2000, 2500 and 3000 total of vehicles
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Fig. 1 Percentage of 1500 vehicles versus their daily distance driven (miles)

has been analyzed. Since the pattern of travel distance is similar for all four cases,
only the case of 1500 vehicles is shown in Fig. 1.

Figure 1 illustrate the bar graph of the percentage of 1500 vehicles versus their
daily distance driven in miles. Most of the vehicle travelled between 25 and 30 miles
throughout the day with percentages are 16–18% of the total vehicles. More than
70% of the vehicle travelled for a distance of less than 35miles or 56 km per day. The
PHEV’s State of Charge (SOC) and the energy necessary for charging the battery
depend on the miles driven by vehicle. Longer of distance driven means more energy
is required to fulfil the PHEV’s battery back to 100% SOC.

2.2 Vehicle Arrival Time Analysis

Besides Vehicle Daily Mileage, the second important factor to configure the PHEV-
CLP is charging start time. The time of the vehicle start to charge is unable to be
accurately determined, but the vehicle’s last travel time gives some information.
People can depend on the ENDTIME attribute according to the assumption that the
owner will plug in their vehicle when they arrived at their destination. The bar graph
of Vehicle Arrival Time has been plotted using Matlab for four different number of
vehicle penetration levels. Since the pattern of vehicle arrival time is similar for all
four cases, only the case of 1500 vehicles is shown in Fig. 2.

Figure 2 illustrates the bar graph of 1500 vehicles versus their arrival time. The
percentage of vehicles arrived is low at early morning and further increases toward
evening and again low during late night. The peak arrival time of the vehicles is
between hours 17:00 and 17:30 with a percentage of 3–3.4%. From these results, an
assumption can be made where the peak arrival time of the vehicles is between hours



Vehicle-to-Grid as Frequency Regulator in a Micro Grid System 863

Fig. 2 Percentage of 1500 vehicles versus their final arriving time

17:00 and 17:30, this is also the peak time for the vehicle owners start to charge their
vehicle. Hence, at this hour, there will be a significant increase of load due to the
high penetration of PHEV charging their vehicles.

2.3 PHEV Load Charging Profile

This section describes the method used to develop the PHEVCLP for four differ-
ent number of PHEV penetration levels which are 1500, 2000, 2500 and 3000. The
number of PHEV used for this analysis is assumed to be the total number of Elec-
tric Vehicle that will be used in the micro grid area. The PHEVCLP also has been
developed according to three different charging levels which are charging rate level
1, level 2, and DC fast charging as shown in Table 1. Figure 3 shows the stages
used to build the PHEVCLP. These steps are the summarize of how to develop the
programming in MATLAB [4].

There are steps used to develop PHEVCLP:

(1) In the initialization, required data has been collected; number of PHEV (N),
Types of PHEV (T ), rate of charge (r), distance (D), energy capacity (Emax) and
time of arrival (ts), energy-per-mile (EPM).

(2) Energy consumed by each PHEV’s, Eci :

Eci = Di × EPMi ; 0 ≤ Eci ≤ Emax (1)

(3) Duration to fully charge the battery SOC to 100%, Emax.

hi = Eci
r

; 0 ≤ Eci ≤ Emax (2)
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Fig. 3 Flow chart of PLCP
development process

Start

Initialization
Read data: D, N, EPM, r, ts
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n = N ?

Calculate energy consumed 
by PHEVn

n = n + 1

Develop PHEVn charging profile for 
h hours based on arrival time and 15 

minutes time intervals 

Develop 24 hours PHEVs charging 
profile

End

(4) PHEVCLP based on the 15-minutes time frame:

ECi = ECi,1 + ECi,2 + · · · ECi,m (3)

ECi =
m∑

t=1

ECi,t ; 1 ≤ t ≤ m (4)

i.e. m is the number of 15-minutes time frames. So, m = 4 × h.
(5) Total 24 h PHEVCLP based on individual PHEV’s charging at each step t is

then calculated by:

ETCt = EC1,t + EC2,t + · · · ECi,t (5)

ETCt =
m∑

t=1

ECi,t 1 ≤ t ≤ m (6)
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After the PHEVCLP for each charging level with different penetration of PHEVs
was obtained, the charging load was then added to the original residential loads of
case study in MATLAB Simulink to analyze its impact towards the power system
network.

2.4 Model of Vehicle-to-Grid (V2G) System

The analysis of a V2G system in a Micro Grid model is done in MATLAB Simulink
software. Thismodel is based on 24 h simulation of aV2G [26]. In thismodel, several
events are conducted during the day and the system frequency is regulated using the
V2G. Figure 4 shows the Simulinkmodel of aVehicle-to-Grid (V2G) System that has
been used to study a full one-day period or 24 h. As illustrated, the main components
used in this model consist of 15 MW diesel generator, 4.5 MW wind farm, 8 MW
PV farm, loads (10 MW residential load and 0.16 MW asynchronous machine and
V2G system.

Fig. 4 Vehicle-to-grid (V2G) system model
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3 Results and Discussion

The developed PHEVCLP has been added to the original residential load in micro
gridmodel to investigate the impact of PHEV integration in the power systemnetwork
with different charging level and to analyze the system frequency before and after
the implementation of V2G.

3.1 Increases of Residential Load Due to the PHEV Charging

Figure 5 shows the results of PHEVCLP for four different number of PHEVs pene-
trations with Charging rate level 1. It can clearly be seen that there has been a huge
increase of charging load starting from 6 a.m. and rise to a peak at 5 p.m. From the
curve, it is found that most of the PHEVs owner charged their vehicle during the
evening. Moreover, a higher number of PHEVs penetration caused a higher charg-
ing load. The peaks of the charging load for 1500, 2000, 2500 and 3000 PHEVs
penetration are 0.87, 1.17, 1.45, and 1.75 MW, respectively.

Figure 6 illustrates the results for a similar experiment but with a charging rate
level 2. The charging load curve is not as smooth as the charging load with a charging
rate level 1. This is because the time taken for the PHEV with the charging rate level
2 to fulfil its SOC to 100% is shorter than the charging rate level 1. In contrast, the
peak charging load is greater than the charging rate level 1 for all numbers of PHEV
penetration levels. Based on the charging load curve, the peak charging load is at
5.30–6 p.m. The peaks of the charging load for 1500, 2000, 2500 and 3000 PHEVs
penetration are 1.53, 2.05, 2.53, and 3.08 MW, respectively.

Figure 7 demonstrates the results of PHEVCLP considering a DC fast charging.
It is shown that the charging load curve is not as smooth as the previous case study.
This is because the time taken for the PHEV to fully charge its SOC is shorter

Fig. 5 The PHEVCLP for charging rate Level 1
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Fig. 6 The PHEVCLP for charging rate Level 2

Fig. 7 The PHEVCLP for DC fast charging

than the charging rate level 1 and level 2. In contrast, the peak charging load for
DC fast charging is greater than the previous case studies for all number of PHEV
penetrations. Based on the charging load curve, the peaks of the charging load for
1500, 2000, 2500 and 3000 PHEVs penetrations are 3.60, 4.61, 5.74, and 6.96 MW,
respectively.

3.2 Different Charging Level and Its Impact on System
Frequency

The PHEVCLP for a different number of PHEV penetrations has been added to
the original 24 h residential load of the micro grid. The sudden load increase will
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cause the diesel generator to generate more power to meet the required demand. The
rotor speed of the synchronous machine has also reacted instantly and leads to the
frequency deviation since the speed of the rotor is proportional to the frequency.

Figure 8 shows the curve of total residential loads with the charging level 1 after
the 24 h PHEVCLP is added to the original 24 h residential load. It is found that the
peak of the residential load caused by four different numbers of PHEVs penetration
i.e. 1500, 2000, 2500 and 3000 PHEVs penetration, increased by 7.76, 10.82, 11.45,
and 16.56% respectively. On the other hand, since the frequency for all penetrations
are normal, there is no V2G implementation needed. Hence, the PHEV charger of
type level 1 is suitable in a micro grid system for 20–30% penetration of PHEVs
with 10 MW residential load.

Figure 9 demonstrates the curve of the total residential load with the charging rate
level 2 after the 24 h PHEVCLP is added to the original 24 h residential load. The
peaks of the residential load caused by four different PHEVs penetrations i.e. 1500,
2000, 2500 and 3000 PHEVs, are increased by 14.31, 19.60, 24.35, and 29.81%
respectively. It also found that system frequency does not have a significant impact
and there is no V2G implementation is needed.

Figure 10 illustrates the curve of the total residential loadwith theDC fast charging
after the 24 hPHEVCLP is added to the original 24 h residential load. The peaks of the
load for 1500, 2000, 2500 and 3000 PHEVs penetrations are increased significantly
by 33.94, 44.62, 55.56, and 66.74% respectively.

Table 2 tabulates the percentages of residential peak loads for four different num-
bers of PHEV penetrations and three different charging levels. The percentage incre-
ment of the total residential load increases as the number of PHEV increases, as well
as when the charging rate level rises. From the results, it is shown that for all number
of PHEVs penetrations with the charging level 1, there is no frequency deviation
occurred. Not only that, for the case 1500 and 2000 PHEVs penetrations with the
charging level 2, the system frequency is still in the normal condition. The percentage

Fig. 8 Total residential load for charging rate Level 1



Vehicle-to-Grid as Frequency Regulator in a Micro Grid System 869

Fig. 9 Total residential load for charging rate Level 2

Fig. 10 Total residential load for DC fast charging

Table 2 Percentages increment of total residential load at peak hour 5 p.m. for four different
numbers of PHEV penetrations and with three different charging levels

Percentages of peak load increased

Charging rate level Number of PHEV psenetration

1500 (%) 2000 (%) 2500 (%) 3000 (%)

Charging level 1 (1.4 kW) 7.76 10.82 13.60 16.55

Charging level 2 (6.6 kW) 14.3 19.60 24.35 29.81

DC fast charging (45 kw) 33.94 44.62 55.56 66.74
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Fig. 11 System frequency of 3000 PHEVs penetration with charging level 1

of peak load increment for these cases was below than 20%. Hence, for the incre-
ment of residential load that below than 20%, the system frequency is still normal
and do not require any V2G implementation. On the other hand, if the residential
load exceeds 20% from its original load, the system frequency needs to be regulated
by the V2G system.

Figure 11 shows the simulation results of micro grid system frequency of 3000
PHEVs penetration for the charging level 1. As can be seen, the system frequency
for PHEVs penetration at the charging rate level 1 is normal. There is no frequency
deviation for low power at the charging level 1.

Figure 12 shows the system frequency of the micro grid system of 3000 PHEVs
penetration with the charging level 2. As can be seen, the red color line shows the
system frequency starts to deviate between 59.4 and 60.6 Hz from the nominal value
60 Hz when there is no V2G system on the micro grid system. This occurs between
hours 15:30 and 19:00 i.e. while many PHEV owners recharge their vehicle. The
duration of system frequency deviation occurred is depended on the PHEV charging
load. The time at which the total residential load exceeds 20% from the normal load,
is the time of system frequency starts to deviate. When the V2G system is available,
the system frequency of the micro grid has less deviation and improves significantly
as shown by the blue line.

Figure 13. shows the system frequency of micro grid system of 3000 PHEVs
penetration with the DC fast charging. As can be seen, the red color line shows the
system frequency starts to deviate between 59.0 and 60.8 Hz from the nominal value
60 Hz when there is no V2G system on the micro grid system. This occurs between
hours 12:00 and 20:30 i.e. while many PHEV owners recharge their vehicle. The
duration of system frequency deviation occurred is depended on the PHEV charging
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Fig. 12 System frequency of 3000 PHEVs penetration with charging level 2

Fig. 13 System frequency of 3000 PHEVs penetration with DC Fast charging

load. The time at which the total residential load exceeds 20% from the normal load,
is the time of system frequency started to deviate. When the V2G system is available,
the system frequency of the micro grid has less deviation and improves significantly
as shown by the blue line. It shows that the micro grid system frequency could be
improved by V2G system in place.
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4 Conclusion

The impact of PHEV integration in the power system networkwith different charging
levels and the system frequency before and after the implementation of V2G system
has been analyzed. From the study, the DC fast charging hasmore significant impacts
to a micro grid system as compared to the lower power charging levels i.e. charging
level 1 and level 2. Furthermore, it shows that the system frequency of a micro grid
starts to deviate when PHEV charging load is more than 20% of micro grid peak
load. In conclusion, the implementation of V2G system has significantly improved
the system frequency of the micro grid system.
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Development of PV Module Hotspot
Detector

Mohd Shawal Jadin, Kamil Ashman Bin Zamridin
and Ahmad Syahiman Mohd Shah

Abstract The aimof this paper is to develop an analyzer for detecting and evaluating
hotspot in problem in a photovoltaic (PV) module. There are many causes that can
lead to the hotspot in PV modules such as shading effect, impurities present on
the module surface and many more. The proposed system will capture the thermal
images of the PV module and analyze each region in the image. The system will
detect the hotspot regions and evaluate the severity level of the hotspots. Though
the experiment, the proposed system could produce a reliable result compared to the
conventional approach.

Keywords Photovoltaic module · Solar hotspot · Infrared thermal camera

1 Introduction

There has been an increasing global awareness of solar photovoltaic energy use. The
reasons behind this are not only to address climate change, but also to create new
financial opportunities and, most importantly, to give access to energy for countless
people still deprived of modern energy facilities. Solar energy can be said as the
greenest energy due to its non-pollutant process to the environment [1]. However,
there is a common problem that can cause the performance of PV modules degraded
that is the solar hotspot [2]. Hotspot phenomenon is a degrading performance occa-
sion for the photovoltaic module. It is caused due to shading effect cell degradation or
any impurities present on the surface of the solar module that prevents any light from
entering the cell. When there is one cell is blocked from getting light, it will operate
in a reverse-biased while others will do the other hand. Thus, damaged cells will
dissipate power and consequently resulting in an abnormal rise in temperature [3].
Therefore, overcoming solar hotspot problem is important to keep the sustainability
of an installed photovoltaic system by reducing any source of the fault, structural
defect or malfunction during either manufacturing or operating stage [4].
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This research focuses on identifying that particular solar hotspot phenomenon that
commonly happens on the surface of a PV module. Thermal images of the overall
cell temperature are taken using a thermal camera. The system is based on a non-
invasive technique that can detect and localized hot areas and quantify the area by
finding the potential cause of PV cells degradation in PV systems. This is done by
using an infrared thermography technique which is a well-accepted non-destructive
evaluation technique that allows contactless and real-time inspection. The images
will be quantized according to its region and the temperature difference between
the region with ambient temperature is calculated. The system developed allows the
user to visually determine solar hotspot using infrared thermography. This method
is proved to be invasive towards the PV module as it does not have physical contact
with the target objects [5].

This hotspot analyzer of the PV module can detect hotspot with a minimal proce-
dure. It can save time and give the user an easier way to instantaneously know which
solar cell on the PV module has a hotspot. The previous method has numerous steps
need to be conducted such as data collection, calculation of temperature, measuring
output power and image processing. The hotspot occasion is sometimes misjudged
by analyzing using the visual method because the high temperature in the solar cell
cannot prove that the particular solar cell has a hotspot. Therefore, the main objec-
tive is to develop a system that can allow the user to instantly detect hotspot in a PV
module. The development starts with the design an automatic hotspot detection of a
solar module using thermal image analysis. The next step is to determine the severity
level of the hotspot.

2 Literature Review

Amongst existing conditionmonitoring techniques and non-destructive testingmeth-
ods today, infrared thermography is considered as a promising tool for fast and
reliable fault detection. It a method which detects infrared energy from the solar
module, convert it into temperature and displays image of temperature distribution.
It is a reliable method to observe the performance of solar cell whether it is operating
in a normal condition or not. Infrared thermography uses mid-wave (MWIR, from
~3 to 5 µm) or long-wave (LWIR, from ~7 to 14 µm) infrared sensors to obtain ther-
mal images or thermogram of objects under inspection according. Based on Planck’s
black body radiation law, all objects emit infrared radiation proportional to their
temperatures [6].

A solar hotspot is a major problem for this alternative energy as it can give a
significant effect on the solar module performance. The cells exposed to the shading
condition adversely affects the performance of the PV module due to the increase
in the power loss according to Samantaray [7]. Until now, there is no complete and
effective method to prevent this significant problem toward solar energy. Hence, this
problem should be monitored and replaced quickly in order to prevent the module
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performance from getting even worse. Thus, methods to effectively detect solar
hotspot is important to keep the solar module performance at its best.

Numerous studies had been attempted to explain about how to detect or cluster
solar hotspot problem on the solar module through infrared thermography. K-means
colour quantization is a useful method to quantize a certain area of the solar module.
It is easy to identify the part of a solar module if the module is classified into a region
based on their temperature.One of themethods used k-means colour quantization and
CIE L*a*b* colour space to quantize local heating spot. Through infrared thermog-
raphy and k-means clustering, local heating areas were isolated [8]. In other research,
the k-means clustering was used to produce the quantized image represented by the
contours while DBSCAN resulted in the segmented image isolating the hotspot area
as one of its clusters. Ultimately, the area of the hotspot can be determined and, with
more data sets, may be correlated to the drop in the efficiency of the solar PVmodule
[9]. Another visual method to determine solar hotspot is through in-line thermog-
raphy has been conducted by Stefan Schenk, using an uncool bolometric camera
and take a continuous series of image, first image as a reference. According to this
research, this method is fast because it analyses the solar module in the interval of
70 ms. The images during that interval are observed and the parameter coefficient of
the module is analyzed for references [10].

Visual inspection method also can be done to observe the overall performance of
the solarmodule such as checking physical defects on the surface of the solarmodule.
Projects byE. Lorenzo had done three differentmethods altogether, visual inspection,
infrared inspection and electrical inspection. The research used to checks the phys-
ical defects and followed by the infrared thermography by comparing temperature
difference. Then, an electrical inspection is done by connecting ‘T’ connectors at the
output wires. Voltage losses are compared due to the hotspot. It is proposed to reject
any module exhibiting hotspots whose corresponding voltage losses (in relation to
a non-defective module being part of the same string), within the PV system in nor-
mal operation, exceeds the allowable peak power losses fixed at standard warranties.
This is also applicable to PV modules with defective by-pass diodes, regardless of
the derived hotspot temperature [11].

Solar cell will usually operate at a certain range of temperature, which can be
seen through numerous data collection of cells operating under certain condition or
surrounding. Different ambient temperature will result in different efficiency on how
the solar panel can deliver power as it receives different solar irradiance and operates
at different temperature. Home solar panels are tested at 25 °C and thus solar panel
temperature will generally range between 15 and 35 °C during which solar cells
will produce at maximum efficiency. However, solar panels can get as hot as 65 °C
at which point solar cell efficiency will be hindered [4]. Thus, in this project, the
normal operating temperature of the solar cell based on normal ambient temperature
is between 20 and 65 °C.

All of the methods are related to how to detect hotspot through visual images and
analyzing parameters such as voltages. However, there is still no method exist in
order to prevent or distinguish solar hotspot permanently but only a way to minimize
the effect. Hence, this research is performed for getting to identify solar hotspot
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automatically. Thus, the user can easily know where the hotspot occurs on solar
panel and finding a solution to overcome that particular cell from being affected by
the problem.

3 Methodology

Figure 1 shows the block diagram of the proposed system. The thermal images
of the solar panel will be captured by using the Adafruit AMG8833 IR Thermal
Camera Breakout. Then, infrared images will be displayed on the SPFD5408 2.4-
inch TFT LCD display. Thermal Camera Breakout will be connected through the
microcontroller which is theArduinoMega 2560 to undergo an algorithm that detects
hotspot automatically based on temperature difference based on the environment. An
extra sensor which is the LM35 Temperature Sensor will also be connected alongside
the thermal camera breakout to display the ambient temperature of the surrounding
area.

Figure 2 shows the system design that consists of the thermal camera breakout
and temperature sensor as the main input. The type of sensor used for visual imaging
is an Adafruit AMG8833 IR Thermal Camera Breakout which displays an 8 × 8
array of infrared thermal sensors. When connected to the microcontroller, it will
return an array of 64 individual infrared temperature readings over I2C. It’s like
those other thermal cameras, but compact and simple enough for easy integration.
User can interface with the system design by capturing thermal images of solar panel
in order to perform the hotspot detector algorithm. Then, the thermal images are sent
to the microcontroller to be analyzed and k-means colour quantization is performed
on the images. This process will quantize the captured image into a discrete number

Fig. 1 Block diagram of the
overall process of the system
design
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Fig. 2 Adafruit AMG8833
IR thermal camera breakout
that is used as thermal
visualize

of colours. Hence, local heating area on the solar module can be localized because
of the dominant colour from the thermal images.

Other major parts that are important in this system design is the temperature
sensor. This sensor is responsible to measure the temperature of the surrounding
area. The LM35 is a type of commonly used temperature sensor, that can be used
to measure temperature with an electrical output comparative to the temperature in
°C. LM35 is used in industries and commercial buildings where high accuracy of
temperature measuring is needed.

The Arduino Mega 2560 is a microcontroller board based on the ATmega2560
microcontroller. This microcontroller board come along with 54 digital input or out-
put pins. 14 of them can be used as PWMoutputs. 16 of them can be used as analogue
inputs. 4 of them are UARTs (hardware serial ports). It also comes with a 16 MHz
crystal oscillator, a power jack, USB connection, reset button and an ICSP header. To
support the microcontroller, it contains everything. It can be simply connected with
a USB cable or it can be powered with an AC-to-DC adapter or battery to make it
alive. This microcontroller or microcontroller board is compatible with many shields
that are designed for Arduino. The operating voltage of this microcontroller board
is 5 V. The input voltage that is recommended is 7–12 V. The input voltage limit is
6–20 V. The DC current per I/O pins is 40 mA. The DC current for the 3.3 V pin is
50 mA. The flash memory is about 256 kB of which 8 kB used by the bootloader. The
clock speed of this microcontroller is 16 MHz which is quite high for this affordable
board. This can be counted as the brain of this system design as it is important for
the solar hotspot automatic detector. All of the data collected will be received by this
microcontroller to be analyzed and calculated.

The system design flow starting with capturing thermal images of the solar panel
to be analyzed. Firstly, K-means colour quantization will be held to the clustered a
certain region that is abnormal due to its colour (red indicating high temperature).
It is easy to identify which cell is affected when the area of the solar module is
clustered into a certain region. Then, the value of the temperature of each array from
the thermal camera is taken into account. Each array temperature is compared with
the ambient temperature in order to get the temperature difference of the solar cell.
Solar panels are tested at 25 °C and thus solar panel temperature will generally range
between 15 and 35 °C during which solar cells will produce at maximum efficiency.
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However, solar panels can get as hot as 65 °C at which point solar cell efficiency
will be hindered. Install factors like how close the panels are installed to the roof can
impact the typical heat of your solar system. This algorithmwill analyze temperature
using two different conditions which are comparing it with an average temperature
of solar cell and comparing with the range of normal operating range of temperature
during normal condition.

�THS1 = Tcell(max)−Taverage (1)

�THS2 = Tcell(max)−Tambient (max) (2)

Tambient (max) = Tambient + 30◦C (3)

where Tcell(max) is the highest temperature of solar cell captured by the thermal
array sensor and Taverage is the average temperature of the solar cell. Temperature
difference, �THS1 that is more than 20 °C can be counted as a solar hotspot and will
display ‘FAULT’ as the condition. If the�THS1 is within the range of 5 and 20 °C, the
display will set the condition as ‘WARNING’. If the �THS1 exceed 20 °C, ‘FAULT’
will be displayed as the condition on the LCDdisplay.However, the algorithmwill set
as ‘FAULT’ when the second condition is a positive value. This is because the highest
temperature exceeds the normal range of solar operating temperature. The highest
temperature will be compared with the highest range from the ambient temperature.
This algorithmwill calculate and identify which region can be classified as a hotspot.
The flowchart of this system design is shown in Fig. 3. Next, the identified region will
be displayed on the LCD along with the thermal images. User can view the thermal
images of a solar panel including with label that said it is the region of the hotspot.

4 Results and Discussion

This work is conduct to roughly the overview on how this project might flow in order
to detect solar hotspot in a solar panel. Thermal images of solar several solar modules
are taken under direct sunlight as shown in Fig. 4 and the temperature is displayed
through the infrared camera. Moreover, the short circuit current and open circuit
voltage are also measured using a multimeter in order to analyse the PV module
performance under normal operating conditions. As shown in Fig. 4, it is found that
the maximum cell temperature is 41.3 °C, therefore, using Eq. (2), the temperature
against the ambient (ΔTHS2) is 16.3 °C.

It can be assumed that there no hotspot phenomenon on that solar module as its
temperature difference does not exceed 30 °C. As illustrated in Fig. 5, it can be seen
that there is no significant difference in the solar cell temperature. The temperature
difference between the hotspot and the ambient is 14.3 °C.

Figure 6 shows the final system development of the hardware with the proposed
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Fig. 3 Flowchart of the
process to detect solar
hotspot algorithm

Fig. 4 The temperature of
the solar cell of module 1
captured with a FLIR
infrared camera

algorithm embedded within the microprocessor in order to detect and evaluate the
hotspot. The overall display on the LCD shows the parameters used in the algorithm
such as ambient temperature,maximum temperature, average temperature and type of
condition of the highest cell temperature (maximum temperature). As illustrated, the
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Fig. 5 The temperature of
the solar cell of module 2

Fig. 6 Display of the
hardware in normal room
temperature

normal temperature shown indicates that there is nohotspot present as the temperature
difference did not meet the requirement set in the algorithm.

Figure 7a shows an example of the normal condition where there is no significant
rise in the temperature captured by the thermal camera breakout. In this case, it can be
seen that the maximum temperature is compared with the average temperature. The
difference is not greater than 5 °C, which is set to be ‘NORMAL’ for the condition
of the highest temperature. As can be seen in the calculation above, the value for
the difference in temperature for both maximum and average is 1.44 °C which is not
more than 5 °C, the first condition set for normal condition.

Meanwhile, Fig. 7b shows the ‘WARNING’ condition of the temperature when
there is a rise in one of the solar cells from the solar module, captured by the thermal
camera. In this case, the maximum temperature is also compared with the average
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Fig. 7 Example of the first condition that can be displayed a ‘NORMAL’ condition, b ‘WARNING’
condition, c ‘NORMAL’ condition

temperature as the ambient temperature is still showing the normal surrounding
temperature that is sensed by theDS18B20Temperature Sensor. From the calculation
above, the value for the difference in temperature for both maximum and average
is 19.11 °C which is within the range of 5 and 20 °C, the condition is set to be
‘WARNING’ as there is a slight rise of temperature on some of the solar cell.

Figure 7c shows the last condition of the temperature when there is a significant
differencebetween themaximumtemperature and the average temperature.Thevalue
obtained from the calculation (which is 20.81 °C) clearly shown that the difference
between the maximum and average temperature exceeds 20 °C, which is in this
project is set to be the limit for the hotspot condition. Thus, the condition is set to
be ‘FAULT’ to indicate that there is a hotspot phenomenon on the solar module that
the camera captured.

The results of captured temperature from thermal camera breakout used in this
project show look convincing as it can be captured and displays an 8 × 8 array of
temperature in the form of the heat map. Distance between the thermal camera and
the surface of the solar panel is set to exact 1 m, as it can capture an image of the
covered area of 3.6 m as the wide-angle view of the thermal camera lens is 60°. The
value of temperatures captured by the sensor is shown in the form of the heat map,
and only the highest temperature from the 64 arrays of data is shown in the parameter
of the display alongside with ambient, average and condition of solar panel whether it
has a hotspot or not. However, the values obtained will be not accurate if the thermal
camera is moved further away from the surface of the solar panel. It can be said that
the accuracy of the thermal camera used in this project decrease over distance. Thus,
the camera needs to be close to the solar panel, which is at the maximum 1 m so that
it can give the coverage field of view up to 3.6 m2.
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5 Conclusion

This paper proposed a method for detecting and analyzing the hotspot in the PV
module. The developed algorithm is proved to be effective and can perform its job
without any interruption. However, there are certain things that can be added or
improvise in this research in order to make it more functional and accurate. One of
the improvements is to use the higher resolution of the thermal sensors. In addition,
the system should be designed to consider different emissivity of the target object.
For a better result, advanced image processing method could be implemented into
the system to locate the hotspot accurately.
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Comparative Analysis for LED Driver
with Analog and Digital Controllers

Shaheer Shaida Durrani, Abu Zaharin, Bakri Hassan
and Ruhaizad Bin Ishak

Abstract The trend of utilizing light emitting diodes (LEDs) in some applications
has attracted the attention of many researchers, to study its applications. This article
investigates the performance analysis of the dc–dc converter systems based on analog
and digital controllers for a low voltage dc–dc buck converter, to drive strings of
LEDs at different conditions, to judge system’s robust performances. This converter
comprises of a single controller, working with a voltage control feedback system, in a
continuous conduction mode. The analog and digital type-3 controllers are designed
for the said systemwhile using standard frequency response techniques. Simulations
are shown to validate the design and the response of these controllers under various
dynamic load conditions.

Keywords Buck converter · Controller · DC–DC converter

1 Introduction

The LEDs driver can be easily divided into two main classes, i.e. constant cur-
rent controller and a constant voltage controller. For constant current LEDs driver;
their current–voltage (I–V) characteristics are very much similar to conventional
p-n junction diodes. The buck converter design in this paper regarding LED driver
is implemented as a constant current source. Analog, as well as digital controllers
relating to LED, are designed and compared.

According to the report of [1], conventional voltage regulation of theDC–DC con-
verter is made with the help of analog control techniques. Analog control systems
give high bandwidths, though it is theoretically infinite [2]. The analog controller
reacts almost immediately to perturbation because of the continuous sampling of the
analog signal and the increased slew rate of the operational amplifiers. Duty cycle is
developed with the process of comparing the values of error voltage to a sawtooth
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signal. However, an analog system is physically developed from some discrete hard-
ware that includes controller gains or algorithms, along with an excessive number
of components. With the advancements in the designing of the controller processor
such as DSP (Digital Signal Processor) and microcontrollers, the application of dig-
ital control is now become a powerful candidate in the coming variants of switch
mode power supplies.

With reference to an article [3], a significant technological breakthrough has been
witnessed in power electronics because of the development of enabling technolo-
gies that improves the performance of power systems with its relevance to higher
efficiency and reduced cost. Furthermore, it has been discussed in the article [4,
5], that with an adaptation of digital control approach a significant energy efficient
system can be achieved. According to articles [6, 7], it has also been found that
since LEDs system based on digital control system are energy efficient systems, are
recommended for dimming applications.

Most of the digital processors are mostly immune to the aging and environmental
or parameter variations phenomena. The complexity issue related to the control
system can be implemented easily with a software algorithm [8]. Furthermore, a
microcontroller which is used as a digital controller for voltage regulation through
the feedback system has the ability to do multi-tasks, as discussed in [9, 10]. It has
been noted during the design process, the very first component which influences the
overall performance of the digital controller is the analog to digital converter (ADC).
The digital controller produces a delay in the output, which is required to sample the
feedback and compute the error. Various methods of digital controller design have
been discussed. According to the article [11], a discrete pole placement approach
has been used, whereas frequency domain design is employed [12], and controller
design with the help of suitable allocation of poles and zeros is reported in [13]. It
is reported that most of the DC–DC converters use type-3 controllers, as discussed
in [14]. The implementation of 3P3Z (3-pole 3-zero) of the digital controller using
DSC (Digital Signal Controller) that needs only one input channel with analog to
digital conversion capabilities if voltage mode control is used.

Concerning an article [14], two PWMoutputs are required, which are operated by
MOSFET control. Various low-cost digital devices provide such operational require-
ments; the objective is to design the control system with the aims to get an accept-
able processing time, for the desired system. Thus it is important to discuss that
information losses do occur during the operation of quantization, output resolution,
acquisition times and processing times can be accentuated by the limitations in an
inexpensive digital implementation. Buck converter either digital or analog is not an
ideal device, it suffers from current and voltage ripples due to the switching operation
of the semiconductor device, and this problem tends to be larger at high switching
frequencies. Some applications use a digital or analog converter, depending upon
the favorable controller for their designated application. To do analyzes regarding
the selection of the best kind of controller either analog or digital for the application
comprises of LEDs, a comparative analysis has been required between the digital
and analog controllers and in this regard a comprehensive analysis has been done in
this paper.



Comparative Analysis for LED Driver with Analog … 887

2 Modelling of the Controller

In these proposed controllers, analog and digital controllers are designed to reg-
ulate the control of the LEDs. The fastest and simplest method of designing and
implementing a digital control is to make it in the analog domain and transpose it in
its digital equivalent. During designing the desired controller, a basic mathematical
model is essentially required. The converter model of the particular system has been
taken from the work done in [11], according to which, the system is designed for
the optimum performance of the backlight system. This said system consists of two
strings of LEDs, along with sensing resistances in each string (each string consists
of three LEDs), a synchronous buck converter and current controllers in each string,
with a feedback mechanism. The model of the multi-string LEDs with its current
controllers, and sensing resistors is discussed in the article [15]. This approximation
does not influence the dynamic response of the converter.

The same circuitmodel of article [15], is represented by the small signal equivalent
model, comprising of the nonlinear components, by usingVorpèrian averaged-switch
model as discussed in the articles [10] and [15].

Hence concerning articles [16–20], the control-to-output transfer function has
been calculated with the help of the following equation, which is based on the work
with reference to the articles [10] and [15].

vo

d
=

⎡
⎣ 1 + sRcC

1 + s
(
RcC + (RLOAD/RL)C + L

RLOAD+RL

)
+ s2LC

(
RLOAD+Rc
RLOAD+RL

)
⎤
⎦ (1)

3 Parameter Calculations

With reference to articles [16–18], the buck converter output filter storage elements
are selected to satisfy the allowed ripple magnitudes of the inductor current and
capacitor voltage. The numeric value of the inductor can be found using the following
Eq. (2) as discussed in article [14].

L = DVI N (1 − D)

fs�I
= 150 µH (2)

Meanwhile, the value of the capacitor is dependent on the allowed output ripple
voltage, since the capacitor of the output filter in a buck converter is connected in
parallel with the load. Concerning an article [15], the capacitor in the output can be
found by using the following equation.

C = DVI N (1 − D)

8 f 2s L�Ivc
= 100µF (3)
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Table 1 Key parameter list
of the DC–DC power stage

Parameter Value

Input Voltage (VIN) 24 volts

Output Voltage (VO) 13 volts

Output Current (IO) 400 mA

Frequency 200 kHz

Parasitic Rc = 150 m �

Rl = 370 m �

Ripple Inductor Current 0.2 A

Ripple Output Voltage 1.2 m Volts

Each string of LEDs is rated at 200 mA, and thus, buck converter needs to deliver
a total output current of 400 mA. The key components and parameters for the design
of buck driver are shown in Table 1.

A type III compensation that uses a PID controller consist of two zeros and three
poles is implemented in this compensator [16, 17]. The transfer function of this type
of compensation network is presented in Eq. (4),

GC(s) =
R1 + R2

(
s + 1

R3C3

)(
s + 1

(R1+R2)c1

)

R1R2C2s
(
s + cs+c3

R3C2C3

)(
s + 1

R2c1

) (4)

The design of the voltagemode feedback controller for the buck converter is based
on Eq. (1) and the parameters presented in Table 1. The load of the buck converter
is assumed to be resistive (RLOAD), such that;

Vout = Iout × Rout (5)

In this paper, RLOAD is considered equal to the parallel combination of two LED
strings. Therefore, the effective resistance of each string, RSINGLE_STRING, is the
series combination of equivalent DC resistance of the LED that can be derived such
as;

REQU = VFWD

ILED−String
(6)

By taking into account, the on-resistance related to the MOSFETs (RMOSFET)
and the sensing resistor (RSENSE) [15], the following RLOAD can be estimated.
Since there are three LEDs per string and the typical forward voltage of the chosen
LED is 3.5 V. Thus the equivalent DC resistance of the LED strings [8] is calculated
as;

REQU = 3 × 3.5

0.2
= 52.5� (7)
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Fig. 1 Open-loop bode plot
of the buck driver

Therefore, the resistance of each string;

R1single = REQU + RFET + RS = 52.5 + 1.8 + 0.68 = 54.98� (8)

Hence, Total load = R1SI NGLE//R3SI NGLE = 27.49� (9)

Substituting the values of total load and the parameter values from Table 1, the
transfer function for the buck driver is simplified as,

Gp(s) = 2.4 × 10−5s + 24

7.495 × 10−9s2 + 6.343 × 10−5s + 1
(10)

Then, the open loop Bode plot of the above transfer function is obtained (refer to
Fig. 1). The transfer function has two conjugate poles at −(4.23 ± j10.75) × 10−3

radian/s, and a left half plane zero at−1 * 106 rad/s. Based on these results, a suitable
type III compensation (PID) network is designed to meet the requirement for gain,
crossover frequency, and phase margins (recommend two zeros and three poles). The
two zeros are required to boost up the phase’s value with 180°, to undo the influence
of the double output pole. Above stated transfer function for the stated above type
III compensator has been shown in the following Eq. (11). i.e.

HC(s) = ωpo

s

[
s

ωz1
+ 1

]
× s

ωz2
+ 1

[
s

ωp2
+ 1

]
×

[
s

ωp3
+ 1

] (11)

where, the ωp and ωz coefficients show the values of angular frequencies of the poles
and zeros of the compensator. For the sake of simplicity, the angular frequencies
have been replaced by frequencies in Table 1. The frequencies (angular) of the said
poles and zeros, as well as the numeric values of the passive components of the
compensator, are presented in the following Eqs. (12)–(16) i.e.
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ωz1 = 1

C1 × R2
(12)

ωz2 = 1

R1 ∗ C1 × R3
(13)

ωP0 = 1

(C1 + C3) × R2
(14)

ωp2 = (C1 + C3)

R1 × C1 × C3
(15)

ωp3 = 1

R3 × C2
(16)

By carefully selecting the particular frequencies for the poles and zeros of the
stable system, which has the potential for the quicker response of the converter at
load changes. The positions of the poles and zeros are selected on the base of the
parameters of the buck converter, with the help of simple approximate method, as
discussed in Eqs. (17) and (18).

FLC = 1

2.π · √Cout × Lout
(17)

FESR = 1

2.π.ESR.Cout
(18)

where, Vramp is the magnitude of the sawtooth signal, where fx is designated as
crossover frequency, and fsw is designated for the switching frequency of the con-
verter. Whereas, the FLC and FESR are considered in Eqs. 14 and 15. Thus, by various
calculations, different parameters of the buck converter are shown in Table 2, whereas
the values of the poles and zeros frequencies for the compensator (type III) are shown
in Table 2.

From Eqs. 9–13, the R1 is chosen up to 20 k�. The numeric values of different
passive components for the analog type III compensator has been calculated and is
shown in the following Table 3.

Table 2. Poles and zeros based on the parameters of the converter

Fp0 Fp2 Fp3 Fz1 Fz2
Vramp . fx

Vin
FESR

fsw
2

FLC
2 FLC

2.30 kHz 10.61 kHz 100 kHz 0.79 kHz 1.5 kHz

Table 3. Type III compensator passive components

R1 R2 R3 C1 C2 C3

20 k� 1.5 k� 47 k� 6800 pF 0.22 nF 0.022 µF
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Fig. 2 Closed-loop bode
plot of the buck driver

Then, by using Matlab/Simulink environment, the PID controller has been
designed with the position of poles at the origin as well as at (9.79 ± j11.74) *
104 and positions of zeros at−968 radians/s, as well as at−6.83 * 103 rad/s, respec-
tively, as shown in Fig. 1. The Bode plot of the closed loop of the driver concerning
Fig. 2, shows that the system bandwidth is almost 32 kHz, and the phase margin is
about 35°. The calculated transfer function of the designed PID controller is based
on Eq. (4), which is,

GC(s) = (
3.26 × 106

) × s2 + 7.80 × 105 + 6.62 × 108

s3 + 1.96 × 105s2 + 9.58 × 109s
(17)

The analog controller transfer function is needed to be transformed into its digital
equivalent, for comparative analysis, by using matched pole-zero methods with the
help of a sampling frequency of 20 µs. Thus, the z-transform of the transfer function
is as follows;

Digital compensator = 8.976z5 − 7.654z2 − 8.954z + 7.676

z3 − 1.021z2 + 0.02093z + 0.0005105
(18)

4 Simulation

The performances of the proposed controllers for the LED driver have been verified
through Matlab/Simulink. The LEDs are modeled in Simulink by the mathematical
accord between the applied voltage to the current (load current) flowing through the
LEDs. The forward voltage drop across the LEDs are deduced from Eq. (19).

V = i Rs + nVT ln

(
i

rs

)
(19)
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where, n is considered as constant, i is considered as the forward current in the
LEDs, VT is the numeric value of thermal voltage, and Is is the value of saturation
current. The controllers are designed to have 24 V as input voltage, 13 V as output
voltage and output current of 0.4 A. Since the designated load is LED, its resistive
nature depends on the junction temperature. The increasing in junction temperature,
its resistive values vary from high to low. Different step sizes of period 0.02 s are
used to reduce the resistive values of the LED’s load, from range a of 20 to 90%.
Three different cases are carried out for analysis.

Case 1: In the first case, the load is reduced by 10%. From the simulation, it has been
observed that the analog controller is comparatively unable to maintain the tracking
outputs both in output voltage and current, as compared to the digital controller (refer
to Figs. 3 and 4 for analog/digital controller performance respectively). Whereas, the
output voltage is slightly lesser than 13 volts, which in turn, slightly increases the
load current.
Case 2: In the second case, the load variations are increased up to 40%. It is observed
that the output responses of both controllers are more or less comparable. However,
it is observed that there are more ripples present in the output response of the digital
controller than the output response of the analog controller as presented in Fig. 5
(analog controller) as well as in Fig. 6 (digital controller) respectively.
Case 3: The last scenario is about to have a load variation of up to 90% as shown in
Figs. 7 and 8 respectively. It is observed that at the first instant the performance of the

Fig. 3 10% reduces load variation of the analog controller
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Fig. 4 10% reduces load variation of digital controller

Fig. 5 40% increase load variation of the analog controller
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Fig. 6 40% increase in load variation of the digital controller

Fig. 7 The output of the analog controller with 90% increase variations
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Fig. 8 The output of the digital controller with 90% increase variations

analog and digital controller is look alike. But if the results are observed precisely,
it is shown that the response of the digital controller has larger spikes in magnitude
than an analog controller for sudden change variation in its tracking outputs.

5 Conclusions

The above results suggest that, for taking care of LED load variations, both the con-
trollers (analog and digital) have different performances under various junction tem-
perature conditions. Analog controller suits to the conditions where abrupt changes
in load variation that possible for junction temperature, whereas digital controllers,
should be used where there is a likelihood of small changes of variations. From the
simulation analysis, both controllers do not show optimum performances under dif-
ferent conditions of junction temperature. The only possibility is to give optimum
performances to all variations in LEDs load is through the use of a controller that can
hold the characteristics of both analog and digital controllers. The analog compen-
sator, as well as digital controller, have been designed, to make an analytical com-
parison and to highlight the advantages as well as disadvantages of each controller,
designed for a particular LED load. It has been observed that the analog controller
requires a number of calculations to calculate the different parameters of the analog
components, which are used for the compensator and it has been noted that if the
parameters of the converter are needed to be changed the mathematical calculations
must be done again to get the new values of the compensator components. Whereas,
the main advantage of the digital controller is its adaptability. Systems which are
based on digital control have been seen to replace the analog control to obtain more
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reliable, efficient, and versatile power converters. Simulations in Simulink environ-
ment validate the methods used for implementing digital controllers, and it has also
been observed that digital controller can be used for synchronous buck converters
without any further recalculating different parameters of the converter as long as the
small variations remain in LED load.
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Characterization of Positive Porous
Electrode Felt for Organic Redox Flow
Battery Application

A. C. Khor, K. F. Chong and M. R. Mohamed

Abstract The newly emerging organic redox flow battery (RFB) as one of the most
promising technology for energy storage system due to their flexible molecule mod-
ification. Nevertheless, the study on treated electrode in electrocatalytic activity for
organic chemistry is limited. Most of the conventional studies reported a single treat-
ment for carbon porous electrode and mostly focus on vanadium electrochemistry.
To investigate the effect of sulphonation and oxidation of carbon felt in organic
active material, two-stage surface treatment involving acid with thermal treatment
was introduced in this study. The electrochemical investigation of acid treated felt
and pristine felt were performed using cyclic voltammetry (CV) for selected positive
electrolyte benze-1,4-diol in supporting acid—sulfuric acid. The results disclosed the
potential of acid treated felt with good reversibility in cyclic voltammetry analysis
with increase anodic peak potential.

Keywords Carbon felt · Surface modification · Benze-1,4-diol

1 Introduction

Electrochemical energy storage systemhas been recognized as a potential technology
in term of enhancing the output from unsteady renewable resource and maintaining
the grid stability associated with distributed generation. It has outranged electrical
and mechanical due to their robust characteristics, shorter response time and faster
compared to others. Electrochemical Energy Storage (ESS) offers a lower environ-
mental impact for user especially compare to mechanical storage systems (pumped
water, compressed water, flywheel etc.), as it can be sited nearer to the consumer
area. Among electrochemical systems, redox flow battery (RFB) represents one of
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the promising large-scale energy storage solutions for stationary energy storage. RFB
offers environmentally friendly for stationary-large energy storage and might soon
dominate mobility application [1]. The most established vanadium system is initial-
ized and pioneered by Skyllas-Kazakos research group [2], with to the advantageous
of electrolyte crossover elimination and reasonable energy densities (20–35WhL−1).
Driven by restriction of inorganic characteristics such as vanadium material reserves
and their narrow temperature range, organic couples mainly quinone, received much
attention recently on their chemistry and biochemistry by means of advantageous
of having infinite chemical space and broader design space via molecular modifica-
tion. Felt is one of the favorable electrode candidates for organic redox flow battery
(ORFB) due to its resistance toward strong acid and broader operating potential. Nev-
ertheless, carbon felt suffers from severe drawbacks such as inferior hydrophilic, low
surface area as well as poor kinetic reversibility and electrochemical activity, which
might result in poor battery performances of RFB. Morphology and surface chem-
istry of electrode are strongly affected both kinetic and concentration polarization.
Therefore, carbon felt is subjected to pre-treatment before taking role in charge-
discharge of RFB to enhance the kinetic reversibility by reducing charge transfer
resistance, electrochemical active area, and wettability properties. Several modifica-
tion methods have been widely investigated in order to increase the active surface
area and kinetic reversibility of carbon felt electrode. Single stage surface modifica-
tion such as thermal, chemical, and plasma treatment [3–8] were proposed to achieve
more electroactive surface area of carbon felt by introducing more oxygen functional
group onto the surface. A large investigation [9–11] involving single stage surface
modification were conducted with most of the research, however, only focusing on
the electrochemical reaction of modified felt with vanadium ions. Only limited num-
ber of studies reported the investigation of treated felt in quinone based electroactive
material. Therefore, the study on potential porous electrode surface characteriza-
tion must be well understood for electrochemical kinetics of electrode along with
selected quinone electroactive material such as benzene-1,4-diol. Worth to mention
that the main objective of this paper is to investigate the effect of acid treated felt
with comparison of untreated felt in benze-1,4-diol.

2 Methodology

2.1 Material Preparation

For felt investigation, electrolytes with active species were prepared by dissolving
0.1 M benzene-1,4-diol (also known as 1,4-benzenediol) in 1 M H2SO4.
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Raw PAN 
Carbon Felt

Cut into 4 cm x 4 cm x 
0.6 cm

Immersed in 30% (w/v) 
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Rinsed with 
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Preheated at 
200 ◦C 

Calcined 
at 450 ◦C

Samples 
Ready for 
Testing 

Mass:Time 
1g :1s

Dry under Room Temperature

0.5h3 h

Fig. 1 Flow for the fabrication of treated felt samples

2.2 Felt Preparation

Polyacrylonitrile (PAN) based carbon felt (4 cm × 4 cm × 0.6 cm) was used as
pristine electrode material for comparison and further modifications. The similar
PAN type felt was used to undergo two-stage surface treatment. The undertaken stage
for surface treatment illustrated in Fig. 1. For acid treated, the carbon felt sample was
treated by immersing in acid treated carbon felt sample was treated by immersing in
30% (w/v) of sulfuric acid solution with mass against time ratio of 1 to 1. After that,
the treated felt samples were rinsed by using deionized water to remove the excessive
solution. The samples were left for drying under room temperature. Following these,
treated felt samples were preheated at 200 °C for 0.5 h, and subsequently calcined
at 450 °C for 3 h under N2 atmosphere in a horizontal furnace. The representation
of sulfuric acid treated with thermal was known as CFH2SO4 was used.

2.3 Electrochemical Investigation

For the felt investigation, an autolab potentialstat,M101with a higher current ratewas
hired. The CV studies also employed a three-electrode system configuration, where
the carbon felt sample replaced the glassy carbon electrode. A piece of 0.25 cm ×
0.25 cmwas cut from 4 cm× 4 cm× 0.6 cm sample using cutter tool with a platinum
wire was used to hook up the felt. This setup was repeated with different types of
treated felt. Platinum wire and silver-silver chloride (Ag|AgCl) were used as counter
and reference electrodes, respectively. For CVmeasurements, the electrode potential
was swept initially from 0 to 1.0 V versus Ag|AgCl, and back to 0 V versus Ag|AgCl
in the reversed scan from 10 to 20 mV s−1.
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3 Result and Discussion

The cyclic voltammograms of untreated felt in benzene-1, 4-diol solution is mea-
sured using glassy carbon electrode with scanning rates ranging 2–10 mV s−1. CVs
illustrated in Fig. 2 have shown two proton-electron peaks as one at the positive
and another one lies at a negative potential. These peaks correspond to the electro-
chemical formation of benzene-1,4-diol. As the potential was scanned cathodically,
peak cathodic current (Ipc) is observed which the current is distributed by the deliv-
ery of BQ ion via diffusion from the bulk solution. As time passed the diffusion
layer becomes thicken and this slows down the diffusion of BQ ion to the surface of
electrode, as this caused the decrease in cathodic current as the scan continued.

Cyclic voltammetry was performed from 2 to 10 mV s−1 displayed an increase of
anodic current (Ipa) from 0.078 to 0.200A. As observed in Table 1, peak cathodic cur-
rent (Ipc) for pristine felt is decreasing from –0.052 A to–0.171 A with the increasing
of scan rates.

The reversibility of treated felt is considered poor when �Ea is approximately
0.605 V, while |Ipa/Ipc| is larger than 1. Overall, the cyclic voltammetry projected in

Fig. 2 Cyclic voltammetry
of pristine felt in 0.1 M
benzene-1,4-diol in 1 M of
H2SO4 with range of scan
rate from 2 to 10 mV s−1

Table 1 Measured data for untreated felt in 0.1 M benzene-1,4-diol in 1.0 M of H2SO4 in term of
anodic current (Ipa), cathodic current (Ipc) and potential (Ep)

Scan rate, mV/s Ipa, A Ipc, A Epa Epc �Ea Ipa/Ipc

2 0.078 −0.052 0.655 0.363 0.292 −1.50

4 0.119 −0.090 0.705 0.312 0.393 −1.32

6 0.151 −0.121 0.745 0.262 0.483 −1.24

8 0.178 −0.147 0.775 0.232 0.543 −1.27

10 0.200 −0.171 0.806 0.201 0.605 −1.17
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Fig. 3 Cyclic voltammetry curves of acid with thermal treated felt, CFH2SO4 in 0.1 M benzene-
1,4-diol in 1 M H2SO4 ranging from 2 to 10 mV s−1

Table 2 Measured data for acid with thermal treated felt in 0.1 M benzene-1,4-diol in 1.0 M of
H2SO4 in term of anodic current (Ipa), cathodic current (Ipc) and potential (Ep)

Scan rate, mV/s Ipa, A Ipc, A Epa Epc �Ea Ipa/Ipc

2 0.0265 0.033 0.790 0.266 0.524 −0.80

4 0.0419 −0.044 0.905 −0.040 0.945 −0.95

6 0.0464 −0.060 1.031 −0.158 1.189 −0.77

8 0.052 −0.075 1.100 −0.223 1.323 −0.72

10 0.0581 −0.085 1.117 −0.278 1.395 −0.68

Fig. 3 presented CrEr mechanism that indicated the reversibility in a homogeneous
chemical reaction. The definition ofC is homogeneous chemical reaction, E indicated
electron transfer step and subscript r represent reversibility.

Note that the difference between anodic and cathodic peak potential is presented in
Tables 1 and 2, where anodic peak potential for CFH2SO4 is higher than pristine carbon
felt. Noticed that the value of |Ipa/Ipc| is nearer to 1 with the peak separation (�Ea) is
near to 0.059Vwhen the scan rate is 2mV s−1, indicated good reversibility of BQ ion.
The results suggested that treated CFH2SO4 improves the electrode electrochemical
activity which leads to a lower anodic peak value and higher cathodic peak value.
From observation, the anodic current for CFH2SO4 decreases compared to untreated
felt ranged from 0.0265 to 0.0582 A for all scan rate.
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4 Conclusion

The investigation to compare the effect acid treated with untreated carbon felt. As
the medium energy storage in RFB, the electrolyte and electrode determined the
capacity. The redox reaction of electrolyte in active area affected by the electrode
reaction kinetics and the resistance of the battery. It is necessary to investigate the
pros and cons of treated carbon felt at which can provide a reference to extend the
organic-based RFB application. In this study, two-stage treatment involving acid and
thermal was investigated for carbon felt modification for the organic-based positive
electrolyte. The activity and reversibility of modified carbon felt with benze-1-diol
has been reported. The sulphonation with oxidation in carbon felt has increased the
value of anodic electrode potential 0.135–0.311 V of the selected positive electrolyte
from 2 to 10 mV s−1.
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