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Preface

The development and modernization of society are directly related to the innovative
inventions and advancements of the present technology. The innovation in any
technology and their approach of application in diverse domain can make the
system become smarter; for example, the home became smart home, the present city
became smart city, and the society became smart society. The innovation in
engineering domains (such as electrical, electronics, mechanical, computer, and
robotics) always plays a direct role in the present and future development of our
society. However, the innovation in electrical, communication, and computing
technology is always interrelated to each other. Though the innovation in one
domain will definitely solve the problem associated with the particular problem, it
may also help additionally to minimize the problem or may assist in a new inno-
vation belonging to other domains. Therefore, continuous research in all these
domains as well as proper disseminating the work is highly important for the
development of the global society.

The first international conference entitled ‘Innovation in Electrical Power
Engineering, Communication, and Computing Technology’ (IEPCCT-2019) is
organized by the Department of Electrical Engineering, Institute of Technical
Education and Research, Siksha ‘O’ Anusandhan (Deemed to be University),
Bhubaneswar, Odisha, India, on December 13 and 14, 2019. The conference is
focused on the direction of numerous advanced concepts or cutting-edge tools
applied for electrical, electronics, and computer science domains. More than 150
articles have been received through online related to the scope of the conference
area. Out of these submissions, we have chosen only 58 high-quality articles after a
thorough rigorous peer-review process. In the peer-review process, several highly
knowledgeable researchers/professors with expertise in single-/multi-domain have
assisted us in unbiased decision making of the acceptance of the selected articles.
Moreover, valuable suggestions of the advisory, program, and technical committees
have also helped us for smoothing the peer-review process. The complete review
process is based on several criteria, such as major contribution, technicality, clarity,
and originality of some latest findings. The whole process starting from initial
submission to the acceptance notification to authors is done electronically.
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The first international conference ‘IEPCCT-2019’ is focused on sharing research
and ideas among different academicians, researches, and scientists from throughout
the world with an intention to global development. Therefore, the conference
includes various keynote addresses particular to the scope of IEPCCT research
topics. The sessions including presentation of the author’s contribution and key-
notes address are principally organized in accordance with the significance and
interdependency of the articles with reference to the basic concept and motivation
of the conference.

The accepted manuscripts (original research and survey articles) have been well
organized to emphasize the cutting-edge technologies applied in electrical, elec-
tronics, and computer science domains. We appreciate the authors’ contribution and
value the choice that is ‘IEPCCT’ for disseminating the output of their research
findings. We are also grateful for the help received from each individual reviewer
and the Program Committee members regarding peer-review process.

Bhubaneswar, India Renu Sharma
Bhubaneswar, India Manohar Mishra
Kotturu, India Janmenjoy Nayak
Burla, India Bighnaraj Naik
Teramo, Italy Danilo Pelusi
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About the Conference

The conference First International Conference on Innovation in Electrical
Power Engineering, Communication, and Computing Technology
(IEPCCT-2019) is focused on the direction of numerous advanced concepts or
cutting-edge tools applied for electrical, electronics, and computer science domains.
IEPCCT is a multi-disciplinary conference organized with an intention of sharing
knowledge and views among each other by the different backgrounds of people,
such as academicians, scientists, research scholars, and students working in the
areas of electrical, electronics, advanced computing, and intelligent engineering. By
this process, the authors/listeners (national or international levels) have got an
opportunity to collaborate their thoughts in the direction of global development.
The major objective of IEPCCT is to provide a useful platform for the global
researchers to present their recent inventions in front of well-known professors and
researchers working in similar research fields. It also helps to create awareness
of the status of basic scientific study compared to current developments in distinct
research domain.

The conference IEPCCT-2019 is directed in the direction of the knowledge and
structure of positive research in different applications of electrical power engi-
neering, communication, and computing technology which are leading and gov-
erning the technological domain. The proceedings of IEPCCT-2019 will be aiming
the postgraduate students and researchers working in the discipline of electrical,
electronics and computer science. Nowadays, the multi-disciplinary researches have
gained a huge attention to fulfill the necessities of smart cities/countries. Therefore,
this book may assist the future developments/researches by providing several recent
innovations on electrical, computing, and communication engineering.
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Solar-Fed Single-Input Three-Output
DC–DC Converters for Low-Power
Applications

P. Akhil Raj and Sabha Raj Arya

Abstract Due to two significant benefits such as less voltage and high density of
energy, the DC-to-DC converter has become very common today in the world’s elec-
tronic sector. The production of the DC-to-DC converter is therefore comparatively
larger than that of normal AC-DC converters. The studies are developing multi-
output DC-to-DC converters in latest years. These investigations focus on isolated
as well as non-isolated DC-to-DC converters. A small input and output ripple sides,
a minimum amount of switches, elevated voltage increase and lighter weight are the
primary benefits of this type of converters. A single-input three-output SEPIC-Cuk-
boost combination converter is analysed. It is working, and modelling and applica-
tions are also discussed. The solar panel used for the analysis is modelled by using
its mathematical equations. Comparative studies of incremental conductance (IC)
and Extended Perturb-Perturb (EPP) MPPT techniques are discussed for extracting
highest power from the solar panel. The proposed solar-fed model is simulated by
using MATLAB software. The experimental set-up of single-input to three-output
SEPIC-Cuk-boost converter is developed, and the performance is compared with the
simulated results. This proposed converter is able to generate two DC bipolar and
one boosted DC output voltages.

Keywords Bipolar ·MPPT · DC/DC converters · Duty cycle · Efficiency

1 Introduction

Renewable energy sources will provide better efficiency and clean energy. However,
compared with other sources of renewable energy, solar power generation is readily
accessible [1]. The solar-powered energy sources are commonly used for battery
charging, lighting, solar pumping, etc. A pollution-free solution for the existing
power crisis is overcome by using solar energy with maximum power extraction [2].
The proposed solar systems in this paper successively are applied in thermal power
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plants, hydroelectric power stations, wind energy stations, etc. The low efficiency and
loss of energy are the main problems with the solar-based system. Gil-Antonio et al.
[3] in this, the peak energy monitoring algorithm for reducing the disadvantage of
the solar PV system was discussed. Incremental conductance, neural network, fuzzy
logic and ripple MPPT methods are evaluated to obtain highest energy from the
solar panel. For extracting maximum power, a high-efficiency-type buck converter
with a microcontroller-based control algorithm is explained in the literature [4].
This method is applied in the wind energy generation, and it is able to get 11–15%
increment in the efficiency compared to the normal conversion techniques. For the
laboratory purposes, modelling of a PV panel is a very challenging area because
while modelling the panel, it is necessary to consider the change in solar irradiation,
change in voltages and change in currents. A detailed mathematical modelling of
the solar panel is explained in the literature [5]. In this paper, the panel model is
verified by varying the insolation and temperature of the PVpanel. It is also explained
the different stages of the modelling with single diode, by considering the series
and parallel resistances, etc. In [6], the mathematical analysis of the photovoltaic
module is explained. The proposed analysis provides accurate and reliable responses
for the different atmospheric conditions. The applications of a PV array can be
classified into two categories where first is home applications and second is business
applications. The major use of the home application is battery charging and lighting
systems. Design of a solar-powered battery charging application is given in [7, 8].
The proposed topology in these papers contains a solar panel, an optimal controller
to obtain the maximum efficiency and a battery. This type of configurations can be
used in the field of electric vehicles. To achieve maximum effectiveness, an optimal
control technique is discussed. Various energymonitoring techniques such as P andO
MPPT, ICMPPT and constant voltage MPPT are efficient for achieving peak energy
[9]. Among those methods, the perturb and observation method is the best cost-
effective method due to only voltage is sensing [10]. But in the case of incremental
conductance method, both voltage and current are sensing, and circuitry becomes
more complex. That is why P and O method is more cost-effective. While designing
a solar panel for small power applications, the protection also should be considered
as discussed in the literature [11]. For battery charging applications, the solar panel’s
output terminal voltage always must be higher than that of the battery voltage. Also
in order to avoid the reverse flow of current to the panel, a diode should be connected
at the terminals of the panel.

The single-input three-output converters are also discussed in this paper. In the lit-
erature [12], a single-input three-output buck converter is explained. In this chapter,
a DC-to-DC buck converter for dual applications controlled by normal PWM con-
troller is discussed. It can adjust the voltage output with an error of less than 2%.
Detailed design and study of low-level three-output voltage implemented with soft
switching technology are discussed in the literature [13]. By implementing the con-
verter, it is possible to get 5%more efficient than that of the normal converter without
the soft switching technique and also able to work under closed-loop operation. In
this, zero current switching is used, and efficiently, it can also obtain the inverted out-
put. In any power supply applications, a constant/regulated DC voltage is required.
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To retain a controlled potential at the output terminals of any converter, a feedback
controller is required. In [14], a study of closed-loop one-input more-output DC-to-
DC converter is explained. The suggested converter topology can be worked under
renewable energy sources with varying supply voltage, and the converter closed-loop
operation is efficiently tracking the required reference voltage level. The effective-
ness of such converters can be improved by the coupled inductors, and it is explained
in [15]. Through this proposal, the converter can improve the efficiency of more than
95% which is only 91% for the normal converter. These types of converters are use-
ful where common ground is required. The coupled inductor-based converters can
improve the overall voltage gain of the system and improve efficiency. The concept of
a coupled inductor with a boost converter is explained in [16]. The efficiency of any
converter can be enhanced by implementing soft switching rather than hard switch-
ing. This soft switching method discusses a new idea of the modified many-output
DC–DC converter [17]. This modified converter can deliver efficiency higher than
that of normal converters and high step-up ratio. The converters with zero present
switches, and zero voltage switches are described in [18]. The topology suggested is
appropriate for low-voltage applications also. And a comparative study in terms of
efficiency of this proposed topology and converters without the soft switching is also
discussed in this literature. In this chapter, they proposed an interleaved technology
which will reduce the ripple input and output voltage. For pulse generation, a PIC
microcontroller is used. Due to these features, the converter can easily operate under
light load conditions. In paper [19], a one-input many-output DC-to-DC converter
based on a diode-clamped converter and its applications are discussed. The main
advantage of a more-output DC–DC converter is that its cross-regulation property.
This means there is no separate closed loop which is required for the individual out-
put. Only one sensitive output is controlled, and automatically, the remaining output
stages will be regulated. This is explained in the literature [20, 21].

In this work, a single-input three-output SEPIC-Cuk-boost combination converter
is discussed. The SEPIC and Cuk are dual converter, and these converters can pro-
duce a bipolar DC voltage output. The boost converter will generate a voltage higher
than the supply voltage. Only one switch controls the entire system. The gate pulses
are produced by the microcontroller STM32F4. The microcontroller generates the
pulses according to the solar irradiation and the MPPT. In this work, two MPPT
methods are discussed such as IC and EPP. The comparative study of IC and EPP
shows that IC algorithm is more stable than that of EPP and gives the high effective-
ness. Therefore, the proposed converter with IC algorithm is subjected to dynamic
insolation condition, and its performances are also analysed. This type of converter is
useful as a DC supply source for sensors, telecom sector and seashore for indicators,
etc.
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2 Solar-Fed SEPIC-Cuk-Boost Combination Converter

From the mixture of SEPIC, Cuk and boost converters, a SEPIC-Cuk-boost combi-
nation converter is modelled. This mixed topology will offer a bipolar DC voltage
and one voltage greater than the supply voltage. The circuit diagram of a solar-fed
SEPIC-Cuk-boost combination DC–DC converter is given in Fig. 1a. It contains only
one switch connected parallel to the supply side and two coupling capacitors C1 and
C2, and they are used to isolate two parts of the circuits which will allow the flow of
power from the input side to the output side. This converter configuration has three
outputs, two bipolar DC voltages and one voltage having magnitude greater than the
input voltage [18]. The supplied energy source will be stored in inductors L1, L2

and L3 whenever the switch S is turned ON. The power will also be stored owing
to the discharge of the C1 and C2 coupling capacitors. The diodes D1, D2 and D3

are in reverse bias during this turn ON interval. This interval is termed as mode 1 of
operation, and it is shown in Fig. 1b. During this interval, the output capacitors CO1,
CO2 and CO3 provide energy to the loads.

As soon as the switch S gets turned OFF, the inductors will recharge condensers
through the forward-biased freewheeling diodes D1, D2 and D3, which is shown as
mode 2 of operation in Fig. 1c.

3 Control Schemes

To obtainmaximum effectiveness from the solar panel, the solar panel must be driven
at its highest level of power. The highest power points of any solar panel will change
according to the change in the solar irradiation. Therefore, the control scheme which
is used to get highest effectiveness from the solar panel is MPPT techniques. The
pulses produced by the MPPT will compare with the switching frequency of the
converter and produce a corresponding duty ratio to control the switch. The common
only used MPPT techniques are P and O, IC, APO, EPP, etc. Among these methods,
the IC and EPP method are discussed in this paper.

3.1 Incremental Conductance (IC) Method [9]

IC MPPT is designed to overcome the disadvantages of P and O MPPT. The IC
technique calculates the highest power point by incremental conductivity comparison
with immediate solar PV conductivity. i.e.

IPV
VPV

= dIPV
dVPV

(1)
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Fig. 1 a Circuit diagram of
solar-fed SEPIC-Cuk-boost
combination converter,
b mode 1 (during turn-ON)
operation of solar-fed
SEPIC-Cuk-boost
combination converter and
c mode 2 (during turn-OFF)
operation of solar-fed
SEPIC-Cuk-boost
combination converter
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where IPV
VPV

= Instantaneous conductance and dIPV
dVPV

= Incremental conductance.
The controller keeps this voltage to change the irradiation and repeat the process.

The IC method is based on the study of the highest power point. The highest power
point can be obtained if the energy shift ratio to the voltage change is zero.

3.2 Estimate-Perturb-Perturb (EPP) MPPT Technique

The technique of EPP is an expanded method of P and O. This method has one esti-
matemode between each two types of disturbance. The disturbancemethod performs
the search for the highly nonlinear PV trait, and the estimation method compensates
for irradiance-changing circumstances for the disturbance process. The EPP tech-
nique, which utilizes one estimate mode for both disturbance modes, considerably
improves the tracking velocity of the MPPT control without reducing the precision
of monitoring [9].

4 Simulation Performance

MATLAB software is used to perform the simulation-based job. The full configura-
tion is executed with a sample rate of 5 µS in a discrete mode. The advanced con-
verter’s switch frequency is regarded to be 10 kHz. The solar module is designed for
normal test circumstances like 1000W/m2 and25 °C. It observes the converter’s static
and dynamic output. The converters are operated, and the outcomes are also con-
trasted under incremental conductance MPPT and Estimate-Perturb-Perturb MPPT
control systems. From these MPPT techniques, it is found that the IC MPPT method
is more effective than that of EPP method. All the designed parameters are written
in Appendix.

4.1 Performance of Solar-Fed SEPIC-Cuk-Boost
Combination Converter with Incremental Conductance
(IC) MPPT

The performance of a SEPIC-Cuk-boost combination converter controlled by incre-
mental conductance (IC) MPPT technique is shown in Fig. 2. The waveforms shown
in these are gate pulses (G), voltage obtained from the solar panel (VPV), panel cur-
rent (IPV), output voltage of SEPIC, Cuk and boost converter (VO1, VO2 and VO3)
and output currents of SEPIC, Cuk and boost (IO1, IO2 and IO3). The solar panel
input current is in essence constant and pulsating. The solar panel can function at
full energy stage, thus maintaining the panel’s voltage and current throughout the
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Fig. 2 Analysis of solar supplied SEPIC-Cuk-boost combination converter under incremental
conductance (IC) MPPT technique

operation. The output voltages and currents obtained from the converter are shown
in Table 1. From Table 1, it is observed that there are only 0.95 W losses during
energy conversion. Therefore, the obtained efficiency is 90.36%. Here, the Cuk and
SEPIC converters produce DC bipolar outputs, and boost produces a voltage higher
than the input voltage.

4.2 Performance of Solar-Fed SEPIC-Cuk-Boost
Combination Converter with Estimate-Perturb-Perturb
(EPP) MPPT

The performance of a SEPIC-Cuk-boost combination converter controlled by
Estimate-Perturb-Perturb (EPP) MPPT technique is shown in Fig. 3. This MPPT
technique is an extended perturb and observe MPPT technique. The EPP technique,
which utilizes one estimatemode for both disturbancemodes, considerably improves
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Fig. 3 Analysis of solar suppliedSEPIC-Cuk-boost combination converter underEstimate-Perturb-
Perturb (EPP) MPPT technique

the tracking velocity of the MPPT control without reducing the precision of mon-
itoring. The waveforms shown in these are gate pulses (G), voltage obtained from
the solar panel (VPV), panel current (IPV), output voltage of SEPIC, Cuk and boost
converter (VO1, VO2 and VO3) and output currents of SEPIC, Cuk and boost (IO1,
IO2 and IO3). The solar panel input current is constant and pulsating in nature.

The solar panel can function at the highest power point, and the panel’s voltage
and current are therefore preserved by Vmp and Imp throughout the procedure. From
Table 1, it is observed that by comparing the two MPPT methods, the incremental
conductance technique gives the higher converter efficiency. Both the techniques
are proficient of operating the solar panel at the highest power point. Therefore, the
dynamic is analysed for the converter with IC MPPT technique, and it is explained
below.
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4.3 Dynamic Performance of Solar-Fed SEPIC-Cuk-Boost
Combination Converter with Incremental Conductance
(IC) MPPT

From the above analysis, it is observed that converters with incremental conductance
(IC) MPPT algorithm have higher efficiency than that of Estimate-Perturb-Perturb
(EPP)MPPT algorithm. Therefore, the varying solar irradiation is applied only for IC
MPPT, and it is shown in Fig. 4. The output voltage from the PV panel is increased,
while the insolation varies from 1000 to 2000 W/m2. This has also improved the
production of the converter. For this purpose, the simulation runs at 1000 W/m2 till
0.65 s and is increased from 0.65 s till it is 2000 W/m2. The solar panel can also
operate on its largest power point condition under these variable circumstances.

Fig. 4 Dynamic performance analysis of solar supplied SEPIC-Cuk-boost combination converter
under incremental conductance (IC) MPPT technique
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5 Experimental Performance of the SEPIC-CUK-Boost
Combination Converter

The experimental set-up of SEPIC-Cuk-boost combination converter is displayed
in Fig. 5. The solar panel used for the experiment is shown in Fig. 6. The con-
verter is analysed with both constant DC supply and solar supply. It is observed
that the SEPIC-Cuk-boost converter is working properly, and it gives the exact out-
put according to the conversion formula. The gate pulses are created through the
STM32F4 microcontroller kit interfaced with the MATLAB software. The wave-
forms are obtained in the DSO is analysed and compared. The converter operation
with both these supplies is discussed in below sections.

Here, a solar panel of 10W capacity is used as a supply source which is displayed
in Fig. 6. This solar panel will come under PM-10 series. It is a mono-crystalline
structure with 36 cells which is connected in a series manner.

Fig. 5 Experimental set-ups
of the SEPIC-Cuk-boost
combination converter

Fig. 6 Solar panel used for
the experiment (PM-10
series, 12 V/10 W)
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5.1 Experimental Result of SEPIC-Cuk-Boost Combination
Converter with Solar Supply

The developed SEPIC-Cuk-boost converter is tested with the solar power input. The
entire set-up is run in an open-loop configuration. The solar panel has developed a
voltage of 4 V at its terminals, and it is observed that the SEPIC-Cuk-boost con-
verter is working properly and giving an output voltage according to the conversion
formula. Figure 7 shows the output voltage and current waveforms of the combina-
tion converter. Figure 7a shows the results obtained from the SEPIC converter. The
converter’s input voltage is 4 V, and according to the input–output relationship, it
can generate a voltage of 3 V at its terminals. The current developed is 0.1A. From
the analysis, it is found that the current drawing from the supply, and output cur-
rent is also constant in nature. Figure 7b shows the performance analysis of the Cuk
converter. The Cuk converter is dual of SEPIC converter. Therefore, it produces the
same magnitude of voltage like SEPIC with opposite polarity. Current magnitude

(a) In y-axis: CH1-20V/div, CH2-20V/div, 
CH3-2A/div and CH4-2A/div; In x-
axis:50ms/div 

(b) In y-axis: CH1-20V/div, CH2-10V/div, 
CH3-1A/div and CH4-1A/div; In x-
axis:50ms/div 

(c) In y-axis: CH1-20V/div, CH2-20V/div,
CH3-2A/div and CH4-2A/div; In x-axis:
50ms/div

Fig. 7 Analysis of SEPIC-Cuk-boost combination converter with solar as input a SEPIC converter,
b Cuk converter and c boost converter
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Table 2 Analysis of solar-fed SEPIC-CUK-boost combination converter

V in (V) I in (A) SEPIC Boost Cuk

VO1 (V) IO1 (A) VO2 (V) IO2 (A) VO3 (V) IO3 (A)

4 0.58 3.52 0.088 9 0.039 −3.51 −0.087

is also the same. In the DSO, channel-1 and channel-2 show the input and output
voltages, and channel-3 and 4 show the input and output currents.

Figure 7c shows the results obtained from the boost converter. According to the
relation, it is able to produce a voltage 9 V at its terminals. Here, channel-1, 2, 3 and 4
show the input voltage, output voltage, input current and output current, respectively.
All the results obtained from the solar-fed SEPIC-Cuk-boost combination converter
are summarized in Table 2. The solar panel used for the experiment is PM-10 series,
and its rating is 10W/12V. The entire experiment is done in open loop. Therefore, the
solar panel is not able to deliver its highest power. From the experiment, it is analysed
that the conversion operation is efficiently achieved. The SEPIC-Cuk-boost converter
is working as per the simulation.

6 Conclusion

The single-input three-output SEPIC-Cuk-boost combination converter is imple-
mented with incremental conductance (IC) and Extended-Perturb-Perturb (EPP)
MPPT methods. From the obtained results, it is understood that the IC MPPT gives
more efficiency than that of EPP MPPT. The IC MPPT algorithm always gives a
stable duty ratio which corresponds to the maximum power, whereas EPP is varying
in nature. An improvement in the efficiency of 3.31% is achieved in the proposed
converter with ICMPPT. The solar panel produces exact characteristics curves given
in the datasheet. One of the disadvantages found out while designing the converters
is that the set-up will become bulkier due to more number of components. To reduce
the spark on the switch, its terminals are connected to ground during the implementa-
tion. The developed converter is able to produce a DC bipolar output and one boosted
output. This type of converters can be used in the field of telecom applications where
different voltage levels are required. The entire set-up is developed for a small range
of voltages such as +3.51 V, −3.51 V and 9 V from a solar panel voltage of 4 V.
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Appendix

Solar Panel Parameters

Open circuit voltage (V oc) = 21.6 V, short circuit current (Isc) = 0.68 A, maximum
power (Pmp) = 10 W, maximum voltage (Vmp) = 17 V, maximum current (Imp) =
0.58 A, number of linked module sequence (Ns) = 36, number of linked module
parallel cells (Np) = 1.

System Parameters for SEPIC-Cuk-Boost Combination
Converter

PV voltage of 17 V and current of 0.58 A, linear load with R1, R2 = 40 �, R3 =
230 �, L1, L2, L3 = 4 mH, ESR of L1, L2, L3 = 83 m�, C1, C2 = 220 µF, CO1, CO2,

CO3 = 1000 µF, ESR of C1, C2, CO1, CO2, CO3 = 5 m�, ON resistance of MOSFET
is 1.2 m�, internal diode resistance of MOSFET is 0.01 �, switching frequency (f s)
= 10 kHz.
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Blind Feature-Based Steganalysis
with and Without Cross Validation
on Calibrated JPEG Images Using
Support Vector Machine

Deepa D. Shankar and Adresya Suresh Azhakath

Abstract The paper presents the comparative result analysis of calibrated JPEG
images with and without cross-validation technique. Pixel-value differencing, LSB
replacement, F5 and LSB Matching are used as steganographic algorithms. 25% of
embedding is considered for the analysis. The images are calibrated before they are
considered for analysis and relevant features are extracted. The classifier used is
SVM with six various kernels and four types of sampling methods. The sampling
methods are linear, shuffle, stratified and automatic. Radial, dot, Epanechnikov, mul-
tiquadratic, polynomial and ANOVA kernels are taken into consideration in this
paper.

Keywords Steganalysis · Cross validation · Sampling · Kernel · Calibration ·
Feature extraction

1 Introduction

Steganography is the way of furtive communiqué [1]. The paper proposes a compara-
tive analysis of howwell the analysis of the presence of a medium is recognized. The
payload used is a text message and the medium used are images in JPEG format. The
JPEG format was chosen since it is the most preferred medium of Internet transmis-
sion [2, 3]. Steganalysis can be commonly allocated into two. Targeted steganalysis
is intended for a certain procedure and is, therefore, very tough for that algorithm.
On the contrary, blind steganalysis can recognize anonymous stego systems. Since
the steganographic algorithms are not known, statistical analysis has been taken into
consideration for blind steganalysis. Machine-learning techniques are incorporated
and classifiers are used to check whether the given image contains a message or
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not. The use of statistics can give rise to false positives and false negatives. These
errors need to be reduced to get a good detection rate. The paper considers four
steganographic algorithms. LSB replacement is the simplest steganographic system
[4, 5]. The LSB matching algorithm works by modifying the individual coefficients.
The modification is done by randomly increasing or decreasing the bits. Due to this
arrangement, LSBmodification is difficult to detect thanLSB replacement. BothLSB
modification and LSB replacement embedding are done in spatial domain, whereas
pixel-value differencing (PVD) and F5 embedding are done in transform domain [6].
F5 works under the principle of matrix embedding. The matrix embedding lowers
the number of changes in embedding, when it is a small payload. This is the reason
for F5 to be considered for analysis. PVD [7] works under transform domain and
also make use of PRNG to achieve confidentiality just as F5 does. Two domains can
be considered for steganalysis—spatial and transform. In spatial domain, the pixel
values are considered directly, whereas in transform domain, the pixels undergo a
transformation before the values are considered. The frequency of coefficients is
used to create a histogram [3]. Different features had been considered in previous
research [8–11]. The paper deals with images that are changed to transform domain.
The transformation is discrete cosine transform (DCT). The DCT uses the concept
of block dependency along with the concept of calibration in images to extract the
features [13]. The technique of calibration is shown in Fig. 1. In calibration, the
DCT-transformed image is converted into the spatial domain. Four pixels each from
both horizontal and vertical side of the image are cropped. This is because the JPEG
property states that any changes incorporated in the spatial image of a JPEG image
will erase any existing embeddings. The changes can be either cropping, rotating or
skewing.

Images that undergo calibration will have the similar features as the cover image.
After calibration, the relevant features are mined from both images. Previous liter-
ature had discussed several features [8, 9, 11]. For analysis, this paper makes use
of an arrangement of initial orders [12] and Markov features [10]. The characteris-
tics are removed and served in a classification method to sense the incidence of a
communication. Using the features, the cover and stego images are classified by the
classifier. This paper makes use of support vector machine (SVM) as classifier. The
consideration was due to the fact that the previous literature stated SVM to be an
exceptional tool for presumptions in wide real-life scenarios.SVM is also the most
prevalent classifier to decide the existence of payload [13].

Fig. 1 Technique of calibration
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2 Implementation

The work flow for the steganalytic scheme is given in Fig. 2.

2.1 Extraction of Features

The objective of the paper is a reasonable work with and without cross validation
on calibrated images to achieve a decent classification for image with an embed-
ding percentage of 25. The system emphasize upon removing the relevant features
which will reach a totality of 274 features. The original DCT characteristics are 23
functionals [8]. The extraction is carried out and can be symbolized as:

F = | f (Si) − f (Ci)| (1)

The initial values can be stretched to 193 functionals that are interblock dependen-
cies [10]. The features of Markov are the dependencies of the intra block. The paper,
therefore, takes into account the dependencies based on interblock and intrablock, to
eliminate the shortcomings triggered by each of them. DCT coefficient array di(a, b)
defines a stego image, where i is the block and a and b are coefficients [9]. The dual
histogram is signified by

gdab =
n∑

i=1

x(d, di(a,b)) (2)

Fig. 2 Workflow diagram of steganalytic system
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where g is the maximum block number and d is the value of the coefficient. Variance
is epitomized as

V =
8∑

a,b=1

|Irow|−1∑

i=1

∣∣dIrow(i)(a,b) − dIrow(i+1)(a,b)

∣∣

+
8∑

a,b=1

|Icol|−1∑

i=1

∣∣dIcol(i)(a,b) − dIcol(i+1)(a,b)

∣∣ (3)

where I row and Icol are vectors of block indices [11, 14].
Blockiness is denoted as

Bα =
∑|(A−1)/8|

a=1

∑B
b=1

∣∣x(8a,b) − x(8a+1,b)

∣∣n + ∑|(B−1)/8|
a=1

∑A
b=1

∑∣∣x(8a,b) − x(8a+1,b)

∣∣n

B[(A − 1)/8] + A[(B − 1)/8]
(4)

whereA andB are the image dimensions. The sharing of probabilities of neighbouring
DCT coefficient pairs is known as a co-occurrence. It is denoted as

Cst =
∑|Irow|−1

i=1
∑8

a,b=1 δ(s, da,(i)(i, j)δ(t, da,(i+1)(a, b) + ∑|Icol|−1
i=1

∑8
a,b=1 δ(s, da,(i)(a, b)δ(t, da,(i+1)(a, b)

|Irow| + |Icol|
(5)

The Markov feature has four different arrays in horizontal, vertical and two
diagonal directions.

2.2 Cross Validation

Usually, an image server is split into a variety of training and testing. This is achieved
by assigning the image at random, thereby eliminating any bias. No rules are in place
to verify that the testing and training set have to be identical. Training and testing
are executed k times to avoid performance dissimilarity, known as k-fold validation.
In this paper, the definition of cross validation is 10 for the value of k [12]. Here, the
training and testing are done 10 times. The value of k can be changed.

2.3 SVM Classification

The classification phase is performed after feature extraction. The SVM gives an
optimal hyperplane with the training dataset to classify the hyperplane [13] as shown
in Fig. 3. This gives the minimum distance to sustain the vector, which is called the
margin.
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Fig. 3 Classification using support vector machine

The choice of SVM is because of its efficiency toworkwell with high-dimensional
features and the flexibility to choose a greater number of kernels.

The following Eq. (6) characterizes the radial kernel

e(−g||a−b||2) (6)

where g is the gamma parameter. The dot kernel is characterized by

k(a, b) = a ∗ b (7)

The Eq. (7) represents the polynomial kernel

k(a, b) = (a ∗ b + 1)v (8)

v is known as the degree of the kernel.
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The ANOVA kernel is said as

e(−g(a−b)) (9)

The Epanechnikov kernel is shown by the function

(3/4)(1 − n2) (10)

for n between −1 and 1 and zero for n outside that range. Equation (11) describes
multiquadratic kernel

√
||a − b||2 + c2 (11)

3 Experimental Results

The experimental results of the works are explained as below:

3.1 Database of Images

The performance of a research depends on the quality of the database used for it. This
paper uses a collection of 2300 images each of JPEG format. The image is compressed
to 256× 256 in size. UCID standard dataset [15] of 1500 JPEG images is used as the
training dataset and the standard INRIA image dataset [16] of 800 images are taken
as the test dataset. The images are calibrated and the relevant features are selected
and extracted for classification. The selection of features is based on their sensitivity
towards embedding changes.

3.2 Feature Extraction

The features adapted in this paper are 274 comprising of first order, second order,
extended DCT and Markovian features. All features are normalized before any
analysis is done.
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3.3 Training Phase

The dataset of 1,500 images each with 274 characteristics is used during the training
stage. The characteristics are fed into the classifier after being either marked as stego
or cover, thus decreasing the amount of false positives and false negatives.

3.4 Testing Phase

The phase comes after the classifier is trained. 800 images are used for testing and
features are extracted. In order to avoid overfitting, it is highly recommended to have
the test dataset to be different from training dataset. Moreover, this concept is correct
for the scenario because the analysis is always performedwith real-time information.

4 Analysis of Results

In this paper, only calibrated images are used for classification. SVMs are gener-
ally flexible for various sampling and diverse kernels and, therefore, reflected for
classification in this paper.

4.1 Results with No Cross Validation

The results with no cross validation done with four steganographic schemes is as
explained below (Tables 1 and 2).

From the above results, multiquadratic kernel, radial kernel and Epanechnikov
kernel give lower results than the other mentioned kernels. ANOVA, polynomial and
dot kernel offer improved result with stratified sampling.

Table 1 Results on LSB replacement

Linear Shuffle Stratified Automatic

Dot 55.13 73.29 72.85 72.85

Radial 42.89 42.24 42.7 42.7

Polynomial 56.2 72.3 55.12 55.12

Multiquadratic 42.9 48.16 50 50

Epanechnikov 43.78 44.46 44.79 44.79

ANOVA 57.12 72.52 73.3 73.3
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Table 2 Results on LSB matching

Linear Shuffle Stratified Automatic

Dot 53.4 73.3 72.4 72.4

Radial 44.8 46.03 45.7 45.7

Polynomial 53.07 73.28 72.6 72.6

Multiquadratic 45.91 52.57 53.23 53.23

Epanechnikov 53.11 48.4 48.93 48.93

ANOVA 54.6 59.73 72.45 72.45

From the above results, radial, multiquadratic and Epanechnikov kernels provide
a lower result rate than the other kernel functions. The above results give good results
with ANOVA, polynomial and dot kernel with stratified sampling (Tables 3 and 4).

The worthy results are obtained with ANOVA, polynomial and dot kernel with
stratified sampling.

The above results give good results with ANOVA, polynomial and dot kernel with
stratified sampling.

Table 3 Results on pixel-value differencing

Linear Shuffle Stratified Automatic

Dot 42.78 53.1 51.83 51.83

Radial 42.89 31.73 31.90 31.90

Polynomial 41.98 53.21 51.21 51.21

Multiquadratic 42.67 48.13 50 50

Epanechnikov 42.78 36.33 37.34 37.34

ANOVA 42.89 50.41 51.12 51.12

Table 4 Results on F5

Linear Shuffle Stratified Automatic

Dot 55.10 75.89 74.83 74.83

Radial 42.67 53.2 53.72 53.72

Polynomial 51.12 72.34 71.82 71.82

Multiquadratic 40.52 48.17 50 50

Epanechnikov 54.24 54.13 56.34 56.34

ANOVA 56.13 76.27 84.78 84.78
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4.2 Results with Cross Validation

The results with no cross validation done with four steganographic schemes are as
explained below (Table 5):

The above findings indicate that with stratified sampling, the ANOVA gives a
better outcome (Table 6).

In the above result, the stratified sampling gives a better result with polynomial
kernel (Table 7).

Similar to other kernels, the dot kernel gives a better result with stratified sampling
(Table 8).

From the consequence, it can be understood that with stratified sampling, the
ANOVA gives the highest outcome.

Table 5 Results on LSB replacement

Linear Shuffle Stratified Automatic

Dot 69.51 74.66 74.66 74.66

Radial 43.88 56.78 67.95 67.95

Polynomial 71.3 73.62 73.62 73.62

Multiquadratic 43.78 49.73 50.03 50.03

Epanechnikov 43.88 48.2 47.07 47.07

ANOVA 64.98 74.32 74.32 74.32

Table 6 Results on LSB matching

Linear Shuffle Stratified Automatic

Dot 65.96 73.46 73.49 73.49

Radial 48.38 49.72 50.2 50.2

Polynomial 68.83 72.4 77.58 77.58

Multiquadratic 52.32 52.29 52.29 52.29

Epanechnikov 56.23 48.16 48.14 48.14

ANOVA 61.7 73.27 73.2 73.2

Table 7 Results on F5

Linear Shuffle Stratified Automatic

Dot 92.74 97.35 97.26 97.26

Radial 50.26 56.12 57.53 57.53

Polynomial 90.35 94.82 94.69 94.69

Multiquadratic 50.02 47.74 49.96 49.96

Epanechnikov 62.26 56.12 57.53 57.53

ANOVA 91.24 93.56 94.65 94.65
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Table 8 Results on pixel-value differencing

Linear Shuffle Stratified Automatic

Dot 5.68 54.31 54.31 54.31

Radial 6.4 40.21 40.78 40.78

Polynomial 43.87 53.82 53.18 53.18

Multiquadratic 49.6 57.63 58.35 58.35

Epanechnikov 52.06 47.31 48.25 48.25

ANOVA 52.94 63.88 71.75 71.75

5 Conclusion

The payload was embedded using four different steganographic algorithms. The
embedding rate used here is 25. The dataset used for analysis is calibrated to have an
estimate of cover image. SVM is the classifier used for the dataset. The findings were
obtained from multiple kernels and sampling techniques. The final review suggests
that the cross-validation outcome is better than the result without cross validation.
For LSB replacement, the polynomial kernel gives better result with cross validation
thanwithout it. In LSBmatching, both dot and polynomial give good result with cross
validation. PVD gives better result with ANOVA and stratified sampling. F5 gives
the best classification rate with ANOVA, cross validation and stratified sampling.
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Demand Side Management in Smart Grid

M. Ganesh and R. K. Patnaik

Abstract Smart grid is a bidirectional electric and communication network which
includes various energy and operational devices including smart accessories, smart
meters, nonconventional energy resources and energy-saving devices. Through two-
way digital communication, it is used to supply electricity to consumers and domestic
purposes. Smart grid technologies are enforced in India in order to reduce transmis-
sion and distribution losses. Demand side management is an important function of a
smart grid and it helps to deduce the utilization costs of electricity. It allows energy
suppliers to reduce peak load demand. The method which is proposed composed of
modern system identification and it enables the user to schedule their loads. This
potentially balances both supply side and demand side in order to make the system
more efficient. However, due to lack of proper coordination among the agents, it may
cause significant peaks in demand, which will in turn reduce efficiency of overall
system. In order to correlate the agents in a decentralized manner, we are intro-
ducing a mechanism of decentralized demand side management (DDSM) in smart
grid. Peak demand of domestic customers in the grid can be reduced through proper
coordination among customers.
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1 Introduction

To reduce the ever-increasing demand supply gap, present Indian electricity sector is
facing many problems. In India’s transmission and distribution sector, energy losses
are exceeding 30% which is undesirable. Smart grid technologies are implemented
in India in order to reduce transmission and distribution losses.

1.1 Introduction to Smart Grid

Through two-way digital communication, smart grid is used to supply electricity to
consumers and domestic purposes [1]. Whenever any equipment fails or any outage
occur, because of two-way communication, smart grid will automatically reroute and
self-heal the fault before they became large-scale blackouts [2]. Smart grid is able
to increase efficiency and reduce the energy cost through real-time monitoring and
customer load scheduling [3].

1.2 Literature Survey

The grid is a combined network of energy providers and energy suppliers synchro-
nized together with transmission and distribution systems, and it can be operated
from different control centers [1]. Smart grid is an evolved grid system which man-
ages electrical demand in a reliable, sustainable and in an economic manner. And,
it is built on advanced infrastructure and it is tuned to facilitate the integration of all
renewable energy resources [4]. Smart grid uses the latest advanced technologies in
order to optimize the use of assets. By continuously sensing and rating their capaci-
ties, assets are allowed to be greater loads, and it automatically reschedules the load
[5]. Whenever any equipment fails or any outage occur, because of two-way com-
munication, smart grid isolates the fault before they became large scale blackouts
[6]. Demand side management plays a key role in energy management of the smart
grid, and it provides support toward various areas like decentralized energy resource
management, electricity market control and management. By reducing or deferring
loads, most DSM approaches advice a group of consumers to reduce their ongoing
demand [7].
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1.3 Demand Side Management

Demand side management is an important function of smart grid, which helps the
energy suppliers to decrease the peak load demand and it allows reduction in elec-
tricity bills by shifting loads from peak hours to non-peak hours [8]. Demand side
management is the blueprint, accomplishment and supervision of customer activi-
ties in order to schedule the usage of power. Demand side management increases the
share of renewable energy resources to manage the peak demand [9].

1.4 Main Purpose of Demand Side Management

In order to flatten the load demand curve, demand sidemanagement enforces the con-
sumers to utilize minimum power during peak hours and it shifts energy usage from
peak hours to non-peak hours. DSM has the ability to control consumption accord-
ing to generation [10]. And, it can increase the integration of large-scale renewable
energy sources in order to reduce operation and maintenance costs for devices and
through proper user load scheduling and real-time monitoring, and electricity costs
for users are ultimately minimized [9].

2 Basic Load Shaping Techniques

Demand side management is a tool for different load objectives such as

2.1 Peak Clipping

Peak clipping is the reduction of load on the grid predominantly during the period
of high peak demand.

2.2 Valley Filing

Load factors of system can be improved by raising the load during off-peak times.
This technique is usually called valley filling. By using this technique, load curve
can be flattened, and thus, perfect balance is established between supply and loads
which will, in turn, increase the system efficiency [11].
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2.3 Load Shifting

Raising the load on the grid during off-peak times and reducing the load on the grid
during high peak times, in order to flatten the load curve, is called load shifting.

2.4 Strategic Conservation

Strategic conservation is reduction of load in a whole day by using energy-saving
devices or smart appliances or by decreasing overall utilization.

2.5 Strategic Load Growth

Strategic load growth defines that sales of electricity can be increased gradually,
which affects spontaneously on growth of economy.

2.6 Flexible Load Shape

Flexible load shaping provides a chance to consumers to buy some amount of
electricity at reliability, which is less than normal quality of power.

The above-discussed load objectives are shown in Fig. 1.
Theway electricity sold nowdoes not say about real-time costs nor cannot estimate

cost at peak hours. When electricity generation in scarce, prices will rise up, and
supplier wants to sell more but, on the other side, consumers will decrease their
consumption due to high price. In this way, by using DSM technique, perfect balance

Fig. 1 Basic load shaping techniques
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Fig. 2 Elastic supply and demand

is achieved between elastic supply and demand as shown in Fig. 2. [12]. Thus, DSM
plays a key role in increasing the system efficiency.

If real-time price was brought into picture, then the price must be flexible on
receiving end side in opposition to fixed electricity price [1]. During some times
when renewable energy is less in amount, then price would increase for equal amount
of energy, which will shift the demand curve up.

3 DSM Techniques, Proposed Strategies and Methods

DSM strategies are based on heuristic optimization problem. Proposed optimization
problem tends to optimize the demand curve as close as possible to favorable demand
curve [1]. Figure 3 illustrates systemblock diagram and various components involved
in it.

Fig. 3 System block diagram
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3.1 Components of Block Diagram

There are various components in block diagram and each of it is explained below in
detail.

3.1.1 System

Here, block diagram system includes climate, time information and price as inputs
and predicted demand as output [1]. In order to reduce the high peaks in demand
curve, it is important to design an accurate system model.

3.1.2 Generation

Information about the desired load can be supplied from generation side and it is
nothing but sum of all generator outputs which are connected to the network. Using
feedback, real-time price can be calculated and depends on it, generators will con-
nect and disconnect from the network [1]. If the price is more, more generators are
connected to the grid to sell the electricity, but, due to high price, customers will
shut down their loads. Thus, balance is achieved between supply and demand which
increases overall efficiency [6].

3.1.3 Climate and Time Information

Many external factors like time information and weather influence the behavior of
the system [13]. Approximate price signal is generated by processing the weather
and time information in a controller.

3.1.4 Model Predictive Controller

In order to match desired generation and the illustrative demand, the controller opti-
mizes the upcoming price signal. Right price for a total load is computed by a
controller which is close to expected load from side of generation [14]. For this
application, the most suitable controller is a model predictive controller (MPC) as
shown in Fig. 4, because inputs can be controlled, measured disturbances and time
constants are large enough for (MPC) [1].
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Fig. 4 Neural network predictive controller

4 Decentralized Demand Side Management

Most DSM approaches advice a group of users to decrease their present demand,
which can be achieved by deferring their loads. First, we justify the user to optimize
their price signal by deferring their loads [15]. The adaptive and autonomous behavior
of agents plays a major role in achieving performance benefits of smart grid. In this
way, we proposed the mechanism of DDSM.

4.1 Deferrable Loads

They usually inculcate time periods in which they can be switched on or off either
by consumer or by the controlling devices [7]. Depending on the usage and temper-
ature of home, loads are classified as: water heating and space heating devices and
cold devices. Depending on various external factors, their behavior can be varied
beyond the control of user [16]. Different loads based on precise running times and
running periods are called shiftable static loads (SSLs). The loads which depend on
temperature are called as thermal loads.

4.2 Shiftable Static Loads

Let l ∈ L denotes the setoff SSLs and time slots for device to be turned on by the
consumer are denoted by Ol ∈ T . Let the time at which user wants to turn on the
device is Ol ∈ T . For example, (one person wants to switch on the device when he is
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away) if any deferment from the predetermined time, then consumer will to loss of
comfort [17]. Let deferment of the device is denoted by dl ∈ {−24,−23, . . . , 23, 24}
and power rating of the device is denoted by r1 ∈ R+ in kw [16]. From a uniform
distribution U(v1min, v

1
max) where v1min, v

1
max ∈ T the duration v1 (in time slots) of

each device is calculated, and it depends on type of device used. For example, a
washing machine typically operates for 1 and 3 h [18]. Let c1 ∈ R+ is the marginal
cost associated with deferment of the device to differentiate from preset time. Then
overall comfort cost becomes as c1 = �c1|d1|. This leads to more deviation in smart
meters, which will causemore discomfort to consumer [19]. Themain function in the
optimization model is effective di and it tells about the price paid by the consumer.
Let the price ∀t ∈ T , now the aim is then to minimize the comfort cost and marginal
cost is given in Eqs. 1 and 2. [15].

min
dt ∀l∈L

∑
σ cl +

∑

t∈T

∑

t∈T
γ l rl pt v

l o (1)

Such that,

γ l
t =

{
1, t = t ′ + dt
0, otherwise

}
(2)

where t ′ ∈ ol
Basedondeferment factordl , device turn on times factorol,γ l

t ∈ {0, 1}determines
when the device need to be turned on or turned off. The number of time slots for
which device 1 has to be turned on is denoted by vl and scaling factor is denoted by
σ ∈ [0, 1] determines importance among the comfort and price.

4.3 Thermal Loads

Standard adaptive thermostats can be used to warm up the home to the required level
of temperature exactly during the presence of user [15]. The thermostats ensure that
the home is always maintained warm, by properly turning on the thermostats before
the presence of consumer and according to his requirement [20]. In order to guarantee
the required temperature to be reached during presence of user, intelligent adaptive
thermostats always aim to optimize the heating or cooling profile [7]. And by doing
so, costs are minimized. The heater we choose to develop is a heat injector; it will
extract heat from one place and transfer it to some other place.
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4.4 Home and Heater Properties

Let us model and simulate the thermal properties of the home and the heater. Let
the rate of thermal leakage o the home is denoted by φ ∈ R+ and measured in w/k.
Let T t

in ∈ R+ be the internal temperature of the home and T t
ext ∈ R+ be the external

temperature at time t. T t
opt ∈ R+ be the desired temperature at which user is more

comfortable, for example typically 22.5 °C. ahc ∈ R+ in (j/kg/k) be the heat capacity
in the home, total mass of air in the home is denoted as amass ∈ R+ in (kg). The
power rating of the heater is rh ∈ R+ in kW [21]. oh ∈ T be time slots at which the
heat pump is turned on. Given this, we have also defined the variable hton ∈ {0, 1}
for t ∈ T , where hton = 1, if t < oh and 0 otherwise. Therefore, the total heat input in
the system is given in Eq. 3.

ntl = ht−1
on − φ

(
T t−1
in − T t−1

ext

)
(3)

The relationship between internal temperature and amount of heat injected into
the home at the time is given in Eqs. 4 and 5

T t
in = T t−1

in + knti
ahc amass

(4)

where

k = 24 ∗ 3600

t
(5)

K is heater turn-on time in seconds. Let cton ∈ {0, 1} be the comfort at every time
slot t ∈ T such that cton = 1 if the consumer wants comfort and otherwise cton = 1.
We calculate the instantaneous comfort cost during every time slot, as cth ∈ R+ such
that

� cth =
{
cton ω1

(
T t
in − Topt

)2
, T t

in ≥ Topt
cton ω2

(
T t
in − Topt

)2
, T t

in < Topt

}
(6)

Here in Eq. 6, ω1, ω2 ∈ [0, 1] are constants which determine the effect of a
difference in temperature [16]. The combination of present instantaneous comfort
cost at time t − 1 is total comfort cost at time t and it is given by Eq. 7.

cth = � cth + γ ct−1
h (7)

Here, γ ∈ [0, 1] scales the effect of previous time slot on current one.
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4.5 Pricing Mechanism

The pricing mechanism that we propose estimates the cost of generating electricity
to the consumers. Generally, in the time of use pricing mechanism, consumers are
allowed to pay fixed price of electricity by their suppliers. Time of use (TOU) pricing
mechanism simply hides the real-time pricing of bill, which fluctuates depend on the
type of alternators used [3]. Specifically, the price signal for every 30-min time
period can be offered by real-time pricing mechanism (RTP) [15]. RTP mechanism
is much beneficial than time of use (TOU) mechanism, by allowing customers to
flexibly manage their load demand to mitigate peaks when the price of power is
more expensive [16].

Demand curve cannot be made flattened, only by applying RTP mechanism. This
is because, for example, if all agents are provided a poor price of electricity for the
next 30 min period, all agents will turn on their loads for next 30 min which leads
to generate peaks in demand [22]. Figure 5 shows a comparison between RTP and
TOU pricing mechanisms.

To overcome this problem, we proposed a technique to ensure adaptive behavior
for users, which is based on real-time pricing mechanism (RTP).

Fig. 5 Comparision between RTP and TOU pricing mechanisms
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4.6 The Adaptive Mechanism

Our adaptive mechanism for DDSM determines how to reschedule the deferrable
loads present in the home (i.e., thermal and shiftable static loads).

Specifically an agent I gradually adopts its deferment parameter di∗
1 .

di
l (t + 1) = di

l (t) + β i
(
di∗
l − di

l (t)
)

(8)

Fastness of user reacting to changing conditions is denoted by β i ∈ (0, 1] as taken
in Eq. 8. Specifically, it reoptimizes the load profile with a probability of α ∈ (0, 1),
on any particular day. It checks the probability of α based on estimated prices pt .
Let N* be the number of users that will reoptimize on any specific day, where n is
number of users [11]. While doing so, we instigate some inertia to optimization, in
order to ensure that all DSM enabled users do not reoptimize at the identical time. For
sufficiently small values of α and β, a stable and desirable output is achieved, where
grid demand curve gets leveled. Although users are not directly communicated with
DSM, our methodology enables implicit togetherness among users [8].

4.7 Performance of Adaptive Mechanism

Primarily, we can assess the performance of an adaptive mechanism, by differen-
tiating the grid efficiency, while using our decentralized demand side management
technique with overall information against a favorable behavior of system [12]. For
a given system, favorable solution can be achieved with a load factor of 0.76. Faster
consolidation to optimal solution can be achieved with higher values of α, but it
does allow the system to get a response closer to favorable solution [18]. For larger
values of α, there will be no concurrency, such that peaks are simply shifted instead
of leveling, because so many users are reoptimizing their loads in an identical time.
Thus, we can say that system converges to optimal behavior when α is reasonably
smaller.

4.8 Emergent Behavior of Adaptive Mechanism

The load factor of domestic customers will tend to optimum load factor of 0.76
through the adaptive mechanism, and also the carbon reduction percentage increases
up to 6% as shown in Fig. 6.

Now, we analyze the smart home by using the load duration curves (LDC). The
LDC is used to explain the correlation between capacity requirements of generation
and capacity of utilization.

Figure 7 shows that the LDC of the system, from 100 to 80% of peak demand
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Fig. 6 Simulated DDSM with respect to, a different probabilities, b load factor and carbon
emissions

Fig. 7 Duration of load
curve for consumers at 7% of
electrification

region the demand curve gets flattened, which means flattening of peak demands.
Let xr ∈ (0, 1) is a probability that they have DDSM capability where r ∈ s. We
have to analyze how xr will change as the payoff of the agent’s changes with and
without DDSM. Aiming to analyze how the proportion of population adapting smart
meters and DDSM by using following Eq. 9.

.
x = [

u
(
er , x

) − u(x, x)
]
xr

u(x, x) =
∑

r∈s u
(
er , x

)
xr (9)

The expected payoff of an agent is denoted by u(x, x); the payoff an agent with
DDSM is denoted by u(ex, x).
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From Fig. 7 in optimized curve, the domestic load reduces by 17 at 100% peak
load, while compared with unoptimized curve. This means that all agents will will-
ingly adopt smart meters and DDSM [19]. Figure 8 shows the payoffs of an agent
with and without DSM.

Various comparisons between different techniques like load shifting technique
and decentralized demand side management are noted in Table 1.

Fig. 8 For different proportions of the population, savings of agents with and without DDSM and
by using smart meters

Table 1 Performance analysis

Load shifting technique User-defined control for decentralized
demand side management

1. The method which is proposed composed
of modern system identification and it enables
the user to schedule their loads

1. We introduced this technique (DDSM)
which permits the users to defer their loads
according to grid prices

2. The main objective of this technique is to
reduce peak loads and it provides facility to
influence the utilization of electricity

2. Moreover, this technique says that “simply
leaving the smart meters to react to price or
frequency fluctuations can cause all devices to
respond at the same time which leads to
generate peak demand [23]”

3. To decrease utilization of energy, energy
management units like smart meters are used
to communicate with local area networks
(LAN) and home area networks (HAN)

3. In order to overcome this problem, some
control strategies are implemented which
allows proper coordination among smart
meters

4. Strategy for load shifting in demand side
management is based on heuristic
optimization

4. The above technique of user-defined
approach will represent many individuals’
smart homes and in meanwhile large number
of such smart homes are simulated
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5 Conclusions

In the above-proposed techniques, there are many features that can be improved but
our concentration ismainly fascinated on distribution side demand sidemanagement.
By using above-proposed techniques, it is possible to improve efficiency of the grid,
capacity of grid, quality of power supply and sustainability and it is possible to reduce
carbon footprints by using proposed technologies and by accomplishing advanced
technologies [16].

All the above-discussed DSM techniques are used to flatten the load curve and in
order to reach desired demand. And also in this paper, we introduced a smart home
model and presented our decentralized demand sidemanagement (DDSM) technique
through which all agents can coordinate in decentralize manner. Overshoots can be
reduced up to 17%and carbon emissions can be reduced up to 6%and performance of
the grid can be increased by implementing themechanism ofDDSM.We have proven
that, because of increased electrification, our decentralized demand sidemanagement
will mitigate the respective peaks in load demand curve.

6 Future Scope

Effective future work is to incorporate both climate and price forecasting in order
to prolong all the above mechanisms toward effective commercial, industrial and
domestic consumers in the society. And to examine our proposed techniques in sit-
uations where some of the buildings are not involved with agents by which energy
providers has to optimize their behavior.
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Improvement of the Current Profile
in Grid-Tied Hybrid Energy System
by Three-Phase Shunt Active Filter

Rudranarayan Senapati, Sthita Prajna Mishra, Vamsiram Illa
and Rajendra Narayan Senapati

Abstract This is all about harmonic the current mitigation (as one of the major
power quality issues) through the imaginary power owing to their precise and auda-
cious action by shunt active filter (ShAF) build on sinusoidal current control strategy
(SCCS) in a grid-tiedPVsystem.TheSCCS is employed to liberate sinusoidal current
commenced from the supply additionally with a burly synchronizing (phase-locked
loop) circuit, concise the controller for ShAF. Explicitly by a sinusoidal current con-
trol based controller, ShAF acts as a harmonic isolator amidst with load and supply.
The performance of the said technique is evaluated using MATLAB R2016a under
passive load (nonlinear load), and the observations are discussed. The efficacy of
the ShAF in harmonics mitigation is validated through the proposed simulation. The
total harmonic distortion (THD) of current and voltage ascertains controller’s practi-
cability for the ShAF delivering harmonic separation of passive loads in the grid-tied
hybrid energy system.
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1 Introduction

There is an overwhelming advance of electrical power in the preceding years because
of the progress in scientific know-how to satisfy the growing expectations of con-
sumer as well as fiscal gain. The current research reveals the steady advancement in
scientific way to tap energy from renewable energy sources (RES) instead of relying
over thewidespread energy sources that are notmuch trustworthy and impose adverse
effect on the environment. Power generation through RES prospers in accomplishing
a viable energy world. Power quality (PQ) is a vital factor of the distribution system
that confirms obtaining disturbance free and stable power. Poor supply quality might
harm the operation of the connected loads and additionally results with trigger fre-
quency imbalances. Also, the lifespan of the equipment will be afflicted. The large
penetration of RE is a bonus for the top need but might result in problematic high
PQ issues. DG integration inside a circulation network creates wavering of voltage
and voltage unbalance founded on its irregular nature. Voltage enhancement inside
a distribution network is responsive to short-term changes that might end in unusual
operation associated with the voltage regulation products deployed within the net-
work. The existing quality dilemmas are developed with all their variation into the
irradiance that might maintain for a smaller or longer passage of time period along-
side PV-integrated system. The voltage difference impacts the voltage at the point
of common coupling (PCC). Hence, aiding with the DG associated systems, the PQ
dilemmas are generally governed by voltage rise, imbalance and flicker within the
working system. Admit of power electronics devices develops a compact and reli-
able system additionally responsible for the introduction of harmonics in the system.
Harmonics issue might be important in the near foreseeable future as the integration
of hybrid energy system (photovoltaic, wind, tidal, etc.) is growing day by day. Har-
monics, in particular, are induced through DG inverters in the distribution system.
The voltage harmonics could have reduced with their durable big-scale PV cluster
connection point, but the impact of current harmonics might exist at higher-order
frequencies.

Primarily, harmonics are incorporated due to the presence of nonlinear loads in
the electrical network bringing abundant shortcomings in the network. The sarcastic
current disturbs the origin of accessibility equipped enough to amend the distortion
(the harmonic and the reactive part of load parameter), i.e. current [1]. Hence, it
is essential to contemplate and amend the PQ issues and confine the THD within
recommendation of IEEE standards. Therefore, for elimination of harmonics, the
introduction of custom power devices (CPDs) in the grid system (specifically power
filters) is vital [2].Aiming on the various CPDs, specifically PFs, and the ShAF is
a convincing alternate for minimization of harmonic as appeared due to nonlinear
loads. To accomplish compensation, reference signal generation is considerable with
an objective of design and control of active power filters (APF). Custom of APFs
safeguards electrical appliances which are overstated by impoverished the PQ and
evade the diffusion of causes in stabilities of the power systems.
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2 Shunt Active Filter

Nowadays, ShAF is regularly used in commercial process around the globe. Con-
troller of ShAF is discriminating and adaptive in nature. In other contest, it compen-
sates the harmonic current component of particular nonlinear load, as well as records
the fluctuation in harmonics at ease [3].

2.1 Configuration of ShAF

The schematic diagram of ShAF is shown in Fig. 1which consists of two components,
i.e. PWM converter (PWMC) and active filter controller (AFC).

A PWMC is liable to deal with power and incorporates the compensating cur-
rent to be depleted from the system. The AFC is responsible to handle the signal
and determines the actual time contemporary compensating current, passing contin-
uously to PWMC. Mostly, ShAF works in a closed-loop method. It anticipates the
current flowing through the load and estimates the instantaneous compensating/shunt
reference current i∗c for the PWMC. The ShAF uses either the voltage source con-
verter (VSC) or the current source converter (CSC). CSC is used due to its firmness.
These days, commercially used ShAF employs VSC owed to higher efficiency, the
low preliminary cost as compared to CSC and reduced physical dimensions. It must
be distinguished that no supply is given to the converter; rather an energy storing
element (capacitor particularly for voltage-fed converter or inductor for current-fed
converter) is connected at DC end of the converters as ShAF needs to act like a
compensator. In supplement, there should be zero average energy exchange between
the PFs and the power system [4].

Fig. 1 Schematic diagram of ShAF
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3 Control Strategy

Several methods are there for the design of a control algorithm towards active
filtering. Among all of the active filters, the pq—theory is found to be an absolutely
efficient fundamental for designing of controllers. The control strategies for active
filters based on pq—theory are conferred here. The normal interpretation of the
pq—theory illustrates that it is absurd to compensate the load current as well as
compel the compensated source current to entertain ensuing optimum compensation
attributes concurrently due to voltage harmonics in power system as well as
imbalances in supply frequency: (1) a steady instantaneous source active power, (2)
a sinusoidal source current and (3) theminimum supply RMS current which transfers
energy to load with less loss in the transmission line. It is feasible to appease the
above-mentioned three attributes simultaneously for 3-ϕ balanced sinusoidal volt-
ages. But, for non-sinusoidal as well as irregular supply voltages, compensation of
load current is carried by the ShAF assuring for a single optimal compensation only.

4 Sinusoidal Current Control Strategy

The sinusoidal current control strategy (SCCS) is based on instantaneous power the-
ory, which in turn based on the transformation from abc-frame to αβ0—frame. But,
the reason for not adopting control in abc—reference frame is that in a 3-ϕ system
the three phases are mutually dependent on each other, so independent control of the
quantities is difficult. To make the control simple, 3-ϕ quantities are converted into
2-ϕ mutually independent quantities, so that easier control is possible in pq-domain,
which is a stationary reference frame. The purpose of choosing this control strategy
is its simplicity in implementation. So far, several applications of this strategy have
been seen in different kinds of literature. For a systemwithmultiple renewable energy
systems integrated, implementing a robust control becomes cumbersome, as the con-
trol of renewable itself requires a lot of complexities [5]. The control involves 3-ϕ
quantities first converted into 2-ϕ quantities. Then, these three-phase quantities are
used to evaluate the instantaneous powers in a time domain; both instantaneous active
as well as reactive power can be estimated. By using low-pass filter, the harmonic
power can be extracted, which can be used to set up the compensating current once
the zero sequence power is known. The neutral point clamped capacitor voltage can
be used to evaluate the zero sequence power. Hence, the above-mentioned method is
termed as SCCS as the compensating current is sinusoidal in nature. Advantages of
pq—theory over all other compensating theories are it can be valid for both steady
state and transient state. Instantaneous power can be defined on αβ0—frame, i.e.
in three-phase form. abc—frame to αβ0—frame transformation is also known as
Clarke transformation. There is an obvious question raised for selection of the ShAF,
and numerous reasons can be cited.
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The complexities in design of control techniques for various compensators cer-
tainly require additional components towards cost effective control for low and lab-
scale applications. Besides, complexity in the tuning of filter components may also
be reduced by the ShAF which is applied to 3-ϕ 3-wire system performing harmonic
current suppression, reactive power compensation and power factor improvement.
The basic block diagram of a 3P3W ShAF which used for compensation of currents
is shown in Fig. 2.

In Fig. 2, the instantaneous power calculation block calculates the instantaneous
power, and it passes through a high-pass filter to get the harmonic power. The com-
pensating power selection block adds the line losses to the harmonic active power to
obtain the active power to be compensated. The reactive power is obtained from the
instantaneous power calculation block. These two are used for the current reference
calculation, which in turn is fed to PWM generator to generate firing pulses for shunt
inverter. Input for the control block meant for calculation of the instantaneous power
is the phase voltages at the PCC and the line currents of the nonlinear load to be com-
pensated, i.e. a discriminated compensation characteristic for ShAF, that performs
as an open circuit for harmonic currents as produced by the other nearby nonlinear
loads. The current references are calculated as follows [6]. The instantaneous zero
sequence power can be obtained as Eq. (1) which is divided into two parts which
consist of average power and the oscillating component of power which is at double
the line frequency:

p0 = p̄0 + p̃0 (1)

Fig. 2 Basic control strategy of 3P3W shunt active filter
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Here p̄0 is unidirectional energy flow as conventional active power representing
p̃0 as the oscillating component whose average value is zero. Interestingly, zero
sequence power p̄0 cannot be obtained alone without p̃0, the oscillating compo-
nent. Hence, the total zero sequence components always associated with both the
average and oscillating component. The instantaneous zero sequence power compo-
nents in the fundamental voltage and current or in harmonics do not add any impact
on instantaneous real power and imaginary power. The total instantaneous active
power is always same as the addition of instantaneous true power and instantaneous
zero sequence power which includes both average and oscillating components. The
instantaneous reactive power reveals the energy exchanged between system even in
the harmonic and unbalance condition. Figure 3 shows the total instantaneous active
power flow and instantaneous reactive power flow in between the two systems.

p + p0 → Total instantaneous power flow in unit time.
q → Power exchange between three phases without any transfer of energy
The active and reactive current components derived from the instantaneous abc

voltages and currents are given in Eq. (2):
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With the use of inverse Clarke transformation, abc real and imaginary current
may be obtained as follows:
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Fig. 3 Physical significance of instantaneous power in αβ0—frame
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where vab, vbc, vca are the line voltages, ia(p), ib(p), ic(p) and ia(q), ib(q), ic(q) are the
real and imaginary current components generating real and imaginary power, respec-
tively. The line voltage does not contain any zero sequence components as represented
in Eq. (5).

vab + vbc + vca = 0 (5)

Hence, Eqs. (3) and (4) can be rewritten as expressed in Eq. (6)
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The basic block diagram revealing the performance of ShAF is shown in Fig. 4,
illustrating different powers like fundamental active power and reactive power,
harmonic active power, etc.

From Fig. 4, it is clear that the ShAF compensates the harmonic active power
( p̃), power loss p̄loss and reactive power q as well. Hence, it is able to maintain the
power factor and THD as well. Certainly, the instantaneous power theory exercises
explicitly for the design of regulators (controller) for the APFs [7].

Fig. 4 Optimal power flow
provided by shunt current
compensation



52 R. Senapati et al.

4.1 Control Block Diagram

Figure 5 exemplifies the control block of SCC technique with 3-ϕ ShAF. The control
block of the AFC for SCC includes positive voltage detector that includes phase-
lock loop (PLL) circuit, DC voltage regulator, instantaneous power calculation block,
compensating power selection block and compensating reference current calculation
block. The 3-ϕ voltage can be transformed into 2-ϕ voltage with the help of Clarke
transformation by the Eq. (7) which further participates in power calculation module
to ascertain both watt power and reactive power besides 2-ϕ current iα and iβ .
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Similarly, three-phase line current can be converted into 2-ϕ by using Clarke
transformation as given in Eq. (8) which helps in calculating true and imaginary
power including 2-ϕ voltage (v′

α and v′
β).

Fig. 5 Block diagram of a sinusoidal current control strategy
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The benefit of implementing the Clarke transformation is to convert 3-ϕ system
into the 2-ϕ and allows independent control in two phases. Three instant powers,
zero sequence component, active component p and reactive component qwith instant
phase voltages and line currents, are expressed in Eq. (9):
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The expression for watt and VAR power is bestowed in Eqs. (10) and (11)
respectively.

p = v′
α.iα + v′

β.iβ (10)

q = v′
β.iα + v′

α.iβ (11)

The SCCS optimizes the entire algorithm of the controller for 3P3W ShAF com-
pensating the oscillating watt and VAR power of the load (constant instantaneous
power control strategy).

5 Results and Simulation Analysis

The analysis of ShAF is performed in two different environments as given below:

A. Behavioural study of ShAF for 3P3W system with passive nonlinear load.
B. Behavioural study of ShAF for a hybrid system of PV-grid with constant

irradiance condition.

The nonlinear load parameters for ShAF are given in Table 1.

Table 1 Load parameter Item Value

Case—A Case—B

Resistance 60 � 10�

Inductance 0.15 mH –

Grid voltage 2 kV 230 V (RMS)

DC link capacitance 10,000 μF 200 μF

PV voltage – 104 V
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5.1 ShAF for a 3-ϕ 3-Wire (3P3W) System with Nonlinear
Load Condition

The simulation results so obtained are discussed as follows.
Figure 6a represents the performance of source voltage considering the ShAF

resulting source voltage characteristic in phase with the Fig. 6b presenting the per-
formance of the source current of a 3ϕ3W system. Because of nonlinear load (i.e. RL
rectifier circuit), the load voltage and load current are distorted and unbalanced in the
absence of compensation, but applying SCCS, characteristics of both load voltage
and current become balanced and smooth as in Fig. 6a and b. The circuit breakers
(CB) were given a time delay of 0.1 s to see the actual performance before the incep-
tion of the ShAF into the circuit. The nonlinear behaviour of the load giving rise to
distortions can be seen during the first 0.1 s. After this, due to the effect of ShAF
on the system, the balanced and distortion-free current can be observed. With the
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introduction of ShAF, the source current waveform is obtained with peak amplitude
600A. These waveforms disclose the compensation of ShAF for the disturbances
at the source end. Figure 7a and b represent load end voltage and current, respec-
tively. Figure 8 represents compensating waveforms of ShAF. The initial distortion
observed in Fig. 8a and b for the first 0.1 s is due to the operation of CB as dis-
cussed earlier. The load is found to have sinusoidal terminal voltage. It draws a non-
sinusoidal current making the source current to distort. The harmonic in source cur-
rent has been eliminated using ShAF. The initial transients observed in Fig. 8a and b
and subsequent figures for the first 0.1 s are due to the operation of CB which has
already been discussed. The FFT analysis of the source current is shown in Fig. 9. It
is observed that besides fundamental, fifth, seventh, ninth harmonics exist, but these
harmonics are quite suppressed. The fifth harmonic percentage is little higher than
0.02%, while that of the 7th harmonic is less than 0.01%. The resultant THD of
source current is 0.03% because of the ShAF compensation process.
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5.2 For a PV-Grid System (Constant Irradiance Condition)

Figure 10 presents the current injection by the ShAF. The waveforms so associated
disclose about the compensation of the abnormalities by the ShAF at the source
end. Additionally, the current THD of grid-injected voltage end is obtained as 1.40%
because of the compensation of ShAF. Similarly, Fig. 11 presents grid-injected volt-
age (230 V) and current with RMS value of 1.782A. From the FFT analysis of grid-
injected current in Fig. 12, the THD in grid-injected current is 1.4%. The smoothness
of the voltage and the current was due to the action of ShAF. The grid-injected voltage
and current are almost sinusoids and do not have a significant content of dominant
harmonics. It is observed that more of the current is diverted through the filter. So, it
can be inferred that the shunt component must have high current carrying capacity.
Figure 13a and b show the PV output voltage and the current waveform. The fuel
cell and battery voltage are fed to common DC link to obtain similar waveform like
PV output voltage. The DC Link voltage does not fluctuate much. Its fluctuation
is around 1.25 V, which is within a limit of 5%. The THD of grid-injected current
waveform is 1.4%. There exists only one dominant harmonics, i.e. fifth harmonics,
which has been suppressed significantly. Its value is of the order of 0.1%. Some of
the inter-harmonics of the very low magnitude were found to be present. Although
these inter-harmonics are not of concern, these are still can be eliminated by the pas-
sive filter. The above analysis infers the injected current waveform of the ShAF that
is alternating which indicates the achievement on the basis of the SCCS. Besides,
it furnishes effective injection of power to the grid in the interconnected mode as
enviable.

Fig. 10 Injected current by shunt compensator of a hybrid network of PV-grid system
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Fig. 11 a PV-grid network: grid-injected voltage. b PV-grid network: grid-injected current

Fig. 12 Harmonic analysis of grid-injected current waveform

6 Conclusion

The ShAF based on SCCS offers assurance against the current harmonics as well as
improves the power factor. The grid-injected current in case of ShAF under the PV-
integrated condition is found to be 1.4%. The efficacy of the proposed methodology
for ShAF can be validated by comparing the performance of some other techniques
proposed by other authors as discussed in Table 2.
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Fig. 13 a PV output voltage. b PV output current

Table 2 Validation for shunt active filter

Author Proposed methodology Grid Current THD (%)

Jain et al. [8] Fuzzy logic controller 1.42

Tang et al. [9] ShAPF with LCL filter 3.49

Proposed sinusoidal current
control strategy

SCCS applied to 3P3W strategy 1.40
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Novel Bludgeon-Shaped Microstrip
Antenna with DGS for UWB Applications
with Notch Band Characteristics

B. Ramesh, K. P. Vinay, Lal BabuPrasad, K. S. Ravi Kumar
and D. V. Rama Koti Reddy

Abstract In this work, a novel bludgeon-shaped microstrip patch antenna with
defected ground structure (DGS) is recommended for UltraWide Band (UWB)
i.e., (3.1–10.6 GHz) applications with band notch characteristics. The encouraged
antenna is simulated and fabricated using RT DURIOD 5880 substrate with epsilon
value of 2.2 having the scale of 60 × 60 × 1.6 mm3. The circular-shaped patch is
chosen with radius of 14 mm and 50 � microstrip line feeding technique is used for
the simplicity of the design. The circular slots and circular-shaped patch are deliv-
ered to improve the radiation traits and overall performance of the recommended
antenna. To acquire the UWB frequency of operation, rectangular defected ground
structure (RDGS) is implemented in the ground plane. Further, three rectangular slots
of different dimensions are etched to accomplish the band notch configuration. The
recommended antenna is simulated using 3D electromagnetic simulation tool CST
MICROWAVE STUDIO Version16. The evolved antenna is tested usingMS46122B
20GHz vector network analyzer. The effectiveness of the antenna is proven the usage
of the specifications like return loss (S11), VSWR, and simulated radiation patterns.

Keywords Defected ground structure (DGS) · UltraWide band (UWB) · Notch
band · Microstrip line feed · CSTMWS and vector network analyzer
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1 Introduction

The range of frequencies from 3.1 to 10.6 GHz is declared for commercial operations
of UWB by federal communication commission (FCC) [1]. Nowadays the design
and the development of UltraWide band systems have gathered attention of many
researchers in the communication system because of its inevitable advantages like
low cost, high data rate, simple hardware configuration and low power consumption
in real applications. Moreover, there exist some interference in the UWB systems
due to the presence of some narrowband communication systems such as WLAN
(5.15–5.825 GHz), Wi-max (3.3–3.6 GHz), European C-band (3.8–4.2 GHz), and
X-band satellite communication systems (7.25–8.4 GHz). Hence, it is far vital to
implement notched UWB antennas to avoid the interference from the present slender
band communication systems. To conquer this trouble, numerous designs are applied
inside the literature like single notch andmulti band notchUWB antennas. One of the
simplest methods of obtaining notch band characteristics is by introducing different
shapes of slots in the radiating patch of UltraWide band antennas.

Recently, double notch characteristics are created by embedding H-shaped slots
[2], U-shaped slots [3], T-shaped slots [4], elliptical-shaped slot [5], C-shaped slot
along pair of U-shaped parasitic resonators [6], modified I-shaped slot along capaci-
tive loading [7], two quasi-square radiating patches, split ring resonators (SRRs) [8],
CSRRs [9, 10], and inserting parasitic elements of different shapes [11–14].

A miniaturized bludgeon shaped with DGS for twin band-notched UWB antenna
is carried out on this letter. The bludgeon formed radiating patch is used to reduce
the mutual coupling and to get most field strength in the specified direction. The
rectangular fashioned DGS is used to reap UWB operation. The slots at the DGS
are etched to get notch band traits. The proposed antenna is suitable for surveillance
systems, wireless body area networks (WBANs), sensing and portable Internet of
things (IoT) applications in the UWB region. The simulated outcomes are furnished
and compared with measured values.

2 Antenna Design

The geometry of the completed antenna is illustrated in Fig. 1 together with the
design parameters. The technical specifications of the designed antenna are shown
in Table 1.

The recommended antenna is engraved on a RT 5880 substrate having a dielectric
constant ( 1r)= 2.2 and tangent loss of 0.078 with thickness of h= 1.6 mm. By using
FR-4 substrate with 1r = 4.3, the desired notch band characteristics are not achieved,
so the proposed antenna is designed using RT 5880 substrate. The recommended
antenna is designed in the following steps. In step 1, a circular patch of radius 14 mm
is designed along with a 60 * 60 mm2 ground plane. The radius of the radiating patch
was evaluated using Eq. 1:
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(a) Front View (b) Rear view

Fig. 1 Prototype of the implemented antenna

Table 1 Specifications of the designed antenna

Patch

Parameter r1 r2 r3 r4 r5 r6 r7

Dimensions (in mm) 6 14 10 9.75 3 7.5 7

Substrate

Parameters l b H

Dimensions (in mm) 60 60 1.6

Ground plane

Parameters L B k P

Dimensions (in mm) 48 33 1.79 1.3

raduis of the circular patch a = (
87.94/ fr

√
εr

)
mm (1)

In step 2, the DGS is implemented on the ground plane and reduced from
60 * 60 * 0.2 mm3 to 48 * 33 * 0.2 mm3. In step 3, the DGS has been further
optimized by etching two rectangular slots of dimensions 10 * 22 mm2 which are
mirror images, and another rectangular slot of dimensions 1.3 * 1.7 mm2 has been
etched at the center of the DGS. In step 4, a circular slot of radius 3 mm is taken
out from the circular patch; a segment of radius 14.21 mm is removed from the top
of the circular patch; and a circular-shaped ring of outer and inner radii of 7.5 mm
and 7 mm, respectively, is removed from the circular patch as a next step of opti-
mization. Further, the circular-shaped conducting material with a radius of 6 mm is
integrated with the circular patch along two slots of dimensions 1.6 * 1.2 mm2 which
are implanted on the patch to join the circular ring and the circular patch and another
circular ring of radii 10 and 9.75 mm is removed from the patch. Mutual coupling is
reduced by choosing the ratio of the radius of the circular patch to the width of the
feed far greater than 1. By reducing mutual coupling, the excitation energy is entirely
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(1) (2) (3) (4) 

Fig. 2 Stepwise optimization figures of the implemented antenna

transferred to the circular radiating patch and optimizing the patch andDGS, themost
field strength is radiated into free space. Figure 2 shows the stepwise optimizations
of the recommended antenna.

3 Simulation and Measurement

The simulated return loss plot of optimization step-1 of the endorsed antenna with
60 mm × 60 mm ground plane is proven in Fig. 3. The return loss of −21.49 dB is
achieved at 15.05 GHz frequency with bandwidth of 30 MHz.

To improve the operating frequency of the recommended antenna, the DGS with
dimensions 48 * 33 * 0.2 mm3 is implemented in step 2. Figure 4 depicts the return
loss plot of optimization step 2 with rectangular DGS where the minimum return

Fig. 3 S11 plot for the optimization step 1



Novel Bludgeon-Shaped Microstrip Antenna with DGS … 65

Fig. 4 S11 plot for the optimization step 2

loss is −21.98 dB at a resonating frequency of 2.655 GHz and the total operating
frequency is from 2 to 16 GHz, and the bandwidth is nearly 14 GHz.

In the third step, two rectangular shape slots are perforated on the partial ground
plane to obtain the band notch characteristics. Because of these two rectangular
slots, dual band notch characteristics are achieved from 3.87 to 4.13 GHz and 4.9–
5.25 GHz. The simulated return loss plot of optimization step-3 is depicted in Fig. 5.

Further, a small rectangular slot is etched on theDGSand twomore rejection bands
are achieved at 5.43–5.61 GHz and 5.856.92 GHz, respectively. The simulated return
loss plot with three rectangular slots on the DGS is depicted in Fig. 6.

In the fourth step of optimization, the circular-shaped patch is optimized to get the
bludgeon shape, and the performance of the antenna is improved in such way that the
DGS may cause the reduction of the directivity and gain over the entire bandwidth.
To the uniform gain and directivity, the patch is optimized into bludgeon shape. The
DGS cause the reduction of gain from 6.2 to 2.574 dBi. The 3D-radiation pattern

Fig. 5 S11 plot for the optimization step 3



66 B. Ramesh et al.

Fig. 6 S11 plot for the optimization step 3

with DGS is shown in Fig. 7. The improved directivity of 5.023 dBi with bludgeon
shape is depicted in Fig. 8.

To validate the simulated antenna results, the antenna is fabricated the usage of
RT DURIOD 5880 with epsilon of 2.2 and tested the usage of MS46122B 20 GHz
vector network analyzer. The fabricated antenna is depicted in Fig. 9.

The dimension setup of the fabricated antenna arrangement with vector network
analyzer is proven in Fig. 10. The agreement between the simulated results and
fabricated results is fairly right over the frequency band of interest. The return loss
plot of fabricated antenna is shown in Fig. 11. The comparisons between simulated
and measured are shown in desk-2 (Table 2).

Fig. 7 Radiation pattern of the designed antenna with DGS without bludgeon shape
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Fig. 8 Radiation pattern of the designed antenna with DGS with bludgeon shape

(a) Front View (b) Back View 

Fig. 9 Fabricated bludgeon-shaped antenna

4 Conclusion

In this letter, a novel bludgeon-shaped microstrip antenna is developed for UWB
notch band applications like satellite communication, amateur radio communication,
and radar applications. This band-notched nature is very much useful to reduce the
mutual coupling between the nearby frequency wireless operating systems. A simple
circular patch gives return loss of −21.49 dB at 15 GHz with operating bandwidth
of 30 MHz which is enhanced by introducing rectangular slotted DGS in the ground
plane to UWB frequency range with notch band operation. A novel modified circular
ring slots called bludgeon shape is introduced in the radiating patch to improve the
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Fig. 10 Measurement setup of the fabricated antenna with network analyzer

Fig. 11 S11 plot of the fabricated antenna

Table 2 Depicts the
comparison between the
simulated antenna results and
fabricated antenna measured
results

Antenna Frequency (in GHz) S11 (in dB)

Simulated antenna 1.945 −36.03

5.02 −23.49

8.845 −51.97

Fabricated antenna 5.13 −19.74

3.71 −17.12

8.05 −40.0
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radiation characteristics i.e., 5.027 dBi. The measured results show that there is very
good agreement with simulated results. The simulated results are estimated by using
CSTMWS.
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Modeling, Simulation and Validation
of 1200 kV UHV Autotransformer

Satyadharma Bharti and Satya Prakash Dubey

Abstract At present, work on the 1200 kV transmission system is in progress in
India. Research work is going on at National Test Station, Bina, where 1200 kV
setup with single-circuit and double-circuit line is installed. In order to investigate
the performance of ultra-high voltage (UHV) system, the design modifications and
other technical studies related to the transmission system, its simulation study is
required. A UHV autotransformer is the main part of any UHV transmission system.
Early research suggested the use of single-phase three-winding transformer model of
PSCAD software (4.2 version) to model an ultra-high voltage autotransformer. The
novel method uses a bank of three ‘single-phase three-winding autotransformers’
and a three-phase star-star autotransformer with tertiary (with provision of a Star
or delta connection of tertiary winding and choice of delta lag or lead) model of
PSCAD 4.6 version. This paper presents the modeling and simulation and validation
of 1200 kV UHV autotransformer using these models. The simulation results are
validated and verified through the actual field test results, and it is found that the
autotransformer module of PSCAD 4.6 software is suitable for simulation study of
the UHV installation.

Keywords Autotransformer · Ultra-high voltage transmission · PSCAD
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LV Low Voltage
NTS National Test Station
PGCIL Powergrid Corporation of India Limited
PSCAD Power System Computer-Aided Design
UHV Ultra-High Voltage

1 Introduction

The need for simulation is always experienced prior to design and model any real
system. For simulation study of power system-related problems, PSCAD software
provides a good solution. The earlier version of PSCAD 4.2 introduced many ele-
ments in its library, namely rotating machines, transformers, transmission lines,
switchgears and accessories of power system; however, the facility of modeling
of an autotransformer was not made available in the PSCAD 4.2 version. The con-
ventional two-winding transformer of the PSCAD 4.2 library can be used to model
an autotransformer as shown in Fig. 1.

This illustrates the equivalentmodel of a single-phase autotransformer of PSCAD,
in which classical single-phase transformer component with the provision of a tap
changer at the secondary winding is used [1].

This non-availability of an autotransformer model is removed in the PSCAD
4.6 version, and the user can pick up the single- or three-phase autotransformer
with the provision of tertiary winding for simulation purpose. The validity of any
software can be proven only when its results are matched with the actual tests con-
ducted on the real system; the present work is a novel attempt of validating the
software performance at the level of ultra-high voltage transmission with the help

Fig. 1 Autotransformer equivalent model in PSCAD
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Fig. 2 A 1200 kV autotransformer manufactured by Crompton Greaves Ltd. [2]

of an actual system installed at National Test Station (NTS), Bina, Madhya Pradesh,
India, under the control of Powergrid Corporation of India Limited (PGCIL). Apart
from 1200 kV autotransformer, other major equipment installed at NTS Bina are
capacitive voltage transformer, circuit breaker, surge arrester, bus post insulator, etc.
This work is successfully accomplished by a consortium of 35 Indian manufacturers
who have manufactured the equipment, accessories and apparatus indigenously as
per the guidelines of the PGCIL. The autotransformers of this system were manufac-
tured by Bharat Heavy Electricals Ltd., Crompton Greaves Ltd. and Vijai Electricals
Ltd. [2–5]. Technical brochures [6–8] are already released with the parameters and
other details of the Indian 1200 kV UHVAC system. Figure 2 shows a photograph
of transportation of one such 1200 kV autotransformer, manufactured and tested by
Crompton Greaves Ltd.

The autotransformer is one of the main and most critical equipment of UHVAC
system; the success of the UHVAC system depends mainly on the performance
of autotransformer. As the various steps of design, manufacturing, factory-testing,
transporting, commissioning and on-site testing of a reliable 1200 kV autotrans-
former pose severe challenges to the designers, the conventional design techniques
of 400–765 kV autotransformer cannot be simply scaled up for UHV technology.
Higher voltage level demands unique design features and considerations for insula-
tion content, and the manufacturing and testing process becomes more challenging
[9]. In this paper, simulation study of the bank of three ‘single-phase, three-winding
autotransformers’ and a three-phase star-star autotransformer with tertiary is car-
ried out with the help of PSCAD 4.6, and the results are compared with the system
installed at Bina.
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2 History of Major UHV Transformers

Research on ultra-high voltage transmission systems in different parts of the world
started in 1970s and 1980s and experimental lines UHV test stations were built in
few countries like USA, USSR, Italy, Japan and China [5, 10].

2.1 3000 MVA Transformer Bank in Japan

The basic parameters of 1100 kV, 3000 MVA transformer bank of Tokyo Electric
Power Company (TEPCO), Japan, are given in Table 1.

Due to transport constraints, the single phase of the transformer is designed to be
composed of two units as shown in Fig. 3. Each unit is transported separately to the
substation site and assembled there [11].

2.2 200 MVA Autotransformers for Italy

Basic specifications of Italy project UHV autotransformer are listed in Table 2.

2.3 USSR’s Commercial Line

The transformer specifications for the 1150 kV Ekibastuz–Kokchotav–Kustanai
transmission system commissioned in 1985 are given in Table 3.

Table 1 Specifications of transformer bank of TEPCO

Parameter Specifications

Rated power 3000/3 MVA, single-phase

Voltage ratio 1050/
√
3, 525/

√
3, 147 kV

Rated frequency 50 Hz

Tertiary power 1200/3 MVA

On-load tapings at neutral point +7% to −7%, 27 taps for voltage range

1133.6/
√
3–986.5/

√
3 kV

Impedance 18%

Method of cooling Oil-directed air-forced (ODAF)

BIL-LI (kV peak)
PD

HV 1950, IV 1300, LV 750

1.5Um/
√
3 Um = 1100 kVp
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Fig. 3 TEPCO transformer (single-phase) [11]

Table 2 Specifications of
transformer for Italy project

Parameter Specifications

Rated power 400/400/50 MVA, single phase

Voltage ratio 1000/
√
3, 400/

√
3, 122 kV

Rated frequency 50 Hz

% Impedance 15

Cooling method ODAF

BIL (kV peak)-LI
SIL
PD

HV 2400 kV, IV 1300 kV, LV 125 kV
HV 1950 kV
1.5Um/

√
3 (Um = 1050 kV)

Table 3 Specifications of
USSR project

Parameter Specifications

Rated power 667 MVA, single phase

Voltage ratio 1150/
√
3, 500

√
3 kV

Rated frequency 50 Hz, single phase

% Impedance 13

BIL (kV peak)-LI
SI

HV 2550 kV FW, 2800 kV CW
IV 1800 kV, FW, 1950 kV CW
HV 2100 kV
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2.4 Autotransformer at China UHV Project

The parameters of 1000 kV autotransformer of China Jindongnan–Nanyang–Jing-
men UHVAC Demonstration Project are given in Table 4.

2.5 333 MVA Autotransformers at India

Basic specifications of 1200 kV autotransformer, installed at National Test Station,
Bina (MP), are given in Table 5.

Status of Indian research and development carried out by Powergrid Corporation
of India towardUHVAC transmission is explained and updated [12]. It also describes

Table 4 Specifications of China UHV project

Parameter Specifications

Rated power HV/IV/LV 1000/1000/334 MVA

Rated, no-load voltage (kV) [1050/
√
3]/[525/

√
3]

±5%/[110]

Rated frequency & phase 50 Hz, 1-phase

% Impedance HV-IV 18% ± 7.5% tol.

Insulation levels

(i) Full-wave lightning impulse withstand voltage 2250 kV (Peak)

(ii) Chopped-wave lightning impulse withstand voltage 2400 kV (Peak)

(iii) Switching impulse withstand voltage 1800 kV (Peak)

(iv) Power frequency withstand voltage (RMS), kV 1100 (5 min)

Table 5 Transformer specifications for Indian project [5]

Parameter Specifications

Rated power HV/IV/LV 333/333/111 MVA (single phase)

Rated no-load voltage (kV) HV/IV/LV [1150/
√
3]/[400/

√
3]/[33]

Rated frequency & phase 50 Hz, 1-phase

% Impedance HV-IV, HV-LV and IV-LV 18% ± 10% tol., 40 and 20% (MIN.)

Insulation levels
(i) Full-wave lightning impulse voltage (kV peak)
HV/IV/LV/neutral
(ii) Switching impulse voltage (kV peak) HV
(iii) ACLD PD level

2250/1300/250/95
1800
1.5 PU (1.0 PU = 1200/

√
3)

Type of cooling, cooling equipment coolers OFAF/ODAF, 4 × 33.3% OFAF

Temp. rises top oil/winding by resistance °C 40 °C: Top Oil/45 °C: winding
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future planning of UHVAC development in India; a 1,200 kV single-circuit trans-
mission line fromWardha to Aurangabad, which is located in the western part of the
country, is currently under construction. Initially, the line will operate at 400 kV; at a
later date, this line will be upgraded to 1,200 kV. Additional 1,200 kV transmission
lines are in the planning stage [12].

3 Autotransformer Modeling and Simulation

Sun Shu-bo et al. describe the importance of autotransformer as a main and cru-
cial one, and highlight the significance of the quality for successful operation of
UHV project [13]. The necessity of modeling UHV power transformer and electro-
magnetic simulation study with the help of EMTDC software is highlighted. The
method of using three-winding transformer with the help of ‘unified magnetic equiv-
alent circuit’ (UMEC) transformer model for modeling of autotransformer is sug-
gested by Zeng et al. [14]. Bathini et al. also confirm the non-availability of built-in
model for three-phase autotransformer with tertiary in an older version. Accordingly,
three single-phase, three-winding transformers are used to represent three-phase
autotransformer with tertiary [15].

The actual autotransformer for 1200 kV UHVAC system is shown in Fig. 4. This
is installed at National Test Station, Bina, and no-load testing was carried out after
charging [16].

Present work is a novel attempt of analyzing the performance of the newly intro-
ducedmodel of the autotransformer available in PSCAD library of the new version at
UHV level. The standard parameters are used for the modeling of autotransformer,
as indicated in Table 5, and the performance of the simulation model is analyzed
and compared with the results of actual autotransformer. Various essential tests like
essential routine tests, type tests and special tests as per Indian and International
Electro-technical Standard, IEC 60076 [18], are conducted on the simulation model
of the autotransformer of PSCAD 4.6 and compared with the result of actual auto-
transformer made and tested by M/s Vijai Electricals Ltd., at their Hyderabad-based
ultra-high voltage laboratory [4]. Various computer simulation and smart computing
techniques lead to improvement in product design and result in cost optimization of
1200 kV autotransformer [19].

The classical approach of transformer modeling in PSCAD software [1] is based
on the theory of mutual coupling between two windings having self-inductance of
first and second winding as L11 and L22 with value of mutual inductance between
windings 1 and 2 equal to L12. With these notations, the relation between voltage
and current of first and second winding V1, V2 and I1, I2 (respectively) is given in
Eq. (1):

[
V1

V2

]
=

[
L11

L12

L12

L22

]
· d

dt

[
I1
I2

]
(1)
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Fig. 4 1200 kV autotransformer developed by BHEL [17]

The current in the windings can be solved using Eq. (2).

d

dt

[
I1
I2

]
= 1

L11L22
(
1 − K 2

12

) ·
[

L22

−L12

−L21

L11

]
·
[
V1

V2

]
(2)

where K12 = L12√
L11.L22

is the coupling coefficient.
In an ideal transformer with tightly coupled windings on the same leg of the core,

the turn ratio a = E1/E2 Eq. (1) is expressed by Eq. (3).

[
V1

a · V2

]
=

[
L11

a · L12

a · L12

a2 · L22

]
· d

dt

[
I1

I2/a

]
(3)
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Fig. 5 Equivalent circuit of two mutually coupled coils

Figure 5 gives the equivalent circuit of two mutually coupled windings where

L1 = L11 − a · L12 (4)

L2 = a2 · L22 − a · L12 (5)

Thus, for two windings coupled on the same transformer core, relation can be
obtained for derivatives of transformer currents in terms of the voltage, using Eqs. (6),
(7), (8). For an ideal transformer:

d

dt

[
I1
I2

]
= 1

L
·
[
1 −a
−a a2

]
·
[
V1

V2

]
(6)

where leakage inductance between first and second winding, as measured from the
terminals of first winding, refer Eqs. (4) and (5)

L = L1 + a2 · L2 (7)

and turns ratio

a = V1

V2
=

√
L11

L22
(8)

For an ideal three-winding transformer, the inverted inductance matrix is
expressed by Eq. (9) [1]:

⎡
⎣ L11 L12 L13

L21 L22 L23

L31 L32 L33

⎤
⎦ = 1

LL
·
⎡
⎣ L2 + L3 −a12 · L3 −a13 · L2

−a12 · L3 a22(L1 + L3) −a23 · L1

−a13 · L2 −a23 · L1 a33(L1 + L2)

⎤
⎦ (9)
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where

a12 = V1

V2
; a22 =

(
V1

V2

)2

; a13 = V1

V3
; a23 = V 2

1

V2 · V3

a33 =
(
V1

V3

)2

; LL = L1 · L2 + L2 · L3 + L3 · L1

V1 = RMS single-phase voltage rating of HV winding.
V2 = RMS single-phase voltage rating of IV winding.
V3 = RMS single-phase voltage rating of LV winding.

4 Result and Discussion

This section presents the results of voltage ratio, polarity test, no-load loss and no-
load current measurement, at rated frequency. It also covers studies on three-phase
transformer bank followed by a case study.

4.1 Measurement of Voltage Ratio

At the outset, measurement of voltage ratio is performed on the simulation model
of autotransformer using PSCAD 4.6. The measured simulation results are shown
in Fig. 6, and the results are compiled in Table 6. Their deviation with the specified
voltage ratio is also tabulated. The specified voltage ratios for various combinations
are found to be:

i. High voltage and intermediate voltage winding,
i.e., HV/IV ratio = (1150/

√
3)/(400/

√
3) = 2.875;

ii. High voltage and low voltage winding,
i.e., HV/LV ratio = (1150/

√
3)/(33) = 20.12; and

iii. Intermediate voltage and low voltage winding IV/LV= (400/
√
3)/(33)= 6.998.

All measured values are within±5% tolerance of the specified values, and hence,
the results are found to be satisfactory. Actual autotransformers of 1200 kV UHVAC
are successfully commissioned atNational Test Station, Bina [20], and have exhibited
similar results.

4.2 Check for Polarity

The connection diagram for polarity testing is given in Fig. 7.
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Fig. 6 Measurement of voltage ratio and polarity

Table 6 Measurement of voltage ratio of windings

Winding under test Specified ratio Measured ratio Deviation (%)

HV/IV 2.875 2.887 −0.41%

HV/LV 20.120 20.127 −0.03%

IV/LV 6.998 6.9716 0.37%

Fig. 7 Schematic diagram of the polarity testing of autotransformer
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For the verification of the polarity, terminals N and 3.2 were shorted, supply was
given between 1.1 andN, and the voltage between 3.1–3.2 and 1.1–3.1 was recorded.
The calculation confirms the nature of polarity.

Supply given between 1.1 and N 230.545 V
Measured voltage between 3.1 and 3.2 11.4544 V
Measured voltage between 1.1 and 3.1 219.091 V
Hence as V (1.1–N)−V (3.1–3.2) 219.0906 ≈ V (1.1–3.1)

The polarity proved to be subtractive in nature.

4.3 No-Load Loss and No-Load Current Measurement,
at Rated Frequency

The no-load loss and current at 90, 100 and 110% excitation are measured with the
help of the simulation model of the autotransformer of PSCAD 4.6. For the computer
simulation, the RMS value and themean value of the voltage are taken as same for the
calculation of the corrected no-load loss as per IEC guidelines. A voltage of 29.77 kV,
33.07 kV and 36.33 kV is applied to the LV winding of the autotransformer to obtain
90%, 100% and 110% excitation, respectively. The simulation results are tabulated
in Table 7. Here, corrected and measured no-load losses are same because of the
unity ratio on RMS voltage to the mean voltage. Under this test condition:

The autotransformer is energized from LV side
Base kV @ 100% no-load current 33 kV
Base MVA for % no-load current 111 MVA.

The result obtained from no-load test on the actual transformer manufactured by
M/s Vijai Electricals Ltd. for 100% rated voltage is found to be 141.32 kW [4], which
is very close to the simulation model result of 146.723 kW.

Table 7 No-load test on the transformer

% Rated
voltage

Voltage to
be applied
(kV)

Measured
applied
voltage
(RMS)

No-load
current
(Amp)

No-load
current in
terms of %
full load
current

Measured
no-load
loss (kW)

Corrected
no-load
loss, Pc
(kW)

90% 29.70 29.77 19.2 0.57% 118.885 118.885

100% 33.00 33.07 21.38 0.63% 146.723 146.723

110% 36.3 36.33 23.48 0.69% 176.006 176.006
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4.4 Studies on Three-Phase Transformer Bank

Figure 8a gives the schematic diagram for the simulation model for a three-phase
autotransformer, which can be used for on-load studies. Figure 8b indicates the
method suggested by early researchers, who have used older version of PSCAD
software [15], whereas the simulation shown in Fig. 8c gives schematic diagram of
an autotransformer model of PSCAD 4.6 that uses built-in model of autotransformer
to make the bank.

Due to several critical issues related to the transformer design and manufacturing,
special care is required atUHV level [9].As such, the present validity testing confirms
the use of simulation model of the autotransformer available in the PSCAD library
for the modeling and simulation of UHV autotransformer. It also eliminates the
problem of inaccuracy with the use of single-phase two-winding autotransformer
model [21–23].

4.5 Case Study on PSCAD Autotransformer

I. S. Jha et al. in their paper ‘Operational Experience in 1200 kVNational Test Station
(UHVAC), India’ [24] describe a fault experienced at National Test Station, Bina.

Waveforms of the disturbance recorder were studied to investigate the nature of
the fault. A simulation model of the test station was prepared (see Fig. 9), and a
single line to ground fault was confirmed after 50–60 ms of charging the line [24].
It is found that the use of PSCAD simulation has proved it as an effective tool for
study and analysis.

5 Conclusion

The simulation study of the UHV autotransformer is carried out using the PSCAD
4.6 software model of single-phase three-winding transformer model as well as a
three-phase star-star autotransformer with tertiary model. The study gave satisfac-
tory results for voltage ratio, polarity, no-load test, etc., when compared with the
actual autotransformer operating at 1200 kV voltage level. The PSCAD model was
also found to be an effective and validated tool to simulate and analyze the fault condi-
tion. This validation will prove a milestone for future researchers and academicians.
The 333 MVA 1200 kV autotransformers have been successfully commissioned at
National Test Station, Bina. The simulation study of 1200 kV UHVAC transformer
will be highly beneficial for the study of 1200 kV transmission system.
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Fig. 8 a Simulation model for three-phase autotransformer b Schematic diagram of autotrans-
former on the older version of PSCAD software [15] c The use of built-in model of autotransformer
to make the bank
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Fig. 9 1200 kV NTS circuit model to simulate and analyze the fault condition [24]
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Harmonics and Voltage Sag
Compensation of a Solar PV-Based
Distributed Generation Using
MSRF-Based UPQC

Sarita Samal, Akansha Hota, Prakash Kumar Hota
and Prasanta Kumar Barik

Abstract This paper deals with source current harmonics and voltage sag compen-
sation of a solar photovoltaic (PV)-based distributed generation (DG) system using
unified power quality conditioner (UPQC). Despite the several benefits of DG like
excellent energy supply, reducing expansion of power distribution system, environ-
mental friendly and so on, there are several challenges existing due to the integration
of DG with the grid or operating it in stand-alone mode. Power quality (PQ) issue
is one of the main technical challenges in DG power system. In order to provide
improved PQ of energy supply, it is necessary to analyze the harmonics distortion of
the system as well as the voltage sag and swell. The UPQC has been widely useful,
and it is confirmed to be the best solution to diminish this PQ issue. This paper
explores the detail of PQ impacts in a DG (comprising of solar PV) system oper-
ates in stand-alone mode. The voltage sag compensation with voltage and current
harmonics is estimated under varying load situation with a control scheme like mod-
ified synchronous reference frame technique. The proposed model is developed in
MATLAB/SIMULINKR, and the result obtained validates the superiority of proposed
technique over others in terms of harmonics elimination and sag compensation.
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1 Introduction

Distributed generation (DG) can be represented as a small-scale power system that
contains loads, energy sources, energy storage units and control and protection sys-
tems [1]. Using DG is more attractive as it improves the system quality, decreases
the carbon emission and reduces the losses in transmission and distribution systems
[2]. When DG is connected to utility grid, the control systems required to maintain
the active and reactive power output from the energy sources connected to DG are
simple. However, under autonomous operation, the DG is disconnected from the
utility grid and operates in islanded condition. Usually, a stand-alone DG system is
used to supply power to isolated areas or places interconnected to a weak grid. The
application of above DG on the other hand reduces the probability of energy supply
scarcity. The proposed DG consists of renewable energy sources (RES)-based power
sources (i.e., solar PV) and storage device such as battery along with controllable
loads [3, 4]. The solar PV is depended upon the climatic condition, and hence, to get
uninterrupted power supply at any time and maintaining the continuity of load cur-
rent, one of the most developed energy sources like fuel cell is combined with these
RES [5]. The increase of power electronics-based equipment in household appliances
and industries is the main cause of pollution of power system [6]. The research in the
area of power electronics makes sure that unified power quality conditioner (UPQC)
plays a vital role in achieving superior power quality levels.

In the present scenario, the series active power filters (APFs) and shunt APF nor-
mally termed as SAPF alone do not meet the requirement for compensating the PQ
distortions. A UPQC consists of two inverters integrated with the DC-link capaci-
tor where the series APF is integrated through a series transformer and the shunt is
through interfacing inductor. The series inverter acts as a voltage source, whereas
the shunt one acts as a current source. Simultaneous compensation of voltage- and
current-related PQdistortions usingUPQC is achieved by proper controlling of series
APF and shunt APF [7]. The shunt APF is employed for providing compensating
currents to PCC for generation/absorption of reactive power and harmonics suppres-
sion. Moreover, the operation of SAPF is depended upon three main parts which are
momentous in its design: control method used for the generation of reference cur-
rent, technique used for switching pulses generation for the inverter and the controller
used for DC-link capacitor voltage regulation. Different control strategy explained
in literature is as follows. The use of SAPFs for current harmonic compensation typ-
ically in domestic, commercial and industrial applications has explained byMontero
et al. [8]. The experimental study and simulation design of a SAPF for harmonics
and reactive power compensation are explained by Jain et al. [9]. The power balance
theory for active and reactive power compensation has developed by Singh et al.
[10]. The instantaneous reactive power techniques of three-phase shunt active filter
for compensation of source current harmonics have been explained by Akagi et al.
[11]. Sag is the most significant PQ problem faced by lots of industrial consumers.
The control for such a case can be analyzed by protecting sensitive loads in order to
preserve a load voltage without sudden phase shift. Different control strategies for
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series APF are analyzed by Benachaiba et al. [12] with importance on the reimburse-
ment of voltage sags with phase jump. Different control techniques to reimburse
voltage sags with phase jump are also projected and compared by Jowder et al. [13].
To ensure stable operation and improve the system performance of DG in island
mode, a comparative study of two different control techniques is used in UPQC. The
control technique for reference current generation, i.e., synchronous reference frame
(SRF) method and modified synchronous reference frame (MSRF) method in con-
junction with pulse width modulation-based hysteresis band controller, is proposed
in this paper by using MATLAB simulation software. The PQ issues like voltage
sag compensation, current and voltage harmonics were analyzed at both linear and
nonlinear loads.

2 Proposed System

The projected DG system (comprising of solar and storage device) is shown in Fig. 1
where DG system generates DC power to the DC bus, and by using a power inverter,
this DC power is converted into AC. The AC bus delivers the power to the load
which may be a linear or nonlinear. The UPQC is located in between the DG and
nonlinear load which manages the power quality of the system by using different
control techniques.

VI
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inverter
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Load

VI
Measurement

Series Active 
Filter

Shunt Active 
Filter

3-Phase 
Transformer

Control 
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PV Battery

BO
O

ST 
C

O
N

VER
TER

Fig. 1 Basic block diagram of DG with UPQC
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2.1 Modeling of Solar PV

A single diode model-based PV cell is used for design of DG in the proposed work.
Figure 2 represents the single diode equivalent model of solar PV system. The basic
equation for design of PV system is presented in (1) [14, 15].

IPV = NP × IPH − NP × IO

[
exp

{
q × VPV + IPV × Rse

Ns × AkT

}
− 1

]
(1)

Figure 3 shows the MATLAB simulation of PV with MPPT and boost converter,
and Fig. 4 shows its corresponding output voltagewhere the required voltage of 230V
is achieved. The parameters required for design of solar PV system are illustrated in
Table 1 [16, 17].

2.2 Modeling of UPQC

This chapter begins with system configuration and detailed description of UPQC.
The basic structure of UPQC is shown in Fig. 5, which consists of two inverters

Id

Ish
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Voc
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Fig. 2 Solar cell single diode model
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Fig. 3 Simulation of solar PV with MPPT and boost converter
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Fig. 4 Output voltage of boost converter

Table 1 Different parameters and their ratings to carry out the simulation work of solar PV

Different parameters Ratings

No. of cells in series
(
Np

)
72

Cells in parallel (Ns) 01

Short circuit current (Isc) 10.2 A

Open circuit voltage (Voc) 90.5 V

Voltage at maximum power (Vmp) 81.5 V

Current at maximum power (Imp) 8.6 A

Output voltage 230 V

AC Source VAPE

IC

Nonlinear
Load

Shunt APFSeries APF

UPQC

Fig. 5 Basic UPQC system block diagram

connected to a common DC-link capacitor. The series inverter is connected through
a series transformer, and the shunt inverter is connected in parallel with the point of
common coupling. The series inverter acts as a voltage source, whereas the shunt
one acts as a current source. The main function of UPQC is to control the power flow
and reduce the harmonics distortion in both voltage and current waveforms.

The series APF topology is shown in Fig. 6. The series APF protects load from
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Source 
Impedance

Transformer
Nonlinear Load

Active Filter

Source

Fig. 6 Block diagram of series active filter

the utility side disturbances. In case of series APF, Park’s transformation method is
used for generation of unit vector signal. A PWMgenerator, generating synchronized
switching pulses, is given to the six switches of the series converter.

Figure 7 shows the basic structure of shunt active filter. The shunt active power
filter injects compensating current to the PCC such that the load current becomes
harmonics-free. The SAPF generates compensating current, which is in opposition
to the harmonic current generated by nonlinear load. This compensating current
cancels out the current harmonics caused and makes the load current sinusoidal. So,
the SAPF is used to eradicate current harmonics and reimburse reactive power at the
source side so as to make load current harmonics-free.

Equations 2 and 3 show instantaneous current and the source voltage.

Is(t) = IL(t)−IC(t) (2)

Vs(t) = Vm sinωt (3)

I s
I L 1

I L 2

          PCC

VSI

L S

L C

Non Linear Load

Linear Load

Fig. 7 Block diagram of shunt active filter
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Fourier series method is used for expressing the nonlinear load current as shown
in Eq. 4.

Is(t) = I1 sin(ωt + �1) +
ε∑

n=2

In sin(nωt + �n) (4)

The compensation current of the active filter should be expressed by

Ic(t) = IL(t)−Is(t) (5)

Hence, for the exact compensation of reactive power and harmonics, it is essen-
tial to determine Is(t). The instantaneous value of source, load and compensation
current can be expressed by Is(t), IL(t) & IC(t), where Vs(t) and Vm correspond to
instantaneous value and peak value of source voltage.

2.3 Control Scheme of UPQC

The MSRF controller scheme works in steady state as well as in dynamic condition
exquisitely to manage the active and reactive power and reduce the harmonics in
load current. The literature in review reveals that MSRF technique has much more
advantages as compared to SRF scheme, so the authors have selected this control
scheme for UPQC operation. The control scheme does not use the PLL circuit as
used by SRF scheme, whichmakes the systemmore compatible andmay be operated
in load changing condition. The MSRF scheme with its control algorithm is given
below.

2.3.1 Modified Synchronous Reference Frame (MSRF) Method

Figure 8 shows the block diagram of modified SRF method. The unit vector is
generated by vector orientationmethod not byPLL. Figure 9 shows the block diagram
to generate unit vector by sensing the supply voltage. The unit vector generation is
described by using Eqs. (6) and (7).

cosθ = Vα√
(Vsα2) + (

Vsβ2
) (6)

sin θ = Vβ√
(Vsα2) + (

Vsβ2
) (7)
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Fig. 8 Block diagram of modified SRF method
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Fig. 9 Unit vector generation block diagram

2.3.2 Hysteresis Band Current Controller

Figure 10 shows the block diagram of hysteresis current regulator which generates
the required pulses for inverter. In the current regulator, the error signal is generated
by comparing the reference current I*sa and actual current Isa.

Fig. 10 Hysteresis current controller scheme
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The switching pulses required for the inverter are designed in such away thatwhen
the error signal goes beyond the upper band of hysteresis loop, the lower switches
of inverter are ON and upper switches are OFF, and similarly, the upper switches
are ON and lower switches are OFF when the error signal exceeds the lower band.
So, the actual current is always tracked with respect to reference current inside the
hysteresis band.

3 Simulation Results and Discussion

In this case, the systemperformance is analyzedby connecting nonlinear loadwith the
DG system first without UPQC and then withMSRF-based UPQC. The performance
of series APF can be evaluated by introducing voltage sag into the system. The profile
of load voltage shown in Fig. 11a conforms that voltage sag is introduced from 0.1
to 0.3 s of the load voltage waveform. For sag condition, the series APF detects the
voltage drop and injects the required voltage through the series coupling transformer.
It maintains the rated voltage across the load terminal. In order to compensate the
load voltage sag, UPQC (employing MSRF scheme) is turned on, which injects
compensating voltage at the PCC as displayed in Fig. 11b; as a result, the load voltage
is same as that of source voltage. The load voltage after compensation is shown in
Fig. 11c. In general, the operation of the series part of the UPQC can be described
as rapid detection of voltage variations at source, and it injects the compensation
voltage which maintains rated voltage across the load terminal.

The shunt VSI in the UPQC is realized as shunt APF and is applied to solve the
current-related PQ distortions, current harmonic distortion, reactive power demand,
etc. In order to investigate the performance of shunt APF, a rectifier-based nonlinear
load is introduced into the system and the level of harmonics is checked. It is observed
fromFig. 12a that the source current waveform has a total harmonic distortion (THD)
of 16.60% as per the FFT analysis of the source current shown in Fig. 12b. In order to
make source current to be sinusoidal, the shunt APF of the UPQC with conventional
MSRF technique is turned on, at t = 0.1 s which injects compensating current as
displayed in Fig. 12c. Hence, the THD level comes down to 2.54% as shown in
Fig. 12d.
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Fig. 11 Profile obtained under (sag compensation) a Load voltage before compensation. b Com-
pensating voltage injected by UPQC. c Load voltage after compensation

4 Conclusion

The research reveals that MSRF technique of UPQC makes possible for improving
the power quality of a solar PV-based DG system connected with nonlinear load.
The advantage of MSRF technique is that instead of using PLL circuit it uses a
basic unit vector generation scheme for the production of sine and cosine angles.
The suggested method delivers superior output than the existing method in terms of
harmonicmitigation and compensation of active and reactive power. In the future, the
workmay be extended by integrating different control approach for reference current
generation of UPQC, and DC-link voltage control algorithm may be implemented
for better PQ mitigation purpose.
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Fig. 12 Profile obtained under (harmonics mitigation) a Source current before compensation.
bHarmonics content before compensation. cCompensating current injected byUPQC.dHarmonics
content after compensation
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Load Balancing in Cloud Computing:
Survey

Arabinda Pradhan, Sukant Kishoro Bisoy and Pradeep Kumar Mallick

Abstract Today cloud computing is the most rising innovation due to its ground-
breaking and significant power. It is a type of Internet-based computingwhich enables
to provide various services in cost-effective manner on user’s demand. Virtualiza-
tion, grid technique and utility computing are themost popular emerged technologies,
which are used in cloud computing and make it most powerful. But still cloud com-
puting has number of critical issues, such as security, load adjusting, adaptation to
non-critical failure and so forth. The gigantic development of cloud computing will
cause the overburden on the server. In thisway, it will lead to degrade the performance
of networks. A decent load balancing adjusting can make cloud computing increas-
ingly productive and improves execution of client fulfilment. This paper exhibits the
far-reaching survey of cloud computing and load balancing techniques.

Keywords Cloud computing · Load balancing · Virtual machine

1 Introduction

Cloud computing provides web-based services with a user’s information, computa-
tion and software as shown in Fig. 1. It also provides on-demand access to sharing
resources like servers, storage, networks, applications and services [1].

Cloud provides a good platform and infrastructure to its end user. Every one of the
administrations offered by servers to customers are given by cloud service provider
(CSP) which is on a very basic level equivalent to filling in as the Internet service
provider (ISP) in the electronic registering. Figure 2 shows the virtualization concept
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Fig. 1 Cloud computing [1]

Fig. 2 Schematic diagram of cloud computing [2]

where user can access all the resourceswith a high-speed networkwhich includes low
cost. This innovation is planned with the new thought of organizations provisioning
to customers without procuring of these organizations and set away on their local
memory [12]. Virtualization technology in cloud computing helps enterprises or an
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Fig. 3 Three level of cloud computing [3]

organization to lease registering power as virtual machines to the clients. The clients
may use number of virtual machines [13].

Through cloud network, end users and organization share, process and store their
needed information in third-party data centres [2]. It depends on sharing of resources
through virtualization technique. Through virtualized memory stockpiling system,
thememory interface for a visitorOS is virtualized and provides high storage capacity
[14]. Cloud computing involves three levels: cloud customer or client or user, cloud
service provider (CSP) and cloud network (transmission media or path of the cloud)
as illustrated in Fig. 3 [3].

In this paper, Sect. 2 contains features and characteristics, and then following
sections are as follows: deployment model, service model, various research area,
load balancing concept, architecture, entities, classification, advantage andCloudSim
simulation tool.

2 Features [4] and Characteristics [2]

Features and characteristics of cloud computing are written as below:

• Mobility and wide network access: all required services are available anywhere in
the globe.

• Saves time: users are accessing and view their needed information.
• Popular: most of people are using cloud computing to get their services.
• Cost: due to pay as use, it is very cost-effective.
• Maintenance: maintenance is easy in cloud computing.
• Throughput: cloud computing gives a good effective result because many users
can work simultaneously on same data.

• Reliability: cloud computing is reliable in nature.
• Elasticity: resources and data are pooled on demand.
• Security: information is secure.
• Scalable: scale of cloud computing is increased.
• On-demand self-service: in cloud computing, client can persistently watch the
server time, capacities and designated organize capacity.

• Resources pooling: resources are being used by user as on demand.
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• Rapid elasticity: a wide range of services just as assets are accessible to its end
client.

• Measure services: every asset that is utilized can be assessed, controlled and
declared for both the provider and purchaser. IT administrations are charged as
pay per use.

3 Cloud Deployment Model

There are four sorts of cloud deployment models [5]:

• Private cloud: this cloud computing is overseen by single association or by a
specialist organization [7], and also its infrastructure is used by this organization.

• Community cloud: this cloud is overseen by a few associations and supports a
particular network and has shared the applications or services.

• Public cloud: this model possesses and overseen by a huge cloud service provider
(CSP). All customers who need to use resources on a participation premise or on
a membership premise [7].

• Hybrid cloud: it is the combination of at least two of the above models, i.e. public,
private and community model [7].

4 Service Model

There are different types of service architecture in Fig. 4 as follows [3]:

• Software as a Service (SaaS),
• Platform as a Service (PaaS),
• Infrastructure as a Service (IaaS).

4.1 Software as a Service (SaaS) [1]

It provides software licensing on subscription and then implements as on demand.
All required software is remotely available, so no extra hardware is required. There
is no need for organization to maintain set-up or installation.

The SaaS can be categorized as [1]:

• Business utility SaaS: some applications are used by business and individuals for
organization to store and process the data, for example use of customer relationship
management (CRM).
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Fig. 4 Service model of cloud computing [6]

• Social networking SaaS: Nowadays social media is spread over. Some applica-
tions like Facebook, Twitter, Instagram, etc. are used by individuals for sharing
information or data, videos and networking.

4.2 Platform as a Service (PaaS) [1]

This model conveys different applications over the Internet. PaaS provides various
tools for software and hardware which are needed for various application develop-
ments. Resources are provided by PaaS and maintain by IT team. A PaaS provider
supports all software users to sign in and begin utilizing the stage through a web
program interface. By the help of PaaS, users manage, develop, deploy, configure
and maintain various applications that developed over the cloud.

The PaaS can be categorized as:

• Computing platforms: it provides various platforms such asAmazon, Snapdeal and
other web services. It provides processing, storage place and available bandwidth
for services. User can upload their software to run various applications on their
infrastructure.

• Business application platforms: it provides various application platforms that are
suitable for all type of business application. It will provide to its users that high
flexibility with less technical efforts and easily maintain.
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• Social application platforms: it will provide platform to various social platforms
such as Twitter and Facebook, and others provide API, where developers required
writing new application.

4.3 Infrastructure as a Service (IaaS)

It is a model that gives virtualized figuring asset idea over the web, where a cloud
provider has the foundation segments customarily that is available in an on-premises
server farm or data centre. The cloud provider additionally gives charging, observing,
sign in, security, load adjusting and bunching [8]. IaaS provides online services
for underlying network infrastructure like physical computing resources, location,
scaling, security, backup, etc. This shows an advantage for both whom providing
the infrastructure and who use it. In particular, IaaS provides a good marketing that
runs their business on web. Infrastructure such as hardware, data centre, host, server
space.

5 Research Areas in Cloud Computing

As cloud administrations have various spaces, issues, organization models and par-
ticular algorithmic methodologies, there is an immense degree for research. The
accompanying subjects offer a great deal of degree for research researchers in the
cloud framework area. Various research areas are shown in Table 1.

Table 1 Various research
field in cloud computing

1. Load balancing 2. Cloud access control

3. Security 4. Energy improvement

5. Virtualization 6. Information isolation
security

7. Data isolation and
recuperation

8. Verifiable calculation

9. Scheduling for asset
improvement

10. Failure discovery and
forecast

11. Cloud cryptography 12. Task scheduling
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6 Load Balancing Concept

Load balancing is based upon the distributing of workloads in cloud computing
environment. It balances all workload requests by various resources among different
PCs, frameworks or servers. The basic goals of utilizing load balancing are:

• To keep up framework solidness.
• To improve framework execution.

7 Load Balancing Architecture [17]

Load balancing mentioned in Fig. 5 comprises of four principles, for example client,
data centre controller, load balancer and the calculation to be utilized.

Following steps are utilized for the execution of a solicitation by the client.

I. Every demand from client lands at data centre controller.
II. Data centre controller lines all the approaching solicitations and questions the

central load balancer for assignment of solicitations.
III. Central load balancer includes a database that holds tables which are parsed

following the computation to be used finds the most sensible virtual machine
and returns the ID of the picked VM to the data centre controller.

IV. At long last, data centre controller assigns the solicitation to VM whose ID is
given by central load balancer.

Fig. 5 Load balancing architecture [17]
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8 Load Balancing Entities [15]

There are five entities involves in CloudSim simulation for load balancing such as
data centre, data centre broker, host, virtual machine (VM) and cloudlet (task).

From Fig. 6, two VMs are present within physical machine host. Data centre is
register inside CIS and all the information or characteristics about data centre is goes
into broker.

8.1 Data Centre

It is the core model of infrastructure services that create data centre classes in
CloudSim that classes are used in load balancing method. It is composed set of
host which is in charge of overseeing virtual machines during their life cycle. Data
centre is very similar to IaaS provider from input task with regard to VMs through
data centre broker [15].

8.2 Data Centre Broker

It is a data centre broker class, which is responsible to submit the task to data centre.
Initially, it communicates to cloud information service (CIS, it is an entity that con-
tains the available resources on cloud) to retrieve the resources from CIS. It has the
details of characteristics of what the data centre has. It is used for submitting VM
provisioning requests to be able data centre and submit the task to VMs [15].

Fig. 6 CloudSim entities of load balancing
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8.3 Host

It is the physical machine in a cloud. It is appointed a pre-designed handling ability,
memory, stockpiling, data transmission and booking arrangement for designating
preparing centres to VM [15]. Actually, this physical host is virtualized into number
of VMs for allocating the processor according to request from users or organizations.

8.4 Virtual Machine

It is a logical machine in cloud that is virtualized on number of VM. Host has number
of VM and allocating core or processor based on sharing policy, i.e. space shared
and time shared. Each VM is handling each request from user [15].

8.5 Cloudlets

It is also known as task that is handled by VM in CloudSim framework. It will be
submitted in broker, and broker has information about data centre. So, broker assigns
the cloudlet to some VM that is within host [15].

9 Load Balancing Classification [10]

This is divided into two categories: static load balancing and dynamic load balancing.

9.1 Static Load Balancing

This type of load balancing is used only in homogeneous environments and not
flexible that means it cannot change its attribute. All the entities are fixed in nature.
This algorithm will not check the incoming requests and state of node [10]. Some
static algorithms are as follows:

• Round robin load balancing algorithm (RR),
• Load balancing min-min algorithm (LB Min-Min),
• Load balancing min-max algorithm (LB Min-Max).
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9.1.1 RR Algorithm

In this calculation, fixed quantum time is given to the task or assignment. It assigns
jobs to all hubs in a roundabout manner. Processors are allocated in a roundabout
request. This computation gives faster response by virtue of proportional remaining
task at hand appropriation among procedures. Regardless, a couple of centres or hubs
may be over stacked while others remain latent and under-utilized.

9.1.2 LB Min-Min

A rundown of jobs is kept up, and least fulfilment time is determined for all the
available hubs. Job with least fulfilment time is appointed to the machine. It gives
great outcomes when little undertaking is more.

9.1.3 LB Min-Max

A rundown of jobs is kept up, and least fulfilment time is determined for all the
available hubs. Job with most extreme finishing time is consigned to the machine.

9.2 Dynamic Load Balancing

This strategy utilizes past and current state of hub to distribute the load. The user
requirements and resources can be changed at run time. They are suited in homo-
geneous as well as heterogeneous environments. Dynamic load balancing is two
types.

9.2.1 Distributed

This type of load balancing adjusts the calculation of load that is executed by all data
centre and sharing the load among these data centre.

9.2.2 Centralized

In this type, a central hub is in charge of load balancing of the entire framework.
Different hubs communicate with this focal hub [10].

Some common dynamic algorithms are as follows:

• Throttled load balancing algorithm,
• Equally spread current execution (ESCE) load balancing algorithm,
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• Modified throttled load balancing algorithm,
• Throttled modified algorithm (TMA),
• Throttled load balancing algorithm [10, 12, 16–18].

This method is used for distribution of load that completely deploy on VMs. At
the point when the customer sends the solicitation, the load balancer quickly gets
caution and scans for the gathering which can oversee effectively and allocates that
request.

• ESCE [10]

This algorithm keeps up the rundown of whole virtual machines and tasks. At the
point when this algorithm gets a solicitation, it filters the rundown of VMs. On the off
chance that aVM is discoveredwhich can dealwith the customer’s solicitation, at that
point the solicitation is assigned to that specific VM. This calculation disseminates
the equivalent burden among all VMs.

• Modified throttled load balancing algorithm [16, 17]

In this algorithm, the load balancer keeps up a file table of virtualmachines containing
the province of VMs. The calculation utilizes a technique for choosing a VM for
handling customer’s solicitation where the most readily accessible VM is chosen.
If the machine is free, then it is doled out with the solicitation and ID of VM is
come back to data centre controller; otherwise, (−1) is returned. At the point when
the following solicitation shows up, the list table is filtered from record alongside
effectively allocated VM and in like manner next VM is picked relying upon the
province of VM.

• Throttled modified algorithm (TMA) [16]

The TMA load balancer performs burden adjusting by refreshing and keeping up
two record tables. Accessible index: status of VMs is accessible ‘0’. Busy index:
status of VMs is not accessible ‘1’. It provides a better performance than other load
balancing algorithm.

10 Advantage of Load Balancing [9, 11]

Various advantages of load balancing are described as below:

• Throughput: it improves the result or throughput.
• Fault tolerance: system must be free from failure.
• Migration: resources are moved from hub to hub to improve performance.
• Response time: measuring to take the resources for service.
• Scalability: improve the system scale and performance.
• Cost-effective: system improves their performance with lower cost.
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11 CloudSim [15]

CloudSim is an efficient simulation tool which can be used to creating a good infras-
tructure of cloud. All proposed algorithm is run under this tool. It also is used for
assigning each client request to available VMs. Those VMs are present in host and
managed by data centres. Version name is CloudSim 3.0.3.

12 Conclusion and Future Work

Cloud provides a good platform and infrastructure to its end user. Every one of the
administrations offered by servers to clients is given by CSP which is on a very
basic level equivalent to filling in as the ISP in the electronic registering. Load
balancing helps appropriate use of resources and improves the presentation of the
framework. It balances all workload requests by various resources among different
PCs, frameworks or servers. Many research fields are available in load balancing
as mentioned in Table 1. The basic goals are to keep up framework solidness and
to improve framework execution. We have summarized the basic concepts of load
balancing with hot research area. In future, we would develop a heuristic-based load
balancing algorithm to optimize different parameters.
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Participation of Geothermal
and Dish-Stirling Solar Power Plant
for LFC Analysis Using Fractional-Order
Controller

Priyambada Satapathy, Manoj Kumar Debnath, Pradeep Kumar Mohanty
and Binod Kumar Sahu

Abstract In this article, a novel heuristic moth flame optimization (MFO) technique
has been suggested to optimize the gains of fractional-order proportional–integral–
derivative (FOPID) controller and PID controller over a hybrid source power plant
to analyze the load frequency control (LFC). Each area comprises dish-stirling solar
thermal system (DSTS), conventional steam power plant (SPP), and a geothermal
power plant (GTPP) to scrutinize the vigorous performance of power system for load
frequency control. Formore analysis, governor dead-band (GDB) and generation rate
constraint (GRC) of the SPP have been considered as 0.036 and 0.003, respectively.
The dynamic responses of two equal area systems are observed by implementing
FOPID and PID controllers independently. The investigation exposes the dominance
of FOPID controller over PID controller.

Keywords Load frequency control · Moth flame optimization · Fractional-order
PID controller

1 Introduction

National geographic estimated that 320 billion kilowatt-hours of energy every day
is required to meet the never-ending struggle of human race in order to enhance the
standard of living. Although in present scenario the massive requirement is fulfilled
by burning of fossil fuels, it is also non-renewable and rapidly reducing. These
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fuel sources have also contributed greatly to global warming and pollution. A few
promising alternatives like atomic energy, solar energy, geothermal energy, energy
from wind, ocean energy, and bio-fuels are explored just for a cleaner and greener
future. An interconnected system comprises several control areas to produce power
to meet the customer demand as well as the requirement of constant frequency, and
constant tie-line power exchange is also required for the steady operation. Thus, load
frequency controller is deliberated to uphold equilibriumwithin the power generation
and load demand in each area in order to enrich the quality of delivered power [1, 2].

For LFC analysis, researchers employed ant lion optimizer algorithm-based PID
plus second-order derivative controller in a hybrid power system [3]. The technique
of controller is established in a hydro-generating unit for AGC [4]. Further, addi-
tion of two degrees of freedom fractional-order controller along with PID controller
enriches the beauty of AGC [5]. A new innovative grasshopper optimization algo-
rithm is suggested to tune the fractional-order PID controller in order to get better
dynamic responses for AGC [6]. In 2019, a fuzzy logic-based FOPI-FOPD controller
is employed by author for better frequency regulation [7]. In [8], a brief discussion
has been given about adaptive neuro-fuzzy inference system over AGC. The logic of
superconducting magnetic energy storage unit added with thyristor controlled series
compensator is implemented to face all the challenges regarding LFC issues [9].
Moth flame optimization technique is inspired by the navigation method of moths in
nature known as transverse orientation. The MFO algorithm provides very promis-
ing and competitive responses for real engineering complications. In 2018, authors
employed MFO tuning method in a multi-area network to solve AGC issues [10].
The application of MFO technique is implemented by using cascaded controller [11]
and fuzzy logic-based PID controller [12] to analyze the LFC problems. Literature
study exposes that authors suggested MFOmethod to tune PIDF controller in a pho-
tovoltaic incorporated power system for frequency regulation [13]. Few years back,
authors gave a brief description about transfer function of AGC along with governor
dead-band [14]. Again in 2013, authors researched about two degrees of freedom
PID controller along with governor dead-band nonlinearity tuned by differential evo-
lution technique for LFC scrutiny [15]. A modified gray wolf optimization (GWO)
technique is employed to tune hybrid PID-fuzzy-PID controller for research analysis
on LFC [16]. In 2019, authors introduced an innovative 2-DOF-PID controller along
with GWO technique over a multi-source system [17]. In [18], gravitational search
algorithm (GSA) is employed to tune the fuzzy-PID controller over hybrid system.
A novel profound PD-fuzzy-PID cascaded controller is implemented to regulate the
oscillations on frequency during disturbances [19].

A detailed research analysis implies that PID controller is employed in most of
the cases due to its simplicity, but PID controllers are not capable to perform well
in the combined mode in many control processes. So an innovative fractional-order
PID controller tuned with MFO is deliberated in this article to solve the numerous
AGC issues. The salient points of the research work in this article are as follows:

i. To construct a two equal area multi-source (GTPP, DSTS, and SPP) power
system model in MATLAB/Simulink environment.
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ii. Governor dead-band (GDB) and generation rate constraint (GRC) have been
considered for more analysis of SPP for AGC.

iii. Modeling and enactment a novel MFO-tuned FOPID controller for LFC.
iv. To estimate and compare the performance of the FOPID controller approach

with PID controller to face LFC problems.

2 System Investigated

Figure 1 deliberates the transfer function model of examined two equal area power
systems interconnected by a tie-line. Both the areas comprise a geothermal power
plant (GTPP), a dish-stirling solar thermal system (DSTS), and a steam power plant
(SPP) as a source of generating power. The reheat turbine of solar power plant is
considered along with governor dead-band (0.036) and generation rate constraint
(3%). The values of different constraints of this scrutinized system are given in
appendix. The parameters of FOPID and PID controller are tuned by employing
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MFO technique. Area control error (ACE) works as input to the controller of each
area, and the expression of ACE for the two area systems is represented below

ACE1 = �P12 + B1�ω1 (1)

ACE2 = �P21 + B2�ω2 (2)

To achieve the desired responses of moth flame optimization technique, integral
time absolute error has been considered as cost function. Equation (3) signifies the
expression for ITAE objective function.

ITAE =
t∫

0

(|� f1| + |� f2| + |�Ptie|) × tdt (3)

3 Controller Structures and Their Optimal Design

PID Controller

Proportional–integral–derivative (PID) controller is still deliberated as the utmost
demandable controller for its simple construction and reliable nature. The parallel
connection of proportional, integral, and derivative controller leads to the fruitful
operation of PID controller. The transfer function of output and input of the controller
in terms of time domain is described in Eqs. (4) and (5), respectively

u(t) = Kpe(t) + Ki

t∫

0

e(t)dt + Kd
de(t)

dt
(4)

G(s) = Kp + Ki

s
+ Kds (5)

where Kp, Ki, and Kd signify the proportional, integral, and derivative gains,
respectively.

FOPID Controller

Fractional calculus is the simplification process of normal calculus. The differen-
tial equation is working along with fractional calculus for the fruitful operation of
fractional-order controller. Infinite number of poles and zeros are needed to accom-
plish the transfer function of fractional-order controller. The below Eq. (6) represents
the transfer function of fractional-order controller.
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GC(s) = Kp + Ki

sλ
+ Kds

μ (6)

In this above-described equation, λ andμ signify the fractional order of derivative
and integral controller. The minimal value of λ and μ can be any real number within
0–1. The FOPID can be performed as a PI, PD, and PID controllers depending on
the significance of λ and μ. The significance of both λ and μ must be kept as 1 to
perform like a PID controller. To execute like a PI and PD controller, the significance
of λ and μ for a FOPID controller must be kept in (1,0) and (0,1), respectively. The
internal structure of FOPID controller is portrayed in Fig. 2.

4 Optimization Technique: Moth Flame Optimization
(MFO)

In nature, larvae and adult are two main stages of insect in their lifetime. Generally,
the conversion of larvae into moth occurs inside the cocoons. Moths travel by using
transverse orientation for navigation method in night. Transverse orientation method
is very helpful to walk in a straight path during long-distance journey. Similarly, by
using this navigation technique, moth flies by sustaining a fixed angle with respect
to the moonlight. The gain of the suggested PID and FOPID controller is updated by
using the mathematical model of the navigation technique. The following steps are
to be followed for the successful execution of MFO technique.

i. Initialize the population of moths by knowing their strength. At initial condition,
mention the higher band, lower band, and the dimensions of moths.

ii. Update the location ofmoths with their previous location to get the best position.
iii. Calculate the objective function values of MFO technique by employing the

below equation

M (i, j) = (ub(i) − lb(i))∗rand + lb(i) (7)
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Here i and j signify the number of moth and flame, respectively. ub(i) and
lb(i) are the upper band and lower band of the ith variable.

iv. Finally, each moth updates their location to get the best position by employing
the fitness value.

v. Logarithm spiral mechanism is executed in order to execute the best fitness value
and described in below equation.

S
(
Mi,Fj

) = Di · ebt · cos(2π t) + Fj (8)

Here Di is the distance between the moth and flame, and it is find out by
Di = ∣∣Fj − M i

∣∣.
vi. If gen < maxm, then update the generation by repeating the steps (ii)–(v) or else

stop the program and find out the best fitness and best position.

5 Results and Discussion

Simulation of two equal areas of power system has been done by using MAT-
LAB/Simulink circumstances. Simulink model is called through MFO program to
optimally design the controllers by minimizing the cost function, i.e., ITAE. The
efficacy and sturdiness of this designed hybrid system along with PID and FOPID
controller are perceived from the dynamic responses. The analysis of this recom-
mended controller has been done by subjecting 0.01 p.u SLP for both conventional
PID and FOPID controller in area 1 separately. The instabilities of frequency of
area 1 and area 2 and deviation interline power are represented in Figs. (3, 4, and
5) by tuning the gains of PID and FOPID controllers with moth flame optimization
technique, respectively. Table 1 signifies the gains of suggested controllers as well
as the time constant of geothermal power system. The transient response analysis on
the basis of maximum overshoot, undershoot, and settling time of all deviations are

Fig. 3 Frequency deviation
in area 1 due to SLP in area 1
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Fig. 4 Frequency deviation
in area 2 due to SLP in area 1

Fig. 5 Tie-line power
deviation due to SLP in area
1

listed in Table 2. From the responses (Figs. 3, 4, and 5) and Table 2, it is proved that
the offered technique provides more stability in the scrutinized system for AGC.

6 Conclusion

The objective of the current study is to analyze a PID controller and FOPID controller
to regulate the frequency in a hybrid power system. An equal two area systems (GPP,
DSTS, and SPP) comprises six units observed by employing ITAE as cost function. A
SLP of 0.01 p.u is offered to confirm the efficacy of the employed FOPID controller
which is introduced over a multi-source hybrid scrutinized system. The performance
of the recommended controller is observed in terms of settling time, undershoot, and
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Table 2 Time-based response factors of PID and FOPID controllers over a hybrid multi-source
system

Observation Time domain evaluative indices of
response

PID controller FOPID controller

�Ptie Ts in sec (0.05% band) 3.9715 3.1179

Undershoots (Hz) −0.0178 −0.0146

Overshoots (Hz) 0.0007 0.000336

�f1 Ts in sec (0.05% band) 6.6962 1.7640

Undershoots (Hz) −0.0915 −0.0763

Overshoots (Hz) 0.0058 0.000487

�f2 Ts in sec (0.05% band) 7.0940 3.8999

Undershoots (PU) −0.0407 −0.0314

Overshoots (PU) 0.0015 0.000378

overshoot, and it helps to reduce the oscillation in the dynamic responses of system
during perturbation.

Appendix

Tp = 20, Kp = 120, Tc = 0.3, Tg = 0.08, Fp = 0.5, Tr = 10, B = 0.425, R = 2.4,
T 12 = 0.086, Td = 5, Kd = 1, T gg = 0.08, T cg = 0.1.
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Use of Teaching Learning Based
Optimization for Data Clustering

Anima Naik

Abstract In the literature, there are hundreds of population-based optimization algo-
rithms, which are inspired by nature. These algorithms have been proposed to solve
different problems of different research area. Among them, teaching-learning-based
optimization (TLBO) algorithm is one, which is based on learner’s behavior in the
classroom. For improvement of performance of this algorithm, number of variants
of TLBO algorithms already have been proposed. This paper compares the perfor-
mance of these variants of TLBO in terms of clustering of unlabeled data sets. Here,
it has been shown how different variants of TLBO can be used to find the clusters
of a user-specified cluster numbers. These algorithms are evaluated by using some
real-life datasets and compared their performances by some statistical tests.
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1 Introduction

In cluster analysis, data is partitioned into groups based on some measure of sim-
ilarity. Clusters are formed so that objects in the same cluster are very similar and
objects in different clusters are distinct. Hard clustering and soft clustering are two
broad categories of clustering. “In hard clustering each data point belongs to only
one cluster whereas in soft clustering each data point can belong to more than one
cluster”. Here, we have concentrated only on hard clustering. Many hard cluster-
ing methods can be from literature, such as k-mean, iterative self-organizing data
(ISODATA), and learning vector quantizers (LVQ).

We can see from literature that there are number of population-based optimization
techniques that have been used for data clustering. PSO, DE, ABC, ACO, TLBO etc.
are commonly used algorithm for data clustering. Among them, TLBO is algorithm-
specific parameter-free algorithm [1]. Hence, there is no risk on tuning parameters
in terms of decreasing performance of algorithm. Already this algorithm has been
successfully applied by various researchers to solve different problems of different
research areas [2–9]. They have supported that the TLBO algorithm is an effective
optimization algorithm and involves comparatively less computational effort. So the
effectiveness and the computational effort requirement of TLBOmay be considered.
The concept of elitism is utilized in most of the evolutionary and population-based
optimization algorithm. Based on this elitism concept, the number of problems has
been solvedusingTLBO[10]. Similarly, researchers havedonedifferentmodification
on TLBO for improvement of convergence characteristic of TLBO algorithm [11–
16]. So that variants of TLBO algorithm has been evolved. As TLBO algorithm can
be used for data clustering [3], effectiveness and performance of variants of TLBO
algorithms have been checked while clustering some real-life datasets.

The remaining of paper has been arranged in the form of Sect. 2 which describes
TLBO and variants of TLBO algorithms in brief. Section 3 describes the implemen-
tation of variants of TLBO algorithm for data clustering problems and compares
their performance. The paper concludes with Sect. 4.

2 TLBO Algorithm

TLBO algorithm is based on learners’ output that is influenced by teacher as well
as other learners from classroom. This optimization algorithm goes through two
phases. The first phase is “Teacher Phase” where learner learns from the teacher and
the second phase is “Learner Phase” where learner learns through the interaction
between learners. For details of TLBO, go through [1] and for mTLBO, WTLBO,
OTLBO, ITLBO, CoTLBO, and elitist TLBO (ETLBO) go through papers [10–16],
respectively. Table 1 describes the concepts and parameters on TLBO as well as
variants of TLBO in short.
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3 Data Clustering with Variant of TLBO

In the frame of reference of clustering, a learner vector of algorithm can be con-
structed such that it contains Nc number of cluster centroid vectors. So that each
learner vector Xi can be represented as

Xi = (
Mi,1,Mi,2, . . .Mi, j . . .Mi,NC

)
(1)

where Mi, j is j-th cluster centroid vector of the i-th learner vector in cluster Ci j .
Therefore, a swarm or a group of learner vectors represent a number of candidate
clustering for the current data vectors Z p. The fitness of learner vectors can be
measured using quantization error

Je =
∑Nc

j

[∑
∀Z p∈Ci j

dist
(
Z p,Mj

)
/
∣∣Ci j

∣∣
]

Nc
(2)

Where dist represents the EDM and
∣∣Ci j

∣∣ is the cardinality of data vectors in
cluster Ci j .

3.1 TLBO Clustering Algorithm

The data vectors can be clustered using the concept of TLBO algorithm as:

1. Initialize learner vector of TLBO algorithm for clustering such that each learner
vector contains NUM randomly selected cluster centroids.

2. For iteration i ter = 1 to i termax do

(a) For each learner vector i do
(b) For each data vector Z p

I. Calculate the EDM dist
(
Z p,Mi j

)
to all cluster centroids Ci j .

II. Assign Z p to cluster Ci j such that
(
ZP ,Mi j

) = ∀c =
1, 2, . . . ., N

dist (Z p,Mic)
c .

III. Find the fitness using Eq. (2).
(c) Update the cluster centroids using equations of teacher phase and learner

phase of respective algorithm.

Where i termax is maximum number of iteration.
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3.2 Simulation Result

This section compares the results of TLBO, elitist TLBO, and TLBO variants clus-
tering algorithms on 12 datasets. The quality of respective clustering is measured
according to the quantization error as defined in Eq. (2).

As the algorithms are stochastic in nature and the results of two successive runs
usually not match all the results are recorded over 40 simulations. All algorithms
used 10 particles and run for 3000 function evaluations. “For all algorithms, cluster
centroids are randomly initialized. The cluster centroids are also randomly fixed
between Xmax and Xmin, which denote the maximum and minimum numerical values
of any feature of the data set under test, respectively” [11].

“For comparing the performance of algorithms, we focus on computational time
required to find the solution. For comparing the speed of the algorithms, we choose
the number of fitness function evaluations (FEs) as a measure of computation time
instead of generations or iterations [11]”.

Finally, we would like to say that all the experiment codes are implemented using
MATLAB software on a Pentium 4, 2GBmemory laptop inWindows 7 environment.

Table 2 summarizes the results obtained from TLBO variants, classical TLBO
and elitist TLBO clustering algorithms on 12 real-life datasets over 40 simulations
in terms of mean and standard deviation.

From Table 2, it is shown that CoTLBO algorithm is keeping first position in
clustering the dataset in comparison to other algorithms in all twelve datasets except
seeds dataset. In seeds dataset, mTLBO algorithm is keeping the first position.

Average ranking on optimization algorithms obtained by Friedman’s test based
on the performance from Table 2 is shown in Table 3. From Table 3, it is clear that
CoTLBOalgorithm keeps first position for data clustering.mTLBO, classical TLBO,
ITLBO, ETLBO, OTLBO, and WTLBO keep second, third, fourth, fifth, sixth, and
seventh position, respectively, for data clustering.

From Table 3, it is clear that the CoTLBO algorithm is ranked first. So unpaired t-
tests (UTT) have been used to compare themeans of the results produced byCoTLBO
algorithm and other six algorithms. “The unpaired t-test assumes that the data have
been sampled from a normally distributed population. From the concepts of the
central limit theorem, one may note that as sample sizes increase, the sampling dis-
tribution of the mean approaches a normal distribution regardless of the shape of the
original population A sample size around 40 allows the normality assumptions con-
ducive for performing the unpaired t-tests [17]”. The t-test results between CoTLBO
and TLBO, CoTLBO and mTLBO, CoTLBO and ITLBO, CoTLBO and OTLBO,
CoTLBO and WTLBO, and CoTLBO and ETLBO are given in Tables 4, 5, 6, 7, 8,
and 9, respectively.

From Tables 2 and 4, it is clear that CoTLBO algorithm is statistically significant
than classical TLBO algorithm in all dataset except for seeds data. In this dataset,
classical TLBO algorithm provides nearly solution with CoTLBO algorithm. So in
11 cases CoTLBO algorithm gives significant solution than classical TLBO.
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Table 2 Quantization error-based fitness function value in term of mean and standard deviation

Algorithm
dataset

Iris dataset Glass dataset Wine dataset Balance scale

TLBO 0.2800 ± 4.89e−4 0.0399 ± 8.92e−4 337.6825 ± 0.0596 0.4735 ± 0.0050

mTLBO 0.2800 ± 6.73e−6 0.0390 ± 0.0012 337.6723 ± 0.0628 0.4820 ± 0.0220

ITLBO 0.2800 ± 0.0010 0.0406 ± 0.0011 337.8922 ± 0.3097 0.4673 ± 0.0080

OTLBO 0.2857 ± 0.0023 0.0449 ± 0.0026 339.2163 ± 0.6613 0.4990 ± 0.0172

wTLBO 0.2854 ± 0.0025 0.0424 ± 0.0011 338.6509 ± 0.6643 0.5210 ± 0.0120

CTLBO 0.2789 ± 7.90e−4 0.0376 ± 0.0012 337.6299 ± 0.0004 0.4444 ± 8.68e−13

E TLBO 0.2812 ± 0.0011 0.0402 ± 0.0019 338.1145 ± 0.0349 0.4890 ± 0.0148

PID dataset Ecoli dataset HR dataset HS dataset

TLBO 14.4565 ± 0.0037 0.0591 ± 7.21e−4 0.2192 ± 0.0055 5.0498 ± 0.0518

mTLBO 14.4572 ± 0.0033 0.0582 ± 0.0016 0.2184 ± 0.0052 4.9852 ± 0.0149

ITLBO 14.4556 ± 0.0026 0.0600 ± 0.0019 0.2224 ± 0.0098 4.9697 ± 2.26e−4

OTLBO 14.4825 ± 0.0127 0.0619 ± 0.0024 0.2422 ± 0.0214 5.0308 ± 0.0349

wTLBO 14.4846 ± 0.2100 0.0594 ± 0.0014 0.2498 ± 0.0129 5.2477 ± 0.1545

CTLBO 14.4545 ± 0.0029 0.0525 ± 0.0045 0.2093 ± 1.06e−14 4.9618 ± 0.0052

ETLBO 14.4819 ± 0.0019 0.0590 ± 0.0023 0.2491 ± 0.0289 5.2511 ± 0.0071

Zoo dataset Seeds dataset Fertility dataset Vowel dataset

TLBO 0.0076 ± 4.13e−4 0.3181 ± 6.24e−4 0.2187 ± 8.48e−5 33.8605 ± 1.4882

mTLBO 0.0075 ± 4.30e−4 0.3176 ± 6.13e−4 0.2186 ± 2.28e−5 33.0568 ± 1.4302

ITLBO 0.0088 ± 7.85e−5 0.3187 ± 0.0019 0.2186 ± 5.27e−6 34.1437 ± 2.0720

OTLBO 0.0057 ± 0.0040 0.3206 ± 0.0022 0.2212 ± 7.94e−4 35.1256 ± 1.9962

wTLBO 0.0029 ± 6.89e−4 0.3257 ± 0.0019 0.2197 ± 0.0012 39.8829 ± 1.6963

CTLBO 0.0024 ± 0.0012 0.3186 ± 0.0025 0.2186 ± 0 25.6672 ± 1.0023

E TLBO 0.0069 ± 0.0031 0.3180 ± 2.0032 0.2187 ± 8.56e−05 33.2903 ± 1.1023

Table 3 Average ranking of optimization algorithms using Table 2

Algorithm TLBO mTLBO ITLBO OTLBO WTLBO CoTLBO ETLBO

Ranking 3.5833 2.6667 4.0 5.8333 5.9167 1.25 4.5833

Similarly, in Table 5 we see that in all cases except fertility dataset the results are
statistical significant. Hence, from Tables 2 and 5 it is clear that CoTLBO algorithm
is statistical significant than mTLBO algorithm in 10 cases, whereas mTLBO is
statistical significant than CoTLBO in 1 case, and in 1 case, mTLBO shows nearly
solution with CoTLBO.

FromTable 6,we see that in all cases except seed and fertility dataset the results are
statistical significant. Hence, from Tables 2 and 6 it is clear that CoTLBO algorithm
is statistical significant than ITLBO algorithm in 10 cases, whereas ITLBO shows
nearly solution with CoTLBO in 2 cases.
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Table 4 UTT between the CoTLBO and TLBO on datasets of Table 2

Dataset SE t Two-tailed P Significance

Iris dataset 0.000 7.4873 <0.0001 ESS

Glass dataset 9.7299 9.7299 <0.0001 ESS

Wine dataset 0.009 5.5816 <0.0001 ESS

Balance scale 0.001 36.8089 <0.0001 ESS

PID dataset 0.001 2.6907 =0.0087 VSS

HS dataset 0.008 10.6907 <0.0001 ESS

HR dataset 0.001 11.3842 <0.0001 ESS

Ecoli dataset 0.001 9.1591 <0.0001 ESS

Zoo dataset 0.000 25.9163 <0.0001 ESS

Vowel dataset 0.284 28.8805 <0.0001 ESS

Seeds dataset 0.000 1.2273 =0.2234 NSS

Fertility dataset 0.000 7.4629 <0.0001 ESS

Table 5 UTT between the CoTLBO and mTLBO on datasets of Table 2

Dataset SE t Two-tailed P Significance

Iris dataset 0.000 8.8054 <0.0001 ESS

Glass dataset 0.000 5.2175 <0.0001 ESS

Wine dataset 0.010 4.2700 <0.0001 ESS

Balance scale 0.003 10.8092 <0.0001 ESS

PID dataset 0.001 0.2879 =0.0002 ESS

HS dataset 0.001 3.8870 <0.0001 ESS

HR dataset 0.001 11.0680 <0.0001 ESS

Ecoli dataset 0.001 7.5482 <0.0001 ESS

Zoo dataset 0.000 25.3011 <0.0001 ESS

Vowel dataset 0.276 26.7606 <0.0001 ESS

Seeds dataset 0.000 2.4570 =0.0162 SS

Fertility dataset 0.000 0.0000 =0.0001 NSS

From Table 7, we see that in all cases the results are statistical significant. So
from Tables 2 and 7, it is clear that CoTLBO algorithm is statistical significant than
OTLBO algorithm in all 12 cases.

From Table 8, we see that in all cases except Pima Indian diabetes dataset the
results are statistical significant. Hence, from Tables 2 and 8 it is clear that CoTLBO
algorithm is statistical significant than WTLBO algorithm in 11 cases, and in 1 case,
WTLBO shows nearly solution with CoTLBO.

From Table 9, we see that in all cases except seed dataset the results are statistical
significant. Hence, fromTables 2 and 9 it is clear that CoTLBOalgorithm is statistical
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Table 6 UTT between the CoTLBO and ITLBO on datasets of Table 2

Dataset SE t Two-tailed P Significance

Iris dataset 0.000 5.4589 <0.0001 ESS

Glass dataset 0.000 11.6554 <0.0001 ESS

Wine dataset 0.049 5.3566 <0.0001 ESS

Balance scale 0.001 18.1040 <0.0001 ESS

PID dataset 0.002 13.5940 <0.0001 ESS

HS dataset 0.001 9.5994 <0.0001 ESS

HR dataset 0.002 8.4543 <0.0001 ESS

Ecoli dataset 0.001 9.7108 <0.0001 ESS

Zoo dataset 0.000 33.6590 <0.0001 ESS

Vowel dataset 0.364 23.2916 <0.0001 ESS

Seeds dataset 0.000 0.2014 =0.8409 NSS

Fertility dataset 0.000 0.000 =0.0001 NSS

Table 7 UTT between the CoTLBO and OTLBO on datasets of Table 2

Dataset SE t Two-tailed P Significance

Iris dataset 0.000 17.6844 <0.0001 ESS

Glass dataset 0.000 16.1230 <0.0001 ESS

Wine dataset 0.105 15.1720 <0.0001 ESS

Balance scale 0.003 20.0768 <0.0001 ESS

PID dataset 0.002 9.2460 <0.0001 ESS

HS dataset 0.006 12.0629 <0.0001 ESS

HR dataset 0.003 12.3676 <0.0001 ESS

Ecoli dataset 0.003 2.7186 =0.0081 VSS

Zoo dataset 0.001 4.9977 <0.0001 ESS

Vowel dataset 0.353 26.7807 <0.0001 ESS

Seeds dataset 0.001 3.7983 =0.0003 ESS

Fertility dataset 0.000 20.7091 <0.0001 ESS

significant than elitist TLBO algorithm in 11 cases, whereas in 1 case elitist TLBO
shows nearly solution with CoTLBO.

Due to shortage of space, only one dataset that is iris dataset has been considered
to show the “effect of varying number of clusters versus quantization error” [11]. It
is shown that an increase in clusters number expected quantization error goes down.
It shows clearly in Fig. 1.

Due to shortage of space, only two results have been considered. Figs. 2 and
3 illustrate convergence behavior of TLBO, ETLBO and five variants of TLBO
algorithms on Hayes Roth and fertility dataset, respectively.
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Table 8 UTT between the CoTLBO and WTLBO on datasets of Table 2

Dataset SE t Two-tailed P Significance

Iris dataset 0.000 15.6795 �0.0001 ESS

Glass dataset 0.000 18.6487 <0.0001 ESS

Wine dataset 0.105 9.7206 <0.0001 ESS

Balance scale 0.002 40.3717 <0.0001 ESS

PID dataset 0.033 0.9064 =0.3675 NSS

HS Dataset 0.024 11.6969 <0.0001 ESS

HR dataset 0.002 19.8562 <0.0001 ESS

Ecoli dataset 0.001 9.2599 <0.0001 VSS

Zoo dataset 0.000 2.2851 =0.0250 ESS

Vowel dataset 0.312 45.6319 <0.0001 ESS

Seeds dataset 0.000 14.3005 <0.0001 ESS

Fertility dataset 0.000 5.7975 <0.0001 ESS

Table 9 UTT between the CoTLBO and ETLBO on datasets of Table 2

Dataset SE t Two- tailed P Significance

Iris dataset 0.000 10.7408 <0.0001 ESS

Glass dataset 0.000 7.3174 <0.0001 ESS

Wine dataset 0.006 87.8137 <0.0001 ESS

Balance scale 0.002 19.0591 <0.0001 ESS

PID dataset 0.001 49.9837 <0.0001 ESS

HS dataset 0.001 207.9063 <0.0001 ESS

HR dataset 0.005 8.7099 <0.0001 ESS

Ecoli dataset 0.001 8.1345 <0.0001 VSS

Zoo dataset 0.001 8.5617 =0.0250 ESS

Vowel dataset 0.236 32.3607 <0.0001 ESS

Seeds dataset 3.163 0.0002 =9998 NSS

Fertility dataset 0.000 7.3856 <0.0001 ESS

4 Conclusion

This paper investigates the effectiveness on variants TLBO, elitist TLBO and clas-
sical TLBO on clustering 12 real-life datasets. It has been shown that in 11 cases
CoTLBO and in 1 case mTLBO show their superiority than other algorithms. From
Figures it illustrates that the convergence behavior ofmost of the algorithms exhibited
a faster, but premature convergence to a large quantization error, while the CoTLBO
algorithms had slower convergence, but to lower quantization errors with stable con-
vergence. It is concluded that CoTLBO performs better while clustering unlabeled
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datasets. As further study, we check the performance of these algorithms while clus-
tering complex and high dimensional datasets as well as on solving constrained as
well as unconstrained optimization problems.
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Studies on Off-Grid Solar
Photovoltaic-Powered Micro-Irrigation
System in Aerobic Rice Cultivation
for Sustainable Agriculture
and Mitigating Greenhouse Gas Emission

M. K. Ghosal, N. Sahoo and Sonali Goel

Abstract Aerobic rice cultivation is nowadays gaining importance due to the con-
straints in the availability of required amount of water for traditional rice growing
system. An attempt has therefore beenmade to develop a portable solar photovoltaic-
powered (off-grid) drip irrigation system for aerobic rice cultivation,which is awater-
saving and less-water-consuming rice production system without any compromise
with decline in yield. It is suitable mostly in the water-deficient, non-irrigated, and
off-grid areas. There may be the saving of 40–45% of water for irrigation purpose
compared to the conventional method, mitigation of 0.55 million tons of CO2 with
the replacement of existing diesel and electric pump sets and 0.2 million tons of
CH4 from 4.0 million hectares of rice fields in the state of Odisha, India, through
the system, developed by adopting aerobic rice cultivation. The pay- back period of
the setup is estimated to be 4 years and total annual saving of Rs. 675 crores due
to reduction in the use of electrical energy and petroleum fuels through the exist-
ing pump sets in Odisha. Monthly income of Rs. 4000/– throughout the year was
achieved by adopting aerobic rice cultivation in 1 acre (0.4 ha) of land.
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1 Introduction

Sustainability of rice production in the present context of fast-growing population is
a big challenge before all of us with respect to achieving food security and controlling
over the increased concerns of water scarcity, energy crisis, and global warming due
to the emission of greenhouse gases through anthropogenic activities particularly
in the agricultural sector [1, 2]. In order to attain self-sufficiency in food grain, the
production and productivity of rice crop alone play a crucial role not only for our
state Odisha but also for India, Asia, and the world as well, as rice is the principal
food of more than 60% of the world’s population and around 90% of the rice area
worldwide is in Asia and low land rice fields produce about 75% of the world’s rice
supply [3]. Agriculture too in Odisha to a considerable extent means growing rice. It
is the staple food for almost the entire population of Odisha, and therefore, the state
economy is directly linked with the improvements in production and productivity of
rice [4]. Rice production practices mostly followed in the state are through wet and
low land cultivation, covering about 80% of the total rice area, and the methods of
cultivation are usually transplanting of seedlings and broadcasting of sprouted seeds
in the puddled soil. In the above method of cultivation, the field remains either in
fully or partially flooded condition most of the time of the growing season, creating
favorable environment for emission of methane, which is one of the principal and
potent greenhouse gases relative to global warming potential of 25 times higher than
that of CO2 and accounts for one-third of the current global warming phenomenon
[5]. Rice cultivation is a major source of atmospheric CH4 and contributes about
10–20% of total methane emission to the atmosphere [6]. The environmental experts
have now recognized and expressed in intergovernmental panel on climate change
(IPCC 2010) that the submerged rice fields are the most significant contributors
of atmospheric methane [7]. According to the current estimate, the production of
rice needs to be enhanced by around 70% to meet the demands for ever-increasing
population by 2030, thus making rice cultivation a potential major cause of growing
atmospheric methane [8].

Aerobic rice cultivation where fields remain unsaturated or nearer to saturation
throughout the season like an upland crop offers an opportunity to produce rice with
less water [9]. Aerobic and upland rice are both grown under aerobic condition;
however, the former is under controlled water management system but latter is not
[10]. Aerobic rice is a new cropping system in which specially developed varieties
are directly seeded in well-drained, un-puddled, and unsaturated soil conditions for
most of the crop-growing period. The rice is grown like an upland crop with adequate
inputs and supplementary irrigation when rainfall is insufficient. Aerobic rice vari-
eties are bred by combining the draft resistance of upland varieties with high yielding
characteristics of low land cultivars. Some of the suitable varieties like CRDhan-200
(pyari), Naveen, and Annada are also available in our state Odisha. Aerobic rice
is therefore grown with the use of external inputs such as supplementary irrigation
and fertilizers with an aim to maintain the productivity at par with the traditional
production system without compromise with yield decline. The micro-irrigation in
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general and drip irrigation in particular have received considerable attention from
researchers, policy makers, economists, etc., for its perceived ability to contribute
significantly to groundwater resources development, agricultural productivity, eco-
nomic growth, and environmental sustainability [8, 11, 12, 13, 14]. Currently, our
state has around 1.38 lakhs (35%) grid-based (electric) and 2.47 lakhs (65%) diesel
irrigation pump sets. However, erratic grid supply of electricity and high cost of
diesel pumping continue to remain as a big problem for the farmers. The rising
cost of using diesel for powering irrigation pump sets is often beyond the means
of small and marginal farmers. Consequently, the lack of required amount of water
often leads to poor growth of plants, thereby reducing yields and income. Hence,
use of conventional diesel/gasoline-powered pumping systems poses an economic
risk to the farmers. Scientific studies reveal that timely and required amount of water
availability for the crop favors the increase in the yield by 10–15% [15]. The burn-
ing of petroleum fuels also creates threats by polluting environment and causing
global warming by releasing a considerable amount of CO2 into the atmosphere.
The continuous exhaustion of limited stocks of conventional energy sources and
their environmental impacts have, therefore, forced researchers, planners, and policy
makers to search for the reliable, environment-friendly, and cost-effective energy
resources to power water pumping system in a sustainable manner [16]. Hence, to
keep pace with the growing demands of energy and acute shortage of water, solar
photovoltaic water pumping device may be integrated with drip irrigation system
for rice cultivation in addressing the issues of food security under climate change
scenario [17]. Thus, an integrated approach of water-saving technology and reli-
able source of energy along with the reduced greenhouse gas emissions from the
conventional method of rice cultivation has been thought up in the proposed study
to achieve food security of the nation. An attempt is therefore made to study the
feasibility and performance of solar photovoltaic-powered drip irrigation system in
aerobic rice cultivation.

2 Materials and Methods

Design and development of solar photovoltaic (SPV) drip irrigation system (Fig. 1)
have beenmade for cultivating paddy in 1 acre (0.4 ha) of land to achieve secured irri-
gation and to improve water use efficiency mostly in aerobic method of cultivation.
The details of the design and developments are mentioned below. The experiments
were carried out during the year 2017–18 in OUAT farm, Bhubaneswar, Odisha,
which lies at the latitude of 20° 15′ N and longitude of 85° 52′ E and coming under
warm and humid climatic condition. Paddy was cultivated in rabi and summer sea-
sons. The soil type of the experimental site is sandy loam, and the climate of the
study area is humid and subtropical in nature.
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Fig. 1 Experimental setup for solar water pumping-based drip irrigation in aerobic rice

2.1 The Cost Estimate for Solar Photovoltaic-Powered Drip
Irrigation System

i. Solar PV module of 1000 W @ Rs. 50 per Wp = Rs. 50,000
ii. 1 hp DC motor with pump set = Rs. 80,000
iii. Mounting structure = Rs. 15,000
iv. Civil works/balance of system = Rs. 20,000
v. Drip setup for 1 acre land = Rs. 35,000

Total = Rs. 2, 00,000.

2.2 Economics of Using Various Water Pumping Devices

Information for cost analysis

i. Cost of 1 hp electric pump set = Rs. 7,000
ii. Cost of 1 hp diesel pump set = Rs. 10,000
iii. Cost of 1 hp PV-powered pump set = Rs. 1,00,000
iv. Prevailing interest rate may be taken as 10%
v. Efficiencies of motor vary from 70 to 80% (70% taken)
vi. Efficiencies of pump vary from 70 to 80% (70% taken)
vii. Efficiencies of diesel engine vary from 30 to 40% (40% taken)
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viii. Useful life of PV panel vary from 20 to 25 years (can be taken 22 years)
ix. Useful life of diesel engine pump set = 8 years
x. Useful life of electric pump set = 8 years
xi. Maintenance cost of PV system with drip as 0.5% of total capital cost per

year
xii. Maintenance cost of diesel engine pump set as 10% of total capital cost per

year
xiii. Maintenance cost of electric pump set as 10% of total capital cost per year
xiv. Annual working hours of diesel, electric pump sets, and PV system be 500 h
xv. One hp engine consumes about 250 ml. diesel per hour (present cost of

diesel Rs. 60/l)
xvi. One unit of electric energy (1 kWh) = Rs. 5.00
xvii. Salvage value of diesel pump set be taken as 20% of capital cost
xviii. Salvage value of electric pump set be taken as 20% of capital cost
xix. Salvage value of PV-powered pump set be taken as 5% of capital cost
xx. Operator’s time spent in the proposed system be 1 h/day (labor charge Rs.

250/day)
xxi. Energy consumption (kWh) of electric pump set= (BHP)/(motor efficiency

× pump efficiency) × 0.746 × 1 h
xxii. Cost per hour of operation of diesel pump set = (BHP)/(motor efficiency

× pump efficiency) × fuel consumed in liters/hour/BHP × cost of fuel/lit.

(i) Hourly operating cost of PV-powered water pumping device with drip
system

Fixed Cost

(i) Depreciation
D = (C − S)/(L × H) where C = capital cost; S = Salvage Value;
L = Useful life of device; H = Annual working hour
Putting the values of all necessary data, D = Rs. 17.27/h

(ii) Interest (I) = (C + S)/(2) × (Interest rate/100) × (1/H) = Rs. 21/h
Insurance and taxes and housing are not applicable
Total fixed cost = 17.27 + 21 = Rs. 38.27/h.

Variable Cost

(i) Fuel cost = Nil
(ii) Lubricants = Nil
(iii) Repair and maintenance = (C) × (0.5/100) × (1/H) = Rs. 2/h
(iv) Operator’s wages Rs. 250/8 = Rs. 31.25/h

Total variable cost = 2 + 31.25 = Rs. 33.25/h
Total operation cost per hour = Total fixed cost/hour + Total variable

cost/hour = Rs. 71/h.
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(ii) Hourly operating cost of diesel pump set

Fixed Cost

(i) Depreciation
D = (C − S)/(L × H) where C = capital cost; S = Salvage Value;
L = Useful life of device; H = Annual working hour
Putting the values of all necessary data, D = Rs. 2.0/h

(ii) Interest (I) = (C + S)/(2) × (Interest rate/100) × (1/H) = Rs. 1.2/h
Insurance and taxes and housing are not applicable
Total fixed cost = 2.0 + 1.2 = Rs. 3.20/h.

Variable Cost

(i) Fuel cost = (1)/(0.4 × 0.7) × 0.25 × 60 = Rs. 53.57/h
(ii) Lubricants = 20% of cost of fuel = Rs. 10.71/h
(iii) Repair and maintenance = (C) × (10/100) × (1/H) = Rs. 2.0/h
(iv) Operator’s wages Rs. 250/8 = Rs. 31.25/h

Total variable cost = 53.57 + 10.71 + 2.0 + 31.25 = Rs. 97.53/h
Total operation cost per hour = Total fixed cost/hour + Total variable

cost/hour = Rs. 100/h.

(iii) Hourly operating cost of electric pump set

Fixed Cost

(i) Depreciation
D = (C − S)/(L × H) where C = capital cost; S = Salvage Value; L =

Useful life of device; H = Annual working hour
Putting the values of all necessary data, D = Rs. 1.4/h

(ii) Interest (I) = (C + S)/(2) × (Interest rate/100) × (1/H) = Rs. 0.84/h
Insurance and taxes and housing are not applicable
Total fixed cost = 1.4 + 0.84 = Rs. 2.24/h.

Variable Cost

(i) Energy consumption (kWh) = (1)/(0.7 × 0.7) × 0.746 = 1.52 kWh
(ii) Electric energy cost = 1.52 × 5 = Rs. 7.6/h
(iii) Lubricants = 20% of cost of fuel = Rs. 1.52/h
(iv) Repair and maintenance = (C) × (10/100) × (1/H) = Rs. 1.4/h
(v) Operator’s wages Rs. 250/8 = Rs. 31.25/h

Total variable cost = 7.6 + 1.52 + 1.4 + 31.25 = Rs. 41.77/h
Total operation cost per hour = Total fixed cost/hour + Total variable

cost/hour = Rs. 44/h.
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3 Results and Discussion

The results of the experiment conductedduring the course of the study are presented in
this section. Rice is one of themost important andmajor crops inOdisha and is grown
in an area of 40 lakh ha in kharif season and only 2.5 lakh ha in rabi season [4]. Kharif
rice is entirely monsoon-fed. The area for rice cultivation during rabi season has not
been covered widely due to lack of assured irrigation causing most of the cultivable
land to remain unutilized. The yield of rice from the areas during rabi season is not
satisfactory due to erratic supply of grid electricity for operating irrigation pumps.
Farmers are also not interested to use diesel pump sets due to frequent rise in the
cost of diesel fuel. Hence, captive power and water source along with water-saving
technology for rice cultivation are the only alternative for the resource-poor farmers
of the state. The harnessing of solar energy for electricity generation through PV
system is a viable option in the state due to abundant availability of solar radiation
in about 300 days in a year. The variety chosen for the study was CR Dhan-200
(Pyari). This variety of rice was cultivated for the present study in order to evaluate
the effectiveness of the developed solar PV drip irrigation device with respect to
production and productivity, without depending upon conventional source of energy
and flooded system of watering practice. The cost of cultivating rice in 1 acre of land
has been mentioned (Table 1) in order to know the annual profits out of it and its
payback period. Similarly, the mitigation of greenhouse gases with the use of the
developed setup has been estimated compared with traditional diesel and electric
pump sets for its contribution in combating global warming and climate change, thus
achieving sustainable agriculture.

(i) Cost of Cultivation in 1.0 Acre Land
(ii) Benefit

Yield of paddy in aerobic rice practice = 2.5 tones/acre;
By-product yield = 1.5 tones/acre; Returns from paddy @ Rs. 1350/quintals =

33,750;
Returns from by-product @ Rs. 250/quintal = 3,750;
Total returns = 33,750 + 3,750 = Rs. 37,500;
Net gain = Rs. 37,500 − Rs. 13,500 = Rs. 24,000 (kharif);
Net gain = Rs. 37,500 − Rs. 13,500 = Rs. 24,000 (rabi);
Total gain from 1 acre of aerobic rice cultivation in a year = Rs. 48,000; Monthly

income from aerobic rice cultivation with assured water supply = Rs. 48,000/12 =
Rs. 4000 per month

Simple payback period = (Initial investment cost)/(Net annual gain) = 2,
00,000/48,000 = 4.1 years ≈ 4 years.
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3.1 Estimation for Mitigation of CO2 Emission by Use
of Solar Photovoltaic-Powered Water Pumping System

The existing diesel and electric pump sets in our state is 2.47 lakhs and 1.38 lakhs,
respectively, in the power rating range of 1–5 hp. Taking the average power rating
of both diesel and electric pump sets as 3 hp, the amount of emissions of CO2 are as
follows;

1. One hp engine consumes about 250 ml of diesel per hour.
2. Burning of 1 liter of diesel releases 3 kg of CO2 to the atmosphere.
3. The average carbon dioxide emission for electricity generation from coal-based

thermal power plant is approximately 1.58 kg of CO2 per kWh at the source.
4. Annual working hours of diesel and electric pump sets can be taken 500 h.
5. Annual CO2 emissions from 2.47 lakhs diesel pump set to be 30 crores kg in our

state.
6. Annual CO2 emissions from 1.38 lakhs electric pump set to be 25 crores kg in

our state.
7. Total annual electrical energy consumption from 1.38 lakhs electric pump sets

can be saved in the tune of 15 × 107 kWh (saving around 15 crore units of
electricity costing about Rs. 75 crores/annum).

8. Total annual diesel consumption from 2.47 lakhs diesel pump sets can be saved
in the tune of 10 × 107 liters of diesel (saving around Rs. 600 crores/annum).

3.2 Estimation for Mitigation of CH4 Emission by Shifting
from Anaerobic to Aerobic Rice Cultivation

Rice fields have been identified as amajor source of atmosphericmethane. The global
methane emission rate from rice fields was recently estimated to be 40 Tg/year (1 Tg
= 1012 g) which accounts for about 8% of the total methane emission. The reduction
in the amount of methane emission from the conventional method of rice cultivation
is estimated as follows;

1 On an average, 50 kg methane is emitted from 1 ha of transplanted rice crops in
one crop-growing season.

2 Annual area under rice cultivation in the state Odisha is 4.0 million hectares (both
kharif and rabi).

3 Annual area under rice cultivation in India is 43.0 million hectares (both kharif
and rabi).

4 Mitigation of CH4 emissions through aerobic rice cultivation is 0.2 million tons
and 2.15 million tons per annum in Odisha and India, respectively.
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4 Conclusion

A portable solar photovoltaic-powered drip irrigation system for aerobic rice cultiva-
tion in warm and humid climate of Odisha appears to be a viable proposition looking
into the present day’s concerns of water scarcity and energy crisis in agricultural
sector. The following conclusions may be drawn from the study.

i. Monthly income of Rs. 4000/– throughout the year may be possible by adopting
aerobic rice cultivation in 1 acre of land both during rabi and summer seasons.

ii. The small and marginal farmers of the state may be attracted to adopt off-grid
solar photovoltaic-powered water pumping system as the hourly operating cost
is Rs. 71/h and Rs. 44/h for electric pump set and Rs. 100/h for diesel pump set.

iii. Payback period of the proposed setup is 4 years, due to which, it may be easily
accepted by the small and marginal farmers of the state in spite of its high initial
cost.

iv. Total annual CO2 emissions can be mitigated by 0.55 million tons with the
replacement of existing diesel and electric pump sets in our state by the adoption
of a reliable off-grid solar photovoltaic-powered system in irrigation sector.

v. Total annual CH4 emissions can be mitigated by 0.2 million tons from 4.0
million hectares rice fields in Odisha.

vi. Total annual electrical energy consumption from 1.38 lakhs electric pump sets
can be saved in the tune of 15 × 107 kWh (saving around 15 crores units of
electricity costing about Rs. 75 crores/annum).

vii. Total annual diesel consumption from 2.47 lakhs diesel pump sets can be saved
in the tune of 10 × 107 liters of diesel (saving around Rs. 600 crores/annum).
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Application of IoT in Predictive
Maintenance Using Long-Range
Communication (LoRa)

Siddharth Bhatter, Akash Verma and Sayantan Sinha

Abstract The traditional Internet has been subjected to revolutionary change by
the concept of Internet of Things (IoT) and has added new dimensions in the world
of human-centric services. This concept basically indicates the ability of different
devices to connect with each other and communicate effectively. But this revolution
comes at the cost of increased demand in the number of sensor nodes that needs to be
assimilated in a network. This problem is also followed by the presence of an effective
network solution that has the ability to contain these requirements consequently.
The wireless sensor network generally includes energy-limited devices, so energy-
saving technologies are of growing concern. Latency, range coverage and bandwidth
are among other issues in this IoT. LoRa emerged as the emerging solution to the
above problems which has the main intention to save energy. This provides long-
range, low-power data transmission rate and provides higher efficiency in wireless
data communication. LoRa turns out to be the potential device to realize a large
number of Internet of Things applications. A large number of papers have reported
the performance and efficiency of LoRa-based wireless area network (LoRaWAN)
in the fields of outdoor and radio communication, but the maximum of its potential
is still unexplored. This paper effectively tries to put down some of the applications
of LoRa in the field of predictive maintenance. The detailed hardware specifications
and the experimental results are furnished to establish the supremacy of LoRa over
other network devices in predictive maintenance.
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1 Introduction

The revolutionary paradigm named Internet of Things (IoT) has defined itself the
future of Internet. This aims at giving each and every thing around us the capability
to communicate with one another. Extensive research has been done for the past
recent years to explore the possibilities of IoT and also focus on its development
under various categories based on various projects taken for consideration. Paper [1]
and paper [2] focus on various instances like smart homes, smart cities where the
various possibilities of IoT are explored. Till date, there has been no specific model
so far according to which an IoT model can be implemented and the deployment
mainly depends on applications. It may happen that one way of application of IoT
to a particular problem might act as the best way of deployment to some another
IoT problem. This diversified nature of IoT has made experts predict more than 50
billion connections with things possible by 2020 [3].

The rapid development of IoT over the recent years brought to light a large number
of issues regarding the energy restrictions ofwireless sensor nodes. Studies conducted
all over the world proposed many techniques for optimizing the transmission power
required for each nodes. Research has revealed that [4] some work has been done
to ensure network connectivity keeping in mind minimum wastage of power and
maximizing its lifetime. Research proposal by Aziz et al. [5] has proposed topology
modifications to ensure energy optimization inwireless sensor nodes. To address new
challenges in effective communication, heterogeneity in IoT is considered as a viable
alternative solution to minimize energy issues in WSN [6]. The same heterogeneity
concept is also applied in gateway level which is elaborated in [7]. Latency, range
coverage and bandwidth are some of the important concerns when massive nodes
are connected to the Internet. Hence, LoRa mainly recognizes gadgets that possess
limited energy and transfers few bytes in every time scale [8].

LoRa among all the other different technologies has emerged as the rising star
of the recent generations. With recent CSS (chirp spread spectrum) modulation,
LoRa module provides signals with improved resilience and provides strong resis-
tance to interference, Doppler’s effect and multipath effect. LoRa functions basically
through a two-layer approach: (a) a physical layer mainly governed by radio mod-
ulation technique identified as CSS (chirp spread spectrum) and (b) the presence
of LoRaWAN, basically a MAC layer protocol designed to provide access to LoRa
architecture. This paper provides a detailed description regarding an overview to
LoRa technology followed by its application in predictive maintenance.

2 Lora Architecture

The LoRa (long range) device is the new dawn of a bright future in the field of smart
communication techniques. The LoRa system can be divided into three divisions in
an attempt to study its architecture.
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(a) LoRa end devices: These basically include the sensors and the actuators that
are connected by any kind of interfaces to various gateways fitted for LoRa
communication.

(b) LoRa gateways: These act as the main point of connection between the end
devices and the main network system. The main network acts as the prima facie
for the architecture.

(c) LoRa net server: This portion can be interpreted as the brain of the entire archi-
tecture. This mainly handles the entire performance and controls the entire
process of resource management and also deals with security maintenance.

The basic layout of LoRa architecture is displayed in Fig. 1. The architecture is
mainly a star topology-based architecture where all the end devices are connected
to a LoRa communication gateway which in turn connects it to a common network
server. This communication is done via standard Internet topologies.Various protocol
architectures that the gateways implement to transfer the data from the end devices to
the network server are depicted in Fig. 2. The gateways have the function of decoding
all themessages that are forwarded to themby various end devices connected to them.
The gateways then add some extra piece of information to the decoded messages
which defines the quality of the reception and then forwards it to the network server.

Fig. 1 LoRa architecture

Fig. 2 Connection protocols between LoRA and end devices
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The network server replies to all the messages from the end devices and chooses a
particular gateway based on some criterions like stable communication connectivity
and many more. Thus, a total transparency is maintained between the gateways and
the end devices. The gateways make the end devices logically connected to the
network server.

The LoRa network basically acts as an input or a central point for three basic
types of end devices. They are Class A which includes all possible end devices that
communicate with the net server via gateways. Class B is specifically for beacons,
and Class C is for continuously listening mode. Each of these devices and their
operating modes are elaborately discussed in [9]. Class A basically includes the
default functional mode of the Lora network and is to be supported by all LoRa
devices. InClassA, the enddevices are responsible for the startingof any transmission
to the server via the gateways. These transmissions occur in complete asynchronous
nature. At the end of each transmission uplink, the portal to the end devices is
kept open for at least two times. The first instance of opening is when the devices
are waiting for any information that will be sent to them by the network devices.
The second instance of opening is when the gateways occur on different sub-bands
all together which test the resiliency of the signal transmission subject to channel
fluctuations. The Class A devices are mainly used for monitoring purposes, and the
data that are generated by the end devices are coordinated and guided centrally by
a control station. Class B devices basically synchronize with the network server
and is mainly introduced to control the uplink and the downlink transmission. The
synchronization is done with the help of specific packets of information sent by the
beacons and is transmitted via the Class B gateways. This makes it possible for the
Class B end devices to receive packets of information in a synchronized manner
irrespective of the uplink traffic. They are mainly dedicated to provide user support
according to its needs.

Class C end devices are mainly meant for end devices that do not have any strict
energy limitations and can always keep the receiver window open for exchange
of information. This class of end devices are still in the draft form, and research
is been done all over the world to provide a better insight if it’s functioning and
implementations. Figure 3 depicts the various class categories for LoRa devices.

3 LoRa Gateways

LG02 and OLG02 are termed as the two common open-source gateways for LoRa
communication. It basically acts as a bridge for LoRa end devices to communicate
with the network server via Wi-fi or mobile communication network. These gate-
ways allow user to send data at extremely low rates and also ensures long-range
data transmission along with immunity against interferences. Incorporated with rich
Internet connections, these gateways allow flexible communication of users with the
sensor devices via Internet. They are designed to support LoRa protocol in a single
frequency range and ensure duplex communication which enhances communication
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Fig. 3 Various connections between Classes A, B and C devices

efficiency. It provides low-cost IoT support to nearly about 50 to 300 sensor nodes.
Figure 4 gives us a brief insight about the LG02 gateway configuration.

The hardware specifications of LG02 gateway is as follows:
Hardware requirements:

(a) 400 MHz ar9331 processor
(b) 64 MB RAM
(c) 16 MB flash memory

Interface specifications:

(a) 10 M/100 M RJ45 Ports × 2
(b) Wi-fi: 802.11 b/g/n
(c) LoRa wireless

Fig. 4 A brief insight about the LG02 gateway configuration
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(d) Power input: 12 V DC
(e) USB 2.0 host connector × 1
(f) USB 2.0 host internal interface × 1
(g) 2 × LoRa Interfaces

Wi-fi specifications:

(a) IEEE 802.11b/g/n
(b) Frequency band: 2.4–2.462 GHz
(c) Tx power:
(d) 11n tx power: mcs7/15: 11 db mcs0: 17 db
(e) 11b tx power: 18 db
(f) 11g 54M tx power: 12 db
g) 11g 6M tx power: 18 db

Wi-fi sensitivity

(a) 11g 54M: −71 dbm
(b) 11n 20M: −67 dbm

The LG02 and OLG02 have the same firmware and work the same on the software
side. The only difference is that LG02 works as an indoor LoRa module with or
without Wi-fi connectivity, whereas OLG02 is just an outdoor version of a LoRa
module with duplex communication strategy.

4 Transceiver Module

As already discussed, LoRa module supports duplex communication, so there must
be a device capable of transmitting as well as receiving packets of information. The
RFM module which comes in various versions, namely RFM95/96/97/98, has the
special feature of transmitting and receiving data utilizingminimal amount of energy.
The main benefits of this module are that it is capable of transmitting data over a very
long range and also provides resistance to high interference conditions. This module
is being patented by Hope and has an ability to achieve a high sensitivity of nearly
148 dBm in very low-cost expenses. It has proved to be very effective in blocking
undesired interference and shows a high degree of selectivity over conventional
modulation techniques.

5 Experimental Setup

The following experimental setup was done for executing predictive maintenance
view of LoRa communication using IoT. The entire PCB model of the proposed
experimental setup is given in Fig. 5:

The apparatus needed for the setup is listed below:
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Fig. 5 PCB layout of the proposed experimental setup

(a) Accelerometer: The accelerometer module MPU 6050 is being used as the
sensor devices.

(b) Arduino: The Arduino Uno powered by AtMega 328p microcontroller is basi-
cally used for initiating communication with the LoRa module. The LoRa
communication module used is SX1276 which basically is a radio frequency
transceiver rated at an operating frequency of 868MHz. The entire setup is then
configured in Indian frequency.

(c) Glass-encapsulated temperature sensor which acts as a second sensor device is
elaborated in Fig. (6).

(d) A LoRa gateway preferable LG02 dragino.

Fig. 6 Developed prototype
model used for predictive
maintenance
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Fig. 7 Final prototype in hardware form

The accelerometer and the glass-encapsulated temperature sensormodule are used
as the sensor devices in this experiment. The data from both the sensors are sent to
the Arduino Uno. As both the data are in analog form, they had to be converted to
digital using a ADC which is a 10-bit analog to digital converter present on board
of Arduino UNO. The data are then converted to digital values and are sent to the
LoRa module via LG02 dragino gateway. These data from the LoRa module are
uploaded to the Thingspeak cloud and are stored there. These data can be accessed
by amachine learning predictionmodule and reverted back via the same route in case
of any abnormal observations. This method can be used to ensure when the machine
is in a faulty state or normal state. The glass-encapsulated temperature sensor and the
accelerometer module can be fitted to any motor part and their temperature and their
spinning coordinated can be sent to the cloud via LoRa technology. These data can be
accessed, and in case of any abnormalities sensed in the data, a prediction technique
powered by machine learning can be used to find out the state of the machine. The
final prototype is illustrated in Fig. (7).

6 Conclusion

The sensor mainly the accelerometers and the glass-encapsulated temperature sensor
sends the values to the LoRa gateways with the help of Arduino interface. The entire
communication is done on the basis of I2C protocol. These data are then uploaded to
the cloud and can be monitored from remote distances. Any discrepancies and these
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data can be downstreamed and are then put through a prediction technique powered
bymachine learning which helps us to identify the faulty state of the machines. Thus,
the machine can be maintained even from remote locations with the help of LoRa
communication gateway powered by IoT.
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PID-Based Electronic Load Controller
for Three-Phase Synchronous Generator

Kamran Alam and Namarta Chopra

Abstract This paper presents a project based on Proportional–Integral–Derivative
(PID) for the implementation of load controller for three-phase synchronous genera-
tor. Electronic load controller is a devicewhich is related to power electronicsmethod
of controlling,managing andmonitoring frequencyof a system.Mostly, in rural areas,
we do not have access to grid for power. There pico- and micro-hydropower can be
implemented to provide power. For persistent operation and control of a three-phase
synchronous generator, an electronic load controller has been implemented rather
than using speed controller governor which is much more expensive. With the help
of the proposed device, load output can be controlled, and thus, frequency can be
maintained constant which again reduces worst case of overloading on generator.
Therefore, with the help of the proposed scheme, protection of both generator and
user’s load can be maintained. The proposed system can play a vital role in run-
off-river type hydropower station because there is no point of saving water. Thus,
the proposed system can be used to minimize the overall cost of installation of the
hydropower plant up to a large extent in rural areas where we do not have access to
grid connection for electricity.

Keywords PID controller · Power system · Frequency sensor · Current sensor ·
Electronic load controller

1 Introduction

Electronic load controller is the concept of embedded system in power electronics
which is used to maintain constant frequency on generator. In context of generator,
the change in user’s load is proportional to the increase or decrease in frequency. In
steady state, power generated is given by Eq. 1.
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Generator power = power consumed by user + losses (1)

The main aim of electronic load controller is to reduce the cost of hydropower
installation by replacing speed-controlled mechanical governor system. A mechan-
ical governor maintains constant frequency on generator by controlling the flow of
water. Mostly, two things were required for the installation of this device.

• Abundant runoff water.
• Suitable resistive load to dissipate excess energy.

Hydropower uses renewable energy which is used to generate power by the water
stored in a dam, which is in the form of potential energy and is converted into kinetic
energy so that work is said to be done in a turbine.

The typical large hydropower plant might suffer with long gestation period, eco-
logical changes, loss due to long transmission lines, submergence of forest and under-
groundmineral resources. The re-habitation of large populationmay require from the
area to be submerged. Due to all mentioned factors above, large hydropower plants
are not feasible. On the other hand, micro-, pico- andmini-hydropower plant can per-
form efficiently because they are free from those aspects. In most of the countries,
hydropower plant having capacity upto 100 kW is regarded as micro-hydropower
plant [1]. In micro-, pico- and mini-hydropower plants, run-of-river is used because
there is no point to store water. The flow ofwater is fixed to the turbine; hence, it gives
constant output power, but the consumer’s load changes rapidly with time. Therefore,
the speed of generator is altered due to the change in consumer’s load, so frequency
of the generator is also disturbed. The change in consumer’s load is proportional to
the change in frequency; i.e., if load on generator increases, frequency decreases,
and reversely, when load on generator decreases, frequency increases [2–4]. When-
ever there is variation in consumer’s load, it is balanced with the help of electronic
load controller. The major function of electronic load controller is to dissipate extra
amount of energy to the dummy load. ELC maintains constant frequency and regu-
lates the voltage of the generator by continuously monitoring consumer’s load and
dissipating excess amount of energy to the dummy load in order to gain constant
frequency [5–9].

The function of the proposed system is to assure the safety of generator’s winding
by turning it off when it is overloaded. It will maintain the frequency and stability,
despite the change in electric load.

2 Literature Review

In this section, various works performed by different authors are presented. Shailen-
dra Kumar Rai et al. have proposed the simulation on pulse width modulation-based
ELC. There are several components to sense voltage, current and frequency. When-
ever there is change or fluctuation in the user’s load, the blast load is triggered
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which helps to calculate the pulse width modulation. Also, the driver circuit dissi-
pates excessive power in order to gain steady state. In this system, DC-based control
switching is used [1].

Nan Win Aung and Aung Ze Ya have proposed an ELC which is based on binary
load action. In this concept, many dummy loads are connected with different power
ratings of various electric loads. Whenever there is a change in an electric load,
frequency will be varied, and at a time, microcontroller will calculate the required
amount of power which is necessary to maintain the stability of the system. So, with
the help of switching devices, dummy loads are trigged [10].

Binary load regulation is a technique where dummy load is made up of several
series and parallel combinations of resistive loads arranged in a binary pattern.When-
ever there is a change in customer’s load, there is a proportional change in frequency
of the power system, andmicrocontroller calculates the required combination of blast
load required tomake system’s frequency constant. Therefore, switching operation is
followed during transient period only. In stable condition, switch is in “OFF” state, so
full voltage is applied to the new combination of blast load. In this proposed system,
harmonics are not introduced in the steady-state condition [11].

3 Hardware Description of Proposed System

In order to design the proposed scheme, the following list of hardware and software
is required.

Hardware required:

– Rectifier
– Driver circuit (thyristor is used)
– Frequency sensing circuit
– Notch detection circuit
– Current sensing circuit
– Microcontroller board.

Software required:

– PROTEUS
– ARDUINO
– ISIS 7 PROFESSIONAL.

3.1 Notch Detection Circuit

Zero crossing detector circuit can be designed by the use of operational amplifiers
like LM324, LM741, refer Figs. 1 and 2. It is also known as sine wave to square
wave converter as referred in Fig. 3. There are two terminals where the voltage is
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Fig. 1 Notch detection circuit

Fig. 2 TRIAC firing and zero cross

Fig. 3 Input/output waveform from notch circuit
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compared, and when the waveform crosses to the zero, the output voltage is equal to
reference voltage.

Function of this circuit is to detect zero crossing of waveform; whenever there is
a zero cross, it gives high output. This circuit has huge importance to calculate the
exact timing for firing angle of thyristor.

3.2 Current Sensor

A current sensor is an electronic circuit which is used to detect the current flowing
through a circuit as referred in Fig. 4. It generates a signal which is proportional to the
current flowing through a wire. But for practical implementation of current sensor,
Hall effect sensor-based ACS712 is used, refer Fig. 5. LM741 chip is an 8-pin IC.
Pins 1 and 5 are offset nulls, which we do not connect in our circuit. To power up the
IC, we connect positive DC voltage at pin 7 and ground at pin 4. Pin 2 is inverting
terminal of Op-amp LM741, and pin 3 is non-inverting terminal. Current transformer
is connected to the main supply, and shunt resistance is connected in parallel to CT.

3

2
6

7
4

1
5

U1

LM741 D1
DIODE

R2
15K

R3
2R2

TO PIC

TR1(S1)

A

B

C

D

Fig. 4 Current sensor circuit

Fig. 5 Acs712 Hall effect
current sensor
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But in the proposed scheme, we have used ACS712 current sensor module for
accuracy and fast response functionality because it works on the principle of Hall
effect.

Current transformer is connected to the main supply, and shunt resistance is
connected in parallel to CT, refer Fig. 3.

We have selected VCC as 10 V. Therefore, the resistance is so selected; if it is 10 V,
it should give 10 mA. Calculation of resistance is done by applying Ohm’s law refer
Eq. 2.

VS = I × R

10 = 10mA × R (2)

Therefore, R we get is 1 k�.
Therefore, the threshold value of current that we can measure is 10 mA. The

output voltage across R2 can be given by voltage divider formula, refer Eq. 3.

Vout = VS

(
1 + R2

R3

)
(3)

Atmega328p contains 10-bit analog to digital converter, which means that we can
map input voltage from 0 to operating voltages, either 3.3 or 5 into integer value
from 0 to 1024.

3.3 Frequency Sensor

In this proposed system, frequency sensor has been used for the real-time measure-
ment of frequency variation. For this circuit, a step-down transformer is used for
the conversion of high voltage into low voltage. Also, a transistor is used to convert
sine wave into square wave, refer Fig. 6. A frequency has been calculated with the
following set of code.

duration1= pulseIn(freqpin, HIGH); // when the wave has
on waveforem
duration2= pulseIn(freqpin, LOW); //when the wave has
low or off waveform
sum=duration1+duration2; //sum of both the duration for
one complete cycle
freq=(1/sum*1000000); //time is being converted into
second so that we can get frequency
Frequency (f) = 1/time
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V1
VSINE

TR1

TRAN-2P2S

+88.8
AC Volts

D1

DIODE

R1
2k2

R2
1k

Q1
2N2222

R3
2k2

A

B

C

D

Fig. 6 Frequency sensor circuit

3.4 Dummy Load

Dummy load is used to consume an excess amount of power generated in the circuit
to maintain an effective system performance. It helps to protect the entire circuit
from damage, and due to the resistive nature of dummy load, lead and lag condition
of phase angle will not be encountered.

3.5 Energy Dissipation Circuit

Energy dissipation circuit is used to dissipate the required amount of power needed
for stability. If heavy load from generator is removed suddenly, then excess amount
of power is sent to dummy load through given circuit in Fig. 7 to balance load and
frequency. For the implementation of this mechanism, a gate-controlled circuit is
provided with TRIAC (BTA 41 600b).

4 Methodology

In order to achieve the stated objective, the following methodologies were adopted:

Step 1 Study of various types of existing electronic load controllers
Step 2 Prepare a simulation model of the proposed scheme on proteus
Step 3 Prepare a hardware design in ISIS 7 professional
Step 4 Hardware assembling and testing the parts of designed hardware
Step 5 Tuning of PID
Step 6 Testing the functioning of the proposed ELC scheme in a generator.
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Fig. 7 Gate driver circuit

5 Proposed System

Figure 8 shows the proposed scheme of electronic load controller. The main function
of the proposed scheme is that it has the ability to draw different currents from
different phases of the generator terminals which allow it to compensate for the
unbalanced consumer current. Therefore, the frequency of the system is balanced.
This feature results in generator currents being balanced even when consumer loads
are unbalanced. Thus, overloading of generator is also reduced. The proposed system
is embedded with variety of sensors like zero cross detector, TRIAC gate driver
circuit, frequency sensor, current sensor, notch detection sensor. The function of
frequency sensor is to sense the change in frequency at any instance of time. Current
sensor is used to calculate the current in each phase. Zero cross circuit is used to detect
correct timing for firing of TRIAC at certain delay or firing angle. Notch detecting
circuit is used to calculate waveform’s ON and OFF time period to calculate exact
firing delay.

6 Results

The proposed scheme is tested for various conditions, refer Fig. 8, and the output is
noted as mentioned above, refer Table 1.

In the first condition, we did not apply any consumer’s load; therefore, all power is
drained to the blast load. The microcontroller detects no load, and hence, frequency
is increased. Microcontroller calculates the required amount of firing angle and fires
TRIAC. The total power of the generator was drained to the dummy load in the first
condition. In the second condition, consumer’s currentwas 4.6Amp, but the generator
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Fig. 8 Proposed proteus schematic circuit diagram

Table 1 Gate driver circuit

Current RMS value Condition 1 Condition 2 Condition 3 Condition 4

Consumer’s current (A) 0 4.6 7.2 7.5

Blast current (A) 7.2 2.6 0 0

Frequency (Hz) 50.07 50.06 50 48 (Auto Shutdown)

was rated as 7.2 A. Therefore, the required amount of firing angle is calculated by
microcontroller, and dummy current was 2.6 A.

For hardware implementation andoscilloscope output ofTRIACfiring refer Fig. 9.
The proposed scheme is implemented on Hardware and is tested for all possible
outcomes.
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Fig. 9 Oscilloscope reading and practical implementation circuit

Thus, the generated current and consumer’s current are balanced by the application
of the proposed scheme. Therefore, frequency of the system is remained constant.

In third condition, consumer’s current was 7.2 A. Therefore, the generated current
and consumer’s current are equal, so there is no firing of TRIAC. In the fourth
condition, consumer’s current is more than generated current which is themain cause
of overloading of generator; therefore, the system is shutdown to prevent damage to
the power system.

Firing angle calculation
One complete cycle = 50 Hz (Asia region)
Time taken to complete once complete cycle = 1/(Frequency)
One full 50 Hz wave is equal to 1/50=20 ms
Every zero crossing thus can be represented as: (50 Hz) → 10 ms (1/2 Cycle) or

10 ms=10,000 µs.
Therefore at 0 µs, the firing is full, and at 10,000 µs, TRIAC is completely OFF.

7 Conclusion with Future Work

By the use of PID-based electronic load controller, we can easily control andmonitor
frequency of the generator. We can reduce worst case of overloading on generator.
Therefore, there is a very less risk of damage of generator which is very costly. Thus,
frequency can be maintained constant with least error.

Since this is an era of science and technology, we will make better monitoring
and controlling by the implementation of IOT. So that people from another location
can control, manage and update the system. We can also utilize excess power to be
drained, to charge up street light batteries. We will be able to protect the generator
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from abnormal frequency, over excitation and over voltage, unbalanced load, over-
speed protection by the implementation of advanced transducers and programming
logics.
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Survey of Sentiment Analysis of Political
Content on Twitter

Siddhesh Pai, Vaibhav Bagri, Shivani Butala and Pramod Bide

Abstract Social media usage has seen a dramatic rise in the recent years. With the
use of just 140 characters on Twitter, people can voice their opinion on any subject.
Various techniques have come up to identify the sentiment of these tweets so as
to reach appropriate conclusions. Sentiment analysis of tweets related to politics
is theorized to be able to identify public sentiment toward candidates and predict
election results. The methodologies have been broadly classified into lexicon-based
approaches and machine learning-based approaches. Algorithms like Naive Bayes
(NB), support vector machine (SVM) and neural networks are used in machine
learning-based approaches. Owing to their greater flexibility, they are more useful
than lexicon-based approaches when it comes to political tweet analysis. A survey
of all these approaches reveals that SVM provides accuracy over 70%, making it the
most efficient algorithm for political sentiment analysis of tweets.

Keywords Social media analysis · Opinion mining · Politics

1 Introduction

The ease of availability of the Internet and rise in the usage of smartphones has led to
a drastic increase in the use of social media. Social media is not only used to update
people about their personal lives, but also to express opinions nowadays. If anyone
feels indignant, they simply log on to Twitter, Facebook or Instagram and post a
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complaint. It spreads through social media like wildfire, with people supporting the
claim one after the other and eventually it even spreads to people who you do not
know.

Similarly, people express their opinions regarding political parties on their social
media feeds, be it in support of the party, or against the party. Twitter is one of the
most commonly used platforms in such cases, since tweets are available to view for
everyone. These tweets can be analyzed to identify the sentiment being portrayed by
the person. This can be used to predict the person’s opinion regarding the particular
political party and who would he/she vote for in an election.

There has been a lot of work previously to identify the sentiment of a particular
tweet. There are twomain approaches for this—lexicon-based andmachine learning-
based. Lexicon-based approaches use pre-classified sentiments for certain lexicons.
After dividing a tweet into separate words, the sentiment is identified based on these
lexicons. Machine learning approaches provide various algorithms for sentiment
analysis—namely Naive Bayes (NB), support vector machines (SVM) and neural
network models. The accuracy of each approach differs on the basis of dataset used
and preprocessing performed on the data. Figure 1 shows all the different methods
that can be employed.

This paper extensively surveys the existing methodologies and techniques for
performing political sentiment analysis of tweets. Various parameters are determined
to compare the performance of the existing approaches and determine which might
be the best fit approach to use in future. The organization of the paper first introduces
and explains the existing technologies, followed by a comparison table of the same.
Following that, the results of the survey are discussed, and a conclusion is drawn
regarding which algorithm is best suited for this work.

Fig. 1 Methods for sentiment analysis
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2 Literature Survey

While it is possible to carry out sentiment analysis of tweets, the first major question
arises regarding extraction of tweets. Thus, a Twitter API is used for data collection
purposes using Python libraries like Tweepy and Twython [1–4]. Tools like Rapid-
Miner are also used to extract data from tweets or statutes using search queries [5].
Crawling method is also used for the process of obtaining data from social media
tweets [6].

The text obtained in each tweet is up to 140 characters long. However, tweets
contain certain unnecessary terms which can be removed during preprocessing to
reduce the size of overall input dataset. Preprocessing was performed for removal of
white spaces, different URLs or hyperlinks along with the retweets and emojis [3,
7–10]. The different stop words, that is the words which often occur in sentences
but contribute little to the meaning of the sentence were also eliminated [1, 5, 6].
Expansion of various emoticons and abbreviations was done for better accuracy
[1, 10]. Chamansingh et al. [3] even classified the emoticons, i.e., If ‘:)’ then it
gave label as positive and for ‘:(’ it gave the label negative. Special characters like
hashtags were sometimes stored separately [7, 11] or were completely removed in
certain cases [5, 6, 8, 10].

The sentiment of the tweets obtained can be analyzed via two possible
approaches—lexicon-based and machine learning-based.

One of the most common ways to identify the sentiment of tweets is by using
the lexicon-based approach. The lexicon-based approach looks up all the words in
the tweet itself and then assigns a polarity to each word on the basis of a predefined
score. The overall score is then aggregated in order to obtain a collective score for
the tweet and ultimately classifying it as positive, negative or neutral.

There are multiple approaches which build on this basic lexicon-based approach
by tweaking the approach in order to increase the accuracy. Since this approach is
unsupervised, a rich lexical resource is needed in order to power this approach like
SentiWordNet [12, 13], HindiWordNet [8], AFINN-11 [14]. The tweets are split into
subtweets on the basis of conjunctions since there might be multiple entities being
referred to in one single tweet. Each subtweet is then assigned a polarity instead of
the whole tweet in order to achieve better results [15]. The lexicon-based approach
can also be powered by the subjectivity lexicon developed by Wiebe and colleagues
which harnesses the presence of 8222 words along with their POS tag in order to
classify a tweet [11]. A simple technique which makes the lexicon-based approach
more powerful is flipping the polarity of the words on the basis of negation words
like not, however, although, etc. [8, 11, 12]. ‘Hashtagged’-based LBA considers the
hashtagsmentioned in a tweet in order to determine the sentiment of tweets. Hashtags
are manually classified as positive, negative or neutral for a particular entity and then
these hashtags are searched for within tweets in order to generate concrete evidence
of polarity for that entity [11].

Neutral tweets for a particular entity give us significant insight into the popularity
of that entity among other entities [9]. Words that are not present in the dictionary
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are not allotted a score at first but after an initial iteration, the presence of the new
words is detected across all the tweets. The average sentiment score of the tweets
containing the new word is calculated and this score is then assigned to that new
word and added to the dictionary [14].

Machine learning-based methods include a number of different possible algo-
rithms like Naive Bayes, SVM, Maximum entropy, Neural Networks, etc. A training
dataset needs to be provided to the model before it can be used for actual sentiment
analysis which can be obtained from movie reviews from NLTK Python library [10]
or from Sentiment140 [1]. Manual labeling of tweets can be done to identify the
positive, negative and neutral words along with the different features [7, 8]. A load
dictionary was used consisting of different positive, negative and neutral words and
word weighing was done for each tweet. Positive words were assigned a score of +
1, whereas negative words were assigned −1 and 0 for neutral tweets [6].

Naive Bayes is the basic classification process which follows the Bayes Theorem.
It assumes that all the features are autonomous [3]. The formula for assigning labels
is as follows:

P(label features) = P(label) ∗ P(features label)

The labels signify the various sentiments, i.e., positive, neutral and negative, and
the input features are the words obtained from the tweets and P stands for the various
probabilities which need to be trained.

SVM on the other hand makes use of decision planes to classify the different data.
It is used when the data available is smaller in size than the various attributes. SVM
is a type of supervised learning model which involves training a sentiment classifier
using the count of the occurrence of the various words. The input numerical data is
used in the testing phase to generate patterns and the labels for the classes [3].

Chamansingh et al. [3] proposed a model using SVM, maximum entropy along
with Chi-square feature selection to assign word score for every word and then
compare on the basis of on runtime, file size and accuracy. The Chi-square test is
used for the same to determine statistically if two events are independent or not. The
goal is to choose the features with the highest Chi-square scores so that they are more
dependent on each other.

Neural networks are another potential way of assigning sentiment to the tweets.
The network can be given a training set of vocabulary with the associated emotion.
Learning on the basis of that, test data can be correspondingly assigned a sentiment
(positive, negative and neutral). The advantage of this over other methods is that it
considers the order in which the words appear and does not simply break the sentence
into a bag of words. Thus, if any positive statement is preceded by a negation or vice
versa, the network can successfully identify and take appropriate action.

Neural networks itself is a vast field and there are multiple approaches toward
sentiment analysis within it as well. Tweets consist of sentences. Since multiple
tweets are taken as input and each word is considered a feature, the number of words
is very large. It is computationally very difficult to handle those numbers of features.
Hence convolutional neural networks are used to convert the data into a form that is
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easier to process. Pota et al. [16] introduced a method of depicting the text of tweets
in the form of vectors comprising of subword information. This is given as input
to a pretrained convolutional neural network model to identify the sentiment of the
particular tweet.

Recurrent neural networks (RNN) can also be used in a similar manner for sen-
timent analysis. The problem with RNN is that while training, if the gradient is too
small, then the model trains very slowly. Also, the gradient values keep decreasing,
making the training of the model very difficult. Long short-term memory (LSTM)
is used to overcome this problem. When a preprocessed set of tweets are given as
input to this model, the polarity regarding the sentiment can be identified [17].

To handle the negation and double negation aspect of a sentence, the previous
state of the word read in the sentence is needed. Hence, if a ‘not’ is read, then the
state must be shifted to identify the next sentiment as opposite of what it usually
means. Sentiment analysis using the Hidden Markov Model helps in this as it takes
into consideration the states proceeding as well as following the current state [13].

3 Discussion

Table 1 provides a comparison of the various methodologies adopted in the existing
approaches. The parameters of comparison are the dataset used, accuracy obtained,
results, and limitations of the particular approach.

4 Performance Analysis

The lexicon-based approach employed across the papers yields highly inconsistent
and fairly inaccurate results in this domain. Most papers yield an accuracy of less
than 50% which is significantly less than other sophisticated methods. The base of
the problem for a lexicon-based approach is the lexical resource itself. The presence
of multiple, subjective and limited lexical resources significantly impact the output
of the results produced by the lexicon-based approach.

Since our survey of sentiment analysis is in the political domain, the content to be
analyzed calls for a lexical resource created toward some sort of political analysis.
One of the methods employs a subjective lexical resource with POS tagging but it
results in an accuracy dipwhich is counterintuitive. Also, the language to be analyzed
is again restricted to the language of words in the lexical resource itself. Although
there are resources coming up in multiple languages, the use of these resources is
still limited at this point of time.

The lexicon-based approach is a completely unsupervised method relying on the
lexical resource itself which we have established has no context to the political
domain. Analysis of content relating to the political domain needs some context
of this domain in order to achieve better results. Hence, all in all, the results and
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inferences achieved from the lexicon-based approach call for a supervised and more
sophisticated approach.

Coming to supervised approaches, we first consider approaches using neural net-
works. CNN gave an accuracy of approximately 61%, while ANN provided up to
71%accuracy for their particular datasets. Thesemodels derive the important features
for sentiment analysis using various linear combinations of input data. The output
is provided as a nonlinear function of these features. Since the model is learning
from an input data of political tweets, the sentiment is analyzed keeping the political
scenario in mind.

One major drawback though is the lack of training data available. For this reason,
some models had to be trained with a movie review dataset, as political tweets
with their sentiments identified are not readily available. Another factor is that these
models are trained using gradient descent methods, which does not always lead to a
global optimal solution. The additional computational cost of using a separate model
to solve the vanishing gradient problem adds to the difficulties faced in this approach.
This prompted the use of certain other classification algorithms.

The classification algorithms for prediction of sentiments give more accurate
results as compared to the lexicon-based approach and neural networks. These meth-
ods do not require a dictionary or dataset of words along with the classes (positive,
negative and neutral). They are supervised methods which make use of training data
with no manual labeling and thus are faster and better than the dictionary-based
approach.

The use of various classifiers like Naive Bayes, support vector machine, linear
regression, maximum entropy model, random forest, etc. in identifying the positive
and negative sentiments result in an average accuracy of greater than 70% whereas
the inclusion of neutral sentiments brings down the accuracy to about 50%. The
performance of the classification algorithms can also be compared on the basis of
the file size of the features as well as the classification runtime. Support vector
machine and Multinomial Naive Bayes have the highest accuracy rate among all
the classifiers (80%). However, accuracy is largely dependent on the quality of the
training data and can be further improved by making use of a balanced dataset for
training purposes. Figure 2 shows a comparison between average accuracies of all
the methods.

Sarcasm detection and prediction of sentiments for emoticons can further enhance
the results for supervised as well as unsupervised approaches. A hybrid approach
must be developed so that the drawbacks of these individualmethods can be overcome
and the sentiment classification process can be further enhanced.

5 Conclusion

Tweets are an effective way for people to express their opinion and this fact can be
exploited to analyze the different sentiments of public in various spheres of society
such as the political field. In this paper, we conducted a survey regarding the different
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Fig. 2 Accuracy of various methodologies

approaches for sentiment analysis of political tweets. The tweets are classified as
positive, negative and neutral, and based on this classification, the political party
with the highest ratio of positive tweets is predicted to win the election. The different
methods for sentiment analysis such as the lexicon-based approach and the machine
learning methods consisting of neural networks and classification algorithms were
compared in terms of their accuracy and limitations. From this survey, it can be
concluded that the classification algorithms, more specifically the support vector
machine and the Multinomial Naive Bayes classifiers have the highest accuracy
of about 80%. However, hybrid algorithms must be developed which overcome the
various drawbacks of the individual methods. Further research is required to improve
the accuracy of sentiment prediction by considering sarcasm and even emoticons.
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Load Frequency Control Incorporating
Electric Vehicles Using FOPID
Controller with HVDC Link
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Abstract This study reveals the load frequency control of an unequal four-area ther-
mal system with HVDC link considering suitable generation rate constraint. Perfor-
mances of controllers such as proportional–integral–derivative (PID) and fractional-
order PID (FOPID) are separately evaluated in the system. At first, plug-in electric
vehicle (PEV) is applied to the thermal unit system to provide the stability for fluc-
tuated load demand, which is widely expected from customer side as a spinning
reserve. For the better quality of solution and improvement of convergence property,
a hybrid differential evolution particle swarm optimization (DEPSO) technique is
used here. DC tie-line is introduced here which improves the stability of system as
compared to AC link. Comparison of dynamic responses corresponding to above
controllers reveals that FOPID outperforms better than conventional PID controller.
Also, a comparison has performed with and without PEV applied to four-area sys-
tems. The simulation is carried out by using MATLAB/SIMULINK software with
step load perturbation (SLP).
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1 Introduction

The electrical energy produced basically depends on generating units and load
demands. For an interconnected power system, a proper balance between real power
and load should be maintained. Hence, the frequency and tie-line power attained
their nominal values. This disturbance is overcome by close control of real power.
The literature survey reveals that the research in the field of load frequency control
is started by Concordia [1]. In past literatures, many researchers stated the better
performance of LFC for isolated as well as interconnected multi-area systems. Few
of these are related with the system nonlinearities considering suitable GRC [2, 3]
to the proposed system.

Several controller and optimization techniques such as PSO [4], DE [5], bacterial
foraging optimization (BFO) technique [6], and biogeography-based optimization
(BBO) [7] have been implemented for LFC system. This proposed system is applied
on four-area system with simultaneous appearance of GRC with electric vehicle.
Many researchers have used EV aggregator model [8–11] in LFC system for spin-
ning reserve for smart power system. Area control error implemented in system
can be overcome with the help of vehicle to grid control and controller parameters
proposed for each control area which were separately evaluated. Conventional con-
trollers are generally considered to mitigate the oscillation in single area as well as
multi-area. Various researchers have already discussed about these secondary con-
trollers such as classical [3], optimal [12], fuzzy logic, and ANN [13]. But there are
many physical systems which are realized by fractional-order differential equations
[14]. Hence, the main objective of this study is designing the FOPID controller with
the electric vehicle aggregator. FOPID could satisfy at most 5 robustness criteria(
Kp, KI , KD, λ, μ

)
as compared to the conventional PID controller which has three

parameters to be tuned. A proper objective function is choosing for performance of
optimization technique. Time-domain objective functions are integral square error
(ISE), integral absolute error (IAE), and integral time absolute error (ITAE). ITAE
criterion generally produces smaller overshoots and oscillation than all. Introduction
of HVDC link has a greater approach towards multi-area power system than AC link
only [15, 16].

In this era of computational revolution, more and more heuristic methods for
optimization are evolving. Various fields of studies have been explored with these
types of optimization techniques. Here, a hybrid DEPSO optimization technique is
used which has faster convergence characteristic as compared to PSO and DE.
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Fig. 1 Basic structure of EVs model

2 Methodology

2.1 Proposed Model

At first, the proposed system comprises an interconnected four-area unequal thermal
power generation with reheat-type turbine using FOPID controller with a SLP (step
load perturbation) applied to control area 1. Then, the system model using FOPID
controller with electric vehicle is introduced. The general expression of area control
error (ACE) is expressed in Eq. 1 [17].

ACEi =
N∑

j=1

�Pi j + Bi� fi i = 1 . . . 4 (1)

B1 and B2 are the frequency bias factor of ith area, and � f is the frequency for
ith area.

Discharged EVs are applied to each area to reduce the unbalance between gen-
eration and demand. EV structure model is shown in Fig. 1 [10]. Fast response
characteristics of EVs battery make EV fleet efficiently to stabilise the frequency
fluctuations. In this model, Rag is the droop coefficient same as to thermal unit and
�PEVi is the incremental change in ith generation. KEVi is the gain of EV, and TEVi
is the time constant of EV battery.

2.2 Gain Scheduling Control

Concept of FOPIDcontroller is proposedbyPodlubny.Referring to theCaputo’s frac-
tional differ-integration, at zero initial condition the fractional-order transfer function
can be derived from ordinary differential equation. Fractional-order derivative can
be expressed as in Eq. 2. [10]

c
0D

α
t f (t) = 1

γ (n − α)

dn

dtn

t∫

c

(t − τ)n−α−1 f (τ )dτ (2)
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Fig. 2 Model structure of
FOPID controller

ACE
+

+

+

where c
0D

α
t is the fractional operator n − 1 ≤ α ≤ n, n is an integer, and γ (.) is the

Euler’s gamma function. Fractional-order integral is given by Eq. 3. [10]. General
transfer function equation for FOPID controller is given in Eq. 4. [10]

c
0D

−α
t f (t) = 1

γ (α)

t∫

c

(t − τ)α−1 f (τ )dτ (3)

Gc(s) = Kp + Ki/S
λ + Kd S

μ (4)

Schematic representation of the FOPID controller is shown in Fig. 2 [14].
This structure has basically five tuning parameters that are three controller gains{
Kp, Ki , Kd

}
and two fractional-order integra-differential operators {λ, μ}. Classi-

cal PID controller can be formed from this controller structure for λ = 1 and μ =
1. In Fig. 3 [7], transfer function of EV model is shown. Similarly using the tie-line
power, four-area systems are designed with the help of SIMULINK.

2.3 Concept of HVDC

In this paper, a concept of HVDC link is utilized to enhance the transient stability
of system. If the control area is interconnected by parallel AC lines, then either one
area has not sufficient reserve capacity to enhance the power required in either case.

HVDC transmission line in parallel with existing AC line has enough frequency
capability to compensate the demand in area 1.

For an interconnected power system, DC link not only improves the stability but
also stabilizes the frequency oscillations due to gradual change of load in case of
weak AC tie-line.
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Fig. 3 Transfer function model for two-area thermal system using FOPID controller with EV

2.4 Optimization Technique

Though particle swarm optimization (PSO) is easy to implement, it suffers from
prematurity problem. Though DE is very useful for optimizing nonlinear, non-
differentiable operations, it does not meet the expectation for higher-dimensional
searching problems. Also in DE, the candidate solution moves very fast initially, but
at later stages, it does not perform satisfactorily at the time of fine-tuning operation.
Due to these, a hybrid technique combining PSOwith DE, referred to as DEPSO, has
employed for LFC problems. The combined effect of both improves the convergence
characteristics as compared to individual. It also increases the system stability due
to proper balance between exploration and exploitation. In DEPSO, particles might
not experience an unexpected loss of diversity, because the current location and pbest
have less chance to close with gbest. The basic steps for DEPSO algorithm are

• Initialize the population randomly with size Np. Giving D is the dimension of
particle to be optimized.

• Randomly initialize the velocity for each particle to be used in PSO algorithm.
• DE operation starts for mutation, crossover, and selection process.
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i) Generate mutant vector Vi using scaling factor F and three distinct integers r1,
r2, and r3 in size [1, Np].

Vi = Xi,r1 + F
(
Xi,r2 − Xi,r3

)

ii) For crossover operation, Ui vector is generated using crossover rate (CR)

Ui =
{
Vi , r and (D, 1) ≤ CR
Xi , otherwise

iii) For selection process, the target vector Xi is generated to minimize the function
f

Xi = Ui if f (Ui ) ≤ f (Xi )

Xi = Xi if f (Xi ) ≤ f (Ui )

iv) Determine the Pbest and Gbest for each solution

• From DE operation obtained value of Xi is taken as initial for PSO.
• The velocity and position of each swarm are updated, and the fitness of objective
function is evaluated.

• To select best solutions for the next iteration, compare the fitness value and the
iteration count is updated.

• The steps are continued until to achieve the meeting criterion.

3 Simulation Results

In this paper, simulation has done usingMATLAB/SIMULINK software. Here, ther-
mal units are considered with generation rate constraints for four-area system. At
first, PID controller is applied to this proposed system. Then, a FOPID controller
is applied to each area. A SLP of 1% is considered for area 1. The five controller
parameters are optimized for FOPID controller for each area. HVDC link is con-
nected to each area. Then, simulations have done for FOPID controller considering
PEV which has seven controller parameters to be optimized for each area. Then, a
comparison is made between the FOPID controller with and without PEV.
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3.1 Comparison Result Between FOPID Controller and PID
Controller

Fig. 4 Frequency variation
in area 1

Fig. 5 Frequency variation
in area 2
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Fig. 6 Frequency variation
in area 3

Fig. 7 Frequency variation
in area 4
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Fig. 8 Tie-line power
deviation in area 1

Fig. 9 Tie-line power
deviation in area 2
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Fig. 10 Tie-line power
deviation in area 2

Fig. 11 Tie-line power
deviation in area 2
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3.2 Comparison Result Between FOPID Controller with EV
and Without EV

Fig. 12 Frequency variation
in area 1

Fig. 13 Frequency variation
in area 2
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Fig. 14 Frequency variation
in area 3

Fig. 15 Frequency variation
in area 4
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Fig. 16 Tie-line power
deviation in area 1

Fig. 17 Tie-line power
deviation in area 2
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Fig. 18 Tie-line power
deviation in area 3

Fig. 19 Tie-line power
deviation in area 4



Load Frequency Control Incorporating Electric Vehicles … 195

Fig. 20 Frequency variation
in area 1

Fig. 21 Frequency variation
in area 2

3.3 Comparison Results Between FOPID Controller with EV
and EV with HVDC Link
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Fig. 22 Frequency variation
in area 3

Fig. 23 Frequency variation
in area 4

Fig. 24 Tie-line power
deviation in area 1
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Fig. 25 Tie-line power
deviation in area 2

Fig. 26 Tie-line power
deviation in area 3

Fig. 27 Tie-line power
deviation in area 3
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4 Results and Discussions

In this study, LFC is applied to four-area system with the effect of electric vehi-
cle and HVDC link optimized by DEPSO algorithm. At first, a PID controller is
tuned by DEPSO algorithm, then with FOPID controller. With this, a comparison is
made between these controllers by numerous simulation results. From the simulation
results, it is clearly visible in Figs. 4, 5, 6, 7, 8, 9, 10, and 11 that FOPID controller
has better dynamic performance as compared to PID controller. After that, tuning of
LFC by FOPID controller in addition to EV system has been considered and compar-
ison is taken between effect of EV with and without EV to that system. In Figs. 12,
13, 14, 15, 16, 17, 18, and 19, the comparison simulation results of EV system are
shown. Then, comparison is made between EV system and effect of HVDC link
with this through numerous simulations and that is shown in Figs. 20, 21, 22, 23,
24, 25, 26, and 27. From this observation table, it is cleared that addition of HVDC
link to this existing AC line has better performance characteristics. FOPID and PID
controller gain parameter values are notified in Table 4. Objective function values of
performance indexes are mentioned in Table 1.

4.1 Observation

The objective function of different performance indexes is compared and notified
in Table 1. From the simulation results, the dynamic responses of PID and FOPID
are observed and mentioned in Table 2. Table 3 indicates the performance responses
of EV system, and Table 4 notifies the performance nature of HCDC link of the

Table 1 Performance index
values for 10 numbers of
iteration

Specification Performance index

ITAE IAE ISE × 10−4

Fitness value 0.1564 0.0375 0.8831

0.1564 0.0376 0.9252

0.0531 0.0330 0.7428

0.0985 0.0325 0.6741

0.1196 0.0325 0.6612

0.1366 0.0331 0.9215

0.1441 0.0358 0.7420

0.0876 0.0415 0.7502

0.1628 0.0495 0.9388

0.2455 0.0490 0.5166

Maximum value 5.919 0.2793 1.5901
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Table 5 Values of controller gain parameters optimized by DEPSO technique

Gain parameters FOPID-EV-HVDC FOPID-EV PID

K1 1.9818 0.867 1.7713

K2 1.7501 1.6730 2.0000

K3 1.2606 1.2783 1.1734

λ1 0.8171 1.0553 –

μ1 1.1038 1.0700 –

Kev1 1.1505 1.0604 –

Tev1 1.0047 1.2509 –

K4 0.8085 0.4257 2.0000

K5 1.4691 1.4379 0.0100

K6 0.6796 1.7221 0.4893

λ2 1.1906 0.1648 –

μ2 0.7643 0.4176 –

Kev2 2.0000 1.5845 –

Tev2 1.0557 0.0100 –

K7 1.2000 1.8611 1.3058

K8 1.2512 1.7677 0.0100

K9 0.0247 1.5838 2.0000

λ3 0.4665 0.6489 –

μ3 1.5933 1.2443 –

Kev3 2.0000 0.8596 –

Tev2 1.8069 0.4807 –

K10 1.0910 1.1025 0.0100

K11 1.7911 1.7535 2.0000

K12 0.5485 1.0937 1.5204

λ4 1.0454 1.1131 –

μ4 0.5850 0.8264 –

Kev4 1.7003 1.5684 –

Tev4 1.7661 0.7025 –

proposed FOPID_EVmodel. The gain parameters of controller optimized byDEPSO
are mentioned in Table 5.

5 Conclusion

The application of hybrid DEPSO technique to optimize various parameters such
as Kp, KI , KD, μ and λ for FOPID controller on an unequal four-area thermal LFC
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system is found to be successful. Considering system nonlinearity, GRC in thismulti-
area AGC system, the proposed FOPID controller provides impressive dynamic
response.Again, FOPIDcontrollerwith electric vehicle has better dynamic responses
as compared to FOPID alone in terms of overshoot and undershoot. EVwith DC link
has improved stability as compared to existing AC tie-line. Controller parameters are
tuned by hybrid DEPSO conducting a balance between exploration and exploitation.

References

1. Concordia C, Kirchmayer LK (1954) Tie-line power and frequency: part II. AISE Trans, III-A
73:133–146

2. Elgerd OI, Fosha C (1970) Optimummegawatt frequency control of multi-area electric energy
systems. IEEE Trans Power Appar Syst PAS 89(4):556–563

3. Saikia LC,Nanda J,Mishra S (2011) Performance comparison of several classical controllers in
AGC for multi-area interconnected thermal system. Int J Electr Power Energy Syst 33:394–401

4. Ahuja A, Aggarwal SK (2014) Robust fractional order PID controller for LFC using particle
swarm optimization. IEEE Trans 978-1-4799-6042-2/14

5. Mohanty B, Panda S, Hota PK (2014) Controller parameters tuning of differential evolution
algorithm and its application to load frequency control of multi source power system. Electr
Power Energy Syst 54:77–85

6. Ali ES,Abd-ElazimSM (2011) Bacteria foraging optimization algorithm based load-frequency
controller for interconnected power system. Int J Electr Power Energy Syst 33:633–638

7. Rahman A, Saikia LC, Sinha N (2016) AGC of an unequal four-area thermal system using
biogeography based optimised 3DOF-PID controller. IET Renew Power Gener (2016)

8. Izadkhast S, Garcia-Gonzalez P, Frías P (2015) An aggregate model of plug-in electric vehicles
for primary frequency control. IEEE Trans Power Syst 30(2):1475–1482

9. Pham TN, Trinh H, Hien LV (2016) Load frequency control of power systems with electric
vehicles and diverse transmission links using distributed functional observers. IEEE Trans
Smart Grid 7(1):238–252

10. Debbarma S, Dutta A (2017) Utilizing electric vehicles for LFC in restructured power systems
using fractional order controller. IEEE Trans Smart Grid 8(6):2554–2564

11. Debbarma S, Dutta A (2018) Frequency regulation in deregulated market using vehicle-to-grid
services in residential distribution network. IEEE system journal 12(3):2812–2820

12. Yamashita K, Taniguchi T (1986) Optimal observer design for load frequency control. Int J
Electr Power Energy Syst 8:93–100: Golpira H, Bevrani H, Golpira H (2011) Application of
GA optimization for automatic generation control design in an interconnected power system.
Energy Convers Manage 52:2247–2255

13. Demiroren A, Zeynelgil HL, Sengor NS (2004) Automatic generation control using ANN
technique for multi-area power system with SMES units. Electr Power Compon Syst 32:193–
213

14. Debbarma S, Saikia LC, Sinha N (2014) Automatic generation control using two degree of
freedom fractional order PID controller. Int J Electr Power Energy Syst 58:120–129

15. Arya Y, Kumar N (2016) AGC of a multi-area multi-source hydrothermal power system inter-
connected via AC/DC parallel links under deregulated environment. Int J Electr Power Energy
Syst 75:127–138

16. Ibraheem N, Bhatti TS (2014) AGC of two area power system interconnected by AC/DC links
with diverse sources in each area. Electr Power Energy Syst 55:297–304

17. Saadat H (2002) Power system analysis. Mc Graw-Hill, New Delhi



Automatic Generation Control
in Deregulated Power Market Using
Sunflower Optimization Algorithm

Abhilipsa Sahoo, Prakash Kumar Hota and B. Mohanty

Abstract The restructuring of electrical power industries creates competitiveness
among the market players, due to which the complexity of load frequency issues is
gradually increasing in nature. So for mitigating these load frequency issues con-
trollers are used. This chapter proposes automatic generation control (AGC) for two
interconnected control areas, each consisting of two power generation sources, i.e.
reheat steam turbine in conjunction with nonlinear generation rate constraint and gas
turbine generation in a restructured market environment. Sunflower optimization
(SFO) algorithm is used for optimal tuning of proportional, integral and derivative
(PID) controller considering the integral square error as the objective function. For
analysing the market dynamics, the concept of area participation matrix (APM) and
DISCO participation matrix (DPM) has been simulated. The effectiveness of this
two-area system has been tested with various market scenarios like poolco trading,
bilateral trading and contract violation. The yield of the proposed algorithm shows
better performance in contrast to the othermethods used for tuning the PID controller.

Keywords AGC · DISCO participation matrix · Sunflower optimization
algorithm · Deregulated power market

1 Introduction

Nowadays deregulated market operations were adopted by the different market play-
ers worldwide because of the restructuring of vertically integrated utilities (VIU).
In VIU, a single utility doses the complete operation of the power system, whereas
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in deregulation, many utilities dose the operation of power system. This restruc-
tured system comprises of three companies, namely power-generating companies
(GENCOS), power-distributing companies (DISCOS) and power-transmitting com-
panies (TRANSCOS). Apart from this, one system is also there to operate named
as independent system operator (ISO). As we know that an electrical power system
has been growing immensely vast in size and altering constructions, it has become
a vital matter to operate and control the system. To achieve stable condition in an
electrical system, the power generation by the system must be match to the losses
and the load demanded by the system. In power system while carrying out operation,
there are many times we can incur random variations in load, which leads to imme-
diate consequence of mismatch in generation load. This mismatch of power results
in variation in system frequency. In order to obtain a stable state between genera-
tion and variations in load, a controller is primitively required. Proper modulation
between the demand of system and generator output is coordinated by the automatic
generation control using sunflower optimization algorithm.

Considering reheat type turbine with generation rate constraint (GRC) in thermal
power plant for the analysis ofAGC in restructured power systembybacteria foraging
optimization algorithm was analysed by Nanda [1]. Number of areas can be studied
for analysis of AGC. In [2], Saikia LC provides AGC for two equal area and unequal
areas having 3% GRC and single reheat turbine along with IDD controller. The
transient performance ofAGC for an interconnected control areawith hydro-thermal-
diesel mixed generating sources was analysed byBhatt in [3]. The restructured power
market comprises many GENCOS and DISCOS. Each of GENCOS and DISCOS
makes deal with each other for transaction of power, which is explained in [4].
For trading of power, DISCO can contract with GENCOS of other control area by
the process of bilateral trading. DPM reflects the relationship between GENCOS and
DISCO and used for assessment of bilateral trading in the competitive power market.
Donde [5] proposes the concept of DPM. The paper [6] explained the application
of flexible neural networks, as a feasible solution, to automatic generation control
problem for the competitive power market environment. Optimized gain controller
and bias factor is used in AGC after restructuring the power system for bilateral
transaction of power among GENCOS and DISCOS using participation matrix in
[7]. Debbarma [8] investigated the performance of FOPID and IO controller and its
sensitivity analysis in AGC for contract violation case in deregulated power system.
Optimal transient response with increment of load for interconnected generating
system by applying GA provided by Ghoshal [9]. Tyagi [10] provides the design
scheme of decentralized AGC for various types of power transaction in competitive
electricity market. In [11], the authors worked in two areas under restructured power
market for the thermal and gas model by optimizing the controller using DE and GA.
Guilherme Ferreira Gomes proposed a nature-inspired heuristic global optimization
algorithmknownas sunflower optimization algorithm in [12]. The authors analyse the
various control strategies for designing the AGCmodel considering multiple sources
under different market situation in deregulated environment in [13]. In [14], the
author designs PID controller using the concept of fuzzy logic and DE optimization
technique for modelling AGC in restructuredmarket. The authors Ravi Shankar et al.
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[15] consider multiple interconnected areas for designing AGC and used AC/DC link
andUPFC formitigating the variationswhich occur in system response in deregulated
competitive market.

From the literature survey, it is perceived that several optimization techniques
have been suggested for AGC by obtaining acceptable steadiness among transient
fluctuations and frequency variations through zero steady-state error. In the view of
present power scenario, the authors have made an endeavour for analysing AGC,
which consists of two equal control areas in deregulated scenario. Here, each control
area comprises thermal–gas generation sources. The parameters for the two-area
system are taken from [11]. To study automatic generation control, conventional
proportional-integral-derivative controller is deliberated to disclose the performance.
The controller’s gain is tuned by using SFO algorithm. The effectiveness of this two-
area system has tested with various market scenarios like unilateral, bilateral and
contract violation market trading to study dynamics of the system. The yield of the
proposed algorithm is comparedwith others, for proposed restructured powermarket.

2 Deregulated Power System Under Study

In a deregulated environment, the analysis ofAGC is implemented in an identical two-
control area system, inwhich each part comprises thermal and gas producing sources.
Both the areas consist of two numbers of generating and distributing companies. A
reheat type turbine having a constraint of 3% generation rate per min is present in the
thermal unit, and a gas turbine is present in the gas-generating unit [11]. Figures 1 and
2 depict two different diagrams named as the schematic representation and model of
transfer function, respectively, for the two-area system under study.

2.1 DISCO Participation Matrix

For trading of power, DISCO can contract with GENCO or number of GENCOS.
Since in a deregulated power market more number of generating and distributing

Fig. 1 Schematic representation of two-area system
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Fig. 2 Transfer function model of two-area system

companies are present, so aDISCO canmake deal withGENCOS of own area or with
other control areas for trading of power freely. Since the load demanded by a DISCO
must be fulfilled by GENCO, so it is require sending the information regarding the
load demand by DISCO to GENCO. This information can be achieved by using the
conception of DISCO participation matrix (DPM). It is a matrix where the number
of rows and column shows GENCOS and DISCOS taking part in power trading,
respectively. All element of DPM represents contract participate factor (cpf), which
is given by the ratio of particular DISCO’s power contract from a particular GENCO
to the total power contracted by that particular DISCO. The DPM for previously
mentioned two-control area system is expressed in matrix form as follows:
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DPM =

⎡
⎢⎢⎣

cpf11 cpf12
cpf21 cpf22

cpf13 cpf14
cpf23 cpf24

cpf31 cpf32
cpf41 cpf42

cpf33 cpf34
cpf43 cpf44

⎤
⎥⎥⎦ (1)

where cpfxy = part of full load power dealt by yth DISCO from x th GENCO.

The summation of each elements of yth column of the DPM must be satisfied to
unity represented by Eq. (2)

n∑
x=1

cpfxy = 1∀y = 1, 2, . . . ,m (2)

where n = quantity of GENCO and m = quantity of DISCO.

2.2 Area Participation Matrix

Since it is not possible byDISCOS in every time tomaintain the contract for allocation
of power from GENCOS, so uncontracted power demand arises as it violates the
contracts at some times. Therefore, GENCOS must be allocated these uncontracted
power demands to the DISCOS of same area. Therefore, it is important to consider
the uncontracted power demand allocation for developing the dynamic model. Area
participation matrix (APM) is used for this allocation of uncontracted power demand
based on area participation factor (apf). In APM, the rows represent the number of
GENCOS of the corresponding areas, and the columns represent the number of areas.
The APM for previously mentioned two-control area system is expressed in matrix
form as follows:

APM =

⎡
⎢⎢⎣

apf1
apf2

0
0

0
0

apf3
apf4

⎤
⎥⎥⎦ (3)

3 Problem Formulation

The expression for the scheduled power flow in the tie line under steady state is

�P sch
tieline12 = (demand of DISCOs available in AREA2from GENCOs of AREA1)

− (demand of DISCOs available in AREA1from GENCOs of AREA2)
(4)
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The error present in tie line power at any instant of time is expressed as

�Perror
tieline12 = �Pact

tieline12 − �P sch
tieline12 (5)

where,

�Pact
tieline12 = 2π ∗ T12

S
(�F1 − �F2) (6)

The error in tie line power will be zero only when the actual and scheduled power
becomes same, and this happens in steady-state condition. According to this tie line
error, an area control error (ACE) signal is generated for each part of the area, which
is given as follows,

ACEn = Bn�Fn + �Perror
tieline12 (7)

Three parameters, i.e. gains of proportional (kp), integral (ki) and derivative (kd)
controller, are essential for designing the controller. Here, two different gain values
are chosen for two areas. The objective function is defined based on integral criterion,
i.e. ISE known as integral square error. Mathematically, it is described as:

J =
t∫

0

(
(�F1)

2 + (�F2)
2 + (

�P2
tieline12

)) · dt (8)

Thus, the optimization problem becomes,

min · J (9)

Subject to, kpmin ≤ kp ≤ kpmax , kimax , kdmin ≤ kd ≤ kdmax (10)

where kpmin , kimin , kdmin are lower bounds, and kpmax , kimax , kdmax are upper bounds. The
range of the parameter k is chosen between 0 and 8.

4 Sunflower Optimization Algorithm

SFO algorithm is one of the optimization methods based on the instinctive nature of
sunflower. This method is explained taking the concept of motion of the sunflowers.
The suggested SFO method is used for problems based on multimodals [12]. It is
a heuristic large-scale optimization technique based on population. SFO algorithm
imparts robustness because of its pollination and root velocity in comparison with
other algorithms. Everyday a sunflower completes its cycle of activities, which can
be observed very apparently. Their activities include: everyday, they wake up as sun
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rises in the east and move in the direction of sun from sunrise in east to sunset in
west alike the needles of a clock. After sunset, they again move to the opposite
direction, i.e. from west to east by its own to begin their day-to-day cycle from the
next morning. Another important factor of this optimization technique is inverse
square law radiation. According to this law, radiation intensity is proportional to
1/square of the distance. Thus, each plant receives the radiation of heat is given by:

Qn = P

4πr2n
(11)

where Qn = heat intensity, P = source power, rn = the distance from the plant n to
the current best.

Direction of sunflower with respect to the sun is derived by the equation as given
below:

−→
Sn = x∗ − xn

x∗ − x ′
n

n = 1, 2, . . . , i (12)

Based on direction of �S, the step for the sunflowers is calculated by:

dn = λ × Pn(‖xn + xn−1‖) × ‖xn + xn−1‖ (13)

where λ is taken as constant which explains the plants inertial displacement.
Pn(‖xn + xn−1‖) is the pollination likelihood, i.e. the sunflower (i) fertilizes with
its adjacent flower (i − 1) to generate a fresh inhabitant in a new position which
varies in accordance with every distance among the flowers. This can be inferred
that those individuals who are nearer to the sun will take comparatively small moves
seeking a local elegance, whereas the individuals who are far away from sun will
move normally. Besides, it is quite essential to confine the maximum steps moved by
each individual, so as to avoid omitting areas prone to be globalminimum candidates.
Equation given below explains the maximum step as:

dmax = xmax − xmin

2 × Np
(14)

where xmax is the upper bound, xmin is the lower bound and Np is the quantity of
plants of whole population. The fresh plantation becomes:

�xn+1 = �xn + di × �si (15)

The pseudo-code for SFO algorithm is shown below,

Initialization of inhabitants of sunflowers
Find the best position (sun) and fitness function
Towards sun, orientate the flowers
While (i<maxiter)
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Find the direction vector for all inhabitants using
(12)
Eradicate m(%) sunflowers which is farther away from
sun
Determine step for each sunflower using (14)
Best n sunflower will pollinate closer to sun
Evaluate the fresh objects
If the fresh object is overall best, then update sun
End while
Obtain best position

5 Implementation of SFO for AGC

Sunflower optimization manifests to be the most efficient technique for determining
the gains of controller and minimizing the integral square error. Figure 3 represents
the implementing flow chart of the suggested SFO algorithm.

Fig. 3 Flow chart of proposed SFO algorithm



Automatic Generation Control in Deregulated Power Market … 213

6 Case Study

The execution of the proposed algorithm is performed under different market sce-
nario like unilateral, bilateral and contract violation correspondingly. The complete
simulation is done in MATLAB R2018a software. The outcomes obtained thereof
are summarized in Tables 1 and 2 for the abovemarket transactionwhich is compared
with DE and GA simulations [11].

Unilateral Trading

Table 1 Comparison of peak overshoot, undershoot, settling time and ISE under unilateral, bilateral
case

Unilateral Bilateral

GA DE SFO GA DE SFO

Peak OS �F1 0.1503 0.9409 0.0355 0.1478 0.0988 0.0286

�F2 0.0138 0.012 0.0094 0.1036 0.0683 0.0196

�Ptie 0.0096 0.0057 0.0037 0.0812 0.0514 0.0151

Peak US �F1 −0.2916 −0.2574 −0.1501 −0.3949 −0.3664 −0.1930

�F2 −0.1191 −0.0946 −0.0392 −0.2976 −0.2158 −0.1411

�Ptie −0.0327 −0.0215 −0.0127 −0.0279 −0.0186 −0.0056

Ts �F1 6.11 5.52 3.2900 12.5 10.87 6.0600

�F2 6.79 4.51 4.0800 12.64 11.47 6.6800

�Ptie 2.4 1.88 1.2400 3.2 3.08 1.9900

ISE 0.0935 0.0548 0.0088 0.7348 0.4945 0.0177

Table 2 Comparison of peak overshoot, undershoot, settling time and ISE under contract violation
case

Contract violation

GA DE SFO

Peak OS �F1 0.1177 0.1093 0.0279

�F2 0.0474 0.0641 0.0188

�Ptie 0.01 0.0095 0.0015

Peak US �F1 −0.5742 −0.3921 −0.2327

�F2 −0.3856 −0.2089 −0.1284

�Ptie −0.0449 −0.0221 −0.0112

Ts �F1 17.19 11.71 5.6500

�F2 17.43 12.49 5.5800

�Ptie 4.25 3.47 1.9000

ISE 1.2967 0.7605 0.0271
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Fig. 4 a Change in frequency in area1. b Change in frequency in area2. c Tie line power deviation

For this case, GENCOS of each area and DISCOS of one area were taken part in
trading. So its apf is apf1 = apf2 = apf3 = apf4 = 0.5. Let the change in load happen
in area 1 by DISCO1 and DISCO2. So its DPM becomes DPM1. The simulation
results are shown in Fig. 4a–c which gives the dynamic performance of the system.
From these figures, it is obtained that the settling times are improved by 40.3%, 9.5%
and 34.04% in area 1, 2 and tie line12, respectively, fromDE algorithm, which shows
the dynamic performance of the system. All the analyses were also compared with
GA algorithm.

DPM1 =

⎡
⎢⎢⎣

0.5 0.5
0.5 0.5

0 0
0 0

0 0
0 0

0 0
0 0

⎤
⎥⎥⎦ DPM2 =

⎡
⎢⎢⎣

0.5 0.25
0.2 0.25

0 0.3
0 0

0 0.25
0.3 0.25

1 0.7
0 0

⎤
⎥⎥⎦

Bilateral Trading

For this case, each DISCO makes deal with all GENCOS for power trading. Let its
apf is assumed as apf1 = 0.75, apf2 = 0.25, apf3 = 0.5, apf4 = 0.5. For this
trading, the demand required by each DISCO is 0.1pu from GENCOS as per DPM.
So its DPM represented by DPM2. The simulation results are shown in Fig. 5a–c.
From these figures, it is obtained that the overshoot and settling time are improved
by 71.05% and 44.25%, respectively, in area1 from DE algorithm. Likewise, 71.3%
and 41.76%, respectively, are in area2 and 70% and 35.38%, respectively, are in tie
line12. All the analyses were also compared with GA algorithm.
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Contract Violation

This case arises only when DISCO demands more than the specified demand. This
extra demand must be fulfilled by GENCOS of the same area. Let DISCO2 of area1
violate contract by demanding extra 0.1pu power. Then, the total load of area1
becomes,

�PLoad1 = load of (DISCO1 + DISCO2) + extra load = (0.1 + 0.1) + 0.1 = 0.3pu

The total load of area2 andDPM is the same as of case2. The simulation results are
shown in Fig. 6a–c. From these figures, it is obtained that the overshoot and settling
time are improved by 74.4% and 51.75%, respectively, in area1 from DE algorithm.
Likewise, 70.6% and 55.32%, respectively, are in area2 and 70% and 45.245% are
in tie line12, respectively. All the analyses were also compared with GA algorithm.

7 Conclusion

This chapter renders the relevant execution of SFO technique for determining the
gains of controller for the AGC of two equal control areas in deregulated power
system. The performance of the suggested technique is done considering different
market scenarios like unilateral, bilateral and contract violation. From the compari-
son, it is perceived that the results are better by minimizing the integral error, which
indicates the technique is more effective. The outcomes from the SFO provide high
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improvement in overshoot, undershoot and settling time by tuning the controller
optimally for different deregulated market scenarios as compared to DE and GA.
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Abstract Nowadays, there is increased interest toward the use of renewable energy
resources for electricity generation in developing nations. The properties like
increased reliability, good power quality and eco-friendly operation of the resources
force the mankind for greater acceptance. The solar photovoltaic cell of silicon mate-
rial is the main source of power generation due to social, economical and environ-
mental benefits with public support and government incentives. Both the analytical
and simulation methodologies are used for evaluation process of reliability. The ran-
domness of PV can be covered by the implementation of Monte Carlo simulation
methodology. The reliability of the distribution system can be evaluated by using
time sequential Monte Carlo simulation method. At each load point of IEEE 33-bus
system, the failure rate and repair time are calculated. Reliability indices like SAIFI,
SAIDI and CAIDI are evaluated at constant output of rooftop PVs at each load point.
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1 Introduction

The renewable energy resources such as wind, solar, hydro, biomass, geothermal and
tidal are very much accepted worldwide. The utilization of these sources creates no
environmental pollution with GHG gases or any climatic change. The distribution
system is in an important transition phase in which it is changing from unidirectional
power flow of passive distribution systems to bidirectional flow of active distribution
networks including small-scale generators. On the other hand, there is an increas-
ing interest to install distribution generators for backup generation, peak shaving,
net metering, voltage support, reduction of energy-loss, release of system capac-
ity and reliability improvement. Among the renewable energy resources which are
advancing very fast toward grid parity, there is no doubt about solar energy being
the frontrunner. With the advance technologies, the improved solar efficiency, the
distribution system reliability can be improvised. Reliability assessment of entire sys-
tem is the focusing area in increasing power demand scenario. Probability concept
methodology can be very valuable for the assessment of power system performance
[1]. Monte Carlo simulation (MCS) tools [2, 3] have proven exceptionally func-
tional for reliability assessment problems and also provide an extensive series of
reliability evaluation, mostly for huge and complex distribution systems. Reliability
assessments and statistical performance records of the distribution system are to be
maintained on the basis of number of outages, their frequency, their time duration and
the number of affected customers [4]. The analytical approach to study the impact
of DG on reliability indices was presented [5]. The reliability evaluation using the
event count indices SAIFI and SAIDI is proposed. The effect on inserting distributed
generation in radial distribution system is studied in this paper. For one-year analyti-
cal period, the Averaged Interruption Frequency (AIF) and the Average Interruption
Duration (AID) are evaluated before calculation of customer-oriented indices. Relia-
bility evaluation of distribution system containing renewable distribution generations
is proposed in this paper [6]. Simulation-based technique that is Monte Carlo sim-
ulation is proposed. Stochastic model of PV and wind system is used to simulate
their output values. Stochastic model is the simulation-oriented method to explain
the non-deterministic performance and arbitrariness of the system. Data of weight
factor is used to construct the load model. MCS assessment methodology [7, 8] can
be divided into non-sequential and sequential methods. Reliability assessment using
MCS and cross-entropy methods [7] considers the Markov model and load state
transitions. Model impact of distribution generation to distribution system reliability
[9] using comprehensive and sequential MCS model is another field of considera-
tion. The technical approach toward the reliability of networked distribution system
[10] is a novel idea for the evaluation process of reliability of future power distri-
bution systems. The proposed Encoded Markov cutest (EMCS) algorithm is based
upon identification of circuit minimal tie sets by means of the idea of Petri nets and
increases the efficiency of evaluation. Monte Carlo simulation is also used for the
assessment of a system with renewable DG units [11] during different operational
modes. The generalized systematic approach is to assess the reliability of distribution
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system with renewable distribution generators and micro-grids [12] which proposes
the method of assessment of distribution system in island mode. The islanded mode
operation of micro-grids is also helpful to enhance the reliability of system. The
micro-grids are consisting of conventional and renewable DGs. A new analytical
technique which considers load curtailment as well as load shedding is proposed
here. The adequacy evaluation of PV at distribution load point requires the evalua-
tion of TTF and TTR of each component of system along with the PV connected to
the load point of the distribution system. The system’s overall failure rate and repair
time is the combination of TTF and TTR of each component at that load point and
PV generating system. The consideration of insolation and weather effect leads to
three state models rather than two-state model of PV generating system. The basic
objective of this researchwork to obtain the behavior of distribution system including
solar DG units. Here, the Monte Carlo-based method for the adequacy assessment of
distribution system with solar DGs is adopted. Reliability evaluation is done using
even count indices SAIDI, SAIFI, CAIDI and ASAI.

2 Basic Methods of Reliability Assessment

Various methods are used to calculate power system reliability indices. The basic
approach is analytical and simulation. In analytical techniques, the system is repre-
sented by mathematical models, and by using numerical solutions, reliability indices
are evaluated. They give expected indices in relatively short computing time. The
complex systems and complex operating procedures require frequent assumptions
duringmodelingwith loss of some real significance. Analytical techniques have been
sufficient enough to provide the results for making objective decision.

Simulation methods simulate the actual process and random behavior of the sys-
tem to estimate the reliability indices. Themethod treats the problem as a sequence of
real experiments. The techniques can consider virtually all aspects and contingencies
inherent in power system planning, operation and design. These comprise random
events such as outages and repairs of elements represented by general probability
distributions, dependent events and component behavior, queuing of failed compo-
nents, load variations, input energy variation, as well as other operating policies.
Simulation technique is divided into two categories:

(a) Random: The interval of time of simulation period is chosen randomly. The
random approach is the history, which has no effect.

(b) Sequential: Thebasic interval of timeof simulatedperiod is in sequential order. If
there is any effect of history on present conditions, then the sequential approach
is used.
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3 Reliability Indices

Reliability indices indicate the performance capacity, which is used for the assess-
ment of distribution system performance and competence. In addition to that, they are
statistical aggregation of reliability data for a well-defined set of loads, components
or customers. For a whole system, operating region, substation service territory or
feeder, the reliability indices are average values of particular reliability characteris-
tics. In this research, the distribution system reliability indices are categorized as:
load point indices and customer-oriented indices.

3.1 Load Point Indices

There are three basic reliability parameters, i.e., average failure rate (λs), average
outage time (rs), average annual outage time (Us) as mentioned in Eqs. (1–3). For
calculation purpose of these indices, failure rate (λi ) and repair rate (ri ) of every
element ‘i’ in the system are necessary.

λs =
∑

i

λi (Failure/Year) (1)

Us =
∑

i

λi ri (Hours/Year) (2)

rs = Us

λs
=

∑
i

λi ri
∑
i

λi
(Hours/interruption) (3)

3.2 Customer-Oriented Indices

The load point indices that are the primary indices are primarily important; they do
not always give a complete representation of system behavior and response. Thus,
customer-oriented indices are considered as the cumulative measure of reliability
test and are very often utilized as reliability benchmarks and targets of improvement.
For reliability studies, the sustained interruption indices are as follows:

System Average Interruption Frequency Index (SAIFI)

SAIFI is a measure of number of sustained interruptions an average customer will
experience for an interval of a year. It can be expressed as in Eq. (4). The only way to
improve SAIFI for affixed number of customers is to reduce the number of sustained
interruptions experienced by customers.
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SAIFI =
∑
s

λs Ns

∑
s
Ns

(Interruption/year) (4)

System Average Interruption Duration Index (SAIDI)

SAIDI is the measure of number of interruption hours an average customer will
experience in one year. It can be expressed as in Eq. (5). SAIDI may be enhanced
with the help of decreasing the total number of interrupted periods or by decreasing
the interrupted durations for a predetermined number of customers; thus, reliability
can be enhanced by reducing SAIDI.

SAIDI =
∑
s
Us Ns

∑
s
Ns

(Hours/Year) (5)

Customer Average Interruption Duration Index (CAIDI)

CAIDI is the average time period of interruption for customers in one year. It can
be expressed as in Eq. (6). It signifies how long an average interruption sustains and
depends upon the utility response time to contingencies of the system. By decreasing
the length of interrupted time period or by raising the number of short interruptions,
CAIDI can be improved.

CAIDI =
∑
s
Us Ns

∑
s

λSNs
= SAIDI

SAIFI
(hours) (6)

Average Service Availability Index (ASAI)

ASAI is the measure of availability of consumer service during the total consumer
demand. It can be expressed as in Eq. (7). This is defined as the ratio of cus-
tomer hours of service availability to demanded customer hours. It is the customer-
weighted accessibility of distributed system which gives the similar information as
SAIDI. Greater the ASAI values, greater is the levels of reliability of the system.
Consequently, the majority of US utilities are having ASAI values more than 0.999.

ASAI = 8760− SAIDI

8760
(7)
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4 Monte Carlo Simulation

In this study, the distribution system consists of renewable energy sources like solar
photovoltaic (PV). The solar irradiance is intermittent in nature. So, the outcome of
PV system is not deterministic in nature. The Distribution system should be capa-
ble enough to handle the sudden power drops, as the photovoltaic (PV) generator’s
output power is variable in nature. Because of the unpredictability of PV character-
istic, Monte Carlo simulation method is appropriate one. So for complex nonlinear
distribution systems, MCS-based reliability evaluation is very useful. As compared
to analytical method, MCS provides maximum data regarding the load point and the
system reliability indices. Due to the random nature of power systems failures, MCS
can be an option for the simulation of these system failures. MCS is a probabilistic
methodology which may be utilized as to forecast the characteristics of the system
mechanism. When the system behavior does not depend on the past events, one of
the MCS types of simulation, i.e., random simulation is used. The artificial history
is desirable in chronological simulation method and can be found out by means of
arbitrarily generated up and down times for the apparatus of the system. Time to
failure (TTF) is the time period required for the failure of the component. This time
for each component is chosen arbitrarily by using equation Eq. (8).

TTF = − 1

λi
ln(n) (8)

where λ is system failure rate of element, and n is an arbitrary number (ranging 0
to 1)

Time to repair (TTR) or time to replace (TTR) is the time needed to repair or
replace a failed component. Also, this time period is forecasted at random by the
equation Eq. (9).

TTR = − 1

μi
ln(n) (9)

Here, r is repair rate of system component.
The exponential distribution is followed by both TTF and TTR. Artificial history

of distribution system mechanism may be predicted by generating TTF and TTR
for covering simulation times (e.g., 1 year) in sequential order. MCS are performed
under a large number of scenarios for obtaining an accurate result depending on the
case study. The simulation time can be extended for very long duration. Then, the
average is calculated. In the research work, the simulation is performed for one-year
duration.
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5 Simulation Procedure

STEP 1 (Algorithm for DG location)

When a component fails due to a sustained fault, a portion of system will be out of
service, and the customers will experience an interruption.

a. Find the fault location.
b. Isolate the faulted component by the closest switching device by performing the

upstream search. We assume all switches are automatic.
c. Downstream restoration is performed by connecting the alternate source (PV)

which was connected to the faulted location through a normally open switch
(NOS) in normal operating condition.

d. Find the failure time and repair time of the faulted failed component.

STEP 2 (Algorithm for MCS considering reconfiguration)

The process of Monte Carlo simulation can be briefly decided as follows

a. Begin with first sample year.
b. At time zero, identify the zones of fault.
c. Apply the STEP 1 to identify the interrupted customers.
d. Generate the failure and restoration hourly history for PV by drawing sample

values of TTF and TTR.
e. Obtain the overall system hourly operating condition by combining the operating

cycle of all components and PV.
f. Determine customer-oriented indices in both analytical and MCS method.
g. Repeat steps from c–f for all load points and for one simulation year. Otherwise

go to step h.
h. Obtain the overall system reliability indices during the total simulation time.

6 Test System and Results

IEEE 33-bus radial distribution system [13] is studied in this research work as shown
in Fig. 1. The network has one main feeder, three laterals and 32 number of load
points. The total number of customers for this system is 3200 with 100 numbers of
customers at each load point, and total load is 3.75 MW. The test system is shown
in Fig. 1. The bus-1 stands for conventional source of electrical power generator, the
only source of energy to whole system. Bus-2 to bus-33 are considered as load points.
Each branch in system is numbered basing on its in-bus number. Therefore, there
are 32 numbers of branches with numbering from branch-1 to branch-32. As the test
system is suitably small, it permits the execution of reliability calculations within
reasonable computation time. Here in this case, the distribution system is highly
automated, and this automatic switching will significantly reduce the interruption
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Fig. 1 IEEE 33-bus test system

time. Thus, switching time n-fault detection times are neglected. Each load point can
be connected with total 1.5 MW PV system. The whole system is divided into three
subgroups in which bus 2, 3 and lateral 1, lateral 2 are in subgroup 1; bus 4, 5, 6 and
lateral 3 are in subgroup 2; and finally, bus 7 to bus 18 of main feeder come under
subgroup 3. Each subgroup is supplied with PV system with maximum operating
condition of 1.5MWpower. During fault, they are operated to supply the faulted load
point of its subgroup. The average rate of failure and time of repair of photovoltaic
system are 0.12 f/yr and 60 h. It is supposed that fuses and sub-breakers are operated
perfectly. The assumption is made that there is no effect of weather change and
constant insolation condition. The failure rate and repair time at each load point are
shown in Fig. 2. The rate of failure is the function of length and distance from the
main source. Load point distant from the supply source has more failure rate that
the load points closer to the supply source. The failure rate of generator is very low
because of AGC system.

Average time of interruption is a function of failure rate and mean time of restora-
tion of network components. Hence, all the feeders in IEEE 33-bus system are con-
nected to adjacent photovoltaic system via a normal operating point (means in normal
condition, the breakers are open) that allow network operator to shift the load in case
of main feeder failure. Load transfer during failure would result in less mean time of
interruption. The system is considered as the fully automated. Thus, the switching
time and fault detection time are neglected.

The failure time and the repair time are the random parameters to be considered
in MCS technique. Here, we are considering the exponential distribution.

The customer-oriented reliability indices are calculated under two cases that are
with PV and without PV at faulted load point. The reliability indices SAIFI, SAIDI,
CAIDI and ASAI are considered, and the results are shown in Table 1.
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Fig. 2 Failure rate and repair time at each load point

Table 1 Reliability indices

SAIFI SAIDI CAIDI ASAI

Without DG 2.2556 10.4022 4.6117 0.9988

With DG 2.3758 10.7622 4.3787 0.9988

7 Conclusions

In this paper, reliability indices of distribution system using Monte Carlo simulation
are presented. Here the DGs are used as backup generation. This approach takes
into consideration PV characteristic in two-state models. The test system is IEEE
33-bus radial system. The system indices such as SAIFI, SAIDI, CAIDI and ASAI
are computed using developed program inMATLAB. The randomMonte Carlo sim-
ulation is used. The reliability assessment in this work is checked by implementing
PV at each load point which is connected to respective load point with automated
switches. The reliability analysis shows that using of PV as backup source causes
deterioration in reliability of system. This is due to the failure of PV. PV without
any storage and other backup DG (conventional, non-conventional) are not reliable
for system. Therefore, the combinations like PV-wind, PV-battery storage, PV-wind-
storage, PV-wind-diesel, etc. are implemented for the improvement of reliability of
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distribution system at load side. Monte Carlo simulation method is most suitable
technique for reliability assessment in case of renewable DGs because it is consid-
ered the randomness of the renewable sources. Analytical method is appropriate for
system with sufficient data and having DGs with constant output.
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Abstract Scientific study revealed that eyes are the best indicators of many dis-
eases like glaucoma, diabetic retinopathy, hypertension, and stroke. By examining
the segmented retinal blood vessel network, ophthalmologist can get the information
regarding the abnormality. The objective of this research is to provide reliable seg-
mented retinal blood vessel to assist the ophthalmologists to figure out the abnormal-
ity precisely. In this work, enhanced Gabor filter in multiple orientation is employed
for the retinal blood vessel extraction. The suggested method combines sharpening
operation and median filtering with Gabor transform to get enhanced Gabor trans-
formed images. Finally, to get the segmented output hysteresis thresholding is applied
on the enhanced Gabor transformed images. As hysteresis thresholding takes into
consideration the connectedness between neighboring pixels, it performs better in
segmenting the vessels. The suggested integrated approach has improved the accu-
racy and specificity. Experiment on 20 retinal images of DRIVE database indicated
95.06% accuracy and 98.83% specificity.
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1 Introduction

Glaucoma, diabetic retinopathy, cataract, and macular degeneration are few among
the diseases which can lead to blindness. Scientific study revealed that these cases
can be prevented if detected in early stage. Retinal blood vessel plays important
role in identifying these cases. Regular monitoring and diagnosis of several other
diseases like hypertension, stroke, and cardiovascular disease can also be done from
retinal blood vessels. Though manual extraction of retinal blood vessel is possible, it
is time consuming and tedious, requiring skilled technicians. Thus, a large number
of researches are going on recently for automatic segmentation of blood vessels.

Several methods have been proposed for blood vessel segmentation with differ-
ent databases. Ali et al. [1] applied Gabor filter for enhancement and Otsu method,
ISODATA, and K-mean clustering method for segmentation for binarization. Biran
et al. [2] applied local entropy thresholding and sequential filtering on Gabor filtered
image for vessel extraction. Nandy et al. [3] proposed an optimal Gabor filter bank
based on entropy measure and used artificial neural network for classifying normal
and abnormal retinal fundus images. Gabor Filters are directionally sensitive filters
with tunable scale and elongation parameters are applied for vessel extraction by
Rangayyan et al. [4]. Osareh et al. [5] combined Gabor filter with Gaussian mixture
model and discriminative support vector machine classifiers for fundus vessel seg-
mentation. Curvelet transform [6] and Rizlet transform [7] have also been applied
for blood vessel extraction by various researchers. Chaudhuri applied match filter
[8] for vessel segmentation. Various optimization techniques [9] are also proposed
recently to improve the segmentation result. Aguirre et al. [10] have filtered the noise
using low-pass radius filter and further applied Gabor filter and Gaussian fractional
derivative to improve the contour of vessel. Although various methods are proposed
for segmentation of retinal blood vessel, still accurate blood vessel extraction is a
challenging task due to vessel width variation and low-quality retinal image.We have
applied image sharpening and median filter to retinal image before Gabor filtration,
which improved the accuracy when segmented. The rest of the paper is organized
as follows. Section 2 describes the preliminaries of various methods used in our
approach. The proposed method is described in detail in Sect. 3. The experimen-
tal results and evaluation are illustrated in Sect. 4. Section 5 concludes the work
described in this paper.

2 Preliminaries

2.1 Image Sharpening

Image sharpening technique is used to enhance and highlight the edges and boosts the
fine details of an image. It is done to refine the contrast between the foreground and
the background. Image sharpening is mostly done by Laplacian operator. Laplacian
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operator on image ‘I’ is defined by Eq. (1), where I(x, y) is the pixel being processed,
at coordinate (x, y).

∇2 I = [I (x − 1, y − 1) + I (x − 1, y) + I (x − 1, y + 1) + I (x + 1, y − 1)

+ I (x + 1, y) + I (x + 1, y + 1)

+ I (x, y − 1) + I (x, y + 1) − 8I (x, y)] (1)

Here the intensity of all the eight pixels (except the center pixel) in 3 × 3 neigh-
borhood of the processing pixels is added, and eight times of the center pixel value
I(x, y) is subtracted from the sum. This process is repeated for each and every pixel
in the image to get the sharpened image.

2.2 Median Filtering

Median filtering generally eliminates salt-and-pepper noise as well as smoothen the
image. It also removes the malformation due to Laplacian operation. The algorithm
for median filtering is as follows. A 2D window of size 3 × 3 taking the processing
pixel I(x, y) at center is used. In the selected window, the pixel values are arranged
in ascending order. From the arranged pixels, the median value Imed. is picked and
the processing pixel I(x, y) is replaced by Imed.. Similarly, this replacement is done
for every pixel in the retinal image to get the median filtered image.

2.3 Gabor Transform

Gabor transform is implemented through Gabor filter defined as Eq. (2).

g(x, y) = 1

2πσxσy
exp

[
−1

2

(
x2

σ 2
x

+ y2

σ 2
y

)]
cos(2π f0x) (2)

where σx and σy are the standard deviation values in the x- and y-directions, and f 0
is the frequency of the modulating sinusoid. These filters are directionally selective
band-pass filters and are used as line detectors. Many researchers have applied Gabor
filter to retinal image since it is an excellent edge detector. A Gabor filter as defined
above in Eq. (2) is the product of a Gaussian envelope, which has optimal localization
in frequency as well as in spatial domain, with a sine function.
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2.4 Morphological Operation

Morphological operations are effective when shape of the element to be extracted
is known priory. The vessels are piecewise linear so morphological operation is
suitable for extracting them. Erosion, dilation, opening, and closing are few among
the morphological operations. In morphological operation, a structuring element
(SE) is used. The shape and size of the SE is dependent on the feature to be extracted
or modified in the image. So selection of an appropriate SE is an important step
in morphological operation. The main advantage of morphological operation is less
computational complexity and less time and is also resistant to noise. The dilation
and erosion are the basic morphological operations. The dilation of an image ‘A’ by
a SE ‘B’ is denoted by (A ⊕ B). The SE ‘B’ is positioned with its origin at a pixel
(x, y), and the new pixel value at that location is calculated as:

g(x, y) = 1′B ′hits′A′

0 otherwise
(3)

Similarly, erosion of image ‘A’ by SE ‘B’ is denoted as (A�B) and is defined as:

g(x, y) = 1′B ′fits′A′

0 otherwise
(4)

2.5 Hysteresis Thresholding

Thresholding technique segments the image into multiple regions of interest. Blood
vessel segmentation is a bilevel thresholding where the region of interest is vessel
and background. For bilevel thresholding generally every pixel value is compared
with the threshold and if the value of the pixel is greater than threshold, then it is
replaced by 1, else it is replaced by ‘0’. In hysteresis thresholding, two threshold
values are chosen, tLOW and tHIGH. Pixels whose values are higher than tHIGH are
replaced by ‘1’ and whose values are lower than tLOW are replaced by ‘0’. Pixels
whose values are higher than tLOW and is connected to pixel with value greater than or
equal to tHIGH in its eight neighborhoods that pixel is also replaced by ‘1’. Since the
connectedness between the pixels is taken into consideration, hysteresis thresholding
performs better for extraction of vessels.
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3 Proposed Method

This approach of retinal blood vessel segmentation consists of three phases, namely
image enhancement, segmentation, and post-processing. In this approach, inverted
green channel is used since green channel exhibits higher contrast between the vessel
and background as compared to the other two channels. Figure 1 shows the red, green,
and blue components of retinal image.

3.1 Image Preprocessing

Because of non-uniform illumination and inferior contrast, image enhancement
becomes elementary step before segmentation. The preprocessing stage enhances the
image. It comprises four steps-image sharpening, median filtering, Gabor transform,
and adaptive histogram equalization. Image sharpening improves the edges of the
vessel and hence vessels appear clearer. Median filtering smooths the image as well
reduces the distortion introduced by sharpening operation. The image sharpening
and median filtering operations before the Gabor transform are the key modification
in the proposed method, which improve the accuracy and specificity of result. The
result of image sharpening andmedian filtering on inverted green channel is shown in
Fig. 3. AGabor filter bankwith eight different orientations and σx = 1.09, σy = 1.09
is generated, as shown in Fig. 3c. The median filtered image is convolved with all
the filters of the Gabor filter bank, and in each case, the maximum response is
recorded. It enhances the image in different orientation while preserving the edges.
The final stage of enhancement is adaptive histogram equalization (AHE) [11] oper-
ation, which improves the contrast between foreground and background. In AHE,
image is divided into small tiles, and every pixel in the tile is transformed through
a transformation function, which depends upon the neighborhood of the region. So
the contrast in each tile is enhanced, and the overall histogram of the output image
looks similar to a specified histogram. Then, bilinear interpolation is applied to com-
bine the tiles. The objective of AHE is to find the histogram in local window and
recombine all the local windows histogram to get the overall histogram distribution.
Figure 4b shows result of AHE.

Fig. 1 a Color image, b red channel, c green channel, and d blue channel
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Fig. 2 Block diagram of the
proposed method
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Fig. 3 a Inverted green channel, b sharpened image, and c median filtered image

Fig. 4 a Gabor filter bank, b AHE image, and c image convolved with Gabor filters

3.2 Segmentation Using Morphological Operation
and Hysteresis Thresholding

The optic disk needs to be removed before segmentation otherwise the algorithm
may treat it as vessel; otherwise, performance of the method may degrade. Since
the shape of the structure is known, so morphological operation can be preferred to
extract it. So in the proposed method, a disk-shape structuring element with 8 pixel
size is used. Morphological opening operation with the above SE removes the optic
disk. The morphological opening operation of image ‘A’ by SE ‘B’ is simple erosion
followed by dilation operation and is defined as follows:

A◦B = (A�B) ⊕ B (5)

The vessel segmentation process divides the image into background and vessel
(foreground). Since the vessels are connectedwith each other, hysteresis thresholding
is suitable for segmentation. By varying tHIGH and tLOW, within 50–200, we found
the accuracy to be higher for tHIGH = 150 and tLOW = 50. The final segmented output
is as illustrated in Fig. 5d.



236 S. Mahapatra et al.

Fig. 5 aOriginal image, bmanual segmentation result, c traditional Gabor filter segmentation, and
d segmentation by Gabor combined with sharpening and median filtering

3.3 Post-processing

After applying thresholding, some undesirable pixels forming dots and very thin lines
emerged as noise which is referred as false positive in the produced binary image,
so in order to remove these undesirable pixels, some further processing has to be
performed for improving the image [7]. To accomplish this task, an image opening
(morphological operation) is used to eliminate the undesired pixels that are limited
to or less than 30 pixels. Figure 5d shows the results of post-processing.

4 Results and Discussion

To appraise the proposed method, we have implemented the algorithm on digital
retinal images for vessel extraction (DRIVE) database. DRIVE database consists of
two parts—one training database set and testing database set. Each dataset contains
20 color retinal images, along with corresponding mask and ground truth images.
Since the proposed method is an unsupervised method, we have used only the testing
dataset. Accuracy and specificity are few performance measures to quantify the
efficiency of the proposed method.

True positive (TP) = number of times a pixel is correctly identified as a vessel.
False positive (FP) = number of times a pixel is incorrectly identified as vessel.
True negative (TN) = number of times a pixel is correctly identified as background.
False negative (FN)= number of times a pixel is incorrectly identified as background.

For quantitative analysis value, true positive (TP), true negative (TN), false pos-
itive (FP), and false negative (FN) pixels are estimated, and on that basis, accuracy
and specificity are calculated by Eq. (6).

accuracy = TP + TN

TP + TN + FP + FN
,Specificity = TN

TN + FN
(6)

Table 1 illustrates the accuracy and specificity measure, when traditional Gabor
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Table 1 Performance
measure with traditional
Gabor filter and hysteresis

Images Accuracy Specificity

1 95.3288 98.5808

2 94.9936 98.8851

3 94.3760 98.6377

4 94.8630 98.8735

5 95.0461 99.3473

6 94.5939 99.3889

7 95.0436 99.1254

8 94.2990 98.5496

9 95.0624 99.5314

10 95.5901 98.8593

11 95.1558 98.8546

12 95.0364 98.7422

13 94.7078 99.0642

14 95.6089 98.8278

15 95.3352 97.4715

16 94.6551 99.0722

17 94.5036 99.2112

18 95.3897 98.8822

19 95.9819 98.2709

20 95.5649 98.4481

transform is applied on 20 test images of DRIVE database. The maximum accuracy
and specificity are found to be 95.9819 and 99.5314, respectively. The average value
of accuracy and specificity is 95.02 and 98.46. Table 2 shows the accuracy and
specificity parameters of the suggested method on DRIVE database. By sharpening
the image and median filtering, it before applying Gabor transform enhanced the
average accuracy to 95.06 and average specificity to 98.83. The average accuracy
and average specificity of few other methods and the proposed method are shown in
Table 3. Ali et al. [1] applied Gabor transform for image enhancement and segmented
it by using three different methods, K-mean, ISODATA, and Otsu method. The
average accuracy and specificity for the above methods are given in Table 3. The
accuracy value was obtained by Katz [9] for enhancing the image by match filter
and segmenting it using local entropy thresholding is 94.59. Sreejini and Govindan
[12] improved the average accuracy to 95 by incorporating optimization technique
in match filter.
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Table 2 Performance measure of the suggested method

Images Accuracy Specificity

1 95.3594 98.2214

2 94.8970 98.4874

3 94.0756 97.9355

4 94.8603 98.6733

5 95.0676 98.9998

6 94.5463 99.0599

7 95.0061 98.6588

8 94.3842 98.2870

9 95.1524 99.3480

10 95.5983 98.4218

11 95.0067 98.5534

12 95.2028 98.5428

13 94.7500 98.7115

14 95.5631 98.3893

15 94.3890 96.3809

16 94.9209 98.8940

17 94.7078 99.0924

18 95.4564 98.4342

19 95.9644 97.9646

20 95.5613 98.1092

Table 3 Performance comparison on DRIVE database

Suggested method Avg. accuracy Avg. specificity

Gabor filter + K-means [1] 94.25 97.57

Gabor filter + ISODATA [1] 94.48 97.57

Gabor filter + Otsu [1] 94.53 97.85

Match filter + local entropy thresholding [9] 94.59 97.21

Match filter + PSO [12] 95.00 96.87

Gabor filter + hysteresis thresholding 95.02 98.46

Laplacian +median filtering + Gabor filter + hysteresis
thresholding

95.06 98.83

5 Conclusion

In this paper, we presented an automatic retinal blood vessel segmentation technique
based on Gabor transform in combination with hysteresis thresholding. To further
improve the accuracy and specificity of the proposed method, image is sharpened
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by Laplacian operator and median filtering is applied. From the results, it is clear
that the simple image sharpening and median filtering operation added novelty to
the algorithm as well as improved the accuracy and specificity parameters. The
suggestedmethod is implemented onDRIVEdatabase, and average value of accuracy
and specificity are found to be 95.06 and 98.83, respectively. Further, the method
can be modified to improve the precision and sensitivity parameters also. Since the
proposed method is an unsupervised method, it can even be applied to databases
where training dataset is not available. In future, optimized Gabor filter [13, 14] can
applied to improve the results further. The suggested method can further expanded
to classify healthy and diseased cases of vessel network.
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Multi-level Asymmetrical Inverters Using
Two DC Ports with Less Number
of Switches and Conversion Stages

Suraj Kumar Dash and Prakash Kumar Hota

Abstract In recent years, many industrial applications need higher-powered appli-
ances. It is difficult for a single semiconductor switch to connect directly formedium-
voltage appliances. In high-power and medium-voltage circumstances, a multi-level
power inverter designwas provided as an alternative. Amulti-level inverter is flexible
to use in renewable source, and high-power rating is achieved. Multi-level inverters
are categorized into two parts, (1) multi-level symmetrical inverters and (2) multi-
level asymmetrical inverters. Here, the asymmetric multi-level inverter is called a
dual-DC-port asymmetric multi-level inverter (DP-AMI) that uses only one topol-
ogy to interface a low/high-voltage DC port and an AC port at the same time. DC
source having low voltage like the battery or photovoltaic (PV) modules can provide
power directly to the load within a single power conversion stage. It can improve
the overall conversion efficiency of the system. The derivation scheme for DP-AMIs
topology is given. The principle of operation, schemes used for modulation, and fea-
tures of DP-AMIs are studied. This inverter’s working principle was evaluated, and
the expression of output voltage was obtained. Furthermore, the inverter is integrated
with the photovoltaic cell, and its maximum power point is tracked. Finally, the out-
come of the DP-AMI is compared to the cascaded H-bridge multi-level inverter.
After the simulation, it has been found satisfactory results.
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1 Introduction

Most of our loads are AC; this load required constant voltage at the input. If these
loads are connected to inverters, the inverter output voltage must be too controlled
to meet the AC loads. There are many methods to control the output voltage. The
supreme convenient controlling method for the output voltage is to use pulse width
modulation (PWM) control in the inverters.

1.1 Multi-level Inverter

DC-to-AC power conversion can be done by using multi-level inverter in the PV sys-
tem. There are three important multi-level inverters used in an industrial application
known as (1) cascaded H-bridge (CHB-MLI) with separate DC sources [1], (2) the
diode clamped (DC-MLI) [2], and (3) flying capacitor (FC-MLI) [3].

Three types of multi-level inverter are presented in Fig. 1, such as (a) three-level
DC-MLI, (b) three-level FC-MLI, and (c) three-level CHB-MLI. The advantage of a
MLI is that generated staircase waveform is closed to a sinusoidal waveform; there-
fore, it generates small harmonic distortion of output voltage and low switching
stress. Also the input current drawn by multi-level inverter has less distortion. But
the disadvantages of multi-level converters are that more number of power semi-
conductor switches needed and costly because of complicated modulation circuit
[1–3].

Fig. 1 Types of multi-level inverter
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1.2 Asymmetrical Multi-level Inverter

Inverter is a static power electronic circuit which is used to connect several DC power
sources like renewable energy sources, DC voltage buses, and storage batteries to
the AC load. The three categories of inverter are buck type, boost type, and buck–
boost type. In inverter of buck type, the supply DC voltage must be higher than
the peak value of AC output voltage. Taking an example, the supply DC voltage of
buck-type inverter is in the range of 380–400 V for the 220 V AC applications. So
the inverter of boost type is used. It is used only when the DC input voltage cannot
meet the requirement of AC load. So the input power which passes through two
cascaded-connected power conversion systems creates switching loss, conduction
loss, and reduced overall conversion efficiency. The DC-to-AC power conversion for
two stages is shown in Fig. 2.

Actually, the inverter output voltage is varying with respect to time; it means the
instantaneous value of output voltage is not all time greater than the DC source of low
voltage. This gives a clue that if the AC voltage’s instant value is lesser than the low-
voltage DC source is directly give power to the inverter without passing through font
DC–DC converter stage. Hence the part of the input power obtained from low voltage
source passes through only one power conversion stage that is DC to AC instead of
two power conversion stage, so conduction loss switching loss and voltage/current
stress decreases and it lead to increases total DC to AC power conversion efficiency.
The single phase DP-AMI is developed by three level inverter [4]. The DP-AMI
connects both low/high voltage DC port and AC port simultaneously using one
topology. This DP-AMI has several advantages since part of the input power directly
supplies to the inverter without passing through DC–DC converter, so the power
conversion stages, voltage stress of switch, switching losses, and conduction losses
are reduced [1, 4, 5]. Based on the operation, the DP-AMI generated three voltage
levels in the +ve half-cycle of voltage output, and the voltage stress of SL1 is VL,
but S1 is (VH − VL) instead of VH when switched at high frequency. Therefore,
the voltage stress and switching loss are reduced [6–8]. The DP-AMI-based DC/AC
power conversion system is shown in Fig. 3.

Fig. 2 Two-stage configuration of DC/AC power conversion system
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Fig. 3 DP-AMI-based configuration of DC/AC power conversion system

2 Operations and Modulation of the DP-AMI

Figure 4 represents the simplification diagram of DP-AMI. The operation principles
and control of the DP-AMI are analyzed. Low- and high-voltage DC ports are used,
and these voltage ports provide voltage level of the inverter [4, 9, 10].

2.1 Operation Principle

The output voltage of the positive half-cycle is studied in this section. In this mod-
ulation, two triangular carrier waves are used for the positive half-cycle; these two
carriers are compared with the desired sin-wave signal at the output to generate the
driving signals to the DP-AMI. The modulation strategy of the DP-AMI is described
briefly in Table-1.

Fig. 4 Three-level T-type DP-AMI model
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Table 1 Modulation of DP-AMI

State No. Input voltage Switches on state Switches off state Midpoint voltage
VAB

1 VL > Vo SL1 and S4 SL2, S1, S2, and S3 VL

2 VL > Vo S2 and S4 SL2, S1, S2, and S3 0

3 VL ≤ Vo SL1, S1 and S4 SL2, S1, S2, and S3 VH

4 VL ≤ Vo SL1 and S4 SL2, S1, S2, and S3 VL

2.2 Control Voltage Capability of DP-AMI

This DP-AMI interface with a renewable energy sources like photovoltaic energy
system. Two DC ports are used, namely high-voltage DC source (VH ) and low-
voltage DC source (VL). The closed-loop control block diagram of the DP-AMI as
shown in Fig. 5 is used to regulate the voltage of both Vo and VH . The voltage VH

is controlled by the boost converter, the voltage Vo is controlled by the DP-AMI by
using SPWM, and the voltage VL is constant value [5, 9, 11, 12].

3 The MATLAB/Simulink Block Diagram of the DP-AMI

The model parameters of DC/AC system shown in Fig. 6 are: VL = 190 V, VH =
380 V, and Vo = 380 sin (100π t) V. The DP-AMI switches like S1, S2, S3, S4, SL1,
SL2 are getting the modulated signal from SPWM. The boost converter parameters
are LH = 5mHandCH = 300µF. Finally, theDP-AMI generating voltage is passed
through the LCL filter of parameters which are LF1 = 3.6mH, CF = 2.54µf, and
LF2 = 760mH for obtaining pure sinusoidal voltage. Here the load is RL load of
values RL = 55� and L = 2 mH.

+ 
VL-

 - 

+ 
-

- 

+ 
 - 
-

Fig. 5 Control block diagram of DP-AMI
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Fig. 6 MATLAB/Simulink block diagram of DP-AMI with LCL filter

Table 2 Operation of DP-AMI with different duty ratio of boost converter

Duty ratio VL (V) VH (V) THD of VAB (%) THD of filtered Vo (%)

0.2 190 229.35 31.2 16.4

0.3 190 269.66 29.53 12.13

0.5 190 378.9 29.2 0.94

0.6 190 468.5 33.9 17.96

Table 2 represents the harmonic contents of DP-AMI with various duty ratios of
the boost converter; it is found that at 0.5 duty ratio, harmonic contents in the output
voltage are less, i.e., THD = 0.94%.

Here we generate pulse by using SPWM as shown in Fig. 7. In this modulation,
triangular wave of high frequency is compared with sin wave of low frequency to
generate pulse based on the desired sinusoidal output voltage.

3.1 The Schematic Control Block Diagram of the DP-AMI

This DP-AMI interface with a renewable energy sources like photovoltaic energy
system is as shown in Fig. 8. Two DC ports are used, namely high-voltage DC source
(VH ) and low-voltage DC source (VL). The closed-loop control block diagram of
the DP-AMI is used to control the voltage of both Vo and VH . The voltage VH is
controlled by the boost converter, the voltage Vo is controlled by the DP-AMI by
using SPWM, and the voltage VL is constant value [11, 12].

Table 3 represents harmonic contents in the control DP-AMI with various duty
ratios of the boost converter and LCL filter. It is found that at the duty ratio of 0.5,
the harmonic content in the output is less, i.e., THD = 0.24%.
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Fig. 7 Modulation strategy of DP-AMI

Fig. 8 MATLAB/Simulink control block diagram of DP-AMI
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Table 3 Control of DP-AMI with different duty ratio of boost converter

Duty ratio VL (V) VH (V) THD of VAB (%) THD of filtered Vo (%)

0.2 190 238 28.8 15

0.3 190 270.1 26.52 10.39

0.5 190 379.46 26.98 0.24

0.7 190 626.2 36.58 12.51

0.8 140 698.2 45.9 20.51

4 Time-Domain Simulation Results

4.1 Time-Domain Simulation Results of DP-AMI

The midpoint voltage of DP-AMI and its THD is as shown in Figs. 9 and 10, respec-
tively. Filtered output voltage of DP-AMI and its THD are as shown in Figs. 11 and
12, respectively. The output voltage of boost converter and SPWM is as shown in
Figs. 13 and 14, respectively.

Fig. 9 Midpoint voltage ofDP-AMI (forVL = 190V, themidpoint voltageVo = 380 sin (100π t)V)

Fig. 10 THD of midpoint voltage (DP-AMI) (For VL = 190 V, THD of midpoint voltage = 26%)
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Fig. 11 Filtered output voltage of DP-AMI [for VL = 190 V, the filtered output voltage Vo = 380
sin (100π t)]

Fig. 12 THD of filtered output voltage (DP-AMI) (for VL = 190 V, THD of the filtered output
voltage is 0.24%)

Fig. 13 Output voltage of boost converter (for VL = 190 V and duty ratio of = 0.5, the output
voltage of boost converter VH = 380 V)

Fig. 14 Modulation scheme of DP-AMI by using SPWM
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4.2 Time-Domain Simulation Results of Control DP-AMI

Figure 15 represents the control midpoint voltage of DP-AMI integrated with PV
system. Initially this DP-AMI is not able to generate three voltage level because, the
pulse generated by using MPPT algorithm is taking some time to track maximum
power point then give pulse to the boost converter.

Total harmonic distortion (THD) is measure of resultant of all harmonics present
in the output voltage with respect to the fundamental component.

The THD of the control midpoint voltage, filtered output voltage, and its FFT
result are shown in Figs. 16, 17, and 18, respectively.

Fig. 15 Control midpoint voltage of DP-AMI (for VL = 180 V, the midpoint voltage Vo = 360 sin
(wt) V)

Fig. 16 THD of the midpoint voltage (DP-AMI) (for VL = 190 V, THD of the midpoint voltage
= 26%)
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Fig. 17 Filtered output voltage of DP-AMI (for VL = 180 V, the filtered output voltage Vo = 360
sin (wt) V)

Fig. 18 FFT analysis result of output voltage (for VL = 180 V, FFT result shown above)

4.3 Time-Domain Simulation Result of Various Multi-level
Inverters

Figure 19 represents THD of three types converter midpoint voltage. These are
control DP-AMI, DP-AMI and cascaded H-bridge. Here it is found that all the three
converter contain same THD at the midpoint voltage that is 26%.

Figure 20 represents THD of three types of converter filtered output voltage.
These are single phase control DP-AMI, DP-AMI and cascaded H-bridge. Here by
considering same circuit condition for all, it is found that THD of single phase DP-
AMI with or without control is 0.21%, where as in case cascaded H-bridge THD is
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Fig. 19 THD analysis of output voltage

Fig. 20 THD analysis of filtered output voltages

12%. The DP-AMI improve the power conversion efficiency as well reduced THD
as compared to cascaded H-bridge multilevel inverter.

5 Conclusion

The present research under investigation of open-loop control and closed-loop con-
trol of DP-AMI is done by using MATLAB/Simulink. In this research work, it is
found that multi-level inverter (DP-AMI) output waveform has lower dv/dt and also
lower harmonic distortions as compared to two-level and cascaded H-bridge inverter.
As a result, switching and conduction losses of DP-AMI decreased for which the
proposed method proved to be efficient. So DP-AMI is a new, simple, and straight-
forward technique for efficiency improvement of the conventional two-stage DC/AC
system and implemented in PV system. The control of DP-AMI is more preferable
as compare to conventional DP-AMI. Furthermore, it can be extended to multi-phase
DP-AMI, and good quality of output wave form can be obtained with less THD.
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Fuzzy Granular Computing-Based
Controller Design for Inverted Pendulum
System with Delay

Srikanth Kavirayani

Abstract Fuzzy control as a method used in control design has been predominant
when the plant mathematical model is unavailable. Granular computing has been
seen as a process which speeds up the fuzzy methodology when combined to the
fuzzy control design. Inverted pendulum control and stabilization are a classical
problem investigated in this work. The stabilization of the pendulum is achieved
with an advanced fuzzy granular computing-based controller under the influence of
time delay. The controller which was a combination of fuzzy type-2 controller along
with classical PID controller achieved the control. However, it was seen that the
impact of time delay with advanced fuzzy controllers is significant even if there was
a unit transportation delay in the system the output response suffers which becomes
a major drawback and which indicates the need for possible boundaries in time delay
systems.

Keywords Fuzzy granular computing · Time delay · Single inverted pendulum

1 Introduction

The popular magician’s rope trick transforms itself into broom-stick balancing and
the interesting control problem of the single inverted pendulum on a cart. Some of
the major applications of this research involve studies on segway transport, missile
launching and earthquake studies. Various versions of the inverted pendulum prob-
lem are investigated worldwide from a simple PID-based control to the latest fuzzy
controllers. The focus being fuzzy in this context, some work on fuzzy is highlighted
here.

Lin et al. [1] have developed decoupled control by hierarchical fuzzy slidingmode
control for the double inverted pendulum system. Cheng et al. [2] have discussed a
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Q-value-based safe reinforcement learning scheme for neuro-fuzzy systems. Vari-
ous researchers have applied fuzzy control to various types of acrobats, pendubots,
pendulum systems and other underactuated systems. Yuan et al. [3] have performed
simulations on linearized pendubot model in MATLAB environment by PSO and
LQR algorithm separately, and the results were compared which proved the PSO
algorithm is advantageous and achieved the expected goal for stabilization. A new
algorithm to optimize the state feedback matrixes of the linearized two-link pen-
dubot control system was applied and PSO led to smaller angular displacement and
velocity of every link, less overshoots and shorter settling time. Omatu et al. [4]
discussed a new architecture of a self-tuning neuro-PID control system and its appli-
cation to stabilization of an inverted pendulum. A single-input multi-output system
is considered to control the inverted pendulum by using the PID controller. Xu et al.
[5] focused on experimental studies of real-time online learning control for nonlin-
ear systems using kernel-based ADP methods. Specifically, the kernel-based dual
heuristic programming (KDHP) method is applied and tested on real-time control
systems. Feifei et al. [6] use the Newton-Euler method to derive the dynamic equa-
tion of the linear inverted pendulum. Mehrez [7] in their paper propose a control
strategy to deal with highly dynamic systems. Li et al. [8] first describe the research
background of inverted pendulum, and then derive the mathematical model of planar
double inverted pendulum system by use of Lagrange modeling method. Yu et al. [9]
in their paper have discussed a controller that takes the hybrid of BP neural network
and least-squares algorithm to train parameters. Tharun et al. [10] have elaborated
on the use of granular computing as a tool for expediting the rule explosion. Srikanth
et al. [11] have contributed to the studies of inverted pendulum based on condition
numbers in one of his recent works for a high-end complex dynamic system called
the triple inverted pendulum.

Granular computing involves defining entities which classify certain characteris-
tics of the system. In a hierarchy control, there are different levels of weights that
define each of these characteristics which supersede or precede the given set of char-
acteristics. When hierarchy-based granular computing is combined with fuzzy logic,
fuzzy rules are defined based on the constraints of the system. The rule explosion
happens based on the number of rules that define the system. There is little or no
work on application of the fuzzy granular computing to the inverted pendulum sys-
tem under the influence of time delay which is the proposed work in this case. The
inverted pendulum modeled with transport delay yielded the condition various the
serious limitation of an unwanted dead time can cause to the system is observed
as part of this work. The novelty of this work can be attributed to the following
important parameters.

• Inclusion of time delay into the system model and analysis.
• A novel fuzzy granular computing technique linked to the time delay and error
rectification.
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2 Research Methodology

The inverted pendulum on a cart is a benchmark model that is modeled under the
influence of time delay here. The cart position (x) and the pendulum angle (theta) are
the two parameters which are the control variables which need to be the dependent
variables which are observed to be controlled by an input which is the force applied
on to the cart. This cart movement causes the pendulum to swing up and stabilize the
upright equilibrium position. The pendulum moves from the downward equilibrium
position to the upward equilibriumposition and then stays there indicating the control.
Figure 1 indicates the basic mechanical structure of the pendulum on the cart whose
mathematical representation is given in Eqs. 1 and 2.

Euler Lagrangian equations are used for modeling the system. These equations
are derived from the basic Newtonian equations summing up the forces that are
acting on the pendulum. If mass of pendulum (M) is subject to the force and x is
the relative displacement of the cart position then the governing differential equation
which models the dynamics of the system is given as in Eq. 1.

Mẍ + aẋ + k = F (1)

where K and P are horizontal and vertical components of the interaction forces and
‘a’ is friction coefficient. The force exerted in the horizontal direction due to the
moment on the pendulum is determined as in Eq. 2.

F = ml�̈ (2)

The final dynamic equation of motions for the forces acting is based on [11]

(M + m)ẍ + bẋ − ml�̈ cos� + ml�̇2 sin� = F (3)

(I + ml2)�̈ − mgl sin� = mlẍ cos� (4)

Fig. 1 Inverted pendulum
mechanical representation
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The plant equation represented by Eqs. 3 and 4 take into effect the angular accel-
eration due to gravity, angular acceleration due to external disturbances and angular
acceleration tomotion of cart. On linearization of such amodel, the inputs are divided
into two parts out of which one input on which there is no control and the other where
there is control on the input. The disturbances on which there is no control are not
considered in this paper and the controlled inputs are only treated with fuzzy granular
computing.

As we are aware fuzzy logic is designed for weak models with significant param-
eter variations and incomplete data sets, the stability analysis with fuzzy logic the
implementation cycles are reduced as fuzzy sets are employed using rules. The crisp
inputs for the variables are converted into fuzzy sets using membership functions as
the available input and output data of the system is too vague and imprecise when a
model like the inverted pendulum is considered.

2.1 Novel Fuzzy Preview Controller

The plant model has been modeled in Simulink and has been considered as a subsys-
tem where in the transport delay was added to the system to understand the impact
of time delay. The controller is designed based on PID controller and fuzzy is also
developed as a subsystem which provides the necessary computation based on rule
explosion defined. The cart position is taken as the reference zero and the computa-
tion is done strictly based on both the initial conditions for the pendulum and the cart
position set to zero as reference condition. The developed Simulink model is given
in Fig. 2 and the rule explosion is given in Fig. 3.

The controller design is based on earlier work based on pottem et al. [10] where
PID-based controllers are designed, and the plant is modeled without the consid-
eration of time delays. The rules that have been defined can be viewed as follows
in Fig. 3. A weighted average method is adopted to calculate the hierarchical fuzzy
PID controller as in [10] with type-1 fuzzy controller and type-2 fuzzy controller.
However, the major difference is the transportation lag which would be introduced
into the control loop.

Fig. 2 Closed-loop system with transport delay for SIP
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Fig. 3 Rule explosion in the fuzzy interface

u = e−st + wp ∗ uPID + w typel ∗ u type1 fuzzy + w type2 ∗ u type2 fuzzy (5)

As given in Eq. 5, the inclusion of the time delay component causes incremental
control action alongwith the time delays resulting in a better control strategywhich is
granulation causing refinement in the way the control effort is used for the smoother
control of the plant model.

3 Results

The pendulum was stabilized successfully with the aid of a fuzzy granular computed
controller and the PID controller which control both the angle and the pendulum.
The output surface obtained using MATLAB fuzzy toolbox is given below in Fig. 4.
The fuzzy toolbox output surface variation is shown in Fig. 4 which indicates the
possible region in which the output angle varies.

However, as shown in the figure, the controller was not successful in stabilizing
the pendulum when a unit delay was incorporated into the system dynamics. The
significant impact of a unit delay which could be caused due to some suffering or
due to some disturbance is considered as defined in Eq. 5 which will yield a system
which will move out of the verge of stability from the input. Figures 5 and 6 indicate
the variation for the cart position and Fig. 5 indicates that the system has runaway
which is a sign of unstability. Figure 6 indicates that the cart position is in permissible
limits but is still not controlled. Figure 7 indicates the zero stability case where the
pendulumwas stabilizable, however, as it can be noticed in Fig. 8, the pendulumcould
not be stabilized even for a variation of unit delay and the pendulum oscillates about
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Fig. 4 Output surface variation
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Fig. 7 Pendulum angle variation without delay
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Fig. 8 Pendulum angle variation with unit delay

the final steady-state output which indicates that the system uses energy exhaustively
even when a marginal delay is entered into the system. This becomes a bottleneck for
high-end systems. It should be realized that traditional techniques like pole placement
have limitations on the bounds defined during stability. The constraints with stability
are very well handled with fuzzy preview control that is achieved in this particular
case of the inverted pendulum. It is evident that the settling time and overshoot are
parameters which are highly influenced. The saturation effect degrades the system
stability and the eigenvalue analysis cannot be used to study stability, so in this case,
the traditional techniques fail, whereas the fuzzy preview control succeeds.

In Fig. 9, the uncertainty in terms of variations with delay is studied using a funnel
chart. As seen in Fig. 9, the effect on the cart position is high taking the logic 0 and
logic 1 for the stability and unstable conditions. When the experiment is repeated
for variations with delay, it is observed that the uncertainty mainly effects the cart
position drastically than the pendulum position. This is clearly implied because the
control input is immediately effecting the cart position and as a result major impact
would be on the cart.
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Fig. 9 Uncertainty analysis using inverted funnel chart

4 Conclusions

It can be concluded from this work that critical time delays are to be defined and
considered when the system is being modeled when complex dynamic systems are
being considered. The influence of dead time as suffering for the systemwhich enters
the system as transportation lag or delay is not bounded and the controller becomes
ineffectivewhen the dead time is present. This causes the system to suffer and alsowill
destabilize the system if the delay is not in predefined bounds. Thus, when modeling
robotic systems with fuzzy controllers, it is definitely a requirement that the system
time delays are considered so that the system becomes robust and even under the
influence of time delay the system becomes efficient. Thus, it can be concluded that
when saturation effects degrade the system stability and the techniques like pole
placement fail, the fuzzy preview granular computing-based controller would be a
good alternative for systemswith complex dynamics. Some of themajor applications
where the studies on the inverted pendulum system can be extrapolated are listed as
(i) design ofmanipulator controls with conveyor-belts require proper fine tuningwith
inherent time delays and the model studies can be extrapolated to this hybrid system;
(ii) design considerations in humanoid robots, for instance, in staircase stepping
requires a lot of fuzzy information with preview and the analysis done using this
method can be extended to this kind of systems; and (iii) complex higher-order
dynamic systems can be evaluated using the test bed of inverted pendulum because
in eigenspace analysis, the fuzzy sets involved only will change from larger sets to
smaller sets with the eigenvalues that decide the control of a particular plant.
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Electrical Faults in Photovoltaic
Modules: Analysis, Characterization
and Detection

Priya Ranjan Satpathy, Sasmita Jena, Sobhit Panda and Renu Sharma

Abstract Photovoltaic (PV) modules are installed in the field to deliver possible
maximum power to the load. However, the PV modules encounter various electrical
faults during operation that results in severe power loss, failure and performance
degradation of the system. Also, the lack of fault knowledge among the PV man-
ufacturer and installers has resulted in severe accidents and fire hazards in some
cases. The scope of this paper covers the description on various electrical faults,
their occurrence and impact on the performance of PV modules. The faults include
interconnect and connection faults, bridge and earth faults, shunt path development
faults and mismatch faults that commonly occurs in the field-installed PV systems.
The effect of these electrical faults on the equivalent circuit and characteristics curves
of the PV modules has been studied using MATLAB/Simulink. The analysis pre-
sented clearly indicates the adverse effect of these faults in the power generation
and performance of the PV modules. Also, a short survey on various fault detection
techniques proposed in the literatures has been done.
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1 Introduction

Photovoltaic (PV) systems are considered as an integral solution for accomplishing
energy security, social equity and mitigation of environmental impact challenges [1,
2]. Various advantages such as no moving parts, environmentally friendly nature,
source abundance, low temperature operation, no sound production and low main-
tenance have made PV systems a promising source of renewable power generation
[3]. PV modules are the core of a PV system that are connected in series and parallel
configurations to form an array in order to deliver the power desired by the load [4].
However, the modules face enormous faults during operation that result in power
losses, failures, accidents, efficiency degradation and reduced reliability. So, fault
analysis and diagnosis of PV modules have been considered as an important field of
research nowadays [5].

Fault monitoring systems are playing a key role in PV systems for analysis and
detection of faults equipped with diagnosis algorithms [6]. However, monitoring
systems (MS) add additional cost to the system, so the installation ofMS in residential
and small PV plants is mainly ignored. In general, small PV systems are not checked
regularly for which undetectable faults can occur in the system that leads to energy
and financial losses [7–9]. Also, undetected and unclear fault in the PV system for
long term cannot only results in the power losses, components damage and failure but
also leads to safety issues and fire hazards [10]. In fact, recent incidents (Bakersfield,
California in April 5, 2009 and Mount Holly, North Carolina in April 16, 2011)
have raised a major concern regarding the impact of faults that resulted in severe fire
hazards [11]. In general, PV systems encounter various faults such as visual, thermal
and electrical where the visual and thermal faults can be observed by color and
thermal property change of the module and detected by using thermal cameras and
other equipment. However, electrical faults are most promising to the PV systems
that affect the system performance by reducing power generation and efficiency.
Also, these faults can lead to system failure, severe damage to components such as
modules and fire hazards [12, 13]. So, understanding the types of faults with their
causes and effects in the PV arrays is one of the major aspects of preventing power
losses, efficiency degradation and undesirable hazards like fire.

The aim of this paper is to perceive, simulate and discuss various electrical faults
that occur in DC side (modules) of the PV system. The study has been carried out
in MATLAB/Simulink environment and mainly focused on the electrical voltage
and current inspection. The effect of various electrical faults has been studied by
analyzing the characteristics curves of the PV module. Also, a literature survey of
various fault detection techniques of PV system has been done.
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2 System Description

2.1 Mathematical Modeling of the PV Module

A PVmodule mainly consists of series-connected cells given by a circuit (see Fig. 1)
and can be modeled using the equations as given below.

IPV = Iph − Io

[
exp

(
Vpv + Rs Ipv

A

)
− 1

]
−

[(
Vpv + IpvRs

)
Rsh

]
(1)

where IPV and Iph are the current output and photo generated current of module, A
is the ideality factor, VPV represents the voltage of the cell, RS represents the series
resistance and RSh represents the shunt resistance.

2.2 Specification and Characteristics of the PV Module

The specification of the PV module at standard testing condition (STC) considered
for the study has been given in Table 1.

The PV module (WS-50 W) consists of 36 numbers of series-connected cells
generating maximum power of 50 W at STC. The characteristics curves of the mod-
ule operating under various irradiance levels and operating temperatures have been
represented in Figs. 2 and 3, respectively. The curves clearly state the direct depen-

Fig. 1 Circuit representation
of a PV module

IPh

IO

RSh

RS

Load

+

-

IPV

Table 1 Specification of PV module at STC (1000 W/m2 and 25 °C)

Parameters Rating

Maximum power (PM ) 50 W

Maximum voltage (VM ) 17.47 V

Maximum current (IM ) 2.862 A

Open-circuit voltage (VOC) 21.56 V

Short-circuit current (ISC) 3.10 A
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Fig. 2 Characteristics curves of the PV module under various irradiance levels. a Current–voltage
(I–V ) curve. b Power–voltage (P–V ) curve
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Fig. 3 Characteristics curves of the PV module under various operating temperatures. a Current–
voltage (I–V ) curve. b Power–voltage (P–V ) curve

dency of current on irradiance level and inverse dependency of voltage on operating
temperature of the module.

3 Electrical Faults Analysis and Characterization

The most common electrical faults that occur in PV modules and their effect on
the operation have been discussed in this section. The faults include: interconnect
and connection faults, bridge and earth faults, shunt path development faults and
mismatch faults. The effect of these faults on the equivalent circuit and characteristics
curves of the module has been studied. The major parameter (voltage or current)
associated with the power losses during each fault has been figured out. Also, the
efficiency and performance ratio of module during each fault have been calculated
mathematically.
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3.1 Interconnect and Connection Faults

Overview: Though the PV cell is incapable of generating useful voltage or current,
so a group of cells are connected in series and parallel to form a module and generate
the useful voltage and current level. In general, the front surface of the cell is printed
with a grid of silver fingers and series connection is carried out by soldering the cell’s
silver fingers using copper ribbons (interconnects). However, the reliability of the
module gets reduced by solder joint failure that can occur due to temperature, salt
mist, humidity and thermal cycling leading to coarsening, stress and creep.

Effect: The interconnect and connection faults result in an increased series resis-
tance (RS) of the module and its equivalent circuit. This reduces the slope of I–V
curve near open-circuit voltage (VOC) leading to power loss.

Analysis: The effect of interconnect and connection faults have been studied by
operating the module at various irradiance levels (400–800 W/m2) having different
series resistances ranging from 0 to 0.4 �. The characteristics curves of the module
during faults have been shown in Fig. 4 that clearly indicate the notable reduction in
voltage as compared to current of the module. The right-most curves during different
irradiance correspond to fault free PV module.
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Fig. 4 Characteristics curves of the module operating at different irradiance levels during
interconnect and connection faults. a Current–voltage (I–V ) and b power–voltage (P–V ) curve
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3.2 Bridge and Earth Faults

Overview: When a connection occurs between interconnects or interconnects and
earth or two points with different potential, earth fault takes place. Encapsulation
deterioration, water corrosion, development of internal resistance, short circuit, dis-
connection due to bypass diodes, ion migration, metal corrosion, impact damage and
surface conduction are stated as the main causes of earth faults. The peak reverse
voltage and junction temperature are the main parameters that affect the lifespan
of bypass diodes as high temperature disable them resulting in short-circuit failure
causing bridge faults.

Effect: The bridge and earth faults result in short circuiting of the cells connected
to the PV module and hence severely reduce the voltage proportional to the number
of sorted cells.

Analysis: The effect of bridge and earth faults has been studied by sorting the
cells of modules and operating them at different irradiance levels. The sorted cells
number ranges from 0 to 10 cells where zero sorted cells correspond to the faults
free module. The characteristics curves of the module during bridge and earth faults
have been depicted in Fig. 5 that represent a serious voltage reduction of the module
with an increasing sorted cells number.
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Fig. 5 Characteristics curves of the module operating at different irradiance levels during bridge
and earth faults. a Current–voltage (I–V ) and b power–voltage (P–V ) curve
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3.3 Shunt Path Development Faults

Overview: These faults mainly occur when a connection or moisture forms a shunt
path between the positive and negative terminals of PV module due to deterioration
in conductor insulation.

Effect: The shunt path development faults result in the decrement of shunt resis-
tance (RSh) in the equivalent circuit of PV module that increases the slope of I–V
curve near short-circuit current (ISC).

Analysis: The effect of shunt path development faults has been analyzed by oper-
ating the module at different irradiance levels (400–800W/m2) with different values
of shunt resistance ranging from 100 to 1000 �. The characteristics curves of the
module during this fault have been presented in Fig. 6. The graphs clearly represent
that the power generation of the modules reduces with a decrease in current output
more than decrease in voltage.
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Fig. 6 Characteristics curves of the module operating at different irradiance levels during shunt
path development faults. a Current–voltage (I–V ) and b power–voltage (P–V ) curve
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3.4 Mismatch Faults

Overview: Mismatch faults mainly occur due to partial shading among the cells of
the PVmodule. Partial shading can take place due to shadow of nearby buildings and
trees, soiling, dust accumulation, bird litters, broken module glass, etc. During this
situation, the cells of PV module receive different irradiance levels results in power
loss. Generally, a bypass diode is connected in parallel with 18 numbers of series
cells to bypass the higher current generated by the unshaded modules and remove
hotspot effect. However, the failure of bypass diodes can result in severe power loss
in the modules.

Effect: The mismatch faults reduce the power output of the modules leading to
local heat (or hotspot) formation in the shaded cells that result in permanent damage
of the module and fire hazards.

Analysis: The effect ofmismatch fault has been studied by partially shading single
cells (10th cell and 20th cell) and two consecutive cells (18th cell and 19th cell). The
characteristics curves of the PV module during various mismatch fault conditions
have been shown in Fig. 7.
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Fig. 7 Characteristics curves of the module operating during mismatch faults. a Current–voltage
(I–V ) and b power–voltage (P–V ) curve
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The graphs indicate that when cell belonging a single bypass diode group get
shaded, the characteristics curve resulted inmultiple peaks formation withmaximum
power point (MPP) lies at the first peak. However, when cells belonging to both the
bypass diodes group get shaded, the curve formed a single peak with reduced power.
Also, it has been noted that there is a significant reduction of maximum voltage
generated by the module during mismatch faults.

4 Electrical Faults Detection and Diagnosis

Various PV fault detection techniques have been proposed in the literatures that
utilize on-site data measurement such as irradiance, temperature, operating current
and voltage, generated power, power loss and fill factor. An algorithm based on
artificial neural network (ANN) to detect the normal, mismatch, ground and bridge
faults using the operating temperature, current and voltage of the module has been
proposed [14]. Another decision tree-based algorithm that requires past data under
normal and faulty conditions to detect various faults in PV module with high accu-
racy has been proposed [15]. A string level fault detection technique that compares
the current output of each string to locate the faulty string has been proposed in the
literature [16]. A PV cell health monitoring system using infrared thermograph (IF)
for hotspot detection has been proposed [17]. The quality of PV cell can be moni-
tored using thermal camera with light beam induced voltage/Current (LBIV/LBIC),
electroluminescence (EL), photoluminescence (PL) based instruments [18, 19]. A
fault detection technique that compares the actual I–V curve with expected curve
of the PV array has been proposed [20]. The summary of other PV faults and their
detection techniques have been presented in Table 2.

5 Conclusion

In this paper, the causes, effect and analysis of themost common faults, i.e., intercon-
nect and connection faults, bridge and earth faults, shunt path development faults and
mismatch faults on the equivalent circuit and characteristics curves of PV modules
have been discussed. It has been established that the PV faults affect the character-
istics curves and power generation of the module by either reducing the voltage and
current. Also, the long term existence of these faults can result in permanent dam-
age of module and fire hazards in some cases. Various faults detecting techniques
proposed in the literatures have been surveyed.



274 P. R. Satpathy et al.

Table 2 Different types of faults and their detection techniques in PV system

Fault type Detection techniques Fault locating equipment

Ground fault Measurement of fault current Ground fault detection
interruption (GFDI), differential
current measurement (DCM)

Voltage and current measurement Minimum covariance determinant
(MCD) estimator [21]

Reflectometry Spread spectrum time domain
reflectometry (SSTDR) [22]

Line-to-line fault I–V curve simulation and
comparison

PV simulator [20]

On-site measurement of voltage
and current

ANN [14], decision tree algorithm
[15]

Reflectometry Time domain reflectometry (TDR)
[23]

Open fault On-site measurement of voltage
and current

Decision tree algorithm [15]

Reflectometry Time domain reflectometry (TDR)
[23]

Series-arc fault Voltage and current measurement Minimum covariance determinant
(MCD) estimator [21]

PV current frequency domain
analysis

Arc-fault circuit interrupter
(AFCI) [24]

Parallel-arc fault Current/voltage drop detection
with frequency domain analysis

AFCI with current/voltage sensing
and measuring equipment [24]

Bypass diode failure Diode testing and sensing
temperature

Multimeter and infrared [25]

Hotspot formation Thermograph Infrared [17]

Dust/soiling Visual inspection, thermograph Infrared [17]
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Abstract Thismanuscript presents amethodbased onS-transform (ST) and extreme
learning machine (ELM) to identify the causes of voltage sag. Exact recognition of
voltage sag causes (VSCs) can help decrease the problems initiated due to voltage
dip in electric power system. ST is a well-known time–frequency analysis technique.
Initially, the extracted voltage signals are pre-processed through ST and several
statistical features are extracted,which are later applied as inputs toELMclassifier for
voltage sag cause detection. Here, three significant causes are simulated for voltage
sag in MATLAB/Simulink, like (i) single-phase and three-phase fault, (ii) starting
of induction motor and (iii) energization of transformer. The performance of the
proposed technique is compared with other existing voltage sag cause classification
techniques. The classification results indicate the ability of the proposed technique
for detection and classification of VSCs more accurately.
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1 Introduction

This modern era has been witnessing a meteoric rise in the presence of advanced
power electronics converters in electrical power systems (EPSs), intensifying the
concerns towards apprehensible threat to the power quality (PQ) [1]. If the sources
and/or causes of voltage dip are detected timely and accurately, then it can very well
help to plan and put in action the remedial measures [2, 3]. The most influential
and apparently detrimental to a good power quality, amongst all PQ disturbances
(PQDs), is voltage sag [4]. The main reasons behind this disturbance are faults due
to short circuit (SC), switching on of an induction motor (IM) and energization of a
transformer. Consequence upon a voltage sag phenomenon, the voltage magnitude
(in terms of its RMS value), can decrease up to 0.9 pu within a time span of 1/2–
30 cycles [4]. The characteristics of voltage sags produced by discrete sources are
unique in several ways. For example, amplitude (A), time period (T ), phase angle
jump and harmonics contents are some of the distinctive features of a voltage sag
[3]. This work confers the techniques for voltage sag cause (VSC) identification and
their classification.

Several PQdetection approaches have been presented by academicians and people
from industry relying on signal-processing tools like Fourier transform (FT), short-
time Fourier transform (STFT), wavelet transform (WT), multi-resolution analysis
(MRA) and Hilbert–Huang transform. Amongst these, a few have been depicted in
the literature [3, 5, 6]. The authors in [3] enumerated a unique approach for detection
of VSCs based on HHT. The methodology uses instantaneous frequency curve to
determine the point of mutation, frequency components and signal amplitude. After-
wards, these indices have been utilized to ascertain the sources of voltage sag. Here,
the instantaneous frequency curve was derived from the output of EMD followed
by Hilbert transform. The average rate of accuracy was observed to be 96%. The
authors in [5] proposed a different approach for detection of voltage sag causes. It
is a combination of HHT and probabilistic neural network (PNN). While the EMD
along with HT is for distinctive feature extraction, the PNN helped classifying the
disturbances. In this case, the accuracy is 98.63%.Also, comparative studies amongst
available techniques on WT-based feature as well as those available on multi-neural
network (MNN)-based classification have been done. The overall accuracies were
observed to be 83.63% employingWT-MNN, 96.36%with EMD-MNN and 85.90%
withWT-PNN. Similarly, the authors in [6] presentedHHT and PNN-based approach
to identify voltage sag causes. The efficiency of the proposed approach was observed
to be 97.66%. From this survey, it could be inferred that there is no method which
could detect the VSCs with 100% accuracy. Moreover, the published literatures do
not include noise-infested conditions for verification of detection proficiency.

In this work, the role of ST to detect and classify the causes of voltage sag has been
analysed. The S-transform (ST) is an extension to WT. It is vastly similar to the FT.
Moreover, the formulation of ST involves selection of a particular mother wavelet
derived from a continuous WT and multiplying it with a phase correction factor.
Thus, the ST is basically a phase-corrected continuous WT [7, 8]. The output matrix



Detection and Classification of Voltage Sag … 279

of ST provides a range of distinctive features extracted from the disturbance signal.
These features serve as feed to the ELM classifier for precise classification of VSCs.
The results of this classification confirm that the technique proposed is capable of
detecting and classifying VSCs quickly and more accurately. In this analysis, three
significant causes of voltage sag are simulated in MATLAB/Simulink, for instance
(i) single phase-to-ground and three-phase fault, (ii) switching on an IM and (iii)
energization of a transformer.

The rest parts of this article are presented in a manner as follows: a concise
description of S-transform theory and process involved in feature extraction using it
is described in Sect. 2. The analysis of VSCs and the performance of ST on these
disturbance signals visually are presented in Sect. 3. The theory behind ELM as
a classifier of VSCs is described in Sect. 4. Finally, in Sects. 5 and 6, results and
conclusions have been presented.

2 S-Transform and Feature Extraction

As reported by various articles cited in Refs. [7–9], by using ST to the measured
voltage signals at the relaying point, numerous PQ events have been analysed. By
considering the paper length policy, a shortened description of ST has been provided.

The continuous ST for input signal v(t) is expressed in Eq. (1).

s(t, f ) = |f |√
2π

∞∫

−∞
v(t)e− (t−π)2 f 2

2 e−i2π ftd(t) (1)

The Gaussian window width can be numerically presented as:

σ(f ) = T = 1

|f | (2)

Let v[kt], k = 0, 1, . . . ,N − 1 be a discrete time-variant signal equivalent of
v(t) having sampling rate T.

Now, the discrete FT of v[kt] can be obtained as [7–9]

V
( n

nT

)
= 1

N

N−1∑
k=0

v[kT ]e −2πnk

N (3)

where n = 0, 1, . . . ,N − 1. Applying Eq. (3), ST of a discrete time-variant signal
v[kt] is calculated by allowing f which tends to n

NT and τ approaching to jT. Therefore,
discrete ST can be specified as presented in Eq. (4).
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S
[
jT ,

n

NT

]
=

N−1∑
m=0

V

[
m + n

NT

]
G(m, n)e

2πmj
N (4)

where

G(m, n) = e−2π2m2α2
(5)

And α = 1/b;
n �= 0; n = 1, 2, 3, 4, . . . ,N − 1;
j = m = 0, 1, 2, 3, 4, . . . ,N − 1;
where N is the number of samples and b = 0.3–5 considering different resolutions.

The overall computation of ST required (N + N log N) numbers of operation.
The final result of S-transform is a N ×M matrix named as the S-matrix, where the
rows and columns relate to frequency (f ) and time (t) information, respectively, and
each element is a complex quantity. The S-matrix is denoted in a t versus f plot as
in wavelet transform (WT).

In this work, several unique features, for example energy, standard deviation,
kurtosis, etc., are extracted from the non-stationary power signals using S-matrix.

3 ELM

The extreme learning machine was at first proposed by Huang and his co-authors
[10]. It is basically a feed-forward neural network with single hidden layer, as shown
in Fig. 1. It delivers enhanced overall performance in terms of quicker learning,
reduced computational requirement [11], with respect to other computational tools
or processes. Each of the input layer nodes and hidden layer nodes is assigned

Fig. 1 Single-hidden layer
feed-forward network
(SLFN)
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with weight matrix in a random manner. So to say, the weight matrix is computed
mathematically only once.

Consider ‘N’ numbers of training samples (xi, ti), where

xi = [xi1, xi2, . . . , xiN ]T ∈ Rn and

ti = [ti1, ti2, . . . , tim]T ∈ Rm (6)

Here, n is the length of the input vector, m stands for the total number of classes
and L represents the numbers of hidden nodes.

The SLFNs can be mathematically put as:

FL(xj) =
L∑

i=1

βigi(xj) =
L∑

i=1

βiGi(wi, bi, xj) = tj (7)

where j = 1, 2, . . . ,N .
Now, Eq. (7) can be rewritten as:

H ∗ β = T (8)

where H is the output matrix of hidden layer, β is the output weight matrix and T is
the target vector.

H =
⎡
⎢⎣
h(x1)

...

h(xN )

⎤
⎥⎦

N×L

=
⎡
⎢⎣
G(w1, b1, x1) · · · G(wL, bL, x1)

... · · · ...

G(w1, b1, xN ) · · · G(wL, bL, xN )

⎤
⎥⎦

N×L

;

β =
⎡
⎢⎣

βT
1
...

βT
L

⎤
⎥⎦

L×m

and T =
⎡
⎢⎣
tT1
...

tTL

⎤
⎥⎦

N×m

(9)

β = H †T [as in Eq. (8)].
Here, H† signifies the ‘Moore–Penrose generalize inverse matrix’.
Addition of a small value of I/λ to the diagonal of H*HT or HT*H in order to

remove non-singularities provides us the output weight matrix β:

β = H † ∗ T = HT

(
I

λ
+ HHT

)−1

T , for N < L (10)

β = H † ∗ T =
(
I

λ
+ HTH

)−1

HTT , for N > L (11)

The flow chart (Fig. 2) presents the ELM algorithm.
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Fig. 2 Structure of ELM

4 The Analysis of VSCs and the Performance of ST
on These Disturbance Signals Visually

Voltage sags occurred in electric power systems (EPSs) can be categorized as rect-
angular and non-rectangular type [5]. Rectangular voltage sags are the disturbances
(voltage dips) occurred due to short-circuit fault events.Here, an instant fall of voltage
at the beginning followed by an abrupt peaking towards the end of fault is witnessed.
But in case of non-rectangular voltage sag, sudden drop in magnitude of voltage
at the beginning followed by a sluggish recovery towards the end of disturbance is
observed. Non-rectangular voltage sags occur during switching on of IMs as well as
while energizing a transformer.

In this attempt, the use of ST for recognition of VSCs is examined. Three signif-
icant VSCs are simulated by MATLAB/Simulink. They are (i) single phase–ground
along with three-phase fault (PQD-I), (ii) switching on of an IM (PQD-II) and (iii)
energization of transformer (PQD-III).
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4.1 Voltage Sag Due to SC Fault

SC fault taking place in electrical power system is symmetrical (three phases, e.g.,
abc-g or abc) or asymmetrical (single line–ground, line–line or line–line–ground)
in nature. The magnitudes of voltage sags for each phase are similar or dissimilar,
depending upon the types of fault.

To analyse the voltage sags due to SC fault events, a three-phase SC fault is
simulated on a 13 kV distribution network. The features corresponding to this type
of disturbances are (i) quick restoration of magnitude of voltage, (ii) variation in
phase angle (�) and (iii) null harmonic distortion. Figure 3a shows the fluctuation in
voltage signal (b-phase) as a result of three-phase SC fault occurring at 1 s. Figure 3b
shows the corresponding three-phase RMS voltage variation. ST is applied to b-
phases of disturbed voltage signal. The maximum amplitude versus time (MAT) plot

Fig. 3 Performance of ST on voltage sag caused by three-phase fault
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is shown in Fig. 3c, which is obtained by scanning through the columns of S-matrix
for each and every frequency value. Figure 3d shows the maximum amplitude versus
frequency (MAF) plot, obtained by scanning through the rows of S-matrix. This graph
demonstrates the frequency components of the disturbance and their corresponding
amplitude. Figure 3e presents the frequency versus time plot of S-matrix named as
time–frequency contour. The disturbance caused by the fault event can be clearly
noticed by the variation of contour plot.

4.2 Voltage Sag Due to Energization of Transformer

The disturbances initiated due to energizing power transformer can produce non-
rectangular voltage sags and interim harmonic distortion. The distinctive traits of
this type of sags are: (i) uneven magnitude of sags in each phase, (ii) superficial
voltage sag, (iii) slow but steady recovery of voltage, (iv) null phase shift and (v)
harmonic distortions. In order to analyse the voltage sag due to the event of ener-
gization of a transformer, energization of an 11,000/400 V transformer, part of a
11 kV EPS, is simulated. The simulation has been carried out in various operational
circumstances, such as varying the time instant for transformer energization and
considering different types of transformer winding (Υ /
, Υ /Υ and 
/Υ ). The dis-
turbance is termed as PQD-II. Figure 4a shows the fluctuation of three-phase voltage
wave during energization of transformer at 1 s. Figure 4b shows the corresponding
three-phase RMS voltage variation. ST is applied to b-phases of disturbed voltage
signal. The MAT plot is shown in Fig. 4c.

Figure 4d shows the MAF plot. This graph demonstrates the frequency compo-
nents of the disturbance and their corresponding amplitude. Figure 4e presents the
frequency vs time plot of S-matrix named as time–frequency contour. The distur-
bance caused by the fault event can be clearly noticed by the variation of contour
plot.

4.3 Voltage Sag Caused by IM Starting

The starting current of an IM is very large (approximately five times the FL current) at
extremely low pf. This initial current creates shallow voltage sags because of which
there will be no phase angle shift and harmonics distortion seen. However, low but
equal magnitudes of sag in each phase, and slow and steady voltage recovery are
some more characteristics of such type of voltage sags.

To analyse the voltage sag due to the initiation of an induction motor, a 75 kW
induction motor has been loaded onto an 11 kV power system. The IM is simulated
with activating the starter switch ON at 1 s. The driving rate of the IM during the



Detection and Classification of Voltage Sag … 285

Fig. 4 Performance of ST on voltage sag caused by three-phase transformer energization

initiating is fixed at 1 rad/s. Figure 5a shows the fluctuation in three-phase voltage
wave owing to the starting of the IM. Figure 5b shows the corresponding three-phase
voltage (RMS) variation. ST is applied to b-phases of disturbed voltage signal. The
MAT plot is shown in Fig. 5c. Figure 5d shows the MAF plot. Figure 5e presents the
frequency versus time plot. The disturbance caused by the fault event can be clearly
noticed by the variation of contour.

The MAT, MAF plot and contour of ST correctly detect the disturbance (voltage
sag). Next, to classify each individual class (causes of voltage sag) through machine
learning process, feature extraction process is carried out which pre-processed the
extracted signal that transforms it into an appropriate new pattern to be followed with
classification process. Here, the features are obtained from the output of ST using
MAT plot and MAF plot, such as (1) distribution of energy, (2) standard deviation
of the amplitude and (3) standard deviation of the phase.
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Fig. 5 Performance of ST on voltage sag caused by starting of IM

5 Evaluation

Figure 6 shows the flow chart for classification of VSCs using ELM classifier. Ini-
tially, ST is employed to extract various features out of the extracted PQD signals.
These are then fed to the ELM classifier in order to identify the actual reasons for
voltage sag. With an intention to test the performance of the proposed approach, 750
PQD events are simulated by usingMATLAB/Simulink. Afterwards, the classifier is
trained with a data set of 450 numbers of ST-based feature vectors which comprises
150 numbers of disturbances from each class (PQD-I, PQD-II and PQD-III). The
rest of the data serves the purpose of testing of the ELM.

The accuracy of classification method proposed is put in Table 1. The result thus
obtained signifies clearly that the overall accuracy of the proposed technique is 100%.
Besides, the classification process of the proposed approach has been fed with some
noise signals (signals with signal-to-noise ratio (SNR) of 20 dB) and the test output
has been put in Table 2. It can be inferred that performance of ST along with ELM
is very satisfactory with gross accuracy of 96.66%. Subsequently, Table 3 shows the
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Fig. 6 Flow chart of
proposed VSC detection and
classification

Sampled Voltage data 
extraction at relay location

S-Transform

Features extractions
1. Energy content
2. Standard deviation of MAT
3. Standard deviation of MAF
4. Shannon Entropy of MAT
5. Kurtosis of MAT

Trained and Tested by ELM

PQD1 PQD2 PQD3

F1 F2 F3 F4

Table 1 Accuracy of
classification by the proposed
method (ST + ELM)

Disturbances PQD-1 PQD-II PQD-III

PQD-I 100 0 0

PQD-II 0 100 0

PQD-III 0 0 100

Overall accuracy 100%

Table 2 Classification
accuracy (using ST + ELM)
considering 20 dB SNR

Disturbances PQD-I PQD-II PQD-III

PQD-I 99 0 1

PQD-II 8 91 1

PQD-III 0 0 100

Gross accuracy 96.66%
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Table 3 Performance analysis table (in comparison with other recently cited works)

References PQD-I (%) PQD-II (%) PQD-III (%) Gross (%)

[3], EMD + FFT 93.33 100 100 96

[5], EMD + PNN 100 95.71 100 98.63

[5], EMD + MNN 100 88.57 100 96.36

[6], WT + PNN 100 82.85 72.85 85.90

[6], EMD + PNN 100 93 100 97.66

[6], WT + PNN 100 81 75 86.33

Proposed, ST + ELM 100 100 100 100

performance of the stated method (ST + ELM) has been compared with research
works in earlier printed articles, which clearly indicates that it excels over all recently
cited techniques.

6 Conclusion

In this article, ST based on ELM technique is applied to classify the type of VSCs.
Appling ST, various unique information are extracted as features. Then, the ELM is
applied to classify the causes of voltage sag occurrences. The results obtained from
the simulation present that ST along with ELM, as a tool for identification of VSCs,
is a better performer.
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Accelerated Deep Learning
in Proteomics—A Review

Deeba Khan and Seema Shedole

Abstract Advent of deep learning in 2012 has revolutionized the plethora of
researches including bioinformatics. This revolution is complemented by the
progress in hardware technology and big omics data. Software mimicking human
brain, powerful hardware and data to harness, these trio factors have benefited
researches in image recognition, speech recognition, natural language processing
and more so the life science domains involve omics. Deep learning has resolved the
problem of transforming data into knowledge with much acceptable accuracy com-
pared to their traditional counterparts. This paper condenses the problems addressed
by different deep learning architectures in proteomics, which is a notable field of
life science. The paper also summarizes the use of accelerators in addressing the
problems.

Keywords Deep learning · Accelerators · Proteomics · Sequences · GPU
frameworks

1 Introduction

Proteomics is a study that involves characterization of proteome in a living organism
and predicts protein structures, protein functions and its solubility [1]. Proteins play
a vital role in diagnosing disease, pharma research, drug design, etc., making its
study imperative. Bioinformaticians’ support to life scientists in enabling this study
is remarkable. From stand-alone software to parallel software, workflows, cloud sup-
port, online databanks, bioscientists have array of solutions to their problems. This
support is now fueled by deep learning (DL). The potential of deep learning in bio-
science is its ability to better exploit the datasets that are large and high-dimensional.
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Consequently, many problems are addressed by deep learning with acceptable accu-
racy compared to their traditional counterparts. The list of problems includes pre-
dicting protein structures, peptide sequencing, inferring protein using peptide profile,
predicting protein residue–residue contacts, predicting protein secondary structures,
protein fold recognitions, predicting protein solubility.

In this paper, we have discussed recent applications of deep learning of which
few are accelerated, with a focus on proteomics. This review does not give a detailed
background on all technical details, but provides an overviewon current deep learning
solutions to classification problems in proteomics, viz. peptide inference, protein
structure prediction, solvent accessibility, contact map, fold classification, protein
function prediction, etc. The applications covered are deliberately broad to illustrate
differences and commonalities between approaches. The comprehensive information
on each approach is cited in references.

2 Literature Survey

Software support for proteomics started in 1970. The protein similarity search pro-
gram proposed by Needleman et al. [2]. Protein similarity search program proposed
by Needleman was based on dynamic programming technique. Since many applica-
tions in bioinformatics are computer-intensive, even good solutions fail to perform
with existing hardware. Much work was done to improve performance of computa-
tional methods to solve proteomics problem. BLAST stole the show in 1997. Pro-
posed byAltschul et al. [3], these programs brought a big revolution in bioinformatics
research.With high-performance computing (HPC) becoming popular a parallel ver-
sion of BLAST, mpi-BLAST and many such programs were introduced. Details of
mpi-BLAST work can be found in Darling et al. [4]. The hardware support to such
parallel programs was traditionally given by clusters or dedicated parallel systems.
Charalambous et al. [5] explored an economically feasible alternate architecture.
The research group exploited the attributes offered by the graphics processing units
(GPUs) to speed up applications in bioinformatics. The group developed a bioscience
application RAxML for phylogenetic inference. RAxML was ported to the GPU.
Oliver et al. [6] in their work used hardware based on field-programmable gate array
(FPGA) for biosequence database scanning to accomplish higher results with mini-
mum possible cost investment. NVIDIA [7] the renowned manufacturer of graphics
card in their article gave a briefing on general-purpose GPU (GPGPU). The article
also focuses on application of NVIDIACUDA in bio-related information processing.
Vouzis et al. [8] developed GPU-BLAST using general-purpose graphics processing
unit. The popularity of powerful hardware, GPU, gave way to a remarkable era of
deep learning. Applications of deep learning in bioinformatics with challenges and
opportunities can be found in paper published by Ching et al. [9]. Uses of convolu-
tional neural networks, a popular deep learning architecture, have widely been used
to address many problems in proteomics.
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3 Background

3.1 Proteomics

Proteomics is a research-based study of proteins and their connections and interac-
tions with each other in a cell [1]. The completion of the Human Genome Project
leads to emphasis on protein compliment of the humans. Since proteome exhibits
accurately on dynamic state of tissue, a cell or an organism, it is expected from
proteomics to help in predicting better disease biomarkers for monitoring treatment
and in diagnosis. The dawn of proteomics technologies for detection of proteins
and their quantitation creates new challenges and opportunities for researchers and
clinicians seeking to gain better insight into diseases. High-throughput technolo-
gies for proteomics combined with advanced bioinformatics are intensively used to
identify molecular signatures of diseases that depend on protein pathways. Mass
spectrometry stages an important role in proteomics, and it has become a vital tool
for cellular and molecular biology. Proteomics study has great potential since many
issues and challenges remain to be addressed. The challenges include mining of low
abundant proteins and integration of genomics with proteomics along with data in
metabolomics. Proteomics is the stepping stone for extracting and constructing use-
ful information that aids in biomedical research. In this review, a glimpse of current
challenges in proteomics technologies is conferred.

3.2 Deep Learning

Deep learning methods have granted the computational power to resolve complex
research questions related to classification. Its success has already been demonstrated
by the revolutionizing achievements in the field of artificial intelligence, like image
recognition, object detection, audio recognition, natural language processing, etc.
Most problems in proteomics are classification-based. In fact, classification of pro-
tein structure can be traced back to the 1970s aiming to comprehend the process of
protein folding and protein structure evolution. Grouping proteins into structural or
functional categories also facilitate the understanding of increasing number of new
sequences. Earlymethods for similaritymeasures mostly rely on sequence properties
(i.e., alignment-based), such as FASTA [10], BLAST or PSI-BLAST [11], and were
then upgraded by leveraging profiles derived from multiple sequence alignments
and position-specific scoring matrices (PSSM) in addition to raw sequences or dis-
criminative models like SVMwhich was adopted as a topological approach utilizing
persistent homology to extract features for classification of protein domains.

The boom of deep learning is supported by the successive introduction of a vari-
ety of deep architectures like deep neural network (DNN), restricted Boltzmann
machine (RBM), deep belief network (DBN), convolutional neural network (CNN),
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Table 1 Popular deep learning architectures

Deep learning architectures Description

DNN This is a hierarchical neural network with multi-hidden deep
layers of input and output of a neural network, input is
feedforward processing, and optimizing is done with
backpropagation

RNN Cyclic connection and recurrent unit are used for handling
sequential info hence causing previous data to be remembered
implicitly in vectors

RBM Generative neural network that is the building block for many
deep learning approaches, having a single input and hidden layer.
There is no connection among the nodes in each layer

LSTM This is a special type of recurrence neural network. Its features
enable models to capture longer-term dependencies

CNN Contains multi-convolution layers that capture feature maps from
regional connectivity. It is done through the polling layers and
weighted filters to reduce data size. Fully connected neural
network is included as the classifier

SAE A built-in encoder and decoder are used in this model. The input
vector is transformed into a hidden layer using encoder, and the
representation of hidden layer is mapped by the decoder to the
reconstructed input. This is regarded as the output result

recurrent neural network (RNN), long short-term memory (LSTM), stacked autoen-
coder (SAE), etc. The better application of deep learning methods and life science
research may lead to a profound understanding of proteins that will benefit multiple
fields including precision medicine, pharmacy, even agriculture, etc. For example,
medical research and its applications such as gene therapies, molecular diagnostics
and personalized medicine could be revolutionized by tailoring high-performance
computing methods for analyzing available datasets. Also, the process of developing
new drugs takes a long period and is usually very costly. To save time and cost,
the general approach taken by pharmaceutical companies is to try to match the can-
didate protein identified by researchers with their known drug molecules. Table 1
summarizes the list of deep learning architectures and a brief description of each.

3.3 Accelerators

Many computer-intensive applications can be run on general-purpose processors
coupled with hardware accelerators to reduce throughput time. The hardware accel-
erators comprise many processing units that enable concurrent execution. The preva-
lent hardware accelerators are GPUs [12], cell, field-programmable gate arrays
(FPGAs) [13] and application-specific integrated circuits (ASICs) [14]. Popularity
of computer-intensive bioinformatics applications can be owed to these accelerators.
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In deep learning too, training neural networks and predicting are big challenges, and
also there is a high computational cost in terms of energy, memory and time energy.
These gains again can be owed to graphics processing units, since they surpass the
vector operations which are the essence of deep learning.

Graphics processing units have inadequate memory, hence making grids of less
complexity anduseful dimensions difficult to programonmachines havingGPU.This
difficulty has at times forced life science researchers to use replacements or restrict
the sample size used for analysis. For instance, to predict gene’s expression level
using single neural network, genes were haphazardly segregated into two separate
halves aimed at analysis due to memory limitations. In yet another case, researchers
restricted the neural network size or the count of training occurrences. Researchers
sometimes have also picked classic processing units (CPUs) for executions instead
of GPUs, hence sacrificing performance or grid size.

While constant enhancements in these accelerators may remove these hurdles,
it is doubtful whether such developments will happen fast enough to keep up with
the big omics data and complex models of deep learning. Though there is pressing
interest in specialized hardware, like FPGAs [15] and application-specific integrated
circuits (ASICs) [16], software at disposal for such application-specific machines
is minimal. ASIC, FPGAs and GPUs promise progress in models used for deep
learning with energy, time and memory efficiency. Dedicated hardware is a hard
investment which is not likely to do research or use DL. For community whose inter-
est lies in deep learning, special accelerator solutions are likely to become prevalent.
Distributed computing remains a common solution to resource savvy applications.
Efforts put on many significant deep learning approaches that use distributed com-
puting have increased. Distributed computing is not a solution for DL always, but
many developments are observed in this area. Presently, a number of tools, algo-
rithms and high-level libraries in the distributed environment are available to support
deep learning. Consequently, a very complex network can be trained with minimal
setup. Cloud computing has widely been adopted in genomics and proteomics. This
can facilitate easier sharing of the datasets and may help in scaling DL. Cloud com-
puting is affordable and flexible. It also enables the use of specialized hardware with
decent investment. Hence, cloud computing is a popular choice among researchers.
With all this said, among many hardware solutions GPUs are top ranked because the
software framework to experiment is in place. Table 2 summarizes available GPU

Table 2 Popular GPU
frameworks

GPU framework Language Deep learning architectures
supported

Caffé C++ CNN and RNN

CNTK Python CNN, RNN, LSTM

TensorFlow C++ RNN, CNN, DBN

Theano Python RNN, DBN, SAE, CNN

Torch Lua CNN, DBN, SAE, RNN
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frameworks and corresponding tools [17], the core language they are developed on
and their support to different deep learning architectures.

4 Solutions to Problems in Proteomics

Many deep learning solutions have been proposed in recent years to different prob-
lems in proteomics, viz. peptide sequencing, predicting protein solubility, predicting
protein secondary structures, residue–residue contact predictions, protein fold recog-
nitions, protein inference using peptide profiles. Most of these predicting solutions
are supported by GPU frameworks. This section discusses deep learning solutions
briefly.

4.1 DeepNovo—Model for Peptide Sequencing

Tandem mass spectrometry sequencing of peptides is crucial to proteomics in the
classification of proteins, especially for new sequences. DeepNovo [18] is a DNN
model that is used for such de novo peptide sequencing. It combines the character-
istics of RNN and CNN to learn features of fragment ions. It is also used to study
sequenced pattern of peptides and identify proteins using tandem mass spectra. The
networks in this model subsequently use local dynamic programming locally for
de novo sequencing optimization. This method upon evaluation on a wide variety of
specieswas found to have remarkably outperformed state-of-the-artmethods, achiev-
ing 38.1–64.0% higher accuracy at the peptide level and 7.7–22.9% higher accuracy
at the amino acid level. DeepNovo was also used to automatically reconstruct the
complete sequences of antibody light and heavy chains of mouse, achieving 97.5–
100% coverage and 97.2–99.5% accuracy, without help of datasets. Furthermore,
DeepNovo can adapt to any database for predictions. It is a complete solution in the
sense that it resolves both training and predicting problems related to sequencing.

4.2 DeepSol—Model for Predicting Protein Solubility

Solubility of a protein has an important role to play in pharma productions and
finding. The degree of solubility is an important indicator for any given protein. This
functionality can be well defined by protein’s sequence. Thus, there is a necessity
to come up with novel, precise in silico protein solubility predictors that are based
on sequence. DeepSol [19] is a novel DL-based protein solubility predictor. The
backbone of this framework is a CNN that exploits k-mer structure of proteins. In
addition, structure-based features aremined from the protein sequence. Thoughmany
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sequence based prediction methods exist, DeepSol outperforms all known state-of-
the-art solubility prediction methods. It boasts of an accuracy of 0.77 and Matthew’s
correlation coefficient of 0.55. The superior prediction accuracy of DeepSol allows
to screen for sequences with improved production capacity, thus making it more
reliable for protein solubility predictions.

4.3 DeepPep—Model for Protein Inference Using Peptide
Profile

A basic challenge in proteomics is protein inference. The problem is identification
of the protein set that is the origin of a given peptide profile. A DL model DeepPep
[20] uses a neural network that is based on convolutional layers to address protein
inference problem. The input to this model is the proteome blend that is searched
across the protein database along with target peptide profile. In principle, DeepPep
quantifies the alteration in probabilistic score of peptide spectrum matches in the
absence or presence of a specific protein, hence selecting candidate proteins with
the largest impact on the peptide profile. Application of this method across datasets
claims for its higher predictive ability (AUC of 0.80 ± 0.18 and AUPR of 0.84
± 0.28) in inferring proteins without need of peptide detectability on which the
most competitivemethods rely. This convolutional neural network architecture-based
method outpaces the traditional DL architectures without convolution layers.

4.4 DeepCov—Model for Predicting Protein
Residue–Residue Contacts

DeepCov [21] is CNN method used for predicting protein residue–residue contacts.
It demonstrates that using DNN models, simple statistics for alignment contain ade-
quate information to accomplish state-of-the-art accuracy unlike other methods that
depend not only on substitution frequency but also from protein sequences taken
from supplementary sources of data, or features to guess residue–residue contacts’
solvent accessibility, secondary structure and numbers from other contact prediction
methods. DeepCov uses CNN operating on amino acid pair occurrence or covariance
data resulting directly from alignments, without involving global statistical methods
such as sparse inverse covariance or predicting pseudo-likelihood.
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Table 3 Deep learning-based solutions to prediction problems in proteomics

Deep learning models Problem addressed Deep learning
architecture

GPU framework

DeepNovo Peptide sequencing CNN and RNN TensorFlow

DeepPep Protein inference CNN Torch

DeepCov Predicting
residue–residue
contacts

CNN Theano

DeepSol Predicting protein
solubility

CNN Keras

DeepSF Protein fold recognition CNN Theano

4.5 DeepSF—Model for Protein Fold Recognition

DeepSF [22], a one-dimensional CNN method, was designed to categorize proteins
of varying length into 1195 known folds. These folds are listed in SCOP 1.75 data
source.DeepSFuses protein sequence of varying size tomine hidden features through
convolution transformation. Unlike the classical methods that use pairwise sequence
alignment, this model categorizes folds by mapping all protein sequences in the data
source to all the folds in the fold space precisely. This approach extracts features
related to folds from protein sequences automatically. Such features are a way of
resemblance measure among proteins. This method boasts of an accuracy that is
12.63–26.32% higher than HHSearch on template-free modeling targets and 3.39–
17.09% higher on hard template-based modeling targets for top predicted folds.

Table 3 summarizes recent deep learning applications in proteomics. The deep
learning architectures and GPU framework are also listed. It can be observed that
most of the prediction problems use CNN architectures for their solutions.

5 Discussion

Application of deep learning techniques to proteomics may seem seamless and triv-
ial, but it is not free of shortcomings. In this section, we discuss some challenges
the researchers may face while using this technique. The main hurdle lies in the
unequally distributed data [23] among different classes and the availability of data
itself. For instance, in the clinical situations access to data is restricted. In circum-
stances where researchers have access to the clinical data, there are more diseased
samples compared to healthier one. To minimize error rates in models built with
such imbalanced data, appropriate measures like F-score and harmonic mean should
be adopted for validations. There exist ample deep learning architectures to choose
from. Better the understanding of capabilities of the architectures, easier it is to
choose the appropriate architecture. The usefulness of each deep learning technique
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is still unclear and poses a challenge when deep learning solutions are to be adopted.
Study of proteomics may revolve around proteins, but in reality proteins are pieces
of a big puzzle where other pieces are data from varied sources like electronic health
records, drug responses, images from X-ray, MRI. Deep learning should be robust
enough to handle data from different modes and integrate it. This still remains a
challenge. Another limitation of using deep learning techniques lies in the model
training time which is likely to increase drastically with increase in training data.
The reasonable solution is to accelerate deep learning using parallel and distributed
computing. Use of specialized hardware like GPUs is another feasible solution to
address this problem. The GPU frameworks like TensorFlow are already in place
to support deep learning. Use of specialized hardware is in its early stage, but once
adapted they will prove to be much more helpful in long run.

6 Conclusion

Theword deep learning is nowgetting attached to big data. Since life science provides
a galore of omics data, use of deep learning becomes imperious to analyze such data.
In this paper, we have discussed few models that solve problems in proteomics using
deep learning. However, deep learning techniques can be used for any type of data
that is sequenced, for instance DNA or RNA sequences. As future work, we may
look into how deep learning frameworks can be exploited to different problems in
genomics and compare them with their classical parts. It can be concluded that the
focus of computing community is eventually shifting from algorithm designs to deep
mining of data both in academics and for business solutions.
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DSTATCOM Using Limit Cycle
Oscillator FLL with Optimized Gains
of Voltage Error Controllers
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Abstract In this paper, an algorithm depending on limit cycle oscillator-based
frequency-locked loop is used to extract fundamental component of load current. The
extracted fundamental components are used to control distribution static compen-
sator (DSTATCOM). The major function of DSTATCOM is to make source current
sinusoidal for compensation of power quality problems. This reduces the reactive
burden on the source and helps in making source current sinusoidal. The reference
grid current has been produced by extracting fundamental components from each
phase of load current using limit cycle oscillator (LCO)-based frequency-locked loop
(FLL). An optimization algorithm named multi-verse optimization (MVO) which is
based on population has been used for estimation of PI gains as error controller in
various modes of operation of DSTATCOM as mentioned. The error minimization
of DC bus voltage and terminal voltage has been formulated as an unconstrained
optimization problem, and gains have been estimated. To maximize the benefits of
the MVO optimization process, the local search accuracy has been improved. This
improvement has been achieved by increasing the wormholes in the universe. The
suggested control scheme with gain values from the MVO optimization technique
has controlled issues like reactive power compensation andmitigation of grid current
harmonics caused due to an identified harmonic producing load, i.e. a three-phase
AC voltage controller with resistive loads. This work provides results of d-SPACE-
based realization of the suggested limit cycle oscillator-based frequency-locked loop
algorithm for DSTATCOM.
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1 Introduction

The generation and utilization of electrical energy have taken numerous ways to
fulfill human needs. Power electronics backs key role in this aspect [1]. This aspect
in many areas like power supplies, drive controllers, energy conversion has included
nonlinearity in the load [2]. In spite of the obligatory benefits, this nonlinearity raises
poor power quality concerns like poor power factor, high THD, disturbed voltage and
distorted supply current [3]. To rectify these issues at various voltage levels, various
devices are used. At distribution level, custom power devices are used to rectify
various power quality problems [4]. A shunt connected custom power device in the
middle of the supply and load to preset the sinusoidal nature of the supply current
is termed as DSTATCOM [5]. Driving DTSTACOM to overcome various issues
is done using a control algorithm. The control scheme adopted helps in judging
the performance of the DSTATCOM and the system. Performance of any control
algorithm is judged by time taken to rectify and extent of handling an issue [6].

The effective load current handling to mitigate the power quality issues is based
on the capability of the control scheme [7]. Methods like symmetrical components
and extraction of fundamental components are identified [8]. Synchronous reference
frame (SRF) PLL certifies righteous solution for dynamic condition for a three-
phase system but during distortions SRF-PLL gets severely affected. Synchronous
reference frame-based and instantaneous power theory-based schemes are used in
constructing a basic three-phase PLL [9]. During adverse grid conditions for a unified
power quality condition, a self-tuning filter-based instantaneous power p-q control is
used to overcome the power quality problem [10]. The inability of proper harmonic
mitigation of few control algorithms has seeded the advancement of various PLLs
[11]. Moving average PLL (MA-PLL), modified synchronous reference frame PLL
(MSRF-PLL) and auto adjustable synchronous reference frame PLL (ASRF-PLL)
are few types of d-q-based PLLs. The stability of the system is highly affected by
the loop gains in aforementioned PLLs. Multiple complex coefficient filter PLL
(MCCF-PLL) and second-order generalized integrator PLL (SOGI-PLL) are types
of α-β-based PLLs. These PLLs suffer with weak harmonic rejection capability [12–
14]. Harmonic compensation is done by extracting the required harmonic amplitude
using a SOGI based on two-cascaded synchronous reference frame PLL (SRF-PLL).
Cascading SRF PLLs has increased the computational burden with poor dynamic
response [15]. Power oscillations have been removed using DSOGI in a three-phase
inverterwith grid disturbances; however, it has not removedoscillations under voltage
and current [16]. Although TOSSI has provided less settling time, it has no much
effect on THD in its application in synchronization of the distributed generation
system [17]. The basic differences between a phase-locked loop (PLL) and an FLL
are in the reference frame with which they operate. In general, PLL operates in
synchronously rotating (d-q) frame, where as an FLL works in a stationary reference
frame [18].
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LCO provides creditable immunity and robustness to harmonics and load imbal-
ance. The complete information needed to estimate the fundamental current compo-
nents from the highly polluted load current is considered with system analysis [19].
An adaptive frequency-locked loop has been made by integrating LCO in the control
algorithm. Excluding the trigonometric functions in the control makes less computa-
tional burden for LCO-FLL [20]. A LCO-FLL is highly robust against supply voltage
variation such as swells, sags, harmonics and phase frequency shifts. In synchroniza-
tion process, with tolerable transient performance LCO-FLL synchronize with grid
at any initial condition set [21]. In a highly harmonized load current condition with
phase imbalance, the proposed scheme handles properly. These features are highly
effective in area of power quality. Performance of the proposed scheme has made it
a good alternative to PLL-based DSTATCOM control algorithm where fundamental
current extraction under disturbed load current condition is required [22].

The DC voltage and the AC voltage are sustained by PI controllers. PI controller
gains are chosen for required response of DSTATCOM [23]. Tuning of PI parameters
using primitive methods takes significant time. To overcome this, many methods
have been observed to get an optimized gain values. The process of reaching an
optimized solution is called optimization; heuristic search helps in producing high-
quality solutions in most of cases [24]. Mirjalili proposed a simple yet powerful,
specific algorithm-based and less parameter optimization algorithm named multi-
verse optimization algorithm (MVO) it is a meta-heuristic optimization algorithm
[25, 26].

In this paper, a control algorithm forDSTATCOMsystemdepending on limit cycle
oscillator (LCO) has been proposed for minimizing effect due to load harmonics and
reactive power demand on supply current. Fundamental components of load current
have been estimated using a frequency-locked loop (FLL). An adaptive frequency-
locked loop has been made by integrating LCO in the control algorithm. Excluding
the trigonometric functions in the control makes less computational burden for LCO-
FLL. The extracted fundamental components with tolerable transient performance
synchronize with grid current irrespective of initial condition set with this the system
has been settled within few fundamental cycles. The main features of the proposed
FLL are its better stability during load dynamics, better performance with nonlinear
type of AC voltage controller-type load.

2 System Configuration

The general configuration of the DSTATCOM is shown in Fig. 1. The basic con-
stituent of the DSTATCOM considered in this study is a converter driven by voltage
source. It is a current-controlled converter with a capacitor (Cdc) at the DC link for
DC-link voltage maintenance. The power circuit consists of a AC voltage controller-
type nonlinear load. The grid currents (iaG, ibG and icG) are disturbed due to the load
currents (iaL, ibL and icL).
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Fig. 1 System configuration with DSTATCOM and AC voltage controller-type nonlinear load

The compensating currents (iaC , ibC , and icC) are injected to the AC mains for
maintaining the grid currents to reference value. Some more assisting components
of the power circuit are filter inductance (Lf) at line and passive ripple filter (Rf,
Cf) at point of common coupling (PCC) to smooth the wave shape of compensating
current and the grid voltage, respectively. The AC grid mains consist of some source
impedance (ZG). The limit cycle oscillator FLL-based control scheme has been pro-
vided in Fig. 2, Hall Effect sensors for sensing various voltages and currents which
are needed for the control algorithm are used. The pulse width modulated (PWM)
firing pulses for controlling VSC are generated using the sensed signals.

Fig. 2 Control algorithm of DSTATCOM using LCO-FLL
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3 Control Algorithm

The LCO-FLL for the DSTATCOM system demonstrated in Fig. 1 has been illus-
trated in Fig. 2. The control scheme has been sectionalized mainly in two sections
one for internal signal generation and the other section for gate signal generation. The
disturbed load currents (iaL, ibL and icL), grid currents (iag, ibg and icg), the DC-link
voltage (V dc) are sensed. In Fig. 2, the LCO-FLL is used for fundamental stationary
components extraction from load current. The voltage error of DC bus voltage has
been regulated using a PI controller in PFC mode. The active and reactive compo-
nents of load current have been calculated and reference grid currents are estimated.
Considering the estimated and actual grid currents, PWM pulses of VSC have been
generated.

3.1 Unit Template Approximation

In phase unit, templates are approximated using the sensed grid voltages (Vag, Vbg,
and Vcg) at point of common coupling (PCC) and peak amplitude of the terminal
voltage (Vm) using Eq. (1) as shown below [5].

Vm =

√
√
√
√2

(

V 2
ag + V 2

bg + V 2
cg

)

3
(1)

The unit vectors Upa, Upb and Upc and its quadrature unit vectors Uqa, Uqb and
Uqc using terminal voltage and voltage angle are approximated [3].

3.2 Design of LCO-FLL as a Part of Algorithm

An FLL based on LCO has been used to extract two in quadrature signals of the
input quantity namely in phase quantity and in quadrature quantity indicated with
suffix P and Q. Design analysis of phase ‘A’ is provided and the same is followed in
both ‘B’ and ‘C’ phases. The extracted quantities of ‘A’ phase load current are IAP
and IAQ; they are in phase and in quadrature quantities, respectively. These extracted
quantities fromLCO-FLL are again fed back to the input of the LCO-FLL. The phase
current quantity (IAP) is compared with the actual load current. The error obtained is
multiplied with a constant γ and ωff as shown in the equation below [19, 20] (Eqs. 2
and 3).

ILPT = [iaL − IAP](k)ωref (2)
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ωref =
∫

(iaL − IAP)IAQ(−γ ) + ωff (3)

The final output of the LCO-FLL is further integrated by multiplying with ωref

and ILPT is added to IAP and both IAP and IAQ are estimated and final output is given
as in Eqs. 4 and 5.

IAP =
∫ [

(

IAP − IAQ
) − IAP

A2

(

I2AP + I2AQ
)
]

ωref + ILPT (4)

IAQ =
∫ [

(

IAP + IAQ
) − IAQ

A2

(

I2AP + I2AQ
)
]

ωref (5)

3.3 Calculation of Load Current Components

The load current active component (IPL) has been calculated by averaging all active
components of three-phase load currents as in Eq. 6 [5].

IPL =
(
IAP + IBP + ICP

3

)

(6)

The load current reactive component (IQL) is by averaging all reactive components
of three-phase load currents as Eq. 7.

IQL =
(
IAQ + IBQ + ICQ

3

)

(7)

3.4 Generation of Reference Current and PWM Pulses

The error obtained by comparing the reference terminal voltage (V *
dc) with the

obtained terminal voltage amplitude (V dc) is processed through PI controller (PI1)
which provides Icp as a loss components of converter. The error obtained by com-
paring the reference terminal voltage (V *

m) with the obtained terminal voltage ampli-
tude (Vm) is processed through PI controller (PI2) which provides Icq as an extra
reactive components for voltage compensation. The reference components of grid
currents namely active and reactive components are considered using Eqs. (8) and
(9), respectively [5, 9] as follows.

Ip(n) = IPLoss(n) + IPL(n) (8)
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Iq(n) = IQLoss(n) + IQL(n) (9)

Reference grid currents are calculated using unit templates with the following set
of equations Eqs. 10, 11 and 12.

I∗
aG = Upa ∗ Ip + Uqa ∗ Iq (10)

I∗
bG = Upb ∗ Ip + Uqb ∗ Iq (11)

I∗
cG = Upc ∗ Ip + Uqc ∗ Iq (12)

Comparison of actual grid currents and reference grid currents obtains the error,
which is input of the PWM generation block. The output of the PWM generation
block is the gate pulses fed to the switches in VSC.

3.5 Calculation of PI Controller Gains Using MVO
Algorithm

The error minimizations of DC bus and AC bus voltages have been formulated as
an unconstrained optimization problem and gains have been estimated using multi-
verse optimization (MVO) algorithm as follows. The voltage regulations of 0.28%
and 10 numbers of iterations have been considered as termination criterion for this
system. The objective function f (x) to be minimized in this case is DC bus voltage
error in PFC mode. The cost function (Cf) of the optimization technique has been
defined with the error, e(t) of actual and reference signals [26].

The cost function (Cf) is updated for every simulation with every search universe
using the following equation.

Cf =
∫

te2(t)dt (11)

The variables which are to be optimized here are the proportional and integral
controller gains K1 and K2, respectively. So the size of the search agent is set to 2.
As the variables are two in number and size is set to 2 for the search agent or universe.
The controller gains in each mode of operation are obtained in such a way that the
error is minimized to its lowest value.

MVO algorithm has been applied to the formulated problem using the mentioned
equation set Eqs. 12–14.

M = Mmin +
(
j × (Mmax − Mmin)

Jm

)

(12)
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Fig. 3 Cost function optimization of DC and AC PI controller using MVO algorithm a Cost
Function of DC PI b DC PI gains

D = 1 −
(

j

Jm

) 1
E

(13)

Pj+1
s =

⎧

⎪
⎨

⎪
⎩

{

Pj
s + D ∗ (us − ls) if r2 < 0.5
Pj
s − D ∗ (us + ls) if r320.5

}

if r1 < M

Pj
s if r1 ≥ M

⎫

⎪
⎬

⎪
⎭

(14)

In the above set of equations, the random variables r1 and r2 are selected from 0
to 1. The position of each variable is given by ‘Pj

s’. Here ‘s’ indicates the position of
the variable and ‘j’ indicates the iteration values. The iterative exploitation is given
by a constant ‘E’. The probability of existence of wormhole is given byM. The rate
of distance travelled is given by ‘D’.

In this iterative optimization process, variables position varies with iteration num-
ber. In Fig. 3a, c a plot depicting variation of Cf with respect to iterations is shown
for PFC mode. The cost function (Cf) of the considered system has been optimized
and settled stable at 4th iteration, i.e. 2835 for PI controller in PFC mode Fig. 3b
is evident that at least by 4th iteration in PFC mode the optimized values for the
considered variables have been obtained.

4 Simulation Work

The proper functioning of the proposed control algorithm for DSTATCOM has been
verified in MATLAB SIMULINK environment. The simulated model consists of a
supplyACmains of 415V, 50Hzwith source impedance ofZs = (0.25+ j0.785) ohm
feeding an AC voltage controller type of nonlinear load with load impedance of (12
+ j0.6283) ohm. Appendix 1 consists of the details of the parameters used in making
simulated model. The model has been simulated for 1.5 s with a sampling time of 10
μs the load dynamics in different phases have been included into the system from
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0.95–1.1 s. The DSTATCOM has been operated with a PWM frequency of 5 kHz.
Performance observation of the proposed control algorithm in time domain for power
factor correction (PFC) mode is done. Appendix 1 provides necessary data used for
simulation work.

4.1 System Performance During Load Dynamics

The performance of the DSTATCOM in power factor correction (PFC) and zero
voltage regulation (ZVR) mode has been studied with load dynamics using three-
phase grid voltages (V g), distorted load currents (IL), balanced grid currents (Ig),
compensator currents (IC), DC-link voltage (V dc) and terminal voltage (Vm). Figure 4
illustrates the performance of DSTATCOMwith nonlinear loads with load dynamics
in PFC mode along with load balancing. Grid currents (iag, ibg and icg) are shown
in Fig. 4 at subplot (3, 4, 5). The proposed LCO-FLL has been validated with this
demonstration.

Fig. 4 Dynamic performance of the system with nonlinear load in PFC mode
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Table 1 Simulation of
LCO-FLL-based control For
DSTATCOM with AC voltage
controller as load

Harmonic current Mitigation and reactive power compensation

Parameter PFC mode

Magnitude %THD

Vag 333.2 3.22%

Iag 23.99 4.73%

IaL 25.14 21.22%

Vdc 700 –

Power Active power Reactive power

Source side 11,950 19.69

Load side 10,583 6031

Compensator side 959 5494

Power factor Unity –

The load balancing has been achieved during load elimination in phase ‘a’ load at
time (t) equal to 0.9 – 1.0 s and load removal in phase ‘c’ load at time (t) equal 1.0 to
1.1 s. The balanced supply currents have been observed during the imbalance in load
current due to phase removal with fast response. Subplot (6–8) shows the compen-
sating currents of the VSC; it indicates the efficient reactive power compensation for
supply current. Subplot (9) shows the self-sustaining DC bus voltage (V dc) profile,
and it is found that the controller effectively sets the DC bus voltage. Capability of
the DSTATCOM system to compensate the sudden load variation is illustrated using
these simulation results in PFC mode. By observing grid voltage (Vag) and grid cur-
rent (iag), it has been concluded that both are in phase this proves the proper PFC
mode during load dynamics. The dynamic performance of the DSTATCOM in PFC
mode has been studied using three-phase grid voltages (V g), distorted load currents
(IL), balanced grid currents (Ig), compensator currents (IC), DC-link voltage (V dc)

and terminal voltage (Vm). In Table 1, the total harmonic distortion (THD) values
of the voltage at grid terminals (VG), current at grid terminals (iG) and current at
load terminals (IL) are 3.22%, 4.73% and 21.22%, respectively in PFC mode. These
values are within the IEEE standards. This THD values illustrate the ability of the
DSTATCOM system for sudden load variation.

5 Experimental Validation

Using d-SPACE DS1104, the experimental validation of a three-wire system with
DSTATCOM has been implemented with sampling time of 40 μs. With a four-
channel digital storage oscilloscope, the performance has been captured. The voltage
and current quantities have been sensed using LEMmade Hall Effect sensors LV25P
and LA55P. Gate pulses are being produced using d-SPACE-1104 with a sampling
rate of 40 μs for the proposed algorithm. The harmonic distortions of the system in



DSTATCOM Using Limit Cycle Oscillator FLL … 311

steady state have been observed using single-phase power quality analyzer (Fluke-
43B) For harmonic analysis, results are taken for source voltage, source current and
load current. Detailed data used for experimental work is given in Appendix 2.

5.1 Performance of DSTATCOM System in Steady State
and Dynamic State

The steady-state performance of the system using source current (iag), load current
(iaL) and compensator current (iaC) is shown in Fig. 5a–c with respect to grid volt-
age (Vabg). Figure 5d shows THD analysis under steady state for grid current of
phase ‘a’ and the current distortion is under acceptable range. Figure 5e shows the
THD analysis for load current of phase ‘a’ under steady state. Figure 5f shows the
THD analysis for grid voltage of phase ‘a’ under steady state. In UPF mode, the
satisfactory performance of DSTATCOM has been justified by observing the THD
of grid current, grid voltages and load current which are 4.6%, 3.2% and 23.1%,
respectively. Figure 5g–i shows active and reactive powers at the grid (2.36 kW, 0.06
kVAR), at the load end (2.05 kW, 0.85 kVAR) and at the compensator (0.37 kW and
0.79 kVAR), respectively. The total active power is supplied by the grid to load and
compensator and total reactive power supplied by the compensator to load and grid.
This shows the power balance in the system. The power factor at the grid terminals
has been improved to unity from 0.92 DPF.

The dynamic performance of the system with LCO-FLL has been analyzed using
Fig. 6a, b. To show the effective operation of system in PFC mode, various system
signals like phase currents of source, load and compensator have been sensed and
plotted with respect to the grid voltage (Vabg) and DC-link voltage (V dc) during
load injection. Figure 6a shows the response of source current, load current and
compensator current with respect to grid voltage. Figure 6b shows the response of
source current (Iag), load current (IaL) and compensator current (IaC) with respect
to DC-link voltage (V dc). During load current injection, the variation in grid current
amplitude has been observed, and DC-link voltage has been recovered within four
cycles without crossing the controlled limit. These observations conclude that system
operates satisfactorily during dynamic condition.

6 Conclusion

In crux, in this work a new method is proposed for fundamental extraction using
FLL which is based on LCO. Stability analysis of the LCO-based FLL was con-
sidered which confirms the stability of the LCO-FLL. PFC mode is considered for
DSTATCOM in which the considered LCO-FLL provides suitable performance for
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Fig. 5 Steady-state analysis of (a–c) iag, iaL , icC with respect to vabg (d–f) harmonics spectrum of
iag, iaL , vabg (g–i) Active and reactive power analysis for system under study with (a) Active and
reactive power supplied by the source (b) Active and reactive power delivered to load (c) Active
and reactive power at compensator

highly polluted load current with phase imbalance. Harmonic mitigation capabili-
ties can be observed since the LCO-FLL reduces the source current THD to less
than 5% from 23%. The LCO-FLL produces synchronized fundamental signals with
constant amplitude despite phase imbalance in the load currents. Three-phase LCO-
FLL case was evaluated in MATLAB and then realized using d-SPACE-1104. The
results obtained are appropriate which concludes that fundamental extraction using
LCO-FLL is proper and done in less than one grid voltage cycle. The error minimiza-
tion of DC bus voltage has been estimated in four iterations. The produced results
using optimized PI gains have been analyzed through simulation and verified from
experimental performance.
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Fig. 6 System dynamic performance with DSTATCOM (a) Ch1: Vabg; Ch2: Iag; Ch3: IaL ; Ch4:
IaC (e) Ch1: Vdc; Ch2: Iag; Ch3: IaC ; Ch4: IAl

Acknowledgements The authors are very thankful to Science and Engineering Research Board-
New Delhi under Extra Mural Research Scheme for funding this Project through Grant No.
SB/S3/EECE/030/2016, Dated: 17/08/2016.

Appendix 1

AC mains: 3 phase, 415 V (line), 50 Hz, source impedance: Rs = 0.06 �, Ls = 1
mH; nonlinear type load: AC voltage controller with load (R = 12 � and L = 2
mH and R = 50 � and L = 2 mH during unbalance in one phase) DC-link voltage:
700 V; sampling time (ts) = 10 μs; Interfacing inductor: Lf = 2.25 mH; Switching
frequency (f s) = 5 kHz, DC-link cut-off frequency of LPF: 10 Hz.

Appendix 2

AC mains: 3 phase, 230 V (line) with distortion, 50 Hz; nonlinear type load: AC
voltage controller with load; passive filter parameter (ripple filter): Rf = 5 �, Cf

= 20 μF; sampling time (T s) = 40 μs, DC-link voltage: 400 V; DC-link capacitor
(Cdc): 4500 μF; Interfacing inductor: Lf = 4 mH; and DC-link PI controller kp =
0.3 and ki = 0.06.
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Global Horizontal Irradiance Prediction
Using Deep Neural Network Framework

Sambit Dash, Priya Ranjan Satpathy, Sobhit Panda and Renu Sharma

Abstract Due to uncertainty in solar radiation caused by cloud cover and other
environmental conditions, it is necessary to accurately predict solar irradiance for
time ahead planning and scheduling. In this paper, a comparative analysis of 1 h
ahead forecasting of global horizontal irradiance using various popular machine
learning technique and deep neural network is determined. The forecasting accuracy
is analyzed using various error metrics such as mean absolute error (MAE)and mean
square error (MSE). The number of time lags influencing 1 h ahead forecasting is
determined using autocorrelation and partial autocorrelation function. The hyper-
parameters of various machine learning techniques are tuned using random search
method. It is observed the deep neural network provides the least prediction error as
compared to other machine learning techniques.

Keywords Global horizontal irradiance (GHI) · Regression · Deep neural network
(DNN)
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1 Introduction

With the advent of renewable power generation and simultaneous depletion of con-
ventional sources such as coal and petroleum products, it has become necessary to
adequately forecast the generation capability of renewable sources so as the schedule
and plan usage of such sources along with conventional resources [1, 2]. There has
been an exponential increase in the usage of photovoltaic (PV) systemswhich creates
challenges for appropriate functioning of the grid as the power output of PV fluctu-
ates depending on the weather pattern [3, 4]. Forecasting is necessary to adequately
utilize the fluctuating energy of the PV system. Generally, load patterns which have
been forecasted for few days ahead are used as basis for scheduling the conven-
tional power plants and initiating transactions in the market to meet the supply and
demand conundrum. The forecasted load data is utilized by various parties involved
in the process of generation, transmission, and distribution of electrical energy such
as utilities, transmission companies, and generation plants. For insulated microgrid,
the importance of forecasting is more apparent. Since these grids are not intercon-
nected and the power is generated in the territory itself, this creates a problem as PV
power output can ramp up depending on the time of the day [5–8]. Thereby, proper
forecasting can help the grid operators to adequately balance the power demand and
power generation. There can be different forecasting horizons such as ultra-short-
term forecasting of few minutes ahead to a forecasting horizon spreading a few days
ahead. Although various parameters of solar irradiance can be forecasted, in this
paper, we have considered forecasting the global horizontal irradiance (GHI) since it
is themost essential parameter in forecasting. There can be various approaches toGHI
prediction namely statistical approaches such as autoregressive (AR), autoregressive
moving average (ARMA), or autoregressive integrated moving average (ARIMA).
For long-term forecast, numerical weather prediction (NWP)models have been fairly
accurate as compared to statistical models. For short-term forecasting, temporal ele-
ments in the cloud have been utilized to track movement of cloud which has been
used to forecast solar irradiation. Currently, statistical machine learning algorithms
such as artificial neural network (ANN) and support vector machines (SVM) have
gained prominence for efficient forecasting of time series data. Although in recent
times, advances in the field of deep learning has been enormous, deep neural net-
works (DNNs) have been particularly efficient in the field of computer vision and
time series data analysis. In this paper, various machine learning classifiers such as
ANN, SVM, and random forest (RF) are utilized for predicting solar irradiance and
their accuracy is compared with DNN. Various error metrics such as mean absolute
error (MAE) andmean square error (MSE) have been utilized for prediction accuracy
comparison.
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2 Different Aspects of Solar Irradiance

Solar irradiation can be defined as the electromagnetic radiation from sun striking
the earth in terms of power per unit area [9]. The unit of solar irradiation is Wh/m2.
Solar irradiance has three aspects to it.

(a) Global horizontal irradiance (GHI)
(b) Direct normal irradiance (DNI)
(c) Diffuse horizontal irradiance (DHI)

DNI can be considered as the amount of solar radiation per unit area striking
a surface which is held perpendicular to the rays of the sun. DHI is the radiation
generated due to scattering of the sun’s rays by the atmosphere. GHI is the total
amount of radiation along the horizontal surface.

GHI = DNI∗Cosϕ + DHI (1)

where ϕ is the angle between normal of the surface and the sun’s rays.

3 Data

In this paper, hourly GHI data is taken from rotating shadow band radiometer located
at Sacramento Municipal Utility District, Anatolia-Rancho Cordova California [10].
The monitoring station measures GHI, DNI, and DHI for particular location and the
data is open for public use. The entire dataset taken in this work is in month of April
2013. The hourly dataset is divided into training and testing data using scikit-learn
function sklearn.model_selection.train_test_split.

4 Autocorrelation (ACF) and Partial Autocorrelation
(PACF)

Before venturing into prediction, it is important to analyze the data at hand.
Figure 1 shows the time series data consisting of GHI for the entire month of

April. The data is divided to training and test dataset.

4.1 Autocorrelation Function (ACF)

Autocorrelation can be defined as correlation of a signal with time-lagged values
of the same signal. ACF can be an efficient tool to recognize repeating pattern in a
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Fig. 1 GHI for the month of
April 2013

Fig. 2 ACF plot for 50 time
lags

signal. Higher the value of ACF higher is the correlation of the current signal with
time-lagged version of itself. The ACF plot for GHI values of April 2013 is shown
in Fig. 2.

From the ACF plot, it can be concluded that the daytime values are correlated to
each other and similarly nighttime values are correlated to each other. The points
outside the cone show actual correlation, whereas points inside the cone are not
correlated.

4.2 Partial Autocorrelation Function (PACF)

The partial autocorrelation at a particular lag is the direct correlation of the present
data with that particular lagged value excluding the impact of intermediate values on
the data points. ACF consists of both the direct and indirect correlations of the data
with its lagged points, whereas PACF shows the correlation of the data directly with
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Fig. 3 PACF for 20 time
lags

its lagged points therebymaking it effective tool to select the number of lagged values
required for forecasting GHI. The PACF plot for the month of April is represented
in Fig. 3.

From the partial autocorrelation, it can be observed clearly that the data is highly
correlated to 1 and 2 h time lag. Thus, for forecasting of GHI, we use time series
data of 1 h and 2 time lag.

5 Deep Neural Network (DNN)

DNN [11] is a form of artificial neural network (ANN) with multiple hidden layers
between input and output. The power of DNN lies in mapping complex nonlinear
relationship between input and output data. The configuration of DNN used in this
work is given below:

(a) Library: Keras [9]
(b) Number of hidden layers: 1
(c) Neurons in input and hidden layers: 32
(d) Activation function for input, hidden, and output layers: Relu
(e) Optimizer: rmsprop
(f) Loss: mean square error
(g) Metric: mean square error.

6 Configuration of Other Machine Learning Techniques

A brief discussion on the configuration of various other machine learning techniques
has been given below.
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6.1 Support Vector Machine (SVM)

SVM [12] is a supervised machine learning algorithm based on maximizing the
margin between various classes of data. The data point which lie on the border of
the hyper-plane are called as support vectors. The configuration of SVM is given as:

(a) Library: scikit-learn [11]
(b) Kernel: radial basis function
(c) Penalty factor “C” tuned using random search
(d) Epsilon: 0.0001.

6.2 Multilayer Perceptron (MLP)

MLP is a collection of nodes based loosely on functioning of biological brain. The
input received by theMLP is combinedwith the activation function, and the generated
data point is transferred to the next hidden layer where the data again combine with
the activation function and the process continues till it reaches the output layer. The
configuration of MLP is given as:

(a) Library: Scikit-learn
(b) Kernel: Rectified linear unit (ReLu)
(c) Solver: Adam
(d) Hidden Layer tuned using random search within {1, 25,000}
(e) Learning rate tuned using random search within {0.001, 0.05}
(f) Alpha tuned using random search within {0.001, 0.05}.

6.3 Random Forest (RF)

RF [13, 14] is based on an ensemble of decision trees which are built in parallel,
and based on a majority vote, a strong learner is created. RF attempts to overcome
general weakness of decision tree which tends to be over fitting to the dataset. The
configuration of RF is given as:

(a) Library: scikit-learn
(b) Maximum depth: 5
(c) Number of estimators chosen using random search.
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6.4 Gaussian Process Regression (GPR)

In GPR [15], value at a particular point is predicted using weighted average of known
values of the function in the neighborhood. The configuration of GPR used in this
paper is:

(a) Library: scikit-learn
(b) Kernel: 5*RBF(length_scale = 1.0, length_scale_bounds = (1e−1, 10.0))*

RationalQuadratic(length_scale = 1.0, alpha = 0.1).

7 Performance Metrics

The performance of the machine learning models [16] is evaluated on four statisti-
cal indices, i.e., mean absolute error (MAE), mean square error (MSE), root mean
square error (RMSE), and coefficient of determination (R2). The R2 measure gives
information with regard to how efficient the model is in quantifying the variability in
data. MAE helps determining the absolute value of the error due to bias. MSE helps
determining the quality of the regressor.

MAE =
∑n

i=1 |yi − xi |
n

= e1 + e2 + · · · + en
n

(2)

MSE = 1

n

n∑

i=1

(e1 + e2 + · · · + en)
2 (3)

RMSE =
√

e21 + e22 + · · · + e2n
n

(4)

R2 =
∑n

i=1 (yi − yd)
2

∑n
i=1 (yi − yd)2 + ∑n

i=1 (yi − ydi )
2

(5)

8 Result Analysis

Figures 4, 5, and 6 show the actual GHI for the particular day and the forecasted
GHI by various machine learning algorithms and their corresponding error mar-
gins. Table 1 shows the performance metrics of various techniques. It can be clearly
observed that DNN has the least prediction error compared to all other algorithms in
all performance metrics. It must be noted that although RF has lesser MAE as com-
pared to GPR, it has a much higher MSE and RMSE as compared to GPR, whereas
DNN has the least error across all metrics compared to other algorithms.
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Fig. 4 Forecasted GHI and error in forecasted data for day 1

Fig. 5 Forecasted GHI and error in forecasted data for day 2

Fig. 6 Forecasted GHI and error in forecasted data for day 3
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Table 1 Performance metrics for 3 days

MLP SVR GPR RF DNN

MAE 42.13 21.41 21.13 19.90 18.19

MSE 2825.60 1546.70 1320.55 1471.15 1246.18

RMSE 53.15 39.32 36.33 38.35 35.30

R2 0.9769 0.9873 0.9892 0.9880 0.9898

9 Conclusion

In this paper, we have taken GHI for the month of April 2013 and evaluated the
number of time lags influencing the forecasting accuracy usingACF and PACF. Then,
using the appropriate time lags, various machine learning classifiers are trained and
tested. It was observed that DNN has the least prediction error on all performance
metrics thereby making it the best regression algorithm for predicting GHI for 1 h
ahead in the observed dataset.

Acknowledgements We thank Afshin Andreas and National Renewable Energy Laboratory
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A Hybrid Approach for Path Planning
of Multiple AUVs

Madhusmita Panda , Bikramaditya Das and Bibhuti Bhusan Pati

Abstract The autonomous underwater vehicles (AUVs) are the independent marine
robots employed in many undersea operations starting from the field of underwater
research to commercial oil industry surveys. The path planning of a team of AUVs
is necessary as it is required to find a safe route from the start to endpoints for
the team of AUVS to accomplish any mission goal. The group of AUVs has to
trace a time or energy optimal locus in order to reduce the cost of any operation.
This paper proposed a hybrid grey wolf optimization (h-GWO) algorithm for path
planning of multiple AUVs by integrating features of genetic algorithm (GA) and
grey wolf optimization (GWO). This allows a team of AUVs to move in an obstacle
rich environment without colliding with obstacles and with each other. Here, path
cost is a summation of distance travelled and penalty of collision. Simulation results
are obtained for three AUVs in a three-dimensional grid map with static obstacles by
applying GA, GWO, and h-GWO algorithm. A comparative study of obtained results
made on the basis of computational time, path length and path cost. The results of
the hybrid algorithm overcome the disadvantages of GA and GWO and provided a
cost-optimized path for operations that are not time-sensitive.

Keywords Autonomous underwater vehicle (AUV) · Genetic algorithm (GA) ·
Grey wolf optimization (GWO) · Hybrid · Path planning (PP)

1 Introduction

An autonomous underwater vehicle (AUV) is a self-controlled and self powered
underwater robot [1]. The AUV modelling is critical as it has to withstand the under
seawater pressure, unavailability of the global positioning system (GPS) signal, low
bandwidth sea channel while performing independently [2]. Path planning (PP) for
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AUVs in a three-dimensional (3D) environment is needed for all applications involv-
ing AUV. A PP controller (PPC) is required to find an optimal and sub-optimal path
from source to destination location while avoiding obstacles in the path.

GA is an optimization technique preferred to solve the multi-objective optimiza-
tion problem. It is easy to implement and robust to local maxima and minima. But,
it is difficult to define an objective function with proper genetic operators. GA takes
more time to process which leads to an increase in the computational cost with the
increase in complexity of the problem [3].

The “Grey wolf optimization (GWO)” is one of the “Swarm intelligence (SI)”
algorithms that mimic the hunting process of the “Grey wolf (GW)” pack led by
the “alpha wolf” [4]. GWO shows better exploration capability in comparison with
contemporary methods and effectively avoids the local minimum [5]. The GWO has
been effectively applied in many applications as discussed in [6]. The GWO has
also applied for generating a cost-optimized path for a single AUV in [7]. Some of
the path planner for both single AUV [8–10] and the team of AUVs [1, 11–13] are
illustrated in the literature. In this research, an attempt has been made to propose
a hybrid GWO (h-GWO) algorithm to address the PP problem of multiple AUVs
and compare the result with the results obtained by applying the GA and the GWO
to generate a cost-effective path for multiple AUVs. The AUVs follow the leader-
follower topography. For this research, a leader AUV is followed by two follower
AUVs.

This research paper is arranged into five sections. Section 2 derives the cost
function used for path planning of multiple AUV. Section 3 reviews GA and GWO
algorithms and describes h-GWO. Section 4 is for analysis of the obtained results by
applying GA, GWO, and h-GWO to PP of multiple AUV and Sect. 5 concludes the
paper.

2 Cost Function Modelling

The PP of multiple AUVs involves two different cost functions calculated in two
phases:

Phase 1-The cost function for leader path
Phase 2-The cost function for the follower’s path.

2.1 Calculation of the Cost Function for Follower Path

The cost function for leader AUV’s PP is given by [9]

path cost = μ ∗ path Length + (1 − μ) × (path penalty) (1)
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In Eq. 1 µ is the weighting coefficient such that µ ∈ [0, 1]. The µ → 1 indicates
a lesser probability of collision that leads to shorter route while µ → 0 indicates a
higher probability of collision, thus leads to the longer path to avoid the threat.

Path Length:

It is the total distance travelled from source to destination. Lesser the path length
lesser will be the time of travel and energy expenses. It is calculated as

path length =
M∑

m=0

l(Pm, Pm+1) (2)

Here, l(Pm, Pm+1) is the “Euclidian distance” between points Pm and Pm+1

calculated as

l(Pm, Pm+1) =
√

(xm+1 − xm)2 + (ym+1 − ym)2 + (zm+1 − zm)2 (3)

Path Penalty:

The total penalty of the path depends upon how far the path points are from the centre
of their nearest obstacle. For example, the path penalty for mth point on the jth path
is calculated as

path penalty =
M∑

m=0

Pjm(1 + j × m) (4)

where Pjm is the penalty of the mth point on the jth path given by,

Pjm =
{
rmin − lmin, when lmin > rmin

eρ(rmin−lmin) when lmin ≤ rmin
(5)

In Eq. 5, lmin is the distance of the mth point from the closest obstacle centre and
rmin is the radius of the closest obstacle.When the lmin > rmin, themth point is outside
the obstacle boundary otherwise the point selected is within obstacle boundary that
leads to a collision. A collision leads to an exponential increase in path cost indicated
by the positive penalty coefficient ρ.

2.2 Calculation of the Cost Function for Leader Path

The follower cost function is used to avoid the obstacle and another follower AUVs
on the follower path. Thus, an extra parameter is added to the “path cost” equation.

path cost = μ ∗ path Length + (1 − μ) × (path penalty + collision penalty) (6)
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Collision Penalty:

It is the total collision penalty of a follower path when they collide with other AUVs
given as,

collision penalty =
M∑

m=0

Pci j (m) (7)

where Pcij(m) is the penalty of mth point on the ith path due to mth point on jth path.
Simply, the total collision cost is calculated by the summation of collision penalty
due to every mth point of a path due to the corresponding point of all other paths
formed. Now the individual collision penalty between two corresponding points of
two different paths is given as,

Pc(m) =
{
sd − di j (m), when sd < di j (m)

edi j (m)−sd , when sd > di j (m)
(8)

In the above equation, sd is the safe distance and dij(m) is the distance of the mth
point of ith path and jth path. The equation describes that when two corresponding
points of two paths are far enough to avoid collision then the distance between
them is minimized up to a safe distance by providing a negative penalty. When
two corresponding points of two paths are close enough that there is the chance of
collision between them, then the paths are separated using a positive exponential
penalty.

3 Algorithms

3.1 Genetic Algorithms

Genetic algorithms are inspired by biological evolution processes of “reproduction
and natural selection” to solve for the “fittest” solutions. GA is a powerful and effi-
cient random search algorithm that can solve optimization problems with incomplete
information. The “performance” of the GA depends on the process of encoding the
candidate solutions into chromosomes and defining the fitness function for a given
application. The other determining factors are “crossover” probability, “mutation”
probability, “population” size, and the total number of “iterations”. These values can
be adjusted after assessing the algorithm’s performance on a few trials run. The basic
components common to almost all genetic algorithms are shown in Fig. 1.

The solution of PP problem for multiple AUV by using GA is given in the
following steps:
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Fig. 1 Components of GA

Algorithm 1: Pseudo code of GA for PP of mul ple AUVs

Step 1: The 3D environment is realized as a grid map
consis ng of different node points. AUV will move from node to node as it 

moves in the grid.
Step 2: The star ng and termina ng points are properly defined.
Step 3: The sta c obstacle loca ons on each node of the grid path is estab-

lished
Step 4: Generate the ini al popula on consists of all feasible paths. Define 

max. no. of genera on and number of followers AUVs
Step 5: Compute the minimum cost path for leader AUV

Step 6: for (t< max. no. genera on)
for all follower AUVs

computa on of minimum cost path
apply crossover and muta on operator

end for
end for

Step 7:  if the path converges with leader path
return the op mal path 

else 
repeat step 6

3.2 Grey Wolf Optimization

The GWO maintains the leadership hierarchy and group hunting features of grey
wolves [4]. The “alpha (α)wolf” is at the top of the hierarchy followed by “beta (β)”,
“delta (δ)” and “omega (ω)” wolves in order as in Fig. 2. The three phases of grey
wolf hunting are shown in Fig. 3.

The encircling of prey can be modelled as distance “d” from prey given by:

d = |c · xp − x(n)| (9)
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Fig. 2 Order of leadership and types of roles played in GW pack

Fig. 3 Phases of GW pack hunting

where, n, xp, and x indicate the current number of iterations, target location, and
current location, respectively. The next position is calculated as:

(n + 1) = xp(n) − a · d (10)

The coefficient vectors “a” and “c” are calculated using two random vectors “R1”
and “R2” varying between “0” and “1” as follows:

a = 2 × AR1−A and c = 2 × R2 (11)

Here “A” is a linearly decreasing variable with each iteration from 2 to 0. If the
total number of iterations is N, then A is defined as

A = 2 − n

(
2

N

)
(12)

The best three solutions from all feasible solutions are considered as α, β, and δ

wolves and regarded as the best approximations of the target location. Other solutions
are regarded as ω wolves and update their position with respect to the best three
estimations as to the following equations:
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x1 = |xα − a1 · dα| (13)

x2 = ∣∣xβ − a2 · dβ

∣∣ (14)

x3 = |xδ − a3 · dδ| (15)

where a1, a2 and a3 are the coefficients for position updation of α, β and δ wolves
and dα , dβ , and dδ are the distance vectors for α, β, and δ paths. The dα , dβ , and dδ

are calculated as

dα = |c1 · xα − x | (16)

dβ = ∣∣c2 · xβ − x
∣∣ (17)

dδ = |c3 · xδ − x | (18)

The path updation is done as per the following equation

x(t + 1) = (x1 + x2 + x3)/3 (19)

Algorithm 2: Pseudo code of GWO for PP of mul ple AUVs

Step 1: 
The popula on of grey wolf is xi where (i = 1, 2,..,n)
Set the values of a, A, and c 
Step 2: 
For every xi do
Compute the path cost
End for
Get the best three minimum cost paths and 
Step 3: 
while (n< N)
For each AUV path
Update the next posi on 
End for
Update the previous values of a, A, and c
For every xi do
Compute the path cost
End for
Update the values of  and 
n=n+1
End while
Step 4: Return the value of  
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3.3 Hybrid GWO Algorithm

In this paper, a hybrid GWO (h-GWO) algorithm is proposed combining GA and
GWO algorithms. Here GA is used to estimate the initial positions of AUVs to
estimate the distance from the target. The best three estimations are selected as
xα, xβ , and xδ . These estimations are used as initial positions of α, β, and δ wolves,
respectively. Then the rest of steps follow as per GWO algorithms to generate cost
minimum path.

Step 1: The 3D environment is realized as a grid map consis ng of different node 
points.  

Step 2: The star ng and termina ng points are properly defined. 
Step 3: The sta c obstacle loca ons on each node of the grid path is established 
Step 4: Generate the ini al popula on consists of all possible next nodes directed to-

ward the target 
Step 5: For all next node points 
Calculate the minimum cost func on w.r.t to target 
End for 
Step 6: Select the best three node posi ons as  ,  and . Set the values of a, A, 

and c 
Step 7: For every AUV do 
Compute the path cost 
End for 
Step 8: while (n< N) 
For each path 
Update the next posi on  
End for 
Update the previous values of a, A, and c 
For every AUV do 
Calculate pat cost 
End for 
Update the previous values of  1 , 2  and 3  
n=n+1 
End while 
Step 9: Return the value of 1  

Algorithm 3: Pseudocode of h-GWO for PP of mul ple AUVs 

4 Result Analysis

The AUV path planning method intended to generate a safe route from a source
position to destination location without colliding with obstacles. All the simulations
are in MATLAB R2018a. Here, AUV is considered as a point object and the 3-D
environment is modelled as a 3D grid map of (500 * 500 * 500) dimensions. The
obstacle locations are predefined and fixed. For path planning the source co-ordinate
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Fig. 4 Cost-optimized path for leader and follower AUVs planned by using a GA, b GWO, and
c h-GWO

for three AUVs are taken at three different co-ordinates while the destination co-
ordinate is same for all the three AUVs. For this research one leader AUV and two
follower AUVs are considered. The leader source co-ordinate is [10], the Follower—
1 source co-ordinate is [130, 260, 200], and Follower—2 source co-ordinate is [300,
100, 320]. The source points are shown by “ellipses” and the target by a “rectangle”
in the simulation results.

Figure 4 shows the complete path in a 3-D map, while the best cost curves of the
applied algorithms are shown in Fig. 5. The simulation results and tabulation analysis
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as presented in Tables 1, 2 and 3 have been verified that the average path length
obtained by GA, GWO and h-GWO is 1120.3, 1065.79, and 1063.82, respectively.
Similarly, the average path costs calculated by GA, GWO, and h-GWO are −52.47,
−32.95, and −19.49, respectively. The larger the negative number the lesser the
probability of collision and safer is the path. Thus, applying GA results in longer
path in comparison with other two algorithms. The GWO and h-GWO result in
almost equal path lengths, but the hybrid algorithm generates minimum path cost.
The results obtained for h-GWO are better as compared to GA and GWO on the
expanse of computation time.

Fig. 5 Best cost curves for AUV path planners using a GA, b GWO, and c h-GWO
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Table 1 Performance
analysis of GA

Run number Computation
time (s)

Path length
(m)

Path cost (m)

1 22.59 1100.04 −46.93

2 24.04 1136.70 −44.06

3 22.16 1126.23 −72.25

4 22.61 1134.72 −41.13

5 22.77 1103.94 −58.00

Average 22.83 1120.3 −52.47

Table 2 Performance
analysis of GWO

Run number Computation
time (s)

Path length
(m)

Path cost (m)

1 18.75 1060.03 −34.45

2 18.60 1066.59 −30.30

3 18.39 1079.25 −36.67

4 18.46 1053.13 −48.78

5 18.36 1069.95 −14.58

Average 18.51 1065.79 −32.95

Table 3 Performance
analysis of h-GWO

Run number Computation
time (s)

Path length
(m)

Path cost (m)

1 59.73 1043.17 −19.30

2 60.72 1090.45 −21.91

3 60.46 1073.03 −20.47

4 52.04 1055.44 −17.63

5 64.12 1057.05 −18.16

Average 59.41 1063.82 −19.49

5 Conclusion

The proposed h-GWO is applied for planning minimum cost and collision free safe
routes for multiple AUVs employed in underwater missions. The simulation envi-
ronment is statically realized as a 3-D map with known obstacles locations. It is
intended to compensate for the demerits of the basic GA and GWO algorithms. The
h-GWO optimizes the path cost. It reduces the path length but takes comparatively
more computation time. Thus, this algorithm can only be employed for the applica-
tions where time is not a critical factor. But most of the underwater operations except
the military missions are usually not time-critical, hence can afford the little increase
in computational time. In future, the proposed algorithm may be used to find cost
optimal path in 3-D dynamic environment.
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A Hybrid Framework for Fault
Classification and Location in Power
Distribution System Using Wavelet
and Support Vector Machine

Satyajit Panigrahy and A. K. Chandel

Abstract In this paper, a discrete wavelet transform and a radial basis function
(RBF) kernel-based support vector machine are combined to form a hybrid tech-
nique for a short distance radial distribution line. The main objectives of the pro-
posed method are to classifying the shunt faults and estimating its locations. Unlike
a decision tree-based hybrid method, this technique is easy to implement and com-
putationally less burden. Here, three-phase line current samples have been utilized to
generate the features. Importantly, feature extraction has been handled byDaubechies
mother wavelet. Six features (i.e., mean, standard deviation, energy, entropy, skew-
ness, and kurtosis) of line currents have taken into consideration. The data extracted
from the feature generation stage contain redundant feature values. Therefore, the
principal component analysis tool has been applied to reduce the redundancy in the
dataset by optimizing the features. Finally, the optimized features are sent as inputs
to the kernel-based SVM for fault classification and estimating the location. MAT-
LAB/Simulink simulation environment andPythonprogramming interface havebeen
utilized to test the performance of the developed model.

Keywords Continuous wavelet transform (CWT) · Discrete wavelet transform
(DWT) · Support vector machine (SVM) · Principal component analysis (PCA) ·
Decision tree (DT) · Fault classification · Fault distance estimation

1 Introduction

The sole responsibility of the electric power distribution system (EPDS) is to sup-
ply electricity for the distributed residentials, large and small industrial users in an
uninterrupted manner and within the cheaper price. A fault in the power system is
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the greatest threat as it discontinues the supply. As per the standard (ANSI/IEEE
Std. 100–1992), fault is defined as a real-time condition which causes the failure of
equipment to perform in an optimum manner. Once a fault occurs in a distribution
system, it causes voltage sag, swell, temporary loss, or system blackout [1].

The fault is an abnormal condition where the system quantities (i.e., voltage, cur-
rent, phase angle) exceed their threshold values [2]. Faults are classified considering
the period of time and fault level. Temporary and permanent faults are classified under
a specified time interval. Faults in the distribution system are of two types, i.e., series
and shunt faults [3] as given in Fig. 1. By observing phase voltages, series faults can
be easily identified. Open conductor faults are of one conductor, two conductors, and
three conductors open type. Asymmetrical and symmetrical faults are grouped into
the category of shunt faults. The line-to-ground (LG), line-to-line (LL), and double
line-to-ground (LLG) faults are grouped under asymmetrical faults, whereas triple
line (LLL) and triple line-to-ground (LLLG) faults are grouped under symmetrical
faults. Various types of shunt faults are shown in Fig. 2.

The provision of adequate protection to find and isolate faulty components within
the power system is an essential part of the grid structure [4]. Once the faulty phase is
identified, it is necessary to analyze themajor cause of the faulty condition. To achieve
this, protection devices should work in synchronism with the existing diagnostic
methods. The fundamental objectives of the proposed hybrid technique are to classify
the fault events, verify the affected phases, and estimate the fault locations.

Fig. 1 Classification of faults
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LG LLG

LL LLL

LLLG

Fig. 2 Types of shunt faults

2 Modern Methods

2.1 Wavelet Transform (WT)

A signal in the time–frequency domain can be analyzed by time localized frequency
information throughWT [5, 6]. It is a mathematical tool for analyzing non-stationary
signals since the frequency components of the signals vary with time. WT can be
classified into CWT and DWT and are discussed subsequently.

– The CWT can be defined as follows:

Xa,b(t) = 1√
a

+∞∫

−∞
x(t)Ψ

(
t − b

a

)
dt (1)

Herein, x(t) and Ψ (t) are signal and mother wavelet, respectively. The mother
wavelet can be expressed as follows,

Ψa,b(t) = 1√
a

Ψ

(
t − b

a

)

where a and b represent the dilated and translated parameters, respectively.
– The DWT applied to the signal is given as follows:

x(t) =
2M− j−1∑
k=0

a jkφ jk(t) +
∑
j

2M− j−1∑
k=0

d jkΨ jk(t) (2)
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φ jk(t) = 2− j/2φ(2 j t − n)

Ψ jk(t) = 2− j/2ψ(2 j t − n)

where a jk and d jk denote the approximation and detail coefficients, respectively,
where k = 0, 1, . . . , 2M− j−1.

The Daubechies wavelet approach is suited for identifying short-time, high-
frequency transients, and low-frequency behavior over a long duration where the
signals are non-periodic or non-stationary in nature [7].

2.2 Principal Component Analysis (PCA)

PCA is an appropriate tool to reduce the dimensionality of a dataset by removing
the redundant or interrelated variables from the original dataset. To do that, a simple
normalization process is employed which create the covariance matrix. From that
covariance matrix, principal components are obtained. The covariance matrix can be
computed as follows:

cov(P+
ia , P

−
ia ) =

∑[(P+
ia − P̄+

ia )(P
−
ia − P̄−

ia )]
(k − 1)

(3)

where P+
ia the symmetrical positive pattern and P−

ia the symmetrical negative pattern
obtained by using Eq. (3).

Detection of multiple faults, small perturbations and dealing of non-stationary
signals will be the extension of PCA method in the future [8].

2.3 Support Vector Machine (SVM)

The concept of SVM is proposed by Vapnik et al. and became a novel tool for
data analysis [9]. It uses kernel trick technique to transform the extremely complex
data by mapping them into a high-dimensional feature space. Kernels can be of
linear, polynomial, radial basis, and sigmoid types. SVM uses learning algorithm
and statistical approaches for classification and estimation problems, respectively
[10].

2.4 Decision Tree (DT)

A Classification and Regression Tree (CART) algorithm is utilized to construct a
decision tree model based on the historical data. CART algorithm divides the input
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data into a tree fashion where it provides either a piecewise constant estimator or
a classifier for data fitting. TheCARTalgorithmutilizes learning samplewhich is a set
of historical data containing pre-assigned classes in all observations.DT-based hybrid
technique can successfully differentiate the high impedance faults from the most
normal operations like switching of loads, shunt capacitors, and load transformer
inrush currents [11].

3 Proposed Hybrid Fault Detection and Diagnosis
Technique

In this section, a flowchart of the proposed hybrid method with its implementation
has been discussed. The proposed hybrid fault detection and diagnosis (HFDD)
method has been divided into several steps, as shown in Fig. 3. Initially, a short radial
distribution network has modeled in the MATLAB/Simulink environment which is
shown in Fig. 4.

Fig. 3 Flowchart for HFDD method

Fig. 4 Single-line diagram of the network under study
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3.1 Data Generation

At first, the developed model has simulated for various fault conditions. Each phase
current signals have been decomposed with the help of the Daubechies mother
wavelet. Ten types of shunt faults (i.e., 3 LG, 3 LL, 3 LLG, 1 LLLG), seven values of
fault resistances (i.e., 1, 5, 10, 15, 20, 35, 50 in ohm), and six values of fault distances
(i.e., 5, 10, 15, 20, 25, 30 in km) have considered as the varying parameters. Thus, a
total of 420 (42 × 10) patterns have been generated in the proposed work.

3.2 Feature Extraction and Reduction

After the data generation stage, feature extraction and reduction stage have initialized.
In this stage, six statistical feature values for the aforementioned fault cases have
computed. Further, these statistical features have a large number of redundant data
which consumes more memory space. Hence, a PCAmethod has incorporated in the
proposed work to reduce the computational complexity by selecting the optimized
features among six features. Here, energy, entropy, and standard deviation are the
three optimized features.

4 Implementation of HFDD

In this section, HFDD is implemented as a classifier and an estimator to classify the
shunt faults and to measure the fault distance for a short radial distribution system,
respectively. Further, the developed hybrid technique is compared with a DT-based
method to determine the preciseness and robustness. To show the higher accuracy
of the developed method, errors between the actual and predicated fault location
have been calculated with the help of four types of statistical estimators (i.e., MAE,
MAPE, RMSE, and R2).

4.1 Algorithm

The steps involved in the algorithm development have written in the Python pro-
gramming interface. Step 1: Importing the libraries, Step 2: Importing dataset, Step
3: Splitting the dataset into training and test set, Step 4: Feature scaling, Step 5:
Implementation of learning methods to the classifiers: (a) Fitting kernel-based learn-
ing algorithm to the training set, (b) Fitting decision tree learning algorithm to the
training set. Step 6: Making the confusion matrix, Step 7: Predicting the test set
results.
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4.2 Results and Discussions

In the distribution network, a double line fault is more dominating as compared
to a single line-to-ground fault. The proposed algorithm has accurately identified
the double line fault conditions shown in Table1. It is evident from Table1 that
for a double line fault (C-A), proposed SVM-based hybrid method has successfully
classified the faulty phase, whereas DT-based method has wrongly classified B-C
phase instead of C-A phase. The accuracy percentages for classifying the shunt
faults with SVM and DT are 96.25% and 92.15%, respectively. Table2 combines
the individual shunt fault phases represented in Table1. From Table3, it is observed
that the dominant faulty double line phase is 5km far from the source end. Table4
shows the predicted fault distances, which are calculated by subtracting error values
from the actual fault distances. Four types of statistical error estimators have used
to determine the fault locations as shown in Table5. SVM error estimators exhibit a
greater accurate value than the DT for estimating the fault location at varying lengths.

Table 1 Accuracy variation for different types of shunt faults (each phase)

Fault type Total no.
of test
cases

Support vector machine Decision tree

Fault
classified
correctly

Fault
classified
incor-
rectly

Accuracy
(%)

Fault
classified
correctly

Fault
classified
incor-
rectly

Accuracy
(%)

A-g 8 8 0 100 8 0 100

B-g 9 9 0 100 9 0 100

C-g 9 8 1 88.88 7 2 77.77

A-B 8 8 0 100 8 0 100

B-C 9 9 0 100 8 1 88.88

C-A 9 8 1 88.88 9 0 100

A-B-g 8 8 0 100 8 0 100

B-C-g 9 8 1 88.88 8 1 88.88

C-A-g 9 9 0 100 8 1 88.88

A-B-C-g 9 9 0 88.88 9 0 100

Total
cases

87 84 3 96.55 82 5 94.25
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Table 2 Accuracy comparison for different types of shunt fault (combine phase)

Fault type Total no. of
test cases

Support vector machine Decision tree

Correct
predications

Accuracy (%) Correct
predications

Accuracy (%)

L-g 26 25 96.15 24 92.30

L-L 26 25 96.15 25 96.15

L-L-g 26 25 96.15 24 92.30

L-L-L-g 9 9 100 9 100

Table 3 Accuracy comparison for change in distribution line length

Fault type Length (km) No. of test
cases

SVM DT

Correct
predications

Accuracy
(%)

Correct
predications

Accuracy
(%)

L-G 5 5 5 100 5 100

L-G 10 5 4 80 4 80

L-G 15 5 5 100 5 100

L-G 20 5 5 100 5 100

L-G 25 5 5 100 4 80

L-G 30 5 5 100 5 100

L-L 5 5 5 100 5 100

L-L 10 5 5 100 5 100

L-L 15 5 5 100 5 100

L-L 20 5 4 80 4 80

L-L 25 5 5 100 5 100

L-L 30 5 5 100 5 100

L-L-G 5 5 4 80 4 80

L-L-G 10 5 5 100 5 100

L-L-G 15 5 5 100 5 100

L-L-G 20 5 5 100 5 100

L-L-G 25 5 5 100 5 100

L-L-G 30 5 5 100 4 80

L-L-L-G 5 5 5 100 5 100

L-L-L-G 10 5 5 100 5 100

L-L-L-G 15 5 5 100 5 100

L-L-L-G 20 5 5 100 5 100

L-L-L-G 25 5 5 100 5 100

L-L-L-G 30 5 5 100 5 100
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Table 4 Fault location prediction based on statistical errors

Fault type Actual
dis-
tance
(km)

Predicted distance (km)

Support vector machine Decision tree

MAE MAPE RMSE R2 MAE MAPE RMSE R2

L-G 5 4.8 4.9 4.8 4.6 4.7 5.1 4.9 4.6

L-G 10 9.7 10.1 9.8 9.5 9.8 9.6 9.9 9.7

L-G 15 14.6 15.2 14.8 14.3 14.8 15.1 14.7 14.6

L-G 20 19.8 19.7 20.1 19.6 19.7 19.8 20.2 19.6

L-G 25 24.9 24.7 25.1 24.6 24.8 24.8 24.9 24.7

L-G 30 29.8 29.7 29.9 29.4 29.8 29.5 30.1 29.6

L-L 5 4.8 5.1 4.7 4.5 4.9 4.8 5.1 4.8

L-L 10 9.6 9.8 10.1 9.4 9.7 10.2 9.8 9.6

L-L 15 14.8 14.7 15.1 14.6 14.6 15.2 14.8 14.5

L-L 20 19.7 19.8 20.2 19.5 19.8 19.7 20.1 19.6

L-L 25 24.5 25.1 24.8 24.3 24.4 24.9 24.8 24.3

L-L 30 29.6 30.2 29.7 29.5 29.6 30.1 29.8 29.4

L-L-G 5 4.9 4.8 5.1 4.7 4.8 4.8 5.2 4.6

L-L-G 10 9.5 9.7 10.1 9.3 9.6 10.1 9.7 9.5

L-L-G 15 14.7 14.9 15.2 14.3 14.8 14.7 15.2 14.6

L-L-G 20 19.4 19.6 20.1 19.2 19.3 19.5 19.6 19.1

L-L-G 25 24.7 25.3 24.8 24.5 24.5 25.1 24.8 24.4

L-L-G 30 29.5 29.8 29.7 29.4 29.6 30.2 29.6 29.4

L-L-L-G 5 4.8 5.2 4.7 4.6 4.6 5.2 4.9 4.5

L-L-L-G 10 9.7 10.1 9.8 9.5 9.6 9.9 10.1 9.4

L-L-L-G 15 14.9 14.8 14.8 14.6 14.8 15.1 14.6 14.7

L-L-L-G 20 19.8 20.1 19.7 19.5 19.7 19.8 20.1 19.5

L-L-L-G 25 24.7 24.8 24.9 24.4 24.6 25.1 24.7 24.4

L-L-L-G 30 29.9 29.7 30.1 29.7 29.8 29.6 30.2 29.6
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Table 5 Calculation of various statistical errors

Fault
type

Actual
distance
(km)

Support vector machine Decision tree

MAE MAPE RMSE R2 MAE MAPE RMSE R2

L-G 5 0.2150 0.07443 0.1987 0.31238 0.2511 0.07529 0.1103 0.35113

L-G 10 0.2985 0.09869 0.1873 0.52682 0.1544 0.31029 0.0511 0.29788

L-G 15 0.3619 0.18345 0.1584 0.62577 0.1502 0.01249 0.2503 0.35013

L-G 20 0.1973 0.21776 0.1238 0.35789 0.2509 0.26100 0.1984 0.35139

L-G 25 0.0116 0.27488 0.1342 0.37646 0.1864 0.18635 0.0112 0.27478

L-G 30 0.2016 0.24322 0.1079 0.32658 0.2012 0.45089 0.0846 0.34899

L-L 5 0.1856 0.16895 0.2984 0.43018 0.1121 0.18554 0.0915 0.18492

L-L 10 0.3531 0.22569 0.1186 0.55207 0.2538 0.17781 0.2258 0.35309

L-L 15 0.2176 0.27653 0.1426 0.38602 0.3865 0.19868 0.2168 0.45181

L-L 20 0.2684 0.23914 0.1627 0.44834 0.2392 0.26837 0.0987 0.44868

L-L 25 0.5068 0.13468 0.1876 0.61736 0.6103 0.87769 0.1789 0.61824

L-L 30 0.2577 0.08625 0.2319 0.48159 0.2562 0.07931 0.1876 0.55788

L-L-G 5 0.0519 0.14574 0.1642 0.31469 0.1739 0.14582 0.1659 0.35211

L-L-G 10 0.5019 0.25177 0.1122 0.62736 0.3510 0.07981 0.2520 0.50187

L-L-G 15 0.2648 0.10248 0.1753 0.62681 0.2102 0.26458 0.1984 0.40189

L-L-G 20 0.4831 0.28642 0.1039 0.75469 0.2863 0.48299 0.0867 0.30129

L-L-G 25 0.2164 0.28146 0.1329 0.48766 0.6016 0.08503 0.1334 0.48692

L-L-G 30 0.4517 0.17349 0.2786 0.55018 0.4511 0.09561 0.1585 0.51289

L-L-L-
G

5 0.0577 0.15303 0.0945 0.30149 0.1612 0.15309 0.1853 0.35019

L-L-L-
G

10 0.4511 0.25781 0.0862 0.65043 0.5018 0.07891 0.2580 0.45164

L-L-L-
G

15 0.2531 0.05169 0.1742 0.62019 0.2017 0.25289 0.1593 0.38415

L-L-L-
G

20 0.5532 0.35103 0.0821 0.75032 0.6541 0.45022 0.3509 0.80011

L-L-L-
G

25 0.2550 0.15022 0.1504 0.40129 0.4013 0.01248 0.2019 0.52193

L-L-L-
G

30 0.4103 0.15321 0.2502 0.51011 0.3202 0.19788 0.3218 0.52001
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5 Conclusions

An HFDD technique has been proposed for a short radial distribution network
(11kV/30km) by considering two hybrid modern approaches, i.e., DWT and kernel-
based SVM. At first, DWT is utilized to extract six statistical features from three-
phase currents of the modeled network. The extracted features from DWT contain a
huge number of redundant data which increase system complexity. Therefore, PCA
is used to enhance the feature selection by optimizing the features with the help of
correlation approach which selects three most important features of the interest, i.e.,
energy, entropy, and standard deviation out of six features. Finally, the optimized
features are provided to a kernel-based SVM as input. As per the training, SVM can
determine the fault types and locations. At last, the proposed method is compared
with a DT-based hybrid technique for accuracy comparison. It can be concluded that
SVM is 4% accurate than a DT-based approach for fault classification and give accu-
rate estimations for fault locations. The developed hybrid technique can be more
accurate by considering various input parameters like fault inception angle, load
angle, reluctance vector machine, gradient search approach, and a large number of
datasets in the future.
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Effect of Soiling on Power Output
of a Photovoltaic System

Sonali Goel, Sobhit Panda, Nallapaneni Manoj Kumar and Renu Sharma

Abstract The power output of a photovoltaic (PV) module depends on the geo-
graphical locations (latitude, longitude and solar irradiance), tilt angle and its cli-
matic condition (humidity, temperature) and shading due to soiling, bird droppings,
etc. This paper deals with the power loss in solar PV system due to deposit of dust
particles on the PV surface. The loss of power due to soiling was studied for a rooftop
solar PV system installed in SOA (Deemed to be University), Bhubaneswar, India.
It was observed that power loss to an extent of 3.09% per day occurred during non-
monsoon months, while it reduced to 0.93% per day during monsoon months due to
accumulation of soil on PV modules.

Keywords Solar photovoltaic · Losses · Performance

1 Introduction

The energy demand across the globe has increased inmany folds due to technological
advancement, rapid growth in industries and increase in household energy demand.
This led the engineers and planners to think and find the means to harvest the alter-
native energy sources other than the fossil fuel. Renewable sources such as solar
PV, wind, biomass, biogas, small hydro, concentrating solar power are extensively
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used nowadays to generate electricity all over the world to reduce the pressure on
fossil fuel and to reduce environmental pollution. Due to rapid cost reduction in PV
modules all over the world, it is expected that PV system will become one of the
major sources of electricity in future [1]. The power generation from PV module is
reduced due to various losses such as array capture loss, degradation loss, shading,
soiling, mismatch and ohmic losses. Accumulation of dust particles over the solar
PV surface tends to reduction of significant power if not cleaned periodically. This is
called soiling loss. Generally, horizontal surface tends to accumulate more dust than
the inclined surface. Also, a low-speed wind promotes dust accumulation, while a
high-speed wind prevents deposition of dust particles on PV surface and rather has a
cleaning effect. The deposition and cleaning of dust due to wind movements depend
on the property of dust (weight size and type) [2].

This paper deals with the study of losses associated with a solar PV system due
to accumulation of dust particles. This study was conducted during 2015 for an
experimental set up installed at the rooftop of fifth floor of a tall building (latitude
20.24 °N and longitude 80.85 °E) of SOA (Deemed to be University), Bhubaneswar,
India. Several studies conducted by many researchers across the globe on soiling
loss of PV systems. Denholm et al. [3] conducted a study on soiling loss of a PV
system and opined that the module efficiency is reduced by 10–25% due to losses in
inverter, wiring and soiling. Salim et al. [4] made a long-term study on a solar village
PV system in Saudi Arabia and found that the performance of the system reduced
by 32% due to deposition of dust for a period of eight months. Wakim [5] made a
study on PV system in Kuwait city and concluded that the PV power is reduced by
17% due to accumulation of sand on PV panels during a period of six days. Sayigh
et al. [6] found that tilt angle of a PV installation has a greater influence on reduction
of solar transmittance as compared to horizontal installation. They observed that
the useful energy is reduced by 30% for a horizontal PV system after three days of
dust accumulation. Said [7] made a study on effect of dust accumulation on a PV
panel in maritime desert zone and found that efficiency of PV panel reduced by 7%
per month due to soiling. El-Shobokshy and Hussein [8, 9] made a study on the
effect of dust accumulation on a PV system by using artificial dust like limestone,
cement and carbon particulates and simulated it keeping light intensity constant by
using halogen lamps. The study revealed that the fine carbon particulates (0.5 µm)
havemost deteriorating effect on PVefficiency as compared to the limestone particles
(80µm).Kimber et al. [10]made a study on effect of soiling on a large grid-connected
PV system in California and observed that a reduction of efficiency to the tune of
0.2% per day without rainfall in dry season and annual losses ranges from 1.5 to
6.2% depending on the location of PV plant. They concluded that at least 20 mm
rainfall is required to clean the surface of PV system. Hottel and Woertz [11] made a
study on the effect of dust accumulation of solar panels for a period of three months
and found that about 1% reduction of incident solar radiation resulted from dust
accumulation on surface of solar panel at a tilt angle of 30°. Ramli et al. [12] made a
study in Indonesia to study the effect of soiling on PV output power and concluded
that dust accumulation for a period of two weeks reduced the PV power output by
10.8% in dry season.
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2 Soiling Loss

Loss of power due to dust, dirt and snow falling over the surface of the PV module is
called soiling loss. Deposit of dust on PV module depends on the location of the PV
installation site and its environment. Accumulation of dust over the module reduces
the overall efficiency and energy production from PV module. Annual loss due to
soiling ranges from 1.5 to 6.2% depending on the location of the PV plant. After a
slight rain, the efficiency of some PV panels may decline sharply due to adhesion of
dust materials because of stickiness, and at least 20 mm rainfall is needed to clean
the surface of PV module, otherwise the system will continue to experience power
loss due to dust and soil deposition [13]. The usual values of loss due to soiling are
taken as 2% for low degree of dirt and 8% for high degree of dirt location [14]. The
power loss due to dust deposit in the present study wasmeasured in referencemodule
by measuring Vm and Im and solar irradiance simultaneously of clean solar module
and soiled module separately at solar noon (12 o’ clock) every day for 15 days. After
15 days, solar modules are cleaned regularly to reduce soiling loss. The soiling loss
was calculated in Eq. 1

Soiling Loss(SL),% =
(
1 − Xsolled

Xcleamed

)
∗ 100 (1)

where

X Short-circuit current (Isc) or maximum power (Pmax) or daily energy
yield in kWh,

Isc and Pmax values are recorded at solar noon for soiling loss calculation, and Isc
is widely used for soiling loss calculation.

Power and efficiency loss due to soiling can be calculated by [15]

%reduction in power =
(
Pwithout dust − Pwith dust

Pwithout dust

)
∗ 100 (2)

%reduction in efficiency =
(

ηwithout dust − ηwith dust

ηwithout dust

)
∗ 100 (3)

where
Pwithout dust and Pwih dust are the PV generated power without dust and with dust

on modules, respectively, ηwithout dust and ηwith dust are the PV efficiency without dust
and with dust, respectively.

Also, soiling loss can be calculated by [16]

Ldirtness = 1 −
(

Tdirt(0)

Tclean(0)

)
(4)

where
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Fig. 1 Factors affecting soiling loss

T dirt(0) transmittance of normal incident light when the surface is dirty.
T clean(0) transmittance of normal incident light when the surface is clean.
Ldirtness Soiling loss due to dirt.

Various factors affecting the dust deposit over the module are shown in Fig. 1
which shows that site characteristics are very important due to local conditions. As
the present research site is situated in crowded localities, lot of traffic and construction
sites are in and around the building (where rooftop system is mounted) is causing
more dust deposit on modules.

3 Materials and Methods

The experimental set up was installed on the rooftop of fifth floor of a 25 m high
tall building of ITER, SOA (Deemed to be University), Bhubaneswar, India. For
measurement of soiling loss, two 50 Wp solar panels were mounted separately at
21° tilt angle on the roof, and Isc, V oc and Pmax for clean and soiled module were
measured every day at 12 noon continuously for 15 days (Fig. 2). The specifications
of the PV modules used for the experiment are shown in Table 1.

Weather data

The monthly daily average wind velocity, rainfall, humidity at one-hour interval was
collected from the local metrology station, Bhubaneswar, for the year 2015 (January
to December, 2015). The highest average ambient temperature of 33 °C and lowest
of 20.8 °C was observed in May and December, respectively. The highest rainfall
occurred during July to September ranging from 151.5 to 284 mm (Table 2).
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Fig. 2 Measurement of soiling loss

Table 1 PV panel
specification

PV panel Specification

Type of panel Polycrystalline

Pmax 50 W

Vmp 17.47 V

Imp 2.86 A

Voc 21.56 V

Isc 3.10 A

Maximum system voltage 1000 V

4 Results and Discussions

As rain occurred almost in all months during 2015 and the intensity of rain is more
than 20 mm in some days of the month of March, April and June, natural periodic
cleaning ofmoduleswas done by rain at least once amonth.Besides this, frequent rain
occurred during July to October, and hence, repeated cleaning of module surface was
done by rain during thesemonths. In rest of themonths, cleaning of arraywas done by
spraying water at an interval of 15 days. ThePmax of both cleaned and soiledmodules
were measured every day at a particular time. The average power reduction due to
soiling was observed by comparing the Pmax of both the PV modules and presented
in Table 3. It was found that during non-monsoon months (Jan–May), the power loss
to the extent of 3.10% started from sixth day onwards, and it increased every day
linearly and reached up to 4.27% on 15th day (Fig. 3). The average reduction of
power during this period was calculated to be 3.09% per day. This higher soiling loss
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Table 3 Soiling loss in monsoon and non-monsoon days

Day No. Non-monsoon period (Jan–May) Monsoon period (Jun–Sept)

Pmax
(clean), W

Pmax
(soiled), W

Soiling
loss, %

Pmax
(clean), W

Pmax
(soiled), W

Soiling
loss, %

0 31.56 31.56 0.00 30.54 30.54 0

1 29.23 28.66 1.92 30.64 30.52 0.39

2 41.00 38.97 2.56 32.32 32.01 0.96

3 34.65 33.75 2.60 34.41 33.98 1.25

4 39.93 38.88 2.63 36.43 35.97 1.26

5 33.12 32.24 2.66 29.27 28.86 1.40

6 32.87 31.85 3.10 15.67 9.87 0.37

7 35.77 34.65 3.13 9.76 9.10 0.06

8 29.92 28.96 3.21 10.34 8.76 0.15

9 31.63 30.60 3.26 34.62 34.42 0.58

10 32.20 31.08 3.48 39.60 39.32 0.71

11 37.60 36.12 3.94 42.50 42.11 0.92

12 33.41 32.00 4.22 38.90 38.54 0.93

13 34.40 32.95 4.22 32.64 32.14 1.53

14 36.67 35.12 4.23 38.89 38.23 1.70

15 35.36 33.85 4.27 33.24 32.65 1.77

Avg. 3.09 0.93

Fig. 3 Soiling loss in non-monsoon month (Oct–Nov)
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Fig. 4 Soiling loss in monsoon months (July–Aug)

is mainly due to deposit of cement and dust particles over the module as construction
of buildings and lot of traffic are in and around the site of study. But during monsoon
months, the power loss was observed to be non-uniform, and this may be due to
frequent rainfall during these months which caused natural cleaning (Fig. 4). The
average power loss due to soiling during this period was calculated to be 0.93% per
day.

5 Conclusion

The objective of this paper is to find the power loss in solar PV system due to the
effect of dust. Different climatic parameters such aswind speed, rainfall and humidity
significantly affect the power output of photovoltaic module. The intensity of the rain
was more than 20 mm in some days of non-monsoon months by which the module
was cleaned by rain more than once during these periods, while during monsoon
months due to frequent rain with intensity more than 20 mm in many days, module
surfaces were cleaned many times causing very lower power loss due to dust. In rest
of the months, cleaning was done by spraying water at an interval of 15 days. During
non-monsoon days, the average soiling loss was found to be 3.09%/day, while it
is only 0.93%/day during monsoon months. As power loss due to soiling increases
linearly over the days, it requires cleaning by spraying water at 15 days intervals.

Acknowledgements The authors would like to thank the authorities of SOA (Deemed to be Uni-
versity) and local Meteorology Station, Bhubaneswar, for providing facilities for the research
work.
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Abstract Ant colony optimization (ACO) is a modern metaheuristic advance for
resolving firm optimization problems. ACO is based on perception of swarm intelli-
gence (SI).Many algorithms that aremotivated by scavenging activity of ant colonies
were utilized to result of complex distinct optimization problems. This paper intends
to provide a detailed idea about the importance of ACO for data mining problems
with a broad analysis on the structure of ACO as well as its applicability from 2015
to 2020. Many variations of ACO have also been utilized for solving diverse com-
plex problems of data mining area. The main intent of this study is to inspire the
researchers of optimization board to make use of ACO for explaining to those kinds
of problems that were not used yet.
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1 Introduction

Optimization is a frequently detected mathematical problem in all engineering
restraints. It exactly means finding the best desirable solution. The problems of
optimization are broad ranging and frequent. Therefore, techniques for resolving
these problems became an energetic research topic and are mainly fixed by using
various optimization algorithms. Gain and occurrence are the assets of our daily
life which will have an extremely less growth in real world. In order to optimally
utilize these assets, we require finding the solution from real world. Nature plays a
vital and huge source of motivation in solving difficult and hard problems. Earlier
techniques to resolve the problems of optimization need huge computational efforts
which inclined to fail as the size of problem rises. This is the inspiration for using
bio-inspired optimization algorithms (BIOA) as computationallywell-organized sub-
stitutes to deterministic advance. The power behind the BIOA computing is that it
constantly discovers optimal solutions to resolve its difficulty sustaining ideal steadi-
ness along with its components. BIOAs investigating novel fields of applications as
well as new opportunity for explaining an impressive range of problems. One of
the successful and leading classes in BIOAs engages SI-based algorithms which are
stimulated by the communal activities of animals correspondingly such as PSO [1],
ACO [2], ABC [3], FF [4] and many more.

Ant colony optimization algorithm (ACO) [2] is a modern approach which is
originally introduced by Marco Dorigo in his Ph.D. thesis in the year 1992. It is a
probabilistic method for resolving complex combinatorial problems. Artificial ants
set for multi-agent techniques motivated by the performance of real ants. The laying
of pheromone trail and subsequent actions of real ants which utilize pheromones
as a message medium is the inspiring source of ACO. ACO has been applied to
numerous optimization problems such as data mining [5] and scheduling problems
[6]. The major objective of data mining is to mine information from data that is not
just exact but also understandable for the user. There are various data mining tasks
such as classification [7], clustering [8], regression [9] and forecasting [10]. The
employ of ACO for determining various sorting rules in the data mining perspective
is a promising and new research area. ACO has the capability to carry out a flexible
strong search for an excellent grouping of terms relating principles of the forecaster
attributes.

The rest section of this paper is segmented as follows. Section 2 explains a brief
summary of ant colony algorithm as well as its structure, while Sect. 3 gives a thor-
ough perspective between applications of ACO in several research fields. Section 4
mentions various variants ofACO.Critical analysis has been clarified in brief (Sect. 5)
in order to discover novel solutions for several problems. Section 6 concludes by
providing significant future directions.
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2 Ant Colony Optimization

In this section, the structure and natural behaviour of ants are described along with
the working principles.

2.1 Concept Behind ACO

Ants exchange information to each other as well as alternative ants by placing a
chemical substance released from them named ‘pheromones’ beyond their paths
over the ant’s particular colony. Various species of ants move towards the food by
smelling the heavy pheromone heed place on the ground which will be helpful to
locate the sources of food easily. This pheromone organizes a path so that it grants
the ants for locating the best food source that is recognized earlier by other ants. The
preliminary behaviour of ant is depicted in Fig. 1. With the help of arbitrary strides
as well as pheromones inside a ground comprising a single nest and a food source,
ants start moving from the nest for finding the food. Later, they return to their nest. In
a meanwhile, path that is under use by the ants will congregate to the shortest path.

While searching for food, any obstacle may be interrupted on the passing path,
and that process is depicted in Fig. 2.

When interruption occurred by an obstacle, the ants will detect two paths by
releasing a new pheromone, and those two paths will be detected by the ants to move
all around the obstacle. This process of detecting the paths is depicted in Fig. 3.

After the detection of two paths, the ants will follow the shortest path by following
the newly released pheromone. This process is depicted in Fig. 4.

Fig. 1 Ants following
pheromone path in between
food and nest

Fig. 2 Interruption of path
by an obstacle

Fig. 3 Detection of two
paths by ants for moving
throughout the obstacle
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Fig. 4 Formation of the
shortest path following new
pheromone by ants

2.2 Structure of ACO

Whenever ants started searching from its source (nest) to its destination (food source),
they left pheromones to spot the path which benefits the followed ants to detect
the specific path of their team. The algorithm works on the basis of adjusting the
pheromone on paths at individual node, which is depicted in Fig. 5. The path’s choice
will be directed on the basis of probability-based selection (PS) method. Ants are
determined with the help of probability phenomenon for choosing their resolution to
the problem, and it is named to be tour. The phenomenon of probability in between the
two paths known to be pseudo-random-proportional action choice rule (PRPACR),
and the phenomenon is specified as in Eq. 1 [2]. It relies upon the two aspects such
as heuristic as well as metaheuristic.

pi, j =
(
τα
i, j

)(
η

β

i, j

)

∑(
τα
i, j

)(
η

β

i, j

) (1)

here,

τi, j quantity of pheromone on i and j
α controlling parameter for the influence of τi, j
ηi, j attractiveness of edge i and j
β controlling parameter for the influence of ηi, j .

Every ant adapts the situation in two dissimilar ways:

(A) Updation of local path

Since ants move between the paths, they update the expanse of pheromone on the
edge, and it has been mentioned in Eq. 2 [2].

τi, j (t) = (1− ρ) × τi, j (t − 1) + ρ · τ0 (2)

here,

ρ evaporation constant.
τ0 the initial value of pheromone path, and it can be evaluated using Eq. 3.
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Adjust the parameters

Find the Best solution

Update the local pheromone

Compute the cost

Progress Ant to Arbitrarily
chosen node

Choose an Ant

Begin a new Iteration

Is Final Ant?

Update global pheromone

Is Final
Iteration? 

Obtain Contemporary Best 
Solution

Yes
Yes

No

No

Fig. 5 Structure of ACO algorithm

τ0 = 1−
(

n

Ln

)
(3)

In Eq. 3,

n number of paths
Ln total distance covered between the complete paths which is formed with one

among the structure heuristics.

(B) Updation of global Path

Whenever all the ants finished discovering total paths, the shortest path updates the
edges in it (Eq. 4 [2]).

τi j (t) = (1− ρ) × τi j (t − 1) + ρ/L+ (4)
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Here, L+= Length of contemporary best path which is created by one of the ants
among all the ants.

3 Applications of Ant Colony Optimization

ACO algorithms have been used to numerous combinatorial problems sorting from
quadratic task to routing vehicles. Many derived techniques have been modified to
active problems in multi-targets, existent variables, stochastic problems and parallel
executions. As the application areas of ACO are quite multidirectional, so in this
work, we have considered its applicability in data mining problems with a specific
range of years from 2015 to 2020. The problems of datamining such as classification,
clustering, regression as well as forecasting are being applied by many researchers
frequently and are depicted in Fig. 6.
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Fig. 6 Various data mining problems of ACO
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Table 1 Other classifications of ACO

S.
No.

Algorithm
used

Problem
name

Application
area

Compared
method

Authors Year Refs.

1 ACO Classification
rule mining

Data mining Ant-miner Hota
et al.

2014 [13]

2 ACO Optimization
of data
cluster

Data mining c-means
clustering
algorithm

Salama
and
Abdelbar

2016 [14]

3 ACO and
social
network
analysis

Automatic
classification

Classification Public
Enron
E-mail
dataset

Probierz 2018 [15]

3.1 Classification

One of the frequently used methods in data mining is classification. It is a kind
of supervised learning. The ACO is a bio-inspired pattern of SI for intending the
metaheuristic advances for the problems of optimization. One of the application
areas [11] of ACO is classification for determining promising patterns. The tree-
based approach, that engages expansion and reduction of trees, is the majority of the
obtainable algorithms for the detection of rising patterns. In this, SI-based algorithms
used the assortment of ACO and evaded greedy search and difficulty of tree-based
algorithms for detection of promising patterns. In another application [12], ACO
algorithm is utilized effectively in categorization rule mining. Ant-MinerPAE is a
novel enhanced ACO classification mining algorithm that affects ant searching to
build categorization rules, compute the exposure of rules, set up the classification
form and optimize the assembled classification method. This solution is utilized in
12 openly accessible datasets and proved to be statistically considerable superior
to the analytical accurateness of other rule induction classifications like CN2, PSO,
C4.5 rules, etc. Some of the other classifications of ACO that have been developed
in recent years are depicted in Table 1.

3.2 Clustering

Clustering is the method of segregating the data into a group of related individuals.
Clustering is a significant technique in data mining. In [16], ACO has been used
in travelling salesman problem (TSP) that is based on clustering method. In this, a
hybrid hierarchical algorithm for TSP according to the divide-and-conquer scheme
has been observed. The TSP problem is decayed by density peaks clustering algo-
rithm (DPC) into a small number of subproblems through small-scale nodes. TSP is
a distinctive combinatorial optimization problem that tries to discover the shortest
visit that navigates all nodes at one time. This algorithm has a noteworthy result
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Table 2 Clustering applications using ACO

S.
No.

Algorithm
used

Problem
name

Application
area

Compared
method

Authors Year Refs.

1 ACO Multilevel
clustering

Wireless
sensor network

LEACH,
EML and
improved
ACO

Bisht
and
Kumar

2017 [18]

2 CCACRO Data
categorization

Self-organizing
map

Small/shallow
C-TOSOM,
small/deep
C-TOSOM
and TOSOM

Kourav
et al.

2015 [19]

3 Big data
fuzzy ant
colony
algorithm

Stability
analysis

Dam slopes Simulated
annealing
algorithm

Yang
et al.

2019 [20]

on dropping runtime and has the advantage of higher accurateness and robustness.
The other application area is [17] multidimensional clustering, which offers high
variety in data set-up, size, processing obligation, etc. It is necessary to implement
a successful and well-organized advance to cluster the rising quantity of physical
health data for additional analysis. A new clustering technique for multidimensional
health data based on simulated ACO has been observed for resolving the complex
problems. The remaining clustering applications are depicted in Table 2.

3.3 Forecasting

ACO has been extensively used for solving complex problems of forecasting in
data mining. In [21], ACO has been used for forecasting of wind power production
with the help of extreme learning machine (ELM). ELM has been utilized due to
its high capability of learning. Experimentations were made using two Spain wind
farms. Though no feature selection is performed, the proposed forecasting model
yields higher performance. In [22], a least square support vector machine (LSSVM)
model has been proposed. An improved ACO has been utilized for developing the
method. LSSVMand backpropagation neural network (BPNN) have been compared,
and higher accuracy rate for the forecasting of data has been found in case of the
proposed method. Some other applications of forecasting are depicted in Table 3.
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Table 3 Applications of forecasting using ACO

S.
No.

Algorithm used Problem name Application
area

Compared
method

Authors Year Refs.

1 ACO-BPNN Macro-economic
forecasting

Data mining – Kuang
et al.

2017 [23]

2 MEMD-ACO-RF Monthly rain
forecasting

Data mining Standalone
RF,
M5tree,
MPMR

Prasad
et al.

2019 [24]

3 ACO Real-time
planning and
forecasting

Intelligent
transportation
system

– Shan
Xiao

2017 [25]

3.4 Regression

Regression is one of the mostly solvable problems in the field of data mining. In
[26], ACO has been utilized for solving regression testing. The study made on [26]
focuses on the problem of prioritization, and ACO acts as a tool for solving this
problem in an effective manner and yields higher performance. Another study was
done in [27] using ACO for time series forecasting. Amethod named auto-regression
has been employed in the study, and Levenberg–Marquardt (LM) algorithm has been
adopted. Stock index data of Taiwan capitalization has been used for evaluating the
performance, and higher performance for auto-regressing the data has been found.
Some of the other applications of regression are depicted in Table 4.

Table 4 Applications of regression using ACO

S.
No.

Algorithm used Problem
name

Application
area

Compared
method

Authors Year Refs.

1 ACO Prioritization Regression
testing

– Zhao
et al.

2015 [28]

2 Ant-Miner-RegMA Regression
rule
discovery

Data
mining

Ant-Miner-Reg Helal
et al.

2018 [29]

3 RA-AACO Navigation
of
humanoids

Regression Fuzzy-wind
driven
ptimization
(FWDO),
Adaptive
neuro-fuzzy
inference
system
(ANFIS)

Kumar
et al.

2018 [30]
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4 Variations of ACO

Various distinct versions of ACO with excellent performance have been developed
for determining several problems which have been used in several numbers of appli-
cations.Many investigations have been carried out to improve the ACOperformance.
Few of the research works concerning enhancements of ACO have been mentioned
as variants. In [31], ACO has been used for fully controllable method (FCACA) in
vector space for the grouping of text documents. In this, a novel report of neces-
sary heuristic decision has drastically enhanced the convergence and better control
above the procedure of the grouping data. In [32], a novel algorithm is proposed as
a modified Max-MIN ant system (MMAS) to determine the capacitated clustering
problem (CCP). They have made use of a compactness model on the local search and
information heuristic modified from the harmed p-medians problem. Many variants
of ACO such as Max-Min ant colony and ant colony system (ACS) have been pro-
posed for solving several problems of different research areas. These variants have
also used for solving various data mining problems such as classification, clustering,
regression, forecasting and summarization. Some of the important works are taken
into consideration and are depicted in Table 5.

5 Discussions

ACO is an enduring powerful NIO metaheuristic-based SI algorithm that has been
utilized for determining foremost difficult problems. Various research fields, those
were used with the aid of ACO, have been conferred in different sections. The most
regularly applicable and solvable areas have beenmentioned in Sect. 3 and aremainly
concerned with attracted fields of different researches. The papers considered for
this study have been extracted from the online standard databases such as Springer,
Science direct and IEEE explore.

For retrieving the papers from these standard databases, we used a keyword search
strategy. In order to retrieve papers related to classification problems,weused the key-
word “Classification using Ant colony optimization”. Moreover, to gather the papers
related to clustering, regression, forecasting, summarization, anomaly detection and
association rule mining, we used the keywords “clustering using Ant Colony Opti-
mization”, “Regression using Ant Colony Optimization”, “Forecasting using Ant
ColonyOptimization”, “Summarization usingAnt ColonyOptimization”, “Anomaly
detection using Ant Colony Optimization” and “Association rule mining using Ant
Colony Optimization”, respectively. Though huge numbers of papers are published,
we consider only 30 papers related to ACO from the year 2015–2019 by removing
the similar type applications. The survey conducted in this paper reviewed several
data mining problems solved by ACO. Figure 7 demonstrates the usage levels of
ACO for various data mining problems. It is evident to note that though different SI-
based algorithms are developed and applied in many applications of data mining, the
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Table 5 Variants of ACO in data mining problems

S.
No.

Variant used Problem name Compared
method

Authors Year Refs.

1 Hybrid of
ACO-PSO

Wind energy
forecasting

Hybrid of PSO
and ANFIS

Rahmani
et al.

2013 [33]

2 ACO Classification SVM, RIPPER,
etc.

Martens
et al.

2007 [7]

3 Ant
clustering
algorithm
(ACA)

Fuzzy anomaly
detection

Fuzzy-wind
driven
optimization
(FWDO),
Adaptive
neuro-fuzzy
inference
system

Aminanto
et al.

2017 [34]

4 ACO-LDS Creep data,
Linguistic data
summarization
(LDS)

HybridGA-LDS Diaz et al. 2015 [35]

5 ACS Associative rule
mining

Apriori
algorithm

Kuo and
Shih

2007 [36]

6 ACS Fuzzy data
mining

– Hong et al. 2008 [37]

7 Artificial
ACS

Building
regression tree

Recursive
partitioning
(RP) algorithm

Izrailev and
Agrafiotis

2001 [9]

8 ACO Text
summarization

PSO, GA Hassan 2015 [38]

26%24%

21%

17%

12%

Applications of ACO in various data mining problems
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forecasting

others

Fig. 7 Usage levels of ACO for various data mining problems
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impact ofACO is quite impressive, especially in solving datamining problems. Some
of the problems like classification (image, text, pattern, etc.), clustering (hard and
soft), regression, forecasting and function approximation are being solved through
ACO in an efficient manner. It will be worthy to mention that, being a SI-based
algorithm, ACO can be considered as one of the most successful metaheuristics after
PSO. Apart from these applications, ACO has remained as one of the leading choices
for integration with neural network to solve data mining problems. With the advent
development ofACO, the successful variations in terms of parameter tuning and other
hybridizations made this optimization a global problem-solving approach. Some of
its advantages like finding global optima, ability to parallel search in a population,
quick detection of effective solutions, surety for convergence, etc., make it more fit
to apply for NP-hard and other related complex combinatorial problems.

6 Conclusion

Undoubtedly, ACO is a powerful SI-based algorithm suitable for global solutions.
Now-a-days, ACO has been concerned roughly in all areas correspondingly. The
study presented in this paper represents the applicability of ACO in various data
mining problems. The main motto of this paper has focused on the working proce-
dure of ACO as well as its experimental investigations with some of the solved data
mining problems. Many of its variations and other hybridizations are discussed in
a brief way. Sections 3 and 4 are evidence that ACO has an enormous popularity
and has received an attention from the researchers of data mining. Every research
field has its specific necessity and applicability. ACO became an effective tool for
data mining problems, and there is no doubt that the next decade will witness many
improvements of variations as well as applications towards other industry. How-
ever, ACO is absolutely a bonus to data mining toolbox. Despite its crest success
in data mining problems, some of its challenges such as change in probability dis-
tribution during each iteration, no independent decision for random sequence and
uncertainty in time consumption for convergence indicate for novel advance research
for successful results.
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Abstract This manuscript presents a SIMULINK model of inverted pendulum (IP)
and design of a linear quadratic regulator (LQR) to control of cart position (CP)
and angular position (AP) of the pendulum under uncertainties and disturbances. For
designing of the LQR, a fourth-order state-spacemodel of the IP is taken. The LQR is
a novel approach whose gains dynamically vary with respect to the error signal. The
validation of the improved control performance of LQR is established by comparative
result investigation with other published control algorithms. The comparative results
clearly reveal the better response of the proposed approach to control the system
dynamics within the stable range with respect to accuracy, robustness, and ability to
handle uncertainties.
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1 Introduction

The control of IP is a standard problem among all other problems in the control sys-
tem engineering field owing to non-minimum phase, nonlinear, and under-actuated
characteristics as reported in Refs. [1–3]. Additionally, the IP system exhibits a sig-
nificant number of industrial applications like self-balancing two-wheeled vehicles
or a kind of Segway, guided missiles, rockets, intelligent robots, and other crane
models [4]. In this present study, an adaptive law of control approach is being tested
and analyzed to choose the IP system as it possesses a significant relevance with
the control dynamics. During the past three decades, so many control strategy tech-
niques are suggested and tested for control ofAPof pendulumwithin the stable range.
Time-discrete and switching PID control strategy is implemented in IP problemswith
variable control gains based on themeasuredAP of the pendulum [5, 6]. However, the
optimal gain parameter setting, a lesser range of robust control, and need of change
of gain setting with varying conditions are the major limitations to limit the real-time
application of these controllers. Among other projected robust control algorithms
implemented for limiting the AP of the pendulum are fuzzy [7], linear quadratic reg-
ulator (LQR) [8–10], neurocontrol [11], backstepping control [12], passivity control
[13], state feedback control [14], H-infinity (H∞) control [15], sliding mode (SM)
control [16], fuzzy sliding mode (FSM) control [17, 18], and BLQG control [19].
However, even if these control techniques are implemented effectively to control the
AP the pendulum with better accuracy, they still fail to handle various constraints
and random change found in a trajectory of motion in the pendulum. These control
techniques are not completely insensitive to the disturbances and the uncertainties
of the model in spite of the improved performance. Hence, optimal control parame-
ters setting for better performance and for avoiding slow response following process
disturbance, the current work suggests an alternative novel technique implementing
the linear quadratic regulator.

TheLQRapproach concept leads to an enhanced control performancewith respect
to robustness and delay of time compensation characteristics to counteract the neg-
ative impact of associated errors, disturbances, and uncertainties. The stabilizing
control law u(t) is developed based on the LQR approach [20–22]. Application of
the LQR to control the AP of pendulum results to ensure a better robust controller in
comparison with other contemporary well-accepted methods under both harmonized
and incompatible uncertainties.

The highlights of this manuscript are as follows:

• Development of a SIMULINK model of an IP.
• Design of a LQR to control the AP of the pendulum within a stable range.
• Estimation of the control actions of the LQR under huge deviation of process
disturbance.

• Comparative investigation to certify the better response of the LQR.

This manuscript is structured as follows. Section 2 concisely illustrates the IP
system with mathematical details reflecting to its dynamic characteristics. Also, it
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clearly demonstrates the simulation execution of the system on MATLAB environ-
ment. A detailed presentation on how the control technique is formulated and how it
is implemented for this problem is presented in Sect. 3. Comparative results of the
proposed approach with other published control techniques and the related analysis
are provided in Sect. 4. The concluding comments are summarized in Sect. 5.

2 Problem Formulation and Modeling

2.1 System Overview

The closed-loop model of the IP is depicted in Fig. 1a. The applied horizontal force
F(t) and v(t) are reflected as the process disturbance and the sensor noise, respec-
tively, in this study. The controller receives information about theAP of the pendulum
as an input to provide the optimal control force u(t), and it balances the pendulum.

2.2 System Modeling

Figure 1b reflects the cart-pendulummodel connected to a flexible cart rail with a free
swinging pole. The CP is being controlled by a DCmotor. The nonlinear IPmodeling
through the Newton’s law-based mathematical equations has been carried out. It is
presumed that the vertical force does not affect the CP and the CP is disturbed by
the horizontal force F(t) based on the operation of the DC motor [23–26]. All the
physical activities of the IP system are expressed mathematically and specified by
Eqs. (1) and (2). All nomenclature and specifications for IP are shown in Tables 1
and 2, respectively. The SIMULINK model of the IP is established with respect to
Eqs. (1) and (2) as displayed in Fig. 1c.

(M + m)ẍ(t) − ml θ̈ (t) cos θ(t) + ml θ̇ (t)2 sin θ(t) + bẋ(t) = F(t) (1)

(i + ml2)θ̈(t) − mgl sin θ(t) = mlẍ(t) cos θ(t) (2)

2.3 Linearization of IP Model

The nonlinear IP system is linearized surrounding the operating point for the design
of LQR to control the system dynamics within the stable range. The linearization of
the IP system based on Eqs. (1) and (2) is done by neglecting the higher-order terms
such as θ̇ (t)2. For linearization of the nonlinear IP system, the dynamic Eqs. (1) and



378 A. K. Patra et al.

Fig. 1 a IP model with LQR; b schematic model of the IP system; c simulation model of the
nonlinear IP system; d the horizontal force acting on the cart at the time of 0.1 s
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Table 1 IP model states and
parameters

Symbol Description

F(t) Horizontal force acting on the cart

bẋ(t) Frictional force acting on the cart

x(t), ẋ(t), ẍ(t) Cart position, cart velocity, and cart
acceleration, respectively

θ(t), θ̇(t), θ̈ (t) AP, AV, and angular acceleration of
pendulum, respectively

Table 2 IP model
specification values

Symbol Physical meaning Value

M Cart mass 0.5 kg

m Pendulum mass 0.2 kg

i Inertia 0.3 kg m2

g Gravitational acceleration 9.8 m/s2

b Frictional coefficient 0.1 N s/m

l Pendulum length 0.3 m

(2) are reduced to Eqs. (3) and (4) based on the stable conditions such as θ(t) ∼= 0,
θ̇ (t)2 ∼= 0, and cos(0) = 1.

(M + m)ẍ(t) + bẋ(t) − ml θ̈ (t) = F(t) (3)

(i + ml2)θ̈(t) − mglθ(t) = mlẍ(t) (4)

The transfer function (TF) of the CP and AP of the pendulum is derived as
follows [23]:

X (s)

U (s)
=

(i+ml2)s2−mgl
ψ

s4 + b(i+ml2)
ψ

s3 − (M+m)mgl
ψ

s2 − bmgl
ψ

s
(5)

θ(s)

U (s)
=

ml
ψ
s

s3 + b(i+ml2)
ψ

s2 − (M+m)mgl
ψ

s − bmgl
ψ

(6)

where ψ = [(M + m)(i + Ml2) − ml2]. The linearized equation of the IP system
with F(t) and v(t) based on Eqs. (5) and (6) can be expressed as follows [23]:

ẋm(t) = Amxm(t) + Bmu(t) + Bd F(t) (7a)

y(t) = cmxm(t) = Dmu(t) (7b)
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where xm(t),u(t), and y(t) are represented as the state variable, control input, and reg-
ulated output, respectively. The state-space matrices of the IP system are represented
as Am , Bm , Cm , Dm , and Bd . The detailed description of linearization is described
in the literature [23]. In MATLAB, the command ‘linmod’ is used to evaluate the
state-space matrices on the SIMULINK model of IP as depicted in Fig. 1c.

2.4 Response of IP Model

There are four roots in IP system. One of them lies in right-hand side of the complex
plane. As a result, the system becomes unstable. This needs the design of an adaptive
controller for improving the stability of the system by means of shifting the roots
into the left-hand side of the complex plane. The IP system SIMULINKmodel in the
open-loop form is depicted in Fig. 1c. The IP system consists of two inputs and four
outputs. The control force u(t) and applied horizontal force F(t) are the two inputs
of the IP system. The CP and AP of the pendulum are two outputs of the IP system.
An uncontrolled system dynamics such as AP of the pendulum and CP are being
observed owing to the application of 1 N impulsive horizontal force F(t) on the cart
at the time t = 1.0 s. The uncontrolled system dynamics are illustrated in Fig. 2a, b.
Figure 2a, b illustrates the unstable dynamics under various model uncertainties and
disturbances. The unstable dynamics can be reduced by applying the suitable control
techniques. In this case, the AP of the pendulum is the most essential outcome that
needs to be controlled within a stable range through suitable control techniques, and
CP is analyzed in order to view the motion trajectory.

Fig. 2 a AP of pendulum with application of F(t); b CP with application of F(t)
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3 Control Algorithm

The LQR algorithm is demonstrated in this section. The closed-loop system response
with respect to robustness, accuracy, and stability is analyzed. The control specifica-
tions such as settling time ts, steady-state error ess, maximum overshoot OMax, and
maximum undershoot UMax are also evaluated and examined with proper validation
of the controller action.

3.1 LQR Design

The linearized model of the IP as discussed in Sect. 2.3 has been taken for the for-
mulation of the LQR to regulate the CP and AP of the pendulum. For accomplishing
an upgraded response and the adjustment of controller parameters of the suggested
LQR, it is integrated to the linearized model of the IP as illustrated in Fig. 3. The
linearized model of the patient with F(t) and v(t) is formulated as:

ẋm(t) = Amxm(t) + Bmu(t) + Bd F(t) (8)

y(t) = Cmxm(t) + ν(t) (9)

u(t) = −Kce(t) (10)

Figure 3 shows the linearized model of the diabetes patient with the LQR gain
Kc. The evaluation procedures of Kc are mentioned in detail in Sect. 3.1.1. The
evaluation of the TF of the LQR is described in Sect. 3.1.2.

Fig. 3 IP model with suggested LQR in the state-space representation
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3.1.1 LQR Gain Kc

The Kc is evaluated with respect to the IP dynamics for the minimum value of the
quadratic performance index j as specified in Eq. (11).

j =
∞∫

0

[xm(t)TQ1xm(t) + u(t)TR1u(t)]dt (11)

where Q1 = CT
mq1Cm . The Q1, q1, and R1 are denoted as the positive semi-definite

weighted matrix of state, the intensity of a weighted matrix of state, and the positive
definite weighted matrix of input, respectively. The Kc is estimated for the minimum
value of the quadratic performance index as specified in Eq. (12).

Kc = R−1
1 BT

m

∏
k

(12)

∏
k is the solution of the CARE. The CARE is specified as follows:

AT
m

∏
k

+
∏
k

Am −
∏
k

Bm R
−1
1 BT

m

∏
k

+CT
mq1Cm = 0 (13)

3.1.2 TF of LQR

The TF of suggested controller K (s) is estimated with the use of Kc. The K (s) of
LQR is specified as follows:

K (s) = Kc(s In − Am + BmKc)
−1Bm (14)

The packed matrix notation of K (s) is specified as follows:

(15)

For the design of suggested LQR, the optimal values of control parameters are
evaluated with help of MATLAB and represented as in the Table 3.

Table 3 Optimal values of
control parameters

Q1 R1

1000 ∗ CT
m ∗ Cm 1
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4 Outcomes and Discussions

The response of the closed-loop IP with proposed LQR is described in detail in
this section. The proposed control approach (LQR) is compared with other popular
control algorithms to justify its enhanced performance.

4.1 Performance Analysis of IP System with LQR

In this section, all physical activities of the closed-loop IPmodel with suggested LQR
are examined under different conditions and the huge deviation of applied horizontal
force. The closed-loop system dynamics with 1 N impulsive horizontal force F(t)
at the time of 1.0 s are displayed in Fig. 4a, b. The outcomes clearly specify the
pendulum achieves the zero AP with less ts and cart also attains the balance position
where the system is absolutely stable. To achieve the enhanced system response, the
required control force u(t) is generated by the suggested LQR and demonstrated in
Fig. 5.

4.2 Robustness of the LQR

Figure 6 illustrates the AP of the pendulum with suggested LQR under the huge
deviation of applied horizontal force F(t). The time-domain outcomes under huge
deviation of applied forces show the enhanced performance of the closed-loop system
with LQR. Overall in each case, the pendulum achieves finally zero AP with less

Fig. 4 a AP of the pendulumwith the application of F(t) based on LQR; b CPwith the application
of F(t) based on LQR
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Fig. 5 Controlled signal of
the LQR

Fig. 6 AP of the pendulum
with a deviation of ±40%
applied F(t) based on LQR

ts. As indicated by the outcomes, the suggested LQR robust performance under the
huge deviation of applied horizontal forces is much better.

4.3 Stability Investigation

Figure 7a, b illustrates the magnitude plots result of the open and closed-loop sys-
tems to verify and analyze the stability conditions. From both the magnitude plots,
it is observed a better smoothness referring to the wider steady-state stability of
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Fig. 7 a Magnitude plot of the IP system; b magnitude plot of the closed-loop IP system

closed-loop system (Fig. 7b) than the open-loop system (Fig. 7a). In other words,
the bandwidth is increased in case of a closed-loop system with LQR than the open-
loop system. This clearly indicates a faster dynamics, and also it results zero AP of
pendulum with quick settling time in case of the closed-loop system. This justifies
better stability during system operation.

4.4 Comparative Study

The suggested LQR approach is compared with other popular control approaches
such as PID, LQR, H∞, FSM, and BLQG to justify its enhanced performance as a
controller. Figure 4a illustrates the effect of applied force in the AP of the pendulum
with the proposed LQR approach. Table 4 presents a comparative analysis with
respect to ts(s), OMax(rad), UMax(rad), noise (%), and ess(%). The effect of applied
force in the AP of pendulum applying different control approaches as PID, LQR,
H∞, FSM, and BLQG is also demonstrated in Table 4 based on the Refs. [5, 9, 15,

Table 4 Comparative result analysis related to AP of pendulum

Controller PID [5] LQR [9] H∞
[15]

FSM [18] BLQG [19] LQR (Proposed)

Applied force
(N)

1 1 1 1 1 1

ts(s) 2.8 2.0 2.1 1.8 1.9 1.7

OMax(rad) 0.1 0.126 0.107 0.042 0.041 0.039

UMax(rad) 0.01 0.087 0.045 0.151 0.01 0.005

Noise (%) 10 5 5 5 5 5

ess(%) 0 0 0 0 0 0
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18, 19], respectively. Similar working conditions are followed with the same level
of sensor noise in all control techniques application for comparison.

The AP of pendulum under 1 N impulsive horizontal force is tested. The corre-
sponding results are presented for the various control approaches along with the pro-
posed LQRwith respect to time-domain specifications such as OMax(rad),UMax(rad),
and ts(s). The results signify the better controllability of the LQR. The simulation
results also demonstrate the high noise and chattering elimination capability with
high robustness for the proposed approach. Overall, by looking to the above compar-
ative analysis, the findings of suggested approach advantages are the higher accuracy
and stability, more robustness, high noise and chattering elimination capability, and
better capability to handle uncertainty under various conditions and huge deviation
of road disturbance.

5 Conclusions

Themanuscript proposed a novel control strategy (LQR) to balance the pendulum. To
justify its enhanced performance, it has been applied and tested to control the system
dynamics of IP systemwithin the stable range. Initially, the IP system is modeled as a
fourth-order state-space representation. Then, the proposed control approach (LQR)
is designed and implemented. The comparative results clearly reflect that the sug-
gested LQR is arrived at better performance than the other control approaches such
as PID, fuzzy, H∞, FSM, and BLQGwith respect to stability, reliability, and robust-
ness under various abnormal conditions and disturbances. The better performance
of the suggested approach in terms of improved accuracy and stability, enhanced
robustness, high noise and chattering elimination capability, and better ability to
control uncertainty justifies its real-time application.
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Real-Time Position Estimation of Mobile
Platform in Indoor and GPS-Denied
Environments

Sagar Dhatrak and Damayanti Gharpure

Abstract Indoor mobile platform localization plays an important role in
autonomous navigation. This paper describes the development of a mobile plat-
form localization approach based on wheel odometry and inertial measurement unit
(IMU) sensors throughout the travel path. The correctness of the estimated position
determines the accuracy with which the trajectory can be predicted. A number of
experiments were carried out to understand the variation in IMU data with the sensor
placed at different distances along the axis of the robot and its effect on heading
angle of the mobile platform and the resulting trajectory. In the east and west direc-
tions, as distance between IMU and midpoint of axis joining left and right dc motors
becomes greater than 8 cm, effect of positioning of dc motor starts reducing on head-
ing angle θ and goes down to zero at distance greater than 12 cm. In north and south
directions, as distance between IMU and midpoint of axis joining left and right dc
motors becomes greater than 2 cm, effect of positioning of dc motor completely van-
ishes. The paper details the experiments carried out, results obtained, and discusses
measures to improve the localization accuracy.

Keywords Mobile platform · Localization · IMU · Odometry

1 Introduction

Work on autonomous mobile platform, which can navigate in a given indoor as well
as outdoor environment recognizes its surroundings using different types of sensors,
is being carried out [1–3]. Mobile robot platforms have been used to autonomously
navigate in hazard detection and avoidance techniques. Accurate navigation is based
on its ability to produce state estimates of the mobile platform’s pose with respect
to specific reference frame [4]. The localization of a mobile platform in an indoor
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environment is important for many applications like floor cleaning robots, elder
assistance, hazard detection and robotic vacuum cleaner. Trajectory of the mobile
platform is used to know its current location and travelled distance from the initial
position.

Mobile platform position is measured by different absolute positioning methods
such as the global positioning system (GPS), radio frequency identification (RFID)
systems and ultrasonic local positioning systems. In the indoor mobile platform
localization, GPS is not suitable to measure indoor locations, since microwaves
are attenuated and scattered by walls, roofs and other objects [4] and RFID requires
additional hardware, which is costly. The robot state estimationmakes the use of IMU
sensor to estimate rover attitude during remove a travelling and estimated attitude
is combined with wheel odometry to estimate robot position [5]. The ultrasonic
local positioning systems, used for measuring short distances, require additional
installation, and signal interference is problem [6, 7].

Inertial navigation systems (INS) consist of accelerometers and gyroscopes. INS
provides orientation and position [8]. Its stability is good at short distance but stabil-
ity decreases over time. Systems which combine INS and odometry to provide more
accurate position than stand-alone wheel odometry are reported [9]. Bong-Su Cho
et al. present a dead reckoning localization system for mobile platforms using inertial
sensors and wheel revolution encoding without using external signals in indoor envi-
ronments [10]. The results also show errors occurred by the integrative nature of the
rotating speed of wheel and the slippage between the wheel and ground surface and
solution for this is provided by Kalman filter [11]. A system based on University of
Michigan Benchmark test (UMBmark) is developed to compensate odometric error
to find more accurate mobile platform position [6].

In indoor environment, measurements are unstable because of floor surface con-
dition and obstacles inside room. Mobile platform position is obtained by fusing
measurements from inertial measurement unit, an odometer and an active beacon
system [2]. Fusing data of an IMU and an odometer provides mobile platform posi-
tion, when an active beacon is losing its signal. Kalman filter are applied to reduce
noise from sensors. David Tick et al. presented a novel approach to localize and
control mobile platform fusing visual pose with optical encoder to estimate the pose
and orientation of mobile robot [4]. The realization of this work supposes the avail-
ability of a great number of repetitions of samples responding to the same known
theoretical model. In practice, as the theoretical model is unknown, we use theMonte
Carlo method based on the generation of the data by computer according to a fixed
theoretical model [12].

In this paper, the position estimate of the mobile platform in indoor environments
such as building, houses and factories on aflat,mostly level surface is discussed.Dead
reckoning system estimates a robot position from the inertial measurement sensors
(IMU) and wheel encoder which does not depend on external signals [10]. Dead
reckoning is used for real-time mobile platform state estimation because it offers
advantages of being simple and low cost. IMU consists of three-axis accelerometer,
three-axis gyroscope and magnetometer sensors. As mobile platform travels, mobile
platform position and heading are obtained usingwheel odometry and IMU [13]. The
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mobile platform heading is measured using gyroscope and magnetometer sensor. dc
motor affects the heading angle measured by IMU. The paper describes experiments
carried out to study the effect of distance between IMU from the wheel dc motors on
position estimation. Further experiments carried out to study the effect of localization
errors on trajectory obtained are also discussed. Error due to wheel slippages is
not considered for, in this paper. Extensive results from state estimation of mobile
platform are presented. This paper deals with the errors in localization of mobile
platform using wheel encoder and IMU and its effect on trajectory prediction.

2 System

This paper deals with autonomous localization of mobile platform named as
‘Pragyan’ in indoor environment and the errors in localization of mobile platform
using wheel encoder and IMU and its effect on trajectory prediction. Experiments
are carried out to study the effect of distance between IMUs from the wheel dc
motors on position estimation. The mobile platform used consists of Arduino Nano
microcontroller, IMU, two dc motors, wheels and IR sensors used as wheel encoder
for left motor and right motor as shown in Fig. 1. Each wheel is fitted with a sim-
ple IR-based wheel encoder. Mobile platform travels 3.66 cm for each incremental
count and wheel diameter is of 7 cm and in one complete rotation of wheel, it travels
21.98 cm distance.

2.1 Inertial Navigation System

Themobile platform has utilized two backwheels and front castor wheel and consists
of two dcmotors and GY-87 IMU. As Fig. 2 shows, d is distance between twomotors

Fig. 1 Pragyan mobile
platform
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Fig. 2 Positioning of IMU
and dc motors

which is 12 cm,L is distance frommidpoint of axis joining twomotors to IMU,which
is 15 cm and mobile platform width is 14 cm and length is 24 cm.

Two IR sensors are equipped with each wheel as wheel encoder. In the initial
positioning algorithm, the orientation of the mobile platform is calculated by the tri-
accelerometers and the compass sensor. Mobile platform’s roll and pitch angle are
measured by accelerometer, and so it has low accuracy in attitude [2]. Magnetometer
sensor is used for measuring yaw angle. Magnetometer sensor produces error in yaw
angle measurement, when it is subjected to small magnetic field changes caused by
metals found in the external environment [6]. So, errors due to attitude and yaw
angle measurement have to be corrected in order to measure orientation of mobile
platform.

The triaxial gyroscopemeasures the angular rate in the body frame and orientation
of the mobile platform. The measurement is affected by drift and random walk noise
which accumulates with time. Complementary filter is used for increased accuracy
in attitude and yaw angle by reducing error due to small magnetic field changes
and gyroscope drift problem. The combination of these three sensors with comple-
mentary filter provides accurate mobile platform heading irrespective of the angle
and movement of the mobile platform. This algorithm steps are shown in Fig. 3.
This section provides mobile platform heading yaw angle to positioning algorithm
to estimate the state of mobile platform.

The mobile platform used for our research work is shown in Fig. 1. The position
of mobile platform is shown in Fig. 4 by position vector P (Eq. 1).
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where x and y are the two-dimensional coordinates and θ is the orientation of the
mobile platform from IMU.

The mobile platform position is estimated starting from a known position by
integrating the travel distances. After a fixed sampling interval �t, the incremental
travel distances �x , �yand �θ are presented in Eqs. 2, 3 and 4, respectively.
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�x = �d ∗ cos

(
θ + �θ

2

)
(2)

�y = �d ∗ sin

(
θ + �θ

2

)
(3)

The relative displacement�d and orientation�θ of the mobile platform between
two steps are given as in Eqs. 5 and 4, respectively.

�θ = �dl − �dr

B
(4)

�d = �dl + �dr

2
(5)

where �dl and �dr stand for the relative displacement of the left wheel and the right
wheel of the mobile platform, respectively, which are measured by IR sensor used
as encoders [14].

�x,�y,�θ Mobile platform travelled position after �t sampling interval
�dl,�dr Travelled distances by left and right wheel, respectively
B Distance between the two wheels of mobile platform
�θ Heading angle of robot measured using IMU

If �dl is not equal to �dr, then

xi+1 = xi + �x
yi+1 = yi + �y
θi+1 = θi + �θ

If �dl is equal to �dr, then

xi+1 = xi + �x
yi+1 = yi + �y

θi+1 = θi

Trajectory of mobile platform is plotted using left, right wheel encoder and IMU.
When mobile platform travels straight, �dl and �dr are equal and heading angle
of mobile platform is only angle from IMU, and if it is not travelling straight, then
heading angle of mobile platform is addition of angle in Eq. (4) and IMU.



Real-Time Position Estimation of Mobile … 395

3 Experimental Method

A number of experiments are performed using mobile platform to estimate the posi-
tion and understand the error due to variation in distance ‘L’ of the IMU sensors
from the wheels. Test environment used for experiments is shown in Fig. 5.

3.1 Effect of dc Motors on Mobile Platform Heading Angle

Experiments were carried out by varying distance between IMU andmidpoint of axis
joining left and right dc motors. Initially, distance is set to 1 cm and mobile platform
heading angle θ is measured. Further distance L is increased by 1 cm up to 17 cm
and heading angle θ is measured in each case. Experiments were also repeated by
setting mobile platform pointing towards the North, south, east and west directions
to study the effect of direction. The effect of variation in current of the dc motor was
also studied but it was observed that there is no effect of dc motor changing current
on mobile platform heading angle θ .

Heading angle θ is measured for each 1 cm distance and this step is repeated for
10 runs. From the above graph in east and west directions, as the distance between
IMU and midpoint of axis joining left and right dc motors becomes greater than
8 cm, effect of positioning of dc motor starts reducing on heading angle θ and goes
down to zero at distance greater than 12 cm. In north and south directions, as distance
between IMU and midpoint of axis joining left and right dc motors becomes greater
than 2 cm, effect of positioning of dc motor is completely vanished. It has been also

Fig. 5 Test environment
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Fig. 6 Experimental set-up

found that, when current flowing through dc motor is changed, there is no effect
on mobile platform heading angle θ . Same heading angle is obtained at different
currents 0 mA, 45 mA, 50 mA and 55 mA, indicating driving current does not affect
the IMU data.

3.2 Trajectory Estimation

The mobile platform Pragyan is programmed for following a square trajectory of
40 cm × 40 cm in the 3 m × 3 m environment. Left and right wheel encoder
counts and robot heading angle θ are send to laptop using Bluetooth module HC-
05. Experimental set-up is shown in Fig. 6. Throughout the travel, the position and
heading angle data were recorded. MATLAB program is written to convert wheel
encoder count and IMU angle into mobile platform position, and the position of
mobile platform is plotted to obtain the trajectory as shown in Fig. 8. Experiment is
performed to test the accuracy of mobile platform state and heading angle θ .

4 Result and Discussion

Effect of dc motor on IMU in the form of predicated heading angle is plotted for
varying direction as well as distances. From the above graph in east and west direc-
tions, as distance between IMU and midpoint of axis joining left and right dc motors
becomes greater than 8 cm, effect of positioning of dc motor on heading angle θ

starts reducing and completely vanished at distance greater than 12 cm. In north and
south directions, as distance between IMU and midpoint of axis joining left and right
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dc motors becomes greater than 2 cm, effect of positioning of dc motor on heading
angle is completely vanished.

The graph in Fig. 7 shows that effect of the dcmotors on heading angle θ ofmobile
platform is affected by the distance between IMU and midpoint of axis joining left
and right dc motors.

Experiments were also performed to test the effect of mobile platform state and
heading angle θ on accuracy of the trajectory. For this purpose, the mobile platform
was placed in the test environment and programmed to follow the square shape
trajectory A, B, C and D with dimension 40 cm × 40 cm. The predicted trajectories
are plotted for distance ‘L’ varying as 0 cm, 5 cm, 10 cm and 15 cm are shown in
Fig. 8.

The blue square indicates the ground truth, and in case of 0 cm distance, the
predicted trajectory matches ground truth till B and then is totally erroneous. When
the distance between IMU and midpoint of axis joining left and right dc motors is
set to 15 cm on mobile platform then resultant trajectory is close to ground truth.

As themobile platform travels through test environment, experimental coordinates
are recorded. The end position experimental coordinates are compared with end
position ground truth coordinates, as shown in Table 1 and graph is plotted root-
mean-square error (RMSE)/cm versus distance between IMU and midpoint of axis
joining left and right dc motors.

The root-mean-square error is calculated using ground truth coordinates (Xr, Yr)
and experimental coordinates (Xe, Ye).

It can be seen that as the distance between IMU and midpoint of axis joining
left and right dc motors increases, RMSE decreases, which is shown graphically in
Fig. 9.

The method mentioned in [10] is complicated and the method used here is much
simpler. When mobile platform travelled square-shaped trajectory, the total distance
travelled by it is 160 cm and RMSE is 11.80 cm at ‘L’ greater than 12 cm. Mobile
platform travelled trajectory is compared with ground truth, and positioning error is
7.375%.
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Fig. 8 Experimental mobile platform travel path

Table 1 Root-mean-square error analysis of mobile platform travel path

S. No. Ground truth
end position
coordinates

Experimental end
position coordinates

Distance L in cm RMSE/cm

Yr Xr Ye Xe

1 0 0 126.47 51.08 0 136.40

2 0 0 −37.7 49.30 5 62.06

3 0 0 −31.51 24.76 10 40.07

4 0 0 −7.27 9.30 15 11.80

Fig. 9 RMSE error analysis
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5 Conclusion

This paper has outlined the experiments related to the accuracy of localization, using
wheel encoder and IMU data. Estimation of mobile platform heading angle based on
IMU data and travel distance measured via wheel encoder is described. Experiments
were carried out by setting a mobile platform pointing towards the north, south, east
and west directions to check the effect of position of IMU along the axis. The experi-
ments indicate that the heading angle θ of mobile platform is affected by the distance
between IMU and midpoint of axis joining left and right dc motors as well as the
direction ofmovement. The error in position estimation is observed to bemore in east
and west direction, if IMU is placed at distance less than 12 cm. If IMU is placed at
distance greater than 12 cmpositioning error in all directions goes down to zero. It can
be seen that as the distance between IMU and midpoint of axis joining left and right
dc motors increases, RMSE decreases. It has been found that, when current flowing
through dc motor is changed, there is no effect on the mobile platform heading angle.
To understand the effect of error in heading angle on predicted trajectory, Pragyan
was placed in the test environment and programmed to follow the square-shaped
trajectory. The results clearly indicate the errors in trajectory prediction though the
robot follows a square path.

Overall the error in heading angle could be attributed to dc motor. In future
work, error generated due to placing of IMU near to the dc motors can be corrected
mathematically. Further work on use extended Kalman filter (EKF) to remove error
due to wheel slippages to obtain the more accurate trajectory of mobile platform is
underway.

References

1. Baumgartner ET, Aghazarian H, Trebi Ollenu A (2001) Rover localization result for the FIDO
rover. California Institute of Technology, Pasadena

2. Lee T, Shin J, Cho D (2009) Position estimation for mobile robot using in-plane 3-axis IMU
and active beacon. In: IEEE international symposium on industrial electronics (ISlE 2009),
Seoul Olympic Parktel, Seoul, Korea, July 5–8, 2009

3. Choi JM, Lee SJ, Won MC (2011) Self-learning navigation algorithm for vision-based mobile
robots using machine learning algorithms. J Mech Sci Technol 25(1):247–254

4. Shen J, Tick D, Gans N (2010) Localization through fusion of discrete and continuous epipo-
lar geometry with wheel and IMU odometry. Preprint submitted to 2011 American control
conference. Received Sept 27, 2010

5. Baumgartner ET, Aghazarian H, Trebi-Ollennu A (2001) Rover localization results for the
FIDO rover. In: Proceedings volume 4571, Sensor fusion and decentralized control in robotic
systems IV, Intelligent systems and advanced manufacturing, Boston, MA, United States

6. Borenstein J, Feng L (1996) Measurement and correction of systematic odometry errors in
mobile robots. IEEE Trans Rob Autom 12(6):869–880

7. Moon WS, Cho BS, Jang JW, Baek KR (2010) A multirobot positioning system using a multi-
code ultrasonic sensor network and a Kalman filter. Int J Control Autom Syst 8(6):1349–1355

8. Barshan B, Durrant-Whyte HF (1995) Inertial navigation systems for mobile robots. IEEE
Trans Robot Autom 11(3):328–342



400 S. Dhatrak and D. Gharpure

9. Brossard M, Bonnabel S (2019) Learning wheel odometry and IMU errors for localization. In:
International conference on robotics and automation (ICRA), May 2019, Montreal, Canada

10. ChoB-S,MoonW, SeoW-J, BaekK-R (2011) A dead reckoning localization system formobile
robots using inertial sensors and wheel revolution encoding. J Mech Sci Technol 25(11):2907–
2917

11. Yi J, Zhang J, SongD, Jayasuriya S. IMU-based localization and slip estimation for skid-steered
mobile robots. https://www.researchgate.net/publication/221065982

12. Dellaert F, Fox D, Burgard W, Thrun S (1999) Monte Carlo localization for mobile robots.
Carnegie Mellon University, Pittsburgh, Institute of Computer Science III, University of Bonn,
Bonn

13. El-Diasty M (2014) An accurate heading solution using MEMS-based gyroscope and mag-
netometer integrated system (preliminary results). In: ISPRS annals of the photogrammetry,
remote sensing and spatial information sciences, vol II-2, 2014 ISPRS Technical Commission
II symposium, 6–8 Oct 2014, Toronto, Canada

14. http://www.cs.cmu.edu/~rasc/Download/AMRobots5.pdf

https://www.researchgate.net/publication/221065982
http://www.cs.cmu.edu/%7erasc/Download/AMRobots5.pdf


Steady Model for Classification
of Handwritten Digit Recognition

Anujay Ghosh, Aruna Pavate, Vidit Gholam, Gauri Shenoy
and Shefali Mahadik

Abstract Handwritten digit recognition plays an important role not only in computer
visionbut also in pattern recognition.Handwritten digit recognition is the competence
of a machine to receive, calculate and decipher a human handwritten input from
sources such as handwritten manuscripts, especially created before the advent of
a digital revolution and digital images.This work implements the system to read
the handwritten digits with a custom novel method identical to the amalgamation of
different techniques, including principal component analysis, support vectormachine
and K-nearest neighbours to recognize and classify handwritten digits into their
respective labels. PCA algorithmfinds out the best linear combinations of the original
features so that the variance along the new feature is maximum. Recognition of
characters is done using KNN nonparametric machine learning algorithm, and SVM
lowers the generalization error of the overall classifier. The proposed work does the
analysis on digit data set having a total of 70,000 image samples. The performance
of the system is analysed using different measurement metrics like precision, recall,
f1 score and support, and the recognition of the patterns in the images shows the
result with classification accuracy of 97%.

Keywords K-nearest neighbour · Support vector machine · Principal component
analysis · Classification · Handwritten digit

1 Introduction

The human capability to examine and categorize objects and scenes is a very useful
skill, researchers have tried to implement this through machine learning algorithm in
many domains including Education, Sports, Transportation, Oil and Gas, Financial
Services, Marketing and Sales, Government, health care and in many safety-critical
applications like fingerprint recognition, facial recognition andmanymore [1].Hand-
writing digit recognition is one of the major applications in machine learning applied
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in many wide ranges of real-life applications such as signature identification and ver-
ification, zip code recognition in postal mail categorization, form processing, hand-
written digit verification in bank, fraud detection etc. Handwritten digit recognition
plays a crucial role in optical character recognition (OCR) and in pattern recognition
[2]. There are many devices such as smart phones and tablets that can take hand-
writing as an input to a touch screen via a finger or using an electronic stylus. This
allows user to quickly transfer the text to the devices which helps especially for the
selective individuals who are not well versed with input devices such as keyboards
to write text faster rather than typing slowly through input devices. Recognition of
such text is very hard even by humans. Thus, a system that supports an automatic
recognition of text would be very helpful in many applications.

1.1 Need of the System

Handwritten digit recognition system is developed to improve the accuracy of the
existing solutions to achieve higher accuracy and reliable performance. Over the last
decades, many machine learning algorithms made use of impressive handwritten
digit recognition techniques such as baseline linear classifier, baseline nearest neigh-
bour classifier, pairwise linear classifier, radial basis network, large fully connected
Multilayer neural network, tangent distance classifier, optimal margin classifier [3],
support vector machine (SVM) [4–8], CNN [5], fuzzy [9] neural network [7, 10–14],
PCA [6, 15], CNN-SVM classifier [2, 16], KNN [17], recurrent neural network
(RNN) [18] and DNN classifiers [19].

However, there are still some challenges that need to be solved. As handwritten
characters are different in writing style, stroke thickness, deformation, rotation, etc.,
it is difficult to recognize [17, 18, 20, 21]. The main challenge in handwriting recog-
nition system is to classify a handwritten digit based on black and white images.
Furthermore, to meet the industry need, accuracy and robustness to the variation in
writing style of the individual must be high.

1.2 Scope of the System

The digital world’s advent began a mere century or two ago, but scriptures and
books after books have been handwritten by human scholars from the beginning of
mankind. Accepting the digital world first begins with the task of integrating the
scripts that came into existence before the rise of computers and technology. Thus,
this conversion and integrationmust begin with themost common values in the world
that transcend different languages as well numbers.

The problem is to categorize handwritten digits into ten distinct classes with
accuracy as high as possible. The digit ranges from zero (0) to nine (9). In this
work, we utilized the support vectormachines (SVMs), principal component analysis
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(PCA) andK-nearest neighbour (KNN) techniques, by compounding to form a novel
method to solve the problem. The experiment applied on digit data set [22, 23] is
taken from the well-knownModified National Institute of Standards and Technology
(MNIST) data set [23].

2 Related Work

For developing handwritten digit recognition, the literature presents a number of
researches that have made use of machine learning techniques. Among them, a few
techniques related to the work have been presented below.

Matan et al. developed a neural network architecture for recognizing handwritten
digits in a real world. This network has 1% error rate with about 7% reject rate on
handwritten zip code digits provided by the US portal service [24]. Jitendra Malik
et al. developed simple and an easy approach for finding out the resemblance between
shapes and utilized it for object recognition. The proposed approach was tested on
COIL data set, silhouette, trademarks and handwritten digits [21].

S.M. Shamimet al. presented an approach to offline handwritten digit recognition.
The main problem is the capability to develop a cost-effective algorithmic program
that can acknowledge handwritten digits and which is submitted by users by the way
of a scanner, tablet and other digital devices [14].

Caiyun Ma et al. proposed an approach based on specific feature extraction and
deep neural network on MNIST database. The proposed work is compared with
SOM() [6] and P-SVM [25], and the result shows the proposed algorithm with accu-
racy 94.2% with 24 dimensions and showed that the deep analysis is more beneficial
than traditional in terms of visualization of features [19]. Anuj Dutt et al. compared
the results of some of the most widely used machine learning algorithms like SVM,
KNN and RFC 4 and with deep learning algorithms like multilayer CNN using Keras
with Theano and TensorFlow. The result showed the accuracy of 98.70% using CNN
(Keras+ Theano) as compared to 97.91% using SVM, 96.67% using KNN, 96.89%
using RFC and the lowest error rate 1.28% using convolution neural network [26].
Chayaporn Kaensar presented comparative analysis using three different algorithms
like neural network, support vector machine and K-nearest neighbour. The analysis
of the presented work demonstrates that the SVM is the best classifier with 96.93%
accuracy with more time required for training as compared to neural network and
K-nearest neighbour [7].

Mohd Razif Shamsuddin et al. presented handwritten digit recognition onMNIST
data set. In this work, four differentmethods (logistic regression, random forest, extra
trees classifier and convolution neural network) were applied on normalized MNIST
data set and binary data set. The analysis result shows that the convolution neural
network gives the system validation with the best result 99.4% on normalized data
set and 92.4% on binary data set using extra trees algorithm. The analysis shows that
the system works better on normalized data set [27]. Saeed AL-Mansoori proposed
multilayer perceptron (MLP) neural network to solve the problem of the handwritten
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digit recognition. The system performance is observed onMNIST data set by altering
the number of hidden layers and the number of iterations, and the result showed the
overall training accuracy of 99.32% and testing accuracy of 100% [8].

Cheng-Lin Liu et al. presented handwritten digit recognition on binary and grey
images using eight different classifiers like KNN, MLP, PC, RBF, LVQ, DLQDF,
SVC-poly and SVC-RBF tested on three different data sets CENPARMI, CEDAR
and MNIST. The presented work is concluded as SVC-RBF gives the highest accu-
racy among all the algorithms, but this algorithm is extremely expensive in memory
space and computation [28]. In addition to the above, other important works include
research on local similarity [29], prototype generation techniques [30], handwriting
verification [31], trajectory and velocity modelling [5] and feature extraction [15].

3 Materials and Methods

The work is implemented and tested in the following system requirements: Intel i 3
or later processor, minimum 2 GB RAM, minimum 2 GB graphics processing unit,
operating system (Windows 7 and above), Anaconda Python 3.7. All the algorithms
tried using scikit-learn Python library, version 0.17.1.

3.1 Data Set

The proposed system was implemented and tested using MNIST data set (Modi-
fied National Institute of Standards and Technology database). The MNIST data set
contains handwritten digits having 60,000 examples in the training set and 10,000
examples in the test set. The MNIST data set was associated with MNIST data set
which is the super-set of MNIST. The size of the image is 28 × 28 pixels = 748
pixels. There are close to 60,000 images in the combined data set that can be used for
training and judging the system. The data set contains the input and likelihood that
the image belongs to different classes (i.e. the machine-encoded digits, 0–9) [22, 23].

3.2 Methods

Figure 1 shows that proposed approach is an association of PCA, KNN and SVM
algorithms to improve the classification accuracy. The PCA algorithm helps to reduce
the number of attributes which contribute more towards classification. The first step
is to load the data set and abstract the feature columns with target columns. The size
of the data set is rather large (60,000 samples with 784 features); thus, extraction of
features from the original large dimensional features of the data is done using PCA
in the initial stage.
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Fig. 1 Working of the proposed system for handwritten digit recognition

The first 60 features can explain approximately 97% of total substance (in terms
of total variance retained), which fulfil to be typical of the information in the original
data set as shown in Fig. 2. Thus, the first 60 principal components are implemented
as the extracted features. The data is then split into training and testing sets. The
simple implementation of SVM-KNN goes as follows: the KNN model is created
and fit to the training set values, which trains the KNN classifier. For a query, it is
necessary to compute the Euclidean distances of the query to all the training samples
and pick the K-nearest neighbours. The general value of Euclidean distance (d) is
calculated using Eq. 1.

Fig. 2 Amount of data
versus component number
first 314 principal
components as the extracted
features using PCA
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d(p, q) =
√
√
√
√

n
∑

i=1

(qi − pi)2 (1)

where p is the first data point, q is the second data point and n is the number of
dimensions in data point.

If the K-neighbours (excluding the query) all have the same class, the query
is flagged with the respective class same as its neighbours. Further, it calculates
the distance between K-neighbour pairwise and converts the distance matrix into
kernel matrix. Finally, the multiclass SVM is applied to the kernel matrix to flag
the query. In the initial implementation, 314 principal components are extracted and
use parameters values of k = 2 for KNN and C = 0.5 for SVM. This resulted in
an accuracy score of 0.964 as shown in Table 1. Then, the number of iterations is
used to tune the k parameter by changing its value while keeping the other parameter
values as the same and observing the results. The same steps are applied for 20
distinct values of k (number of neighbours), keeping the c (penalty parameter) value
constant.

Table 1 Initial test

# of features
selected

Penalty
parameter c

Prediction time
(test)

Accuracy (train) Accuracy (test)

2 0.5 51.002 1.0 0.964

Table 2 For different values of k with c = 0.5 accuracy observed

# of features selected c Prediction time (test) (s) Accuracy (train) Accuracy (test)

5 0.5 42.3 1 0.964

3 0.5 54.9 1 0.972

1 0.5 55.6 1 0.969

7 0.5 54.8 1 0.971

8 0.5 65.5 1 0.9673

9 0.5 66.5 1 0.9692

10 0.5 62.2 1 0.9694

11 0.5 69.9 1 0.9665

12 0.5 68.8 1 0.9658

13 0.5 70.1 1 0.9648

14 0.5 70.6 1 0.9646

15 0.5 71.6 1 0.9638

6 0.5 61.8 1 0.9692

17 0.5 68.6 1 0.9694

21 0.5 76.9 1 0.9593
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Fig. 3 k versus accuracy
(test)

Fig. 4 Accuracy (test) with
respect to C

The bold value in Table 2 highlights the best k value with respect to the highest
test set accuracy achieved as well as fastest prediction time taken to do so. Figure 3
plots accuracy of test set with respect to changing k values taken from Table 2.

The value of k = 3 gives the highest accuracy as shown in Table 2, hence keeping
k = 3 constant and changing the values of c to understand variation in accuracy with
change in c as follows (Fig. 4; Table 3):

From the above result, it is concluded that the best value of k is k = 3. However,
changes in the C value do not impact the final accuracy score. This result is quite
unusual because the input space to the SVM is very small (size 3) and the SVM
algorithm can classify the data set pretty quickly; hence, changing the parameters
does not have much effect on the accuracy. The final solution then uses k = 3, C =
0.005 and yields an accuracy score of 0.9720 as shown in Table 2.

4 Results and Discussions

4.1 Data set Analysis

Digit data set has a total of 70,000 image samples (42,000 training set and 28,000
testing set samples, each with 784 features). Figure 5 represents the number of
occurrences of all the digits versus labels (i.e. 0–9) present in the training data set of
42,000 samples.
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Table 3 For k = 3 with c = 0.5 accuracy observed

# of features selected c Prediction time (test) Accuracy (train) Accuracy (test)

3 0.01 54.9 1 0.97184

3 0.02 55.2 1 0.9717

3 0.03 55.1 1 0.9717

3 0.04 55.3 1 0.9718

3 0.05 55.2 1 0.9717

3 0.001 55 1 0.9714

3 0.002 61.9 1 0.9717

3 0.003 54.9 1 0.9715

3 0.004 54.9 1 0.9719

3 0.005 54.58 1 0.972

3 0.1 55.14 1 0.9716

3 0.3 54.89 1 0.9717

3 0.5 55.28 1 0.9716

3 0.0001 55.35 1 0.9714

3 0.0002 55.95 1 0.9718

Fig. 5 Occurrence of each
digit in the training set

4.2 Classification Report

Figure 6 displays the extensive classification report containing details about the
precision of the model, recall, f1 score and support.
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Fig. 6 Classification report

Fig. 7 Images with their
predicted labels

Fig. 8 Actual images with
their true labels

4.3 Manual Result Testing

By manually taking out digits from the data set, plotting their 28 px by 28 px square
image using image show function in matplotlib and comparing the results with the
predicted outcome, we get the following:

The actual images and their labels are shown in Fig. 8. The same images were fed
to the model, and the model’s prediction was shown in Fig. 7. This model incorrectly
labels the fifth image and identifies it as 0, but the correct label is 9.

4.4 Confusion Matrix

Figure 9 visualizes the confusion matrix. It plots the predicted values versus actual
values where the actual labels are represented on Y-axis and predicted values are
represented on X-axis. This model has been applied to the testing data set. The
model predicted the label to be 0 correctly 1636 times.
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Fig. 9 Confusion matrix,
without normalization

5 Conclusion and Future Scope

In thiswork, themodel is acceptable for providing a solution for classifying handwrit-
ten digits into their respective labels in the MNIST data set as it is able to accurately
categorize well with accuracy quite close to humans using a combination of two
classification techniques such as support vector machine and K-nearest neighbours.
However, the model is still in its rudimentary stages and useful in a limited domain.
To solve large problem for recognizing multiple digits in an image or to recognize
arbitrary multidigit information in unspecified or not constrained natural images,
several changes need to be done in this work.
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Optimal TCSC Location for Reactive
Power Optimization Using Oppositional
Salp Swarm Algorithm

Sheila Mahapatra , Saurav Raj and S. Mohan Krishna

Abstract The research work proposed in this article involves a nature-inspired tech-
nique of salp swarm algorithm (SSA) which is proposed for finding the optimal
reactive power dispatch of an interconnected power network. Oppositional-based
learning is a promising technique for improving convergence and is used in this
work coupled with SSA algorithm as a new hybrid method of oppositional salp
swarm algorithm (OSSA). The proposed techniques are successfully implemented
on standard IEEE 57 benchmark system for deprecating of real power losses as well
as overall cost of operation of the power system along with retention of bus volt-
ages under acceptable limits. The performance of the proposed algorithms is also
examined with inclusion of optimal thyristor-controlled series compensator (TCSC)
placement and sizing. The identification of weakest branch in the power network is
initially done for optimal TCSC placement and it is tendered through line stability
index method (LSI).

Keywords Reactive power planning (RPP) · Salp swarm algorithm (SSA) ·
Oppositional salp swarm algorithm (OSSA) · Thyristor-controlled series
compensator (TCSC) · Line stability index method

1 Introduction

During the past fewdecades, there has beenmanifold increase in demand for electrical
energy from power industry. This requires stringent planning, management, and
real-time operation of power utilities and owing to large interconnected systems, it
has become immensely complicated coupled with unfolding of competitive power
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markets. Further openmarket principles and power quality demand calls for electrical
energy to be treated as a commodity and so power network should ensuremaximizing
cost reduction,minimizing transmission losses, and revamping voltage profile. These
aspects ultimately require effective reactive power planning which is an arduous
optimization problem for a deregulated power structure.

Reactive power optimization primarily deals with diminishing of real power loss
and constructive management of various reactive power sources such as generators,
shunt capacitors, and tap changing transformers. Decisions regarding reactive power
injections and maintaining bus voltages in their permissible limits should be taken to
ensure reliability and economic dispatch on a large-scale system. Further, with the
advent of renewable sources, new challenges have emerged for reactive power opti-
mization [1]. The authors in [2] proposed a genetic algorithm-based optimal reactive
power planning which is implemented on a real-time new-planned 380 kV West–
East transmission line inter-tie networks of Saudi Arabia to depict the capabilities
in reactive var compensation. Binary search technique is proposed by the authors in
[3] for reactive power planning keeping in view operating and security constraints
by utilizing both discrete and continuous variables. A reactive power optimization
model is proposed by the authors in [4] which is based on two-step procedure carried
out on large test system. To harvest maximum benefit in current deregulated power
system structure, various control methodologies and optimization techniques are
applied to FACTS controllers which was first established by Hingorani in 1988 [5].
TCSC has tremendous application potential for achieving satisfactory performance
by rapidly changing the reactance and controlling power flow in transmission lines
[6–8]. Opposition-based learning is introduced by the authors in [9] to meet chal-
lenging real-time problems and provides a comparison between genetic algorithm
and oppositional genetic algorithm. Authors in [10] employ opposite points in dif-
ferential evolution for population initialization and generator jumping for enhancing
the convergence of the algorithm. The reactive power planning solution was obtained
through optimal capacitor placement by authors in [11, 12]. Bio-inspired algorithms
were used by authors in [13, 14] for improved reactive power planning solution. A
loss sensitivity approach is implemented to analyze the bus sensitivity and obtain
optimal reactive power planning [15]. Optimal reactive power dispatch is rendered
through seeker optimization algorithm on a 118-test bus system [16].

Implementation of efficient optimizationmethods yieldsmaximumbenefitswhich
are cost-effective and improve the secured operation in a power network as cost of
FACTScontroller is a pivotal issuewhich needs to be addressed during its installation.
So, SSA and hybrid OSSA algorithms are implemented in the current work as they
are immensely suitable owing to swift convergence, reduced computation time and
provide consistent accuracy in results with numerous trials. The relevance of these
algorithms is also justified being easily implementable, not getting trapped in local
optima and ensuring global optimality.

Two pivotal concerns are accounted for: first is optimal TCSC sizing by deter-
mining the weak branch for diminished active power losses and overall operating
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cost and second is TCSC installation for improving the voltage profile. Problem def-
inition and system constraints are presented in Sect. 2 followed by the details about
the optimization algorithms applied for solving the problem. Section 4 provides the
result analysis on two standard IEEE test systems.

2 Problem Formulation

The objective function is also extended to optimal TCSC placement which further
improves the effectiveness of the proposed method.

2.1 Objective Function

a. Real power loss minimization:

The minimization of real power loss is formulated as

PL =
N∑

k=1

gk
[
V 2
m + V 2

n − 2VmVn cos(δm − δn)
]

(1)

where PL = real power loss, gk is the conductance in kth branch connected
between mth and nth buses, Vm and Vn are voltage magnitudes and δm and δn are
voltage phase angles at mth and nth buses, respectively. N specifies the number
of lines or branches.

b. Optimal TCSC Placement:

The FACTS device used in the work is TCSC controller which provides series
compensation, and its optimal placement is done by line stability index (LSI)
method.

c. Minimization of operating cost:

The complete operating cost of the power network is a combination of TCSC
installation cost and the cost due to energy loss. The energy cost data are taken
from [11, 12].

Energy cost = 0.06 $/kWh

Energy rate = 0.06 × 100, 000 × 8760 (2)

Energy cost CE = PL × ER (3)

The TCSC cost with the cost coefficients and s as operating range of TCSC
in MVAR is given as follows:
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CTCSC = 0.0015s2 − 0.7130s + 153.75 (4)

So, total operating cost

TC = CE + CTCSC (5)

2.2 Objective Function

In the present work, power balancing condition both for active and reactive is
observed as equality constraints.

PGm − PDm − Vm

Nb∑

N=1

Vn[Gmn cos(δmn) + Bmn sin(δmn)] = 0 (6)

QGm − QDm − Vm

Nb∑

N=1

Vn[Gmn cos(δmn) + Bmn sin(δmn)] = 0 (7)

Similarly, the generator reactive power, the voltage magnitude, transformer tap
settings, and the TCSC reactance are regarded as inequality security constraints.

Vmin
m ≤ Vm ≤ Vmax

m , m = 1, 2, . . . ,Nb (8)

Qmin
gm ≤ Qgm ≤ Qmax

gm , m = 1, 2, . . . ,Ng (9)

Tmin
m ≤ Tm ≤ Tmax

m , m = 1, 2, . . . ,Nt (10)

−0.7Xline ≤ XTCSC ≤ 0.2Xline, i = 1, 2, . . . ,NTCSC (11)

where Vm is the magnitude of voltage in mth bus, Gmn and Bmn are transfer con-
ductance and susceptance between mth and nth buses, Pgm and Qgm are real and
reactive power injected to the mth bus, and PDm and QDm are the real and reactive
power demanded at mth bus. δmn is the voltage angle between the buses. Nb is the
total number of buses, Ng is the number of generator buses specified in the given
system under study, andN t corresponds to number of transformer tap settings.NTCSC

is the number of TCSC installed in the network with the compensation range fixed
between 20% inductive and 70% capacitive as provided in Eq. (11) in order to prevent
over-compensation.

The voltage deviation at load bus is calculated as
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VD =
N∑

k=1

(Vn − Vl) (12)

where VD is the voltage deviation at load bus, V n is voltage during normal loading,
and V l is voltage at initial value set at 1 p.u.

2.3 Modeling of FACTS Controller

The series FACTS controller implemented in the present study is TCSC which con-
sists of sequences of compensating capacitors connected in parallel to thyristor-
controlled reactor. This involves the controllable reactance XTCSCwhich is inserted
in series to the transmission line of fixed reactance Xmn. The new value of net reac-
tance Xmnnew with TCSC and degree of series compensation acquired by installing
TCSC is given in Eq. (13).

Xmn new = (1 − k)Xmn where, k = XTCSC

Xmn
(13)

This leads to change in active and reactive power flow in the lines and effective
reduction in real power losses. The modified real power in the transmission line is
given by

Pmn = VmVn

Xmn new
sin(δm − δn) (14)

where Pmn is the power flow between bus mth and nth buses, Vm, Vn, δm and δn are
the magnitude and angle of voltage at mth and nth bus, respectively. In the problem
formulation, XTCSC is a function of thyristor firing angle where maximum and
minimum value of the thyristor firing angle are 90° and 0°, respectively.

3 Implementation of Computational Techniques

Salp swarm algorithm (SSA) is a swarm-inspired stochastic collective based
algorithm which can be employed to yield better solution to real-time problem.

3.1 Salp Swarm Algorithm

SSA is based on the swarming behavior of salps which are sea creatures resembling
jelly fish. The swarming behavior of salp is interesting as it forms a salp chain and
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it is mathematically modeled into the SSA algorithm. The formation of salp chain
is believed to provide them better coordination and mobility for searching the food
[17].

Working Process of SSA
Mathematical modeling of salp chain is initiated by dividing the population into
leader and followers. The leader is the first salp in the chain and rest are followers
guided by the leader directly or indirectly. The salp population is generated in “n”-
dimensional search space. These arbitrarily generated swarms of salp are deemed as
the objective functions in the search space. The fitness function is food source F and
in the proposed problem it is minimizing the real power loss and cost of operation.
The SSA updates the position of the leader salp with respect to food source and the
follower salp updates their position with respect to each other.

x1k =
{
Fk + c1((ubk − lbk)c2 + lbk) c3 ≥ 0
Fk − c1((ubk − lbk)c2 + lbk) c3 ≺ 0

}
(15)

where x1k shows the leader salp position in kth dimension, Fk is the position of food
source in kth dimension, ubk and lbk indicates the upper and lower bounds of the
kth dimension, and c2, c3 are random numbers which define the step size and are
uniformly generated in the interval of {0, 1}.

c1 = 2e−( 4m
M )

2

(16)

where c1 is the controlling parameter, m is the current iteration and M is the total
number of iterations. The salp followers are updated based onNewton’s lawofmotion
and is given as:

xik = 1

2

(
xik + xi−1

k

)
(17)

where xik is the position of ith salp follower in kth dimension and i≥ 2. This procedure
continues until the termination iteration is arrived with output being classified in
accordance with their inputs. From the output of SSA technique, the real power loss,
energy cost, and TCSC cost are evaluated.

3.2 Opposition-Based Learning

Opposition-based learning (OBL) was first instituted by Tizhoosh [9] which can
potentially accelerate the convergence of optimization techniques and has proved
immensely beneficial for computational intelligence. Fitness evaluation or the
chances to arrive at the optimal solution enhances by checking the opposite guesses.
This forms the basic framework of opposition-based learning. So, the fitter one
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whether guess or opposite guess can be applied to initial solution and subsequently
to each solution in the current population to intensify convergence.

Let X o
j ia a control variable ∈ [

Xmax,Xmin
]
, then corresponding opposition

variable is obtained as

OXn = Xmax
n + Xmin

n − X 0
n (18)

The oppositional matrix is presented below:

OX =
⎡

⎣
Xmax
11 + Xmin

11 − X 0
11 . . . Xmax

1n + Xmin
1n − X 0

1n

. . . . . . . . .

Xmax
i1 + Xmin

i1 − X 0
i1 . . . Xmax

in + Xmin
in − X 0

in

⎤

⎦ (19)

where i = number of population generated and n = number of variables.
The convergence speed is accelerated by selecting opposite population matrix OX

as initial population. The initial population is modified in the OSSA hybrid technique
as per Eq. (19). The modified population is incorporated in SSA optimization to
enhance the efficacy and strength of the algorithm. It also accelerates the convergence
toward optimality.

4 Results and Discussion

In thework presented in this article, SSAandhybrid technique ofOSSAare employed
to ascertain the optimal location, parameter setting and cost sizing of TCSC for
improving the reactive power planning, and the voltage profile of the transmission
network. The proposed techniques are implemented on the MATLAB R2013b plat-
form and their performances are evaluated by applying them to the IEEE standard
bench mark 57 bus system. The proposed method outcomes are obtained without
TCSC device and effectiveness of the algorithm is further tested by TCSC installa-
tion in the weak branch for RPP and improvement of voltage profile. The proposed
algorithms are executed for 500 iterations and population size is taken 40.

4.1 Case 1: IEEE 57 Bus Test System-Uncompensated

The standard IEEE 57 bus connected system comprises of 6 generator buses with 80
interconnected power lines and tap changing transformers located on 17 branches.
Three shunt capacitors are utilized for reactive power compensation prior to TCSC
optimal placement. At 100 MVA base, demand for total real power is 1251.70 MW
and its VAR power demand is 335.70 MVAR. Real power loss without reactive
power planning is 0.2799 p.u. and its cost of operation is 1.471× 107 $. The reactive
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power generation minimum and maximum value are taken from [18]. Initially, shunt
capacitors are placed at locations detected byLSImethod. Thereafter, SSAandOSSA
algorithms are implemented to minimize transmission loss as well as operating cost.
The computational time per iterationwith SSA algorithm is 26.275 s and usingOSSA
algorithm is 26.02 s.

4.2 Case 2: IEEE 57 Bus Test System-Compensated (TCSC)

The TCSCs are placed at the locations detected by LSImethod. Then SSA andOSSA
optimization techniques are applied to find the optimal coordination of reactive power
generation, transformer tap settings, and TCSC for minimizing transmission losses
and ameliorating the voltage profile. The optimal locations for four TCSCs by both
optimization techniques for compensated system are 14-46, 3-15, 10-51, and 11-43.

It also depicts that the optimal parameter settings obtained by SSA and OSSA
techniques are satisfying equality and inequality constraints. Table 1 provides the
optimal settings for TCSC compensated system. The result comparison with various
hybrid optimization techniques like SPSO, APSO, EPSO, GWO, and OGWO is
also shown with the proposed methods in Table 2 and the results clearly depicts the
superiority of the proposed algorithms. The convergence curve of active power loss
and operating cost for uncompensated along with compensated system for SSA and
OSSA technique are shown in Figs. 1 and 2, respectively. The computational time
per iteration with SSA algorithm is 25.42 s and using OSSA algorithm is 25.241 s.

5 Conclusion

The researchwork proposed in this article emphasizes on attaining improved reactive
power dispatch by execution of two algorithms of SSAand hybrid technique ofOSSA
by optimizing real power loss and overall cost of operation. This is integrated with
upgrading voltage profile of the test system. The techniques are tested for various
cases of uncompensated and compensated with (TCSC) system. The algorithms
were successfully executed to determine the global or near global optimal settings of
control variables on IEEE 57 bus test system. So, the proposed OSSA algorithm can
be endorsed as a promising algorithm to solve complex power system engineering
problem.
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Table 1 Optimal setting of control variables in IEEE 57 bus system with TCSC

Variable Minimum SSA OSSA Maximum

QGEN (2) −0.17 0.1599 0.1501 0.50

QGEN (3) −0.10 0.5826 0.4295 0.60

QGEN (6) −0.08 0.0255 0.2390 0.25

QGEN (8) −1.40 −1.2926 −0.5282 2.0

QGEN (9) −0.03 0.0842 0.0899 0.09

QGEN (12) −0.5 1.5391 1.2641 1.55

Tap (19) 0.9 0.9259 0.9949 1.0

Tap (20) 0.9 0.9225 0.9897 1.0

Tap (31) 0.9 0.9669 0.9882 1.0

Tap (35) 0.9 0.9437 0.9948 1.0

Tap (36) 0.9 0.9210 0.9391 1.0

Tap (37) 0.9 0.9692 0.9200 1.0

Tap (41) 0.9 0.9563 0.9200 1.0

Tap (46) 0.9 0.9241 0.9712 1.0

Tap (54) 0.9 0.9524 0.9962 1.0

Tap (58) 0.9 0.9941 1.0 1.0

Tap (59) 0.9 0.9200 0.92 1.0

Tap (65) 0.9 0.9212 0.9897 1.0

Tap (66) 0.9 0.9670 0.9884 1.0

Tap (71) 0.9 0.9377 0.9712 1.0

Tap (73) 0.9 0.9559 0.9789 1.0

Tap (76) 0.9 0.9463 0.9887 1.0

Tap (80) 0.9 0.9917 0.9364 1.0

TCSC1 (14-46) 0.0 0.0963 0.1003 0.11

TCSC2 (3-15) 0.0 0.0862 0.1056 0.11

TCSC3 (10-51) 0.0 0.0925 0.0556 0.11

TCSC4 (11-43) 0.0 0.0171 0.0599 0.11
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Fig. 1 Convergence of
active power loss for
uncompensated and
compensated system with
SSA and OSSA

Fig. 2 Convergence of
operating cost for
uncompensated and
compensated system with
SSA and OSSA

References

1. Shen X, Liu Y, Liu Y (2018) A multistage solution approach for dynamic reactive power
optimization based on interval uncertainty. Math Prob Eng

2. Shwehdi MH, Raja Mohamed S, Devaraj D (2018) Optimal capacitor placement onWest–East
inter-tie in Saudi Arabia using genetic algorithm. Comput Electr Eng 68:156–169

3. Mazzini AP, Asada EN, Lage GG (2018) Minimisation of active power losses and number
of control adjustments in the optimal reactive dispatch problem. IET Gener Trans Distrib
12(12):2897–2904

4. Shaheen AM, El-Sehiemy RA, Farrag SM (2017) A reactive power planning procedure
considering iterative identification of VAR candidate buses. Neural Comput Appl 1–22

5. Hingorani NG (1993) Flexible AC transmission. IEEE Spectr 30(4):40–45
6. Sakr WS, El-Sehiemy RA, Azmy AM (2016) Optimal allocation of TCSCs by adaptive DE

algorithm. IET Gener Trans Distrib 10(15):3844–3854



424 S. Mahapatra et al.

7. Mahapatra S, Jha AN, Panigrahi BK (2016) Enhanced secured optimal power flow by TCSC
parameter optimization using RBFNN based GSA. Int J Electr Eng Inf 8(2)

8. Bhattacharyya B, Kumar S (2016) A novel approach for the solution of transmission congestion
with multi type FACTS devices. IET Gener Trans Distrib

9. Tizhoosh HR (2005) Opposition-based learning: a new scheme for machine intelligence. In:
Computational intelligence for modelling, control and automation, 2005 and international con-
ference on intelligent agents,web technologies and internet commerce, international conference
on, vol 1, pp 695–701, IEEE

10. Rahnamayan S, Tizhoosh HR, Salama MM (2007) Quasi-oppositional differential evolution.
In: Evolutionary computation, CEC 2007. IEEE Congress on, pp 2229–2236, IEEE

11. Chiang H-D, Wang J-C, Cockings O, Shin H-D (1990) Optimal capacitor placements in dis-
tribution systems. I. A new formulation and the overall problem. IEEE Trans Power Delivery
5(2):634–642

12. Chiang H-D, Wang J-C, Cockings O, Shin H-D (1990) Optimal capacitor placements in dis-
tribution systems. II. Solution algorithms and numerical results. IEEE Trans Power Delivery
5(2):643–649

13. Bhattacharyya B, Raj S (2016) PSO based bio inspired algorithms for reactive power planning.
Int J Electr Power Energy Syst 74:396–402

14. Raj S, Bhattacharyya B (2018) Reactive power planning by opposition-based grey wolf
optimization method. Int Trans Electr Energy Syst e2551

15. Bhattacharyya B, Goswami SK, Bansal RC (2009) Loss sensitivity approach in evolutionary
algorithms for reactive power planning. Electr Power Compon Syst 37(3):287–299

16. Dai C, Chen W, Zhu Y, Zhang X (2009) Seeker optimization algorithm for optimal reactive
power dispatch. IEEE Trans Power Syst 24(3):1218–1231

17. Mirjalili S, Gandomi AH, Mirjalili SZ, Saremi S, Faris H, Mirjalili SM (2017) Salp Swarm
Algorithm: a bio-inspired optimizer for engineering design problems.AdvEng Softw 114:163–
191

18. Pai MA, Chatterjee D (2014) Computer techniques in power system analysis. McGraw-Hill
Education, India



THD Reduction of On-Grid Solar
Photovoltaic System Employing SPWM
Technique

Suraj Kumar Panigrahi, Renu Sharma and Satyanarayan Bhuyan

Abstract The grid-connected photovoltaic (PV) system is gaining more and more
attention due to its associated abilities of uninterruptable electrical power supply.
The increasing demand for sustainable energy production has led us to focus on the
power electronic circuit interfacedwith the renewable energy sources. To increase the
efficiency of the produced solar energy, DC–DC boost converters with an advantage
of maximum power point tracking (MPPT) are considered as a far-fetched solution.
In this paper, a PVmodulewithMPPThas been designed. This study also includes the
design and control of inverter as well as cascaded inverter with SPWM, which helps
reduce the total harmonic distortion (THD) and gives a better dynamic response and
accuracy in tracking references. A comparison between different inverter topologies
has been proposed here for better result analysis.

Keywords PV · DC–DC converter · MPPT · SPWM · THD

1 Introduction

With the steep decline in our conventional sources of energy, i.e., the fossil fuels and
an ever-increasing power demand, the search for alternative sources has become a dire
necessity of this era [1]. The process of industrialization re-defining its peak demand
for electrical energy every now and then needs to be indemnified with surplus energy
sources [2]. This is mostly due to limited resource and harmful ecological impacts of
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the conventional energy. Now, for future sustainability, it is very important to search
alternative energy resources or renewable energy sources. Photovoltaic (PV) energy
has become one of the important renewable energy sources [3]. The main aim of PV
systems is to increase the gained energy abundantly by maintaining the maximum
power point of PVpanel. PVmodules are very simple for harnessing the sun’s energy.
Photovoltaic cells (solar cells) can directly transform the incident solar radiation into
electricity. It has no noise, pollution or moving parts, which makes them robust, reli-
able and long lasting. The PV output is dependent on the surface temperature and the
intensity of the sun irradiance. One can achieve maximum power output from the PV
array by introducing solar trackers (mechanical-based) for maximization of power
generation from the amount of light received and a maximum power point tracking
(MPPT) algorithm to operate the PV array around its maximum power point for a
given load under varying weather conditions. This kind of energy can be fed to load
through power electronic converters like boost converter and voltage source inverter
[4]. However, the effectiveness of the inverter needs to be upgraded further in order
to compensate the effects of the losses caused by self-consumption, unbalanced load
on inverter output voltage, nonlinearity and output voltage flickering [5], electro-
magnetic interference and higher-order harmonics content [6]. To overcome all the
above disadvantages, a cascaded inverter topology has been introduced. In addition
to this, it is very vital to the inverter system meets the ability to run with high speed
and frequency to generate the sinusoidal pulse width modulation (SPWM) signals.
The SPWM controller plays a key role in the improvement of the performance of the
inverter connected to grid.

2 Grid Connection of PV System

Figure 1 shows a grid-connected solar PV system. In the very first stage, PV array
is linked to the DC–DC converter which gives maximum and fixed PV output to
the inverter through a DC link. A three-phase cascaded inverter is used to transform
constant DC into AC voltage with constant frequency of 50 Hz. An LC filter is used
for reducing the ripple generated in AC voltage, and consequently, it is connected to

Fig. 1 Grid-connected PV system
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the load and grid side. The inverter needs to be controlled in order to get minimum
harmonics in the voltage waveform to obtain good power quality. In order to get the
gate pulse for the inverter circuit, SPWM technique is used. Figure 1 shows a basic
block diagram of grid-connected PV system.

2.1 Modeling of PV Cell

The key element of a solar panel is a photovoltaic cell. A single PV cell can be
represented as a current source connected with one diode and two resistors which is
shown in Fig. 2. By connecting many PV cells in series and parallel manner, a PV
module can be designed [7, 8].

In Fig. 2, the current source Iph indicates the photocurrent, whereas Rsh and Rse

indicate the shunt and series resistances of the solar PV (SPV) cell, respectively.
Ideally, the value of Rsh is very large, and Rse tends to be very small, and hence, in
order to simplify the analysis, the values are neglected. Grouped PV cells termed as
PV modules. Further organization of PV modules in parallel-series pattern make PV
arrays.

The photoelectric phenomenon is responsible for the conversion of solar energy
into electricity in a transparent way. These solar PV cells are nothing but a p-n
junction-based diode which is fabricated in a thin wafer of semiconductor materials.
Photons having energy which is greater than that of the semiconductor band gap
energy create electron–hole pairs while exposed to sunlight. The number of electron–
hole pairs generated in this process is proportional to the incident irradiation. The
output voltage generated by the SPV cell is basically a function of the photocurrent
produced by the cells which in turn depends on the irradiation received by the cells
during its operation [9]. The output current of PV module is shown in Eq. (1).

IPV = NP ∗ Iph − NP ∗ IO

[
exp

(
q ∗ (VPV + IPVRS)

NSAkT

)
− 1

]
(1)

where IPV refers to PV module output current, VPV refers to PV module output
voltage, RS refers series resistance, Iph refers to photo current, T is the operating
temperature k indicates the Boltzmann constant (1.38e−23 J/K), A indicates ideality

Fig. 2 Electrical model of a
PV cell
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Table 1 Photovoltaic
parameters

Parameters Values

Open-circuit voltage (Voc) 30.6 V

Short-circuit current (Isc) 8.5 A

Maximum power voltage (Vmp) 24.3 V

Maximum power output current (Imp) 7.8 A

Maximum power (Pmp) 189.54 W

factor, NP is parallel number of cells, and NS is the series number of cells [10].
Table 1 shows PV module parameters.

Below are the specifications of the PV module:

2.2 MPPT Technique

In order to improve the efficiency of PV module maximum power point, tracking
mechanism is adopted to delivermaximumpower generated by the PVmodule. There
are many algorithms exist to track maximum power point. In this work, Perturb and
Observe (P and O) method which is also known as hill climbing method is used. It
is one of the most popular algorithms due to its simplicity. As the name indicates,
the method will perturb the system by changing the duty cycle of the converter [11].

A slight perturbation is given to the system which causes the variation of output
power. If the PV power increases, then the next perturbation is made in the same
direction if the power decreases, and then, the next perturbation is made in the
opposite direction. In this manner, one can track the maximum power continuously.
Figure 3 shows how the algorithm works.

3 DC–DC Converter

In this paper, a boost converter is used to step up the DC output voltage of the
PV module. Boost circuit consists of DC input voltage source V s, input inductor L,
controllable switch S, energy transfer capacitor C, a diode D and a load resistance
R. Advantage of this boost converter is that we are getting a desired output voltage
which is greater than the supply input voltage [12]. Figure 4 shows a circuit diagram
of boost converter.

Now, two cases arise, 1. Switch is close, 2. Switch is open.

i. Switch is close

When switch is close, the path is short circuited, and no current flows toward diode.
Now, applying KVL in the above circuit, Fig. 5, Eqs. (2), (3) can be obtained.
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Fig. 3 Flow chart of P & O algorithm

Fig. 4 Circuit diagram of
DC–DC boost converter

Fig. 5 Circuit diagram of
boost converter when switch
is close

VS = L
di

dt
(2)

(IL)close = VS

L
(3)

where VS = supply voltage, L = inductance, IL = inductance current.
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Fig. 6 Circuit diagram of
boost converter when switch
is open

ii. Switch is open

When switch is open, the diode becomes forward bias, and current flows through
capacitor which results in capacitor charging.

Now, applying KVL in Fig. 6, Eqs. (4), (5) and (6) can be obtained.

VS − L
di

dt
− V0 = 0 (4)

VS = V0 + L
di

dt
(5)

V0 = 1

1 − D
× VS (6)

where

V 0 output voltage
D duty cycle.

The duty cycle is generated from the MPPT algorithm, and it is given as gate
pulse to the DC–DC converter.

4 Three-Phase Inverter

An inverter is an arrangement of power electronics devices which converts a constant
DC voltage toAC voltage. Three-phase voltage source inverter (VSI) helps to convert
fixed DC voltage into three-phase AC voltage and provides power to consumer loads
as well as utility grid. The three-phase inverters are broadly used for grid connection
of PV systems. A three-phase inverter uses a minimum of six switching devices [13]
shown in Fig. 7.

Cascaded inverters are used for getting higher voltage output with lower harmonic
distortion.
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Fig. 7 Circuit diagram of
three-phase VSI

Control Strategy of Inverter

Sinusoidal pulse width modulation technique (SPWM) is the simplest way to gen-
erate sinusoidal that can be changed by changing the amplitude and frequency of
modulating voltage to obtain the desired output. As high frequency leads to better
output, modifying wave matched with a very high-frequency triangular wave, shown
in Fig. 8.

The reference signal is taken from mains supply through PLL and compared with
repeating carrier signal. The frequency of carrier signal must be very high then the
reference signal. In three-phase VSI, three sinusoidal waves, which are 120° out of
phase, were taken and compared with triangular wave. Thus the generated gate pulse
is given to the switching devices of inverter.

Cascaded Inverter

The two inverters are connected in parallel and phase of one is connected to neutral
of other and vice versa. This connection leads to higher voltage level and lower ripple
or harmonics [14]. Figure 9 shows the circuit diagram of a single-phase cascaded
inverter.

We are getting the pulse from SPWM. The inverter was designed in such a way
that the switch S1, S4 of first inverter and S5, S8 of second inverter is ON at the same
time. The other switches get ON in the next half. By doing this, we are getting two
times the input voltage.

Fig. 8 Block diagram of
SPWM
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Fig. 9 Circuit diagram of
cascaded inverter

5 LC Filter Design

The inverter output is not a pure sine wave, and it contains harmonics. An LC-type
filters are used to deliver a desired output to the electric load. Various elements
are there which choose the capacitor and inductor of the filter. It eliminates higher-
order harmonics [15]. Inductors smooth the current curve, and capacitors smooth the
voltage curve.

Generally, the resonant frequency of a filter must be six times of desired output
frequency in order to remove the higher-order harmonics [16]. By applying KCL in
the filter circuit in Fig. 10, Eqs. (7), (8) and (9) can be obtained.

ii A + ica = iab + iL A ⇒ ii A + Cf
dVLCA

dt
(7)

ii B + iab = ibc + iLB ⇒ ii B + Cf
dVLAB

dt
(8)

Fig. 10 Circuit diagram of LC filter
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Table 2 Filter parameters Filter component Value

Lf 0.05 H

Cf 400 µF

iiC + ibc = ica + iLC ⇒ iiC + Cf
dVLBC

dt
(9)

In order to get state-space equations of LC filter circuit given in Eq. (10), KVL is
applied to both load side and inverter side.

Ẋ(t) = AX (t) + Bu(t) (10)

X =
⎡
⎢⎣
VL

Ii
IL

⎤
⎥⎦

9×1

A =
⎡
⎢⎣

0 1
3Cf

I3×3
−1
3Cf

I3×3
−1
L f
I3×3 0 0

1
L load

I3×3 0 −Rload
L load

I3×3

⎤
⎥⎦

9×9

B =
⎡
⎣

1

L f
I3×3

0

⎤
⎦

9×3

, u = [Vi ]3×1

Table 2 shows the calculated filter parameter.

6 Simulink Results and Analysis

The output of PV, boost converter, THD calculation of inverter without cascaded and
cascaded inverter is shown below:

Figure 11 shows the output voltage of PV module when irradiance is 700 W/m2

where number of series cell is five and parallel cell is ten.
Figure 12 shows the boost converter output which is settled at 40 V in 0.04 s.

This DC voltage is fed to inverter through DC-link capacitor. The inverter output is
stepped up using step-up transformer.

Figure 13 shows the sinusoidal output voltage of inverter with LC filter, where
L = 0.05 H, C = 0.4 mF. In order to use this output voltage, it must be stepped up
by transformer.

Fig. 11 Output voltage of
PV module
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Fig. 12 Output voltage of boost circuit

Fig. 13 Output voltage of
inverter after filter

Figure 14 shows the total harmonic distortion (THD) of inverter output for solo
inverter connection. It is calculated as 43.16%, which is very high to be fed to the
grid.

Figure 15 shows the total harmonics distortion of inverter output for cascaded
inverter connection, and it is calculated as 37.05%, which is comparatively low.

Fig. 14 THD calculation of without cascaded inverter
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Fig. 15 THD calculation of cascaded inverter output

Fig. 16 THD calculation of filter output without cascaded inverter

Figure 16 shows the THD of filter output when the inverter is connected alone,
and it is calculated as 2.35%.

Figure 17 shows the THD of filter output when cascaded inverter is connected,
and it is calculated as 1.15%, which is very minimum and can be connected to the
utility grid.

Table 3 shows us that the cascaded-type inverter with filter is most preferred as
we get only 1.15% of harmonics.
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Fig. 17 THD calculation of filter output with cascaded inverter

Table 3 Performance results Connection type THD values (in %)

Non-cascaded-type
inverter

Without filter 43.16

With filter 2.35

Cascaded-type
inverter

Without filter 37.05

With filter 1.15

7 Conclusion

Nowadays, grid-connected PV systems are used for fulfilling the heavy demand of
sustainable energy requirement. In this paper, cascaded three-phase inverter with
SPWM technique has been deliberated. The LC filter circuit has been used in this
system to remove the distortion present in the inverter output. The filter circuit has
been designed by applying state-space analysis method. The SPWM technique has
been implemented on both single three-phase voltage source inverter and cascaded
three-phase voltage source inverter. Simulation results of both inverters have been
analyzed, and a comparison table has been provided. From our observations, we can
conclude that the inverters with SPWM technique give us better output by reducing
total harmonic distortion.
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Estimation of Simple, Energy
and Carbon Payback Periods
of a 1 MWp Ground-Mounted Solar PV
Plant at Tirupati Airport: A Case Study

S. Mohan Krishna , Sheila Mahapatra , Saurav Raj
and J. L. Febin Daya

Abstract As India is slowly transiting from the fossil fuel to the renewable energy
format for power generation, the concept of energy security, efficiency, usage of
clean energy sources and less environmental degradation are the points of focus. The
high capital cost involved in the setting up of a solar PV system makes it necessary
to evaluate the feasibility based on the economic indices. The work proposed in this
article is to evaluate the payback periods for a solar ground-mounted photovoltaic
(PV) system installed in the Tirupati Airport (Airports Authority of India) and reflect
on the economic feasibility for the same. The results obtained indicate that the invest-
ment is feasible, both technologically and economically. The payback periods and the
carbon emissions are reduced drastically and making it a clean energy technology.

Keywords Solar photovoltaic power plant · Energy economics · Economic index ·
Payback period · Renewable energy

1 Introduction

1.1 Motivation

Fossil fuels have for long played a major role in electrical energy generation. Most
thermal power plants in India are coal-fired due to the abundance in the availability
of coal reserves, but these are source of carbon emissions and greenhouse gases. This
has adversely affected the environment by compounding the issue of global warm-
ing and climate change. Besides, the efficiency of these plants was also less. For the
energy generated to be sustainable, it is necessary to ensure that the environment is
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Fig. 1 Grid-connected renewable energy-based installed capacity of India [11]

not degraded and the world shifts from the traditional fossil fuel format to renew-
able energy format of energy generation. Fossil fuel-based energy generation still
occupies 79.8% while renewable energy-based energy generation occupies 17.3%
of the energy mix. The greenhouse gas emissions from electricity generation were
2194.74MtCO2, with fossil fuels contributing a major share owing to their dominant
presence in the resource mix of India. By 2017, the thermal power plants in India
contributed to increased levels of sulphur dioxide (SO2) of around 32% and that of
particulate matter of around 34%. Therefore, this resulted in the government coming
up with more policy measures and incentives to accelerate setting up of renewable
energy-based power plants. Figure 1 shows the current installed capacity (as of 31
May 2019) of the renewable energy-based generation plants in India. Solar power
generation is rapidly picking up with the government initiating the national solar
mission with an ambition of setting up a target of 100 GW by 2022 as shown in
Fig. 2. Besides, the move got another head start when the governments of India and
France launched the International Solar Alliance (ISA). The aim of the ISA is to
promote and develop the solar power amongst 121 solar-rich member countries by
mustering investment to the tune of 1 trillion USD by 2030. The central government
has also constituted a 350 million USD fund to finance solar-based power projects.
Many commercial installations are gradually being solarized in order to keep pace
with the National Solar Mission. Cochin Airport is the first green airport in India
which is 100% solar powered.

However, the high capital cost involved in the setting up of a solar PV system
makes it necessary to evaluate the feasibility of the same. The motivation for the
present work is to evaluate the economic value of electricity produced by solar PV
in terms of sustainability by applying economic indices which are significant aspect
to ensure reasonable return on investment.
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Fig. 2 Targeted installed solar capacity by 2022 [11]

1.2 Literature Review

Sharma andGoel [1] analysed the performance of a 11.2 kWp rooftop grid-connected
PV installed at Siksha ‘O’Anusandhan University, India. Parameters of performance
like the final yield, performance ratio and system efficiency were analysed with
respect to the existing research. Some of the significant findings of the study are,
the yearly average final yield of the proposed system is 1339.55 kW h/kWp/year
which is comparatively higher than most other systems considered in the literature.
Also, the average PV and inverter efficiency were 13.42 and 89.83%, which showed
improvement over other projects in the study. Besides, the carbon footprint was also
reduced by 14.661 tons of CO2 from the atmosphere per annum. Khatri [2] assessed
the performance of a solar PV plant with respect to several economic parameters like
the discount rate, effective discount rate, rate of escalation of electricity cost, sal-
vage value of the plant. Kumar and Nagarajan [3] presented an economic study and
energy loss analysis of a grid-tied transformer less rooftop solar PV plant. Energy
losses in the form of switching devices, temperature, network, and interconnection
were determined. Kumar and Sudhakar [4] considered a plant with a seasonal tilt
and having a good average solar radiation for analysis of power losses and the per-
formance ratio. The plant yielded 1.96–5.07 h/d, with an annual performance ratio
of 86.12%. Mulcué-Nieto and Mora López [5] developed a new model which could
predict the energy generated by a grid-tied PV system installed in countries having
low latitude. The factors considered for the study in Colombia are the angular losses
and losses due to dirt, the temperature losses, the DC–AC conversion losses and
the performance ratio of the system. Peerapong and Limmeechokchai [6] discussed
the incentives on investment in the form of proposed feed-in tariffs framework for
a solar PV plant installed in Thailand. They investigate the same for solar plants in
three categories, namely residential rooftop, integrated ground-mounted and utility
scale with the installed capacity larger than 1 MW. Vasisht et al. [7] presented a
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performance study of the rooftop solar PV system installed in the Indian Institute of
Science campus, under different seasons and climatic conditions of Bangalore. The
grading systems used for the evaluation are the capacity utilization factor (CUF) and
performance ratio (PR). Sudhakar et al. [8] estimated the photosynthetically active
radiation (PAR), which is an important part of the solar radiation and is significant
for modelling biological growth system. Six different Indian latitudes’ data are con-
sidered for PAR estimation based on monthly and hourly average of global radiation
everyday. It is found that the performance does vary for different climatic conditions
as shownby the power regressionmodel. Kessler [9] states that, for a capital-intensive
solar rooftop project, the financial component generally takes precedence over the
environmental component. He does a comparative analysis of simple payback and
energy payback period for four solar PV plants employing crystalline-Si technology,
where three are commercial installations in the Northeastern United States. Peng
et al. [10] examined the sustainability and environmental performance of PV-based
energy generation system through a comprehensive review of the life cycle assess-
ment (LCA) of the systems. Marimuthu et al. [11], Winkler [12] and Darghouth et al.
[13] also discussed the different economic indices in addition to the carbon payback
period to consider the carbon inventory (emissions) data during the manufacture of
the PV cells.

The research work is presented in the sections as described: Sect. 2 provides the
detail about methodology. It also gives an overview about the needs of a systematic
evaluation tool for capital or investment expenditures. Section 3 offers a detailed
view of the proposed technique, result analysis and discussion. The conclusion of
the research work is delivered in Sect. 4.

2 Methodology

2.1 Economic Indicator Payback Period for Solar PV Module

There are various economic indicators available for power sector economics and
planning. This work considers the payback period. Payback period is the time taken
by the cash flow of the incomes from a particular investment to become equal to the
initial investment. In otherwords, it is time taken by a project for break-even (between
initial investment and the returns). The payback period has several advantages:

– Simplicity and faster solution
– Preferred over liquidity
– Preferred during uncertainty.

However, there also some concerns which need to be addressed as it is opined that,
not all cash flows are considered, and it ignores the time value of money. The differ-
ent payback periods considered for a solar PV installation life cycle assessment are
shown in Fig. 3. The environmental impact of a solar PV installationmust be seriously
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Fig. 3 Payback periods for solar PV calculations

considered since the purpose of installing the same is to ensure minimal environmen-
tal degradation. There must be a trade-off between the conventional power plants and
the solar installation in terms of the cost and environmental impact.

2.2 Technical Specification and Data Inventories
for the Solar PV Plant

As part of India’s National Solar Mission, many airports in India are being solarized.
The Airports Authority of India (AAI) recently inaugurated a 1 MWp solar PV plant
(875 kW AC) at Tirupati’s Renigunta International Airport as shown in Fig. 4. With
this, the temple town joins the group of other solar-powered airports’ in India like
the Cochin, Trivandrum and Vijayawada airports. The solar plant is slated to cater
to 75% of the airport’s daytime power consumption. This plant was installed and
commissioned by the distributed solar developer, Fourth Partner Energy. The firm
has commissioned around 20 projects in Andhra Pradesh for several reputed clients.
With an operational portfolio of over 170 MWp of distributed solar assets spread
around 23 states, it was the second-largest rooftop installer in 2018 with a 193%
year-on-year (YoY) growth rate. The ground-mounted solar installation is set up
across four acres of land, parallel to the airport runway and its isolation bay. Also,
the excess power generated at the airport can be fed to the national grid via net
metering.

There are several data inventories and specifications which are required for com-
prehensive research on the economic indices for solar PV installation. These data
should be preferably real-time in the sense, and a commercial installation should be
considered along with the associated data. Some of them are:

– Specification of solar PV power plant
– Life cycle inventory comprising
– Material inventory
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Fig. 4 Ground-mounted solar PV plant at Renigunta Airport, Tirupati

– Energy inventory
– Carbon inventory.

Table 1 provides the details about the site location.
Many resources exist for estimating the average solar radiation on a site. Some

of them are NASA-SSE, METEONORM and Solar GIS. Through METEONORM
resource datasheet, it was estimated that the annual average solar radiation at the
airport was 5.1 kW h/m2/day (horizontal) and 5.2 kW h/m2/day (13.6° tilted). Table 2
gives the solar PV plant details.

Table 1 Site location of the
1 MWp ground-mounted
solar PV plant

Place Tirupati Airport, Renigunta

District Chittoor

State Andhra Pradesh

Latitude 13.63° N

Longitude 79.54° E

Altitude 104 m
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Table 2 Solar PV plant
details at Tirupati Airport

SPV system capacity 875 kW AC

System DC capacity 1 MWp DC

PV module type Polycrystalline silicon

Make Adani Solar (Mundra)

Pmax 325 Wp

Physical dimensions

Length 1960 mm

Width 992 mm

Thickness 35 mm/40 mm

Rated voltage (Vmp) 37.29 V

Rated current (Imp) 8.72 A

Open circuit voltage (Voc) 45.26 V

Short circuit current (Isc) 9.21 A

Temperature coefficient 0.4%/°C

Module efficiency 16.71%

Details regarding the solar PV modules and the electrical parameters of the same
are also provided in Table 2 [at standard test conditions (STC), for solar irradiation
of 1 kW per m2, a module temperature of 25 °C and a solar irradiation angle of 45°],
respectively. The material data inventory details are provided in Table 3.

The following boundary conditions and assumptions have been considered for
this case study:

– The PV module manufacture, material for balance of system (BOS) (all compo-
nents of a photovoltaic system other than the photovoltaic panels like the glass,
encapsulant, frame, junction box, connector and cable) and energy consumed
during PV module manufacture have been considered.

– Raw material mining is excluded.
– Recycling and transportation have also been excluded.

Table 3 Material data
inventory

PV module weight 22 kg

Cell size 156.75 mm * 156.75 mm

Cell number 72

Glass type Anti-reflection coating, high
transmittance

Encapsulant type ethylene-vinyl acetate (EVA)

Frame type Anodized aluminium alloy

Junction box protection class IP67

Connector type MC4

Cable length 1200 mm
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3 Results and Discussion

Here, the tools and calculators from Solar Mango (open-source platform provides a
considerable collection of calculators and tools for the estimation of rooftop area,
generation estimation, cost of power, CO2 reduction and energy consumption) are
used for the estimation of certain critical aspects of the solar plant at Tirupati Airport.
Certain assumptions are also made. This is followed by the determination of the
payback periods.

3.1 Energy Generation Which Can Be Met by Solar

Considering the airport requires around 4 lakh units of electricity a month, the solar
plant meets around 1.4 lakh units with the rest being taken care of conventional
coal-based electricity. Tables 4 and 5 present the inputs to the energy generator tool
and the results obtained. The following assumptions were made:

– Only 80% of the available area is considered for calculations and to accommodate
for shading losses.

– 10 m2 is considered as the required area for 1 kW solar panels.

3.2 CO2 Emission Reduction Calculator

Tables 6 and 7 present the inputs, and the results obtained from the CO2 emission
reduction calculator. The assumptions made are:

– Reduction of CO2 emission per 1 kW h of solar power = 1 kg of CO2.
– The reduction in CO2 emissions for the electricity generated from a solar power
plant versus a coal plant and does not take into account CO2 from other parts of
the value chain.

Table 4 Inputs to the energy
generator tool

Electricity consumption per month 400,000 kW h

Ground area available 16,187 m2

Rate of sunshine availability 3.5 kW h per day

Table 5 Results from the
energy generator tool

Solar energy that can be generated for a month 135,974 units

Percentage of monthly consumption that can
be met with solar

33.99%



Estimation of Simple, Energy and Carbon Payback Periods … 447

Table 6 Inputs to the CO2 emission reduction calculator

Solar plant capacity (AC) 875 kW

Approximate units per kW per day 3.5 kW h

Table 7 Results obtained from CO2 emission reduction calculator

CO2 emissions reduced 1117.8125 tons per year

3.3 Estimation of Payback Periods

Simple payback period—In capital budgeting decisions, payback period is the period
of time required to regain the amount disbursed in an investment. It literally explains
the period something takes to pay for itself. The simple payback period (SPB) is the
time in years, between initial outlay of capital on a solar installation and the return
on initial investment.

The simple payback period is calculated using the following formula (Eq. 1):

Simple payback period (PB) = Capital cost of the project (CC)

Net annual savings (AS)
(1)

where PB = payback period (years), CC = capital cost of the project (in Rs.) and
AS = net annual savings (in Rs.).

For the solar plant considered here, the CC = Rs. 54,000,000
The monthly electricity charges saved approximately = Rs. 1,000,000
Annual electricity charges saved approximately = Rs. 12,000,000

Considering the maintenance charges are negligible, let us assume it to be around
Rs. 40,000 annually. Therefore,

PB = 54,000,000

12,000,000 − 40,000
≈ 4.5 years

Energy payback period—It relates to energy consumption. The time required to
generate asmuch energy as is consumed during production and the lifetime operation
of the system. As discussed before and as portrayed by the energy generation tool,
for 4 lakh units of electricity consumption, the solar energy generated per month is
135,974 units. However, it is not exactly possible to determine the energy consumed
for manufacturing the different components of the solar system for this plant as the
energy and the carbon data inventory is not available. However, there is a claim that
the solar panel industry used more electricity than it produced until 2010. It is safe
to assume that around 2 times as much energy is used to produce a unit of electricity
as is delivered [13]. Therefore,

Energy produced per month = 135,974 units
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Energy produced per annum = 135, 974 ∗ 12 = 1631, 688 units = 1631.688 MWh

Energy consumed for manufacture of solar plant components (including BOS)

= 2 ∗ 1631.688 MWh

The energy payback period is calculated using the following formula (Eq. 2):

Energy payback period (years) = Energy consumed by solar plant (in MW h)

Energy produced by solar plant per year (in MW h)
(2)

Therefore Energy payback period = 2 ∗ 1631.688 MWh

1631.688 MWh
= 2 years

Carbon payback period—The carbon payback period is a measure of how long a
CO2 mitigating process needs to run to compensate theCO2 emitted to the atmosphere
during the life cycle stage of a solar PV system. According to a study [14], around
50–75 g of CO2 is emitted per kW h of electricity produced. Accordingly,

The life time of the solar plant is generally considered to be = 25 years
Total kW h generated over 25 years = 40,792,200 kW h

Now, the CO2 emissions for the life cycle of the plant = 40, 792, 200 ∗ 50 = 2, 039, 610, 000 g

= 2, 039, 610 kg

= 2039.61 tons

From, the emission reduction calculator (Source: Solar Mango), by installing this
plant, the CO2 emissions reduced

= 1117.8125 tons per year

The carbon payback period is calculated using the following formula (Eq. 3):

Carbon payback period (years) = Life cycle carbon dioxide emissions (in tons)

Gross carbon dioxide emission avoided per year (in tons)
(3)

Carbon payback period = 2039.61

1117.8125
= 1.824 years
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4 Conclusion and Scope for Future Work

The estimation of the simple, energy and carbon payback periods for this case study
on the ground-mounted solar PV system in Tirupati International Airport indicates
that the payback time is considerably less, and the capital cost can be recovered in a
short duration of time. Therefore, it is economically feasible. Besides, it works well
as an emission reduction technology where the carbon payback time is very less,
thereby mitigating the effect of the carbon emissions emitted during the life cycle of
the plant. Therefore, it is also technologically feasible. As compared to a coal-fired
thermal power plant which gives rise to more greenhouse gas emissions per unit
of energy generated, this technology is cleaner and less environmentally degrading.
The space occupied, the fuel used and the plant efficiency all in all indicate a better
investment as compared to fossil fuel-based plants. The payback periodwas chosen to
determine the economic feasibility in the case study owing to its simplicity and ease
of use. However, it comes with its own set of limitations like ignoring the time value
of money and not considering the time after the payback period. Other economic
metrics can be used for feasibility studies which take into account the time value
of money, discounted payback, etc. Also, the effect of seasonal variations and solar
radiation needs to be taken into account for feasibility studies. This, in turn, may aid
the policy-makers and future solar investors to target the regions with considerable
solar potential.
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Abstract This paper presents a comparative analysis between the two controllers,
PI and fuzzy logic controllers that used for power factor correction using DC-to-
DCsingle-endedprimary-inductor converter (SEPIC) converter.MATLAB/Simulink
models of SEPIC converter are developed to improve the power factor and output
voltage regulation. Average current control technique is used for input power factor
correction to get a regulated voltage at the output PI or fuzzy logic controller (FLC)
is adopted. The system is tested at both steady-state and transient conditions, and
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1 Introduction

According to the international standards and for the best power transfer and utiliza-
tion, power factor correction has become a necessity. To get a DC output voltage, we
use a rectifier and a parallel capacitor [1, 2] as shown in Fig. 1a. The input voltage
and current are shown in Fig. 1b. Figure 1b depicts a pulse-shaped input current with
much harmonics content causing a very poor power factor. The IEEE and IEC are
some international entities to define or standardize the permissible limits of the har-
monic content in line current such as IEEE 519 and IEC 61000-3-2 [3]. The design of
an AC-to-DC power converter to overcome these power quality issues like obtaining
a unity power factor at the AC input mains, and a close regulation of the DC output
voltage has been discussed in [4–9]. So, for small power uses in single-phase supplies,
DC–DC converters are used which are switch-based and controlled accordingly to
ensure high power factor at the input side. The main motive is to emulate a resis-
tive circuit when seen from the input side and improve power factor. Theoretically,
there exist three families of non-isolated power factor correction topologies which
are buck, boost and buck–boost topology [1, 10–13]. The buck topology is generally
used when low output voltage is required but has high frequency commuted current
at input. Due to the commuted nature, it exhibits a discontinuous nature and hence
should be connected with high-speed recovery circuit. The major drawback faced by
buck topology is the inclusion of a filter of high-frequency range within the diode
bridge and the power source [14]. The filtering inductor causes a soft variable current
in the input end in the topology of a boost converter. This topology provides high out-
put voltage and leads to over-voltage stress at the switches [5, 15]. The third family
is buck–boost topology and finds its applications in power factor correction circuits.
It includes Cuk converter and single-ended primary-inductor converter (SEPIC con-
verter) [16, 17]. The output voltage polarity makes these two converters different
from each other. In case of Cuk converter, the position of free-wheeling diode and
the inductor is reversed from that of the SEPIC converter to obtain reversed output
voltage polarity [18, 19]. In this paper, we have used SEPIC-type PFC circuit to
improve the input side power factor of the diode bridge rectifier and lowered the
THD factor with decreased ripple that contained voltage at output [1, 20, 21]. The
entire modelling and the design scheme of power factor rectified AC-to-DC power
converters are carried out in the MATLAB/Simulink environment.

is ,Vs

 Diode Bridge

L
O
A
D

is

Vs

(a) (b)

Co

AC
Source

Fig. 1 a AC–DC rectifier, b source voltage and current waveform
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2 Circuit Configuration and Design Equation

To improve the power factor at the input and to get a regulated voltage at the output,
we have to interface SEPIC in between the bridge rectifier and the load as shown in
Fig. 2.

By adopting this SEPIC topology, for a low voltage DC bus, it provides a low
ripple current at its input, which is rare in the case of conventional converters of
buck–boost type. With adequate coupling coefficient design in a SEPIC converter,
the same magnetic core can accommodate the output and input inductors. The basic
circuit diagram of DC–DC SEPIC converter is shown in Fig. 3. When switch is
ON, inductors L1 and L2 store energy; inductor current increases linearly; output
capacitor supplies power to the load, and the diode is reverse biased as depicted in
Fig. 4.

 Diode Bridge

is

Vs

C1

RLCo

L1

L2

D

SW

SEPIC Converter

Vo

Io

Fig. 2 SEPIC converter topology for power factor correction

C1

RLCo
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L2

D

SWVin

Fig. 3 Basic circuit diagram of DC–DC SEPIC converter
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RLCo

L1

L2
Vin

Fig. 4 SEPIC converter when switch is ON
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C1

RLCo

L1

L2
Vin

Fig. 5 SEPIC converter when switch is OFF

When switch is ON, after applying KVL and KCL the voltage and current are
represented in Eqs. (1)–(4).

L1
di1
dt

= vin (1)

L2
di2
dt

= vC1 (2)

C1
dvC1

dt
= i L2 (3)

Co
dvCo

dt
= −vCo

R
(4)

When switch is OFF as depicted in Fig. 5, applying KVL and KCL the voltage
and current are represented in Eqs. (5)–(8).

L1
di1
dt

= vin − vC1 − vCo (5)

L2
di2
dt

= −vC1 (6)

C1
dvC1

dt
= i L1 (7)

Co
dvCo

dt
= i L1 + i L2 − vCo

R
(8)

Using the above equations, we can find the values of circuit components, which
are represented in Eqs. (9)–(12), where vs is the RMS source voltage, d is the duty
cycle, �i L represents inductor current ripple, �vc, �vo are the voltage ripple of the
output voltage and capacitor voltage, respectively. fs is the switching frequency. Po
is the output power, Vo is the output voltage, Io is the output current.
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L1 = vs ∗ d

�i L1 ∗ fs
(9)

L2 = vs ∗ d

2 ∗ �i L2 ∗ fs
(10)

C1 = i L2 ∗ d

�vc1 ∗ fs
(11)

Co = Po
4π ∗ fs ∗ Vo ∗ �vo

(12)

3 Different Methods of Power Factor Correction

There are two objectives of power factor correction: (1) To get a regulated voltage at
the output, (2) the wave shape of current at the input must be a sine wave. To achieve
the first objective,we have to use a feedback loop at the output. There are twomethods
to achieve the second objective. First method is called “multiplier approach” and the
second is called “voltage follower approach”. Inmultiplier approach, a feedback loop
of input current is used to govern the DC-to-DC power converter to function as an
input voltage programmed current sink as shown in Fig. 6. In this paper, multiplier
approach is used.Multiplier approach control is further sub-divided into four different
methods for generating the gate pulse for the SEPIC converter, such as

1. Hysteresis current control
2. Peak current control
3. Average current control
4. Borderline current control.

In this paper, average current control method is considered which allows a better
input current waveform, which is depicted in Fig. 6. In this technique, the sensed
inductor current is to be filtered with the help of a current error amplifier and the out-
put of the same drives the PWM modulator. Hence, the error between input current
Ig and its reference gets minimized with the help of inner current loop. The reference
current is generated by a voltage error amplifier (PI or fuzzy logic controller). Due to
the PWMmodulator, average current control method gives a constant switching fre-
quency because of current filtering commutation noises get eliminated. This method
does not need any compensation ramp. Inductor current must have to sense which is
the demerits of this method.
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Fig. 6 Multiplier approach with average current control technique

4 PID Controller for Output Voltage Regulation

The name itself proportional–integral–derivative controller is a type of control loop
mechanism adopted in continuous modulated operation of control. A PID controller
repeatedly calculates the error in between a set point (SP) value andmeasured process
value (PV) and gets a correction accordingly in PID base. In real-time operation, it
accordingly provides an accurate and respective change of correction to a control
function. For example, furnace temperature controls that it applies a derivative term
to effectively correct the error in spite of a huge change.
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5 Fuzzy Logic Controller for Output Voltage Regulation

The basic block diagram of the proposed fuzzy logic controller for output voltage
regulation of SEPIC converter is shown in Fig. 7.

Any object has a degree of membership which varies from 0 to 1 in the fuzzy
set theory, which makes fuzzy logic to handle all situations in a natural way. The
shape ofmembership functions can also be trapezoidal or Gaussian, depending on the
applications, and can be symmetrical or asymmetrical. The power converter voltage
error is defined in linguistic variables such as positive big (PB), negative big (NB),
positive medium (PM), negative medium (NM), positive small(PS), negative small
(NS), zero (ZE), where each variable is defined by a gradually varying triangular
membership function. For error (e) and change in error (de), seven fuzzy sets are
chosen. For a particular application, depending on the input resolution, the number of
fuzzy levels is selected, which is not fixed. Higher will be the input resolution, more
has to be the number of fuzzy levels. Each input is assigned a membership function
μ which is not quantized in the classical sense to each fuzzy set. To diminish the
difficulty in calculation, here triangular fuzzy set values are used and we may also
use bell-shaped or trapezoidal fuzzy set depending on the application. For n number
of variables, the fuzzy rules are n dimensional. The sum of rules is known as rule
R. Fuzzy inference system editor edits the input and output variables, which are e,
de and output. After editing, we have to design the membership function for each
variable. The final step involves in writing rules in rule editor using the rule given in
Table 1.

- +
Vo

Vo,ref

LPF

Fuzzification Rule Evaluator Defuzzification

Rule Base

Data Base

Integrator Imax,ref

e(n) ce(n)

Fig. 7 Basic block diagram of FLC
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Table 1 Fuzzy rules for closed-loop control of SEPIC converter

e\de NB NM NS ZE PS PM PB

NB NB NB NB NB NM NS ZE

NM NB NB NB NM NS ZE PS

NS NB NB NM NS ZE PS PM

ZE NB NM NS ZE PS PM PB

PS NM NS ZE PS PM PB PB

PM NS ZE PS PM PB PB PB

PB ZE PS PM PM PB PB PB

6 Results and Discussion

To investigate the performance of the proposed system, a Simulinkmodel of a SEPIC
converter used for power factor correction is developed as shown in Fig. 8.

The designed parameter used in the simulation is given in Table 2. The system
performance is investigated in four steps. Step: 1: when SEPIC converter is not
connected to the system. Step: 2: when SEPIC converter is connected to the system
with inner current loop only and without the output voltage feedback loop. Step: 3:
when SEPIC converter is connected to the system with PI controller in the feedback
loop. Step: 4: when SEPIC converter is connected to the system with fuzzy logic
controller in the feedback loop. To convert AC to DC, we generally connect a bridge
rectifier and filter capacitor across the load as shown in Fig. 1, and simulation result
of the same along with its harmonic spectrum is shown in Fig. 9a–d. To improve
the performance of the input current and output voltage, SEPIC converter is used
as discussed in Fig. 2. Various waveforms at steady state in open loop are shown in

Fig. 8 Simulink model of SEPIC converter
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Table 2 Designed parameter of SEPIC converter

Parameters Values

Input voltage RMS value 120 V

Supply frequency 50 Hz

L1, L2 6 mH, 10 mH

C1, Co 10 mF, 10 mF

Load power 1 kW

Reference output voltage 100 V

Switching frequency 40 kHz

Voltage and current ripple 0.05

Duty cycle 0.45

Fig. 9 Simulation results of the proposed system without SEPIC converter

Fig. 10a–e. From Fig. 10d, it is clear that when load is increased at t = 2.5 s, load
voltage is not a regulated one. To get a regulated output voltage and improved input
current wave, PI or fuzzy logic controller is used in the output feedback loop. The
dynamic response of the system is shown in Figs. 11a–f and 12a–f, respectively, for
PI and fuzzy logic controller in the outer loop. To test the validity of the PI and fuzzy
logic controller, a load change and reference voltage change are created at t = 1 s



460 A. K. Mishra et al.

Fig. 10 Simulation results of the proposed system in open loop

and at t = 2 s, respectively. With this dynamic change, the regulated output voltage
is obtained which can be clearly seen from Figs. 11e and 12e, respectively, for PI
and fuzzy logic controller. Various performance parameters obtained in simulation
are given in Table 3 for comparison.

7 Conclusion

The design, modelling and simulation of SEPIC converter for power factor correc-
tion purposes considered in MATLAB/Simulink environment. The outcomes of the
simulation work provided low THD of the supply current with upgraded AC mains
power factor and reduced output voltage ripple. Comparing with PI and FLC used in
the output feedback loop, FLC gives better results in terms of THD of supply current,
input power factor and output voltage ripple which is given in Table 3. From Fig. 12e,
it is clear that FLC gives a well-regulated output voltage with reduced ripple when
load disturbance and reference change occur. The prototype of the proposed SEPIC
converter can be developed, which would be attempted as future work.
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Fig. 11 Simulation results of PI-controlled SEPIC converter

Fig. 12 Simulation results of fuzzy logic-controlled SEPIC converter
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Table 3 Performance parameters of the system under different conditions

Different condition Performance parameter

THD % Power factor Output voltage ripple %

Without SEPIC converter 191.36 0.4479 9.2

Open loop SEPIC converter 4.37 0.9986 2.0

PI-controlled SEPIC converter 4.17 0.9983 2.1

Fuzzy logic-controlled SEPIC
converter

4.16 0.9997 1.5
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Smartgrids/Microgrids in India:
A Review on Relevance, Initiatives,
Policies, Projects and Challenges

Ashutosh Nayan Dey, Basanta K. Panigrahi and Sanjeeb Kumar Kar

Abstract Microgrid and smartgrids are quickly moving from laboratories/
demonstration benches to being deployed in increasing number across wide range
of applications along with integration of renewable energy sources. This paper
attempts to (i) Explain the concept of renewable energy-based microgrid/smartgrids
and their relevance in solving India’s energy needs in a smart and sustainable way.
(ii) Describes the various initiatives taken by Govt. to achieve the smartgrid vision of
India along with brief on acts/policies enabling Renewable Energy Integration. (iii)
Tracks the present status on smartgrid/microgrid activities across various parts of the
country and does a comparative study on features of those projects. (iv) Analyzes
the key benefits, opportunities as well the challenges faced during implementation of
such smart and sustainable projects. (iv) Lastly, the author proposes a brief framework
for deployment of new projects concerning microgrids/smartgrids.

Keywords Microgrid (MG) · Renewable energy · Smartgrid

1 Introduction

Total installed capacity of power generation in India as on 21/08/2019 is 360,456MW
[1]. The energy mix consists of conventional as well as renewable sources as shown
in Table 1. While share of energy obtained from oil/coal/gas is reducing, at the same
time, the share of renewable energy has gradually increased from 7.8% in 2008 to
22% in 2019 (Source CEA Statistics).
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Table 1 Percentage share of different sources in meeting India’s energy needs

Type of energy source Contribution in percent (out of total installed capacity of
360,456 MW)

Thermal Coal (54.3%) 63.2%

Lignite (1.7%)

Gas (6.9%)

Diesel (0.2%)

Hydro 12.6%

Nuclear 1.9%

Renewable energy 22%

Total 100%

With increasing focus of Govt. to meet our energy needs from renewable sources,
it has become more essential to have a highly adaptive grid which is smart enough
in meeting the variable dynamics of demand and supply, especially considering the
intermittent nature of renewable energy which cannot be controlled. Thus, the rele-
vance of smartgrids and microgrids has increased considerably for meeting India’s
energy needs.

Traditional grids are inclined toward centralized generation mostly from conven-
tional sources with one-directional power flow but microgrids are basically small
networks of energy having own local energy source and they are capable of bidirec-
tional power transfer in grid-connected mode but at the same time, they can function
independently on stand-alone basis for off-grid applications or during islanded mode
of operation.

Generally, microgrids integrate local power generation from renewable sources
like solar, wind, etc., but considering the intermittent nature of generation from
renewable sources, there is a need for energy storage systems which are discussed
in [2, 3]. Then at the heart of microgrid is the controller which monitors overall
parameters. Details related to microgrid controller are given in [4, 5]. Bidirectional
power flow increases the complexity for need of system protection and stability as
discussed [6, 7]. PCC or point of common coupling serves as a junction between
local microgrid and utility grid allowing it to function in either grid-connected mode
or islanded mode. A sample schematic diagram of microgrid is presented in Fig. 1.

When several clusters of local microgrid connected to main grids are enhanced
with smart technologies involving digital communication, control and monitoring
which are dynamic in nature, then it forms smartgrids. Various components of smart-
grids are smart meters, advanced storage, smart integration, SCADA, etc. Detailed
reviews on smartgrid technologies are mentioned in [8]. The various stakeholders
are mentioned in Fig. 2

The remaining of this paper is organized as follows. Initiatives byGovt. of India are
elaborately described in Sect. 2, while Sect. 3 describes the status of various projects
in India and Sect. 4 demonstrate the challenges, opportunities and benefits. Lastly,
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Fig. 1 Schematic of a basic microgrid. Image source Berkeley Laboratory Microgrid

Fig. 2 Stakeholders of
microgrid and smartgrid
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Sect. 5 describes the brief framework for implementation of microgrids/smartgrid
projects. The closing comments of this paper are indicated in Sect. 6.

2 Initiatives by Govt. of India

Electricity is a concurrent subject in constitution hence while Central Govt. frames
overall rules and regulations, whereas each state formulates its own policy inside the
overall regulatory framework.

The vision statement of Govt. on smartgrids is to “Transform the Indian Power
sector into a secure, adaptive, sustainable&digitally enabled ecosystem that provides
reliable & quality energy for all with active participation of stakeholders” [Source:
National Smart Grid Mission (NSGM)].

Given the necessity of transition from traditional grids to smartgrids and micro-
grids, Ministry of Power (MOP)—Govt. of India approved a vision and roadmap
document in August 2013 and accordingly National Smart Grid Mission (NSGM)
started in 2015. It plans, monitors and implements various activities related to smart-
grids on national level and focuses on capacity building at state level by establishing
state level project management units (SLPMU). Huge investments have been made
under NSGM for study, research, consumer awareness and encouraging participation
in various initiatives. Similarly, an alliance of many countries named as International
Solar Alliancewas initiated by India onNovember, 30, 2015. Some of theNSGMkey
milestones are showcased in Table 2, while the legal and institutional frameworks of
our country dealing with our energy infrastructure are presented in Table 3.

Table 2 Some of the NSGM milestones for smartgrid rollout

Goals relation to smartgrid rollout Phase 1 (up to 2020) Phase 2 (2020–2025)

State level project management unit setup 100%

SLPMU regulations and policies for SG 100%

SLPMU roadmap for SG 100%

Preparedness of utility in mature-level
framework for SG and self-assessment in a
finalized frame work

100%

Utility with AMI rollouts 10% 100%

Network mapping and consumer indexing by
utilities

100% (urban) 100% (rural)

Automation of distribution system
(SCADA/DMS)

100%

Utility with ability to manage RE integration 10% 100%

Utility with ability to deploy infrastructure for
EV

10% 100%
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Table 3 Legal and institutional framework

Electricity Act 2003 It provides for policy formulation by central Govt. and
mandates SERC of states for optional utilization of all
resources

NEP 2005 It targets to exploit RE resources, reduce capital cost,
promote competitive building and encourage Pvt. sector
participation

NTP 2006 Among other things, it formulates preferential tariff
determined by SERC for procurement of RE

Integrated Energy Policy IEP 2006 Emphasis importance of RE to meet energy demand of
industry

NAPCC 2008 It identifies eight core national mission to address global
warming and some of it relates for gradual increase of RE
percentage

JNNSM 2009 It is one of the eight mission of NAPCC and it promotes
solar energy development for both on-grid and off-grid

NCEF 2010 It is a fund which uses carbon tax/cess for providing
funds to promote R&D in clean energy technology

NSGM has targeted strengthening of existing Grid by IT and SCADA implemen-
tation which is ready to support smartgrids technology under RAPDRP programme
and automation of T&D activities.

Components in smartgrids implementation are basically as follows [9]

(i) Deploying of advancedmetering infrastructure (AMI) and smartmeters, reno-
vation andmodernization of sustain along with integrating GIS wherever pos-
sible (NSGM will promote microgrids in islands special industrial facilities,
research institutions and commercial complexes).

(ii) Development of microgrids and distributed generation.
(iii) It will seek to promote RE generation as well as its seamless integration.
(iv) Deployment of charging infrastructure facility for EV under national mission

for electric mobility can be coordinated with NSGM.
(v) Promotion off-grid-connected roof top solar under JNNSM (National Solar

Mission) shall be encouraged.
(vi) Projects related to real-time monitoring and control of distribution transform-

ers with improving power factor like having provision for harmonic filter and
reliability shall be partially funded under NSGM.

(vii) Outage/blackout management system.
(viii) Some other enabling components are peak load management, cyber security,

network management, smart appliances, energy storage, rules for consumer
data privacy and protection, dynamic pricing, etc.



470 A. N. Dey et al.

3 Projects in India

Many small-scale microgrid projects (mostly solar based) are operating across India,
some prominent among them are those running byM/SHusk Power System (villages
across Bihar, UP, Odisha, Jharkhand, etc.); MeraGao Power (Villages across UP);
Sagar Island Microgrid in West Bengal, etc. Similarly, Under NSGM the Govt has
implemented many smartgrid projects whose detailed status report as obtained from
[10, 11] has been concisely presented in Tables 4 and 5.

4 Challenges, Opportunities and Benefits

This section describes briefly the challenges, opportunities and benefits for any
microgrid or smartgrid project.

4.1 Challenges

Themajor challenges faced by smartgrids andmicrogrids are discussed in [12] which
can be summarized as (i) Integration ofRE sourceswith the grid considering the inter-
mittent nature of supply (ii) High capital required for implementing smart IT-enabled
technologies for modernizing existing grids (iii) High cost of renewable technology
installation especially when storage technology is integrated (iv) lack of sufficiently
trainedmanpower for service, installation andmaintenance (v) Some States still have
absence of cohesive/comprehensive policy and regularity frame work for smartgrid
development (vi) Obtaining finance for the projects from financial institutions (vii)
Considering the complex technologies involved protection and control of power (viii)
Cost sensitive Indian market.

4.2 Opportunities in India

(i) Regulations, policies and institutional frameworks have already been developed
at level of central Government along with budgetary support and subsides extended
at various levels (ii) Renewable resource potential is very good in India (iii) Gradual
emergence of indigenous manufacturing companies and technology developers pro-
viding on-grid and off-grid solutions (iv) Inadequate access of energy inmany remote
rural off-grid locations can be solved by implementing the concept of stand-alone
microgrid rather than extension of grid which will be uneconomical (v) Considering
the frequent disruption of power due to natural calamity or otherwise microgrids for
critical installations can provide power backup for longer period.
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4.3 Benefits

(i) For consumers—They become “Prosumers” by possibility of two-way power
transfer, i.e. they can sell power to grid during excess generation by RE sources
and importing from grid during shortages. In case of consumers with critical
loads, when there is power blackout, backup power shall be available for longer
periods by operating microgrids in islanding mode of operation.

(ii) For environment—Integration of renewable sources and distributed generation
into microgrids is environment-friendly as it reduces our dependence on power
generated from conventional sources thereby reducing greenhouse emissions
and carbon.

(iii) For utilities—Energy cost can be reduced by load shifting, peak load manage-
ment, reduction of T&D losses by decentralized power generation, etc., leads
to better efficiency and management of power dynamics and also preservation
of critical loads.

(iv) For society—Society will get access to reliable and better quality of power,
people in remote locations/islands can benefit from off-grid microgrids using
renewable energy as this is economically a better alternative than extending
traditional grids to remote location.

5 Brief Framework for Implementation
of Microgrids/Smartgrid Projects

In this section, an attempt has been made toward presenting a concise framework
which can be followed during implementation of a microgrid or smartgrid project.

(i) Resources assessment (Extensive mapping for identifying RE potential of a
place)

(ii) Load profiling (Demand variation across various time periods needs to be
studied)

(iii) Identification of financial instruments and supports (Enhancing loans and
finances, interaction with bank and investors)

(iv) Project valuation and technologydeployment (Implementation of suitable hard-
ware and technologies based on optimal resource mix and load profiling and
integration of RE technology with grid)

(v) Strategy to upscale deployment if pilot project area is successful.
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6 Future Scope and Conclusion

With advent of Internet of things (IoT), scope of research is huge in integrating the
concept of microgrids with IoT which can alter the future of energy infrastructure
and some of latest researches in the area have been discussed in [13].

Successful implementation of smart/microgrids will require participation of all
stakeholders for which a structural approach is necessary along with necessity to
adapt, understand and evolve based on consumer behavior. If we look at scale of
implementation of smart grid/microgrid projects, then they are still at nascent stages
in our country but there has been consistent rise in interest from all stakeholders to
adopt these new technologies and given governments encouragement, in next few
years, the stage is all set for exponential increase of such projects. Microgrids will
hence no doubt be the building block for a smarter and superior grid of future which
can meet the energy needs of our nation.
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LFC Analysis in PV-Thermal System
Using Non-integer Controller

Jyoti Ranjan Padhi, Manoj Kumar Debnath, Sanjeeb Kumar Kar
and Binod Kumar Sahu

Abstract This chapter contains the non-integer proportional–integral controller
tuned by firefly algorithm for the regulation of frequency. Here, the results of the
two-area system using PI controller are challenged using the new non-integer PI
controller which expectedly gave the better results as compared to the standard PI
controller. The system which is considered here for the study is the two-area inter-
connected system: One area has the thermal system, and the other one contains the
photovoltaic system. The firefly algorithm helps here to find the controller’s scaling
factors which help the system to come back to the normal state after the system is
subjected to the 1% step load perturbation. The results of the surveyed systems with
different controllers are compared on the basis of peak overshoots, undershoots, and
settling time.

Keywords Non-integer PI controller · Firefly algorithm · Automatic generation
control · PV-thermal system · Fractional calculus

1 Introduction

The first and foremost function of an interconnected power system is to maintain
the electrical energy’s generation, transmission, and distribution in all the areas at
nominal voltage and frequency levels. The certain changes in the real power and
reactive power directly affect the frequency and voltage magnitude, respectively.
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Whenever it is observed that there is a sudden change in the load, the current drawing
capacity gets heavily affected and hence because of this the electrical torque varies
(i.e., increases or decreases) with respect to the mechanical torque, and this thus
affects the accelerating torque, and due to this, the turbine speed gets reduced or
gets increased [1]. To maintain the interconnected system’s frequency and the tie-
line power flow is main target of a researcher so as to do that in a shorter period of
time. The researchers Concordia and Kirchmayer worked upon the challenges that
are faced in making the system’s parameters stable after it was subjected to a step
load perturbation, effectively [2].

K.H.Angworked upon a researchwork that describes the PID controller’s design-
ing and the technology used [3]. Khodabakhshian and Hooshmand further worked
more on the PID controllers especially in automatic generation control of a hydro
power plant [4]. While discussing here about the controllers, apart from PID, many
other controllers are also being used. Implementation of fuzzy logic controller in
a load frequency control of a two-area power system was described by Cam and
Kocaarslan [5]. K. P Singh together with other researchers worked upon the LFC of
a power systemhaving amulti-source power generation [6]. S. Panda andB.Mohanty
worked together upon the AGC of linear and even nonlinear interconnected power
system by implementing a hybrid bacteria foraging optimization algorithm–particle
swarm optimization algorithm [7]. Sudha and Santhi researched upon the LFC of a
reheat thermal interconnected system by using type-2 fuzzy system which includes
SMES units [8]. Debnath et al. worked upon the LFC of a multi-source power system
by using a fuzzy PID controller tuned by a new hybrid algorithm known as GWO-
TLBO. It was found that the results were far better than the results after implementing
only the PID controller [9]. Raju More’s and Lalit Chandra Saikia’s paper which is
upon AGC of a multi-area system uses a new controller named as PID plus second-
order derivative controller which was optimized by ant-lion optimizer algorithm.
The results and outcomes by using such controllers were finer and accurate [10].
The implementation and usability of the fractional-order controllers in LFC and
AGC were analyzed by Alomoush [12]. Arya and Yogendra worked upon the new
fractional-order fuzzy PID controller which is applied to AGC of multi-area, multi-
source generating stations optimized by the bacteria foraging optimization algorithm
[13]. Pan, Indranil, and Saptarshi Das worked upon the fractional-order fuzzy con-
troller of a hybrid power system with a renewable generation using chaotic particle
swarm optimization technique [14].

Here, in this paper, the system to be used is the two-area interconnected power
system containing the photovoltaic grid in area 1 and the thermal systemwith a reheat
turbine in the other area. The controllers which are used in this paper are the non-
integer proportional–integral (NPI) controllers which are present in both the areas.
The NPI controllers here are optimized by using the firefly algorithm, and the values
of the controller gains are gathered. The researcher named as Abd-Elazim and E.
S. Ali worked upon the same system by using the PI controllers [11], and here, the
outcomes of the NPI controller are to challenge with the result outcomes of the PI
controller and both the controllers are optimized by the firefly algorithm. The results



LFC Analysis in PV-Thermal System using Non-integer Controller 477

were found to be better than the results of PI controller in every aspect like settling
time, peak overshoot, and undershoot.

2 System Investigated

Themodel uponwhich this research paper is entirely based upon consists of a thermal
system in one area and the PV system on the other represented in Fig. 1. The thermal
system which is considered here is the one with reheat turbine. On the other hand,
the PV system here contains a photovoltaic current source which is proportional
to the intensity of the sunlight. Both the systems here have the same non-integer
PI controllers which are optimized by firefly algorithm. The value of the controller
parameters is obtained after the optimization procedure, and thus, it helps to bring the
system back to a stable condition after being subjected to 1% step load perturbation
(SLP), and with the help of this, we are able to check the system transient response.
The presence of area control error in both the areas helps to minimize the tie-line
power flow and frequency fluctuations.
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3 Controller Structure (Non-integer PI Controller)

The system considered in this paper consists of the non-integer proportional–integral
controllers in both the areas. The controller proposed, i.e., non-integer PI, is used
so as to challenge the PI controller’s result. The controller’s performance basically
depends upon the controller parameters output like ZP , ZI and λ. So as to get closed-
loop system’s healthier performance, the values of ZP , ZI , andλ should be picked up
properly. The proposed controller structure is represented here in Fig. 2. It is basically
a single-loop constructed controller, which works upon the fractional calculus. The
PI controller already exists, but it is modified a little more so as to get a better control
action. The gain parameters of the proposed controller are optimized by using the
firefly algorithm.

4 Optimization Technique (Firefly Algorithm)

Instead of using the simple and some of the modern optimization techniques, the
nature-inspired and population-based algorithms are considered to be far as bet-
ter than others. Such algorithms are inspired from many organisms or their behav-
ior which are present in our ecosystem. Some examples of such algorithms which
are derived are bacteria foraging optimization, particle swarm optimization algo-
rithm, grasshopper optimization algorithm, symbiotic organism search algorithm,
bat inspired algorithm, etc., and the firefly algorithm [15] is too considered among
all these and is a population-based algorithm. The firefly algorithm was developed
by a researcher named as Yang. Various fireflies are characterized on the basis of
their flashing light which is produced by the biochemical process known as the bio-
luminescence. The flashing light of the flies may serve as the main courtship signals
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for mating. The three main behavioral characteristics of fireflies that inspired the
development of this algorithm are:

i. Each and every firefly is attracted toward each other irrespective of their sex,
because they are considered to be unisex in nature.

ii. The attractiveness between the fireflies directly depends upon the brightness of
each of them. Here, the less bright individual moves toward the brighter one. If
it was observed that the distance is increased, as the post-consequences we can
see that both attractiveness and brightness will start to decrease. Further, if it is
found that both the fireflies are having the same brightness, then they move in
open spaces randomly.

iii. The light intensity of the fireflies is affected by the objective function which is to
be optimized. For a bigger problem, the objective function will be proportional
to the brightness (light intensity).

Attractiveness:

The attractiveness of the firefly is described by Eq. (1) given:

βr = β0 ∗ exp(−γ rm) (1)

where m ≥ 1
Here

r the distance between the two fireflies
B0 initial attractiveness, after satisfying the condition r = 0
γ absorption’s coefficient that helps to control the changes in the light intensity.

Distance and Movement:

Two flies are considered to be as i and j. The distance between these flies present at
the co-ordinates xi and xj is treated as Cartesian distance conveyed by Eq. (2).

ri j = ∥
∥xi − x j

∥
∥ =

√
∑d

K=1
(xi,k − x j,k)

2 (2)

Here

xi,k the K th component of the ith firefly of the spatial co-ordinates Xi.
d the number of dimensions considered to be present
x determines problem’s dimensionality.

Whenever the firefly i gets attracted to firefly j which is brighter, then this
movement is determined by Eq. (3).

xi = xi + β0 ∗ e−γ r2i j (x j − xi ) + α

(

rand − 1

2

)

(3)
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Here

• xi = fireflies’ current position (the first term)
• The second term is the resultant we got due to attraction
• The third term is named as randomization; it consists of a coefficient of
randomization parameter as α

• In above equation rand = the function to be used to generate random numbers in
between 0 and 1 range.

5 Result and Discussion

The model considered in this paper was examined under many cases with various
load demands. The model was tuned using the firefly algorithm in the MATLAB
software. All the cases are mentioned below to analyze the results of the system.

A. Case-1

In this case, 5% step disturbances of load demand are applied in thermal system. The
result in Fig. 3 represents the time (in s) versus � f1 (in Hz), and Fig. 4 characterizes
the time (in s) versus � f2 (in Hz), and Fig. 5 signifies the time (in s) versus �Ptie (in
pu). These results are seen here to be compared with the results of the same system
which is having PI controller as per as information [11]. It was observed that our
system having non-integer proportional–integral controller which is tuned by the
firefly algorithm gives the better results and improves the damping characteristics
of the power system significantly. The firefly algorithm optimized controllers’ gains
like proportional gain, integral gains, and also the value of lambda (λ) are mentioned
in Table 1. Other values such as peak overshoot (Osh), settling time (Tsh), and peak
undershoot (Ush) which are noted for the deviations like � f1 of area 1, � f2 of area
2, and �Ptie in between area 1 and area 2 are represented in Table 2.

Fig. 3 Area 1 frequency
abnormalities
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Fig. 4 Area 2 frequency
abnormalities

Fig. 5 Tie-line power
frequency abnormalities

Table 1 Firefly optimized optimum controller constraints (PI/non-integer PI)

Controller PV unit Thermal unit

ZP ZI λ ZP ZI λ

Non-integer PI −0.4946 −0.1364 0.98 −1.0000 −0.6663 0.89

PI [11] −0.8811 −0.5765 NA −0.7626 −0.8307 NA

B. Case-2

Here, the load demand of the thermal system is increased by 10%. This case helps
us to examine the robustness of the model and also allows us to check the robustness
of the controller. The results after increasing the demand are given in Fig. 6 which
is the graph between time (in s) versus � f1 (in Hz) of area 1, Fig. 7 represents the
graph between time (in s) versus � f2 (in Hz) of area 2, and Fig. 8 displays the graph
between time (in s) versus �Ptie (in pu). What we found here is that with the help of
proposed controller, the system’s oscillations are attenuated. The results in the field
of peak overshoot, settling time, and peak undershoot were thoroughly gone through,
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Table 2 Comparison of
response indices of different
methods

Variations Performance
indices

PI [11] Non-integer PI

�Ptie Settling time (s) 11.0335 6.4614

Undershoot in
PU

−0.0505 −0.0352

Osh in PU 0.0364 0.0363

� f1 Settling time (s) 16.4262 11.0290

Undershoot in Hz −0.3063 −0.2194

Osh in Hz 0.1565 0.0492

� f2 Settling time (s) 17.4897 11.9645

Undershoot in Hz −0.2756 −0.2644

Osh in Hz 0.1376 0.0616

Fig. 6 Area 1 frequency
abnormalities due to increase
in load

Fig. 7 Area 2 frequency
abnormalities due to increase
in load
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Fig. 8 Tie-line frequency
abnormalities due to increase
in load

and it was found that the system with the help of the non-integer PI controller still
handles the transients in a better way and brings back the system stability in faster
way.

6 Conclusion

This chapter is all about the model having a thermal system in one area and a PV
system on the other which are working as an interconnected power system. Both the
areas have their own individual non-integer proportional–integral controllers. The
controllers are tuned by using a very effective optimization method known as the
firefly algorithm (FA). While working on this model, a published paper was targeted
and the results of the controllerwere challenged by using the proposedNPI controller.
As far as the results/outcomes are considered, the controller NPI as expected gives
a decent and the best results. Even the robustness check was cleared so easily by the
NPI controller. Hence, it is concluded that the proposed NPI controller is far better
than the PI controller.
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5. Çam Ertuǧrul, Kocaarslan Ilhan (2005) Load frequency control in two area power systems
using fuzzy logic controller. Energy Convers Manag 46(2):233–243

6. Parmar, KPS, Majhi S, Kothari DP (2012) Load frequency control of a realistic power system
with multi-source power generation. Int J Electr Power Energy Syst 42(1):426–433

7. Panda S, Mohanty B, Hota PK (2013) Hybrid BFOA–PSO algorithm for automatic generation
control of linear and nonlinear interconnected power systems. Appl Soft Comput 13(12):4718–
4730

8. Sudha KR, Vijaya Santhi R (2012) Load frequency control of an interconnected reheat thermal
system using type-2 fuzzy system including SMES units. Int J Electr Power Energy Syst
43(1):1383–1392

9. DebnathMK, Jena T,Mallick RK (2017) Optimal design of PD-Fuzzy-PID cascaded controller
for automatic generation control. Cogent Eng 4(1):1416535

10. Saikia LC, Sinha N (2016) Automatic generation control of a multi-area system using ant
lion optimizer algorithm based PID plus second order derivative controller. Int J Electr Power
Energy Syst 80:52–63

11. Abd-Elazim SM, Ali ES (2018) Load frequency controller design of a two-area system
composing of PV grid and thermal generator via firefly algorithm. Neural Comput Appl
30(2):607–616

12. AlomoushMI (2010)Load frequency control and automatic generation control using fractional-
order controllers. Electr Eng 91(7):357–368

13. Arya Y, Kumar N (2017) BFOA-scaled fractional order fuzzy PID controller applied to AGC of
multi-area multi-source electric power generating systems. SwarmEvolut Comput 32:202–218

14. Pan I, Das S (2016) Fractional order fuzzy control of hybrid power system with renewable
generation using chaotic PSO. ISA Trans 62:19–29

15. Yang X-S (2010) Firefly algorithm, stochastic test functions and design optimisation. arXiv
preprint arXiv:1003.1409

http://arxiv.org/abs/1003.1409


Power Generation from Various
Interconnecting Solar PV Networks
for an Electrically Coupled Solar
PV-TEG System Under Healthy
and Partly Cloudy Condition

Sasmita Jena, Shalini Patro, Subham Subrajeet Barik, Sambit Tripathy,
Keshav Krishna, Priya Ranjan Satpathy and Sanjeeb Kumar Kar

Abstract With the extensive demand for energy harvesting systems from various
renewable resources, researches have been carried out in several areas among which
thermo-electric generator (TEG) based system is an emerging one. In this paper, eight
solar PV modules are interconnected in numerous fashions in order to investigate
the behavior of the hybrid system. The transiency of the solar PV modules inside
the network has been examined under Healthy Irradiance and Sectional Irradiance.
Rise in solar concentration tends to decrease the solar PV module efficiency and
this curse to solar PV becomes the boon to the TEG giving rise to higher power
output at the terminals. Incorporation of solar photovoltaic (SPV) and thermoelectric
(TE), termed as solar photovoltaic-thermoelectric (SPV-TE) hybrid system is found
to be a very promising technique to broadening the utilization of solar spectrum
and enhancing the power output effectively-cum-efficiently. This hybrid architecture
caters electrical energy with additional thermal energy that signifies upon harnessing
of solar insolation in an exceptional way.
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Keywords Hybrid system (SPV + TEG) · Thermoelectric generator · Operating
temperature · PV networking · Power generation

1 Introduction

Lower quantum efficiency is found to be a major demerit of solar photovoltaic cells
in these days. Though only a smaller portion of incident radiation is converted into
electricity directly, hence efficiency is found to be a crucial factor to be improved so
that the popularity will be gained for solar Photovoltaic cells [1, 2]. Further, the non-
convertible radiations will heat the panels that reduce efficiency. Hence at present
cooling systems have been integrated so that the temperature could be decreased to a
greater extent and enhancing the efficiency of the solar panels. Therefore realization
of photovoltaic-thermoelectric systems comes into the picture [3]. Direct conversion
of sunlight into electrical energy is an effective-cum-efficient way in this renewable
era. Furthermore, some significant part has been absorbed as heat; to get rid of this
some of the heat recovery system has been proposed in combination of conventional
solar photovoltaic cells. Thus TEG has come into picture so that the non-convertible
radiation which is dissipated as heat can be further converted to electrical energy.
Researches have been going on such hybrid system for gaining popularity upon the
renewable-based generation system [4]. The concept of solar energy spectrum energy
utilization by a solar PV-Thermoelectric module and finding of an optimized geom-
etry for SPV-TE based hybrid systems has been outlined. Current SPV-TE modules
based hybrid systems are mostly based upon dye-sensitized solar cells(DSSC), a-Si
based solar cells for the solar PV part while Bi-Te modules for the thermoelectric
part. Also, maximum power point tracking plays a vital role in all solar PV based
systems. Such combination based systems generally rely upon absorption of light
spectrum by solar cells and secondly on the optimumoperating temperature of the TE
modules [5]. Many researchers are also working upon Perovskite solar cells which
are found to be a reasonable choice for SPV-TEG based hybrid systems. It has been
found that the temperature coefficient of the Perovskite solar cells is lower than 2%
and this is found to be advantageous for Perovskite solar cells-TE based systems.
There are near about 1% difference in Perovskite solar cell-TE based system (18.8%)
and only Perovskite solar cells (17.9%). Also by altering the thermal concentration
the volume of thermoelectric material can be lowered and at the same time cost will
be cut-off remarkably. For analyzing such influence of thermal concentration upon
the desired hybrid system a 3-D numerical model has been also developed [6].

In this paper, the solar PV modules are connected in parallel in order to form an
array that is helpful in system requiring higher amount of power. In this paper, eight
modules are connected in several manners in order to analyze and predict system
performance. The array thus formed by the SPV modules is connected with TEG in
order to produce power. Solar panels receive solar irradiance to generate powerwhich
can be termed as conversion of light energy into electrical energy. But the demerit
lies upon the heat lost at the panel surface which causes a rise in surface temperature.
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This, in turn, declines the solar PV performance at a greater rate and the panel suffers
from lower quantum efficiency. Thus the TEGs use this lost heat and convert this heat
energy into electricity. Hence the power generated using solar irradiance and power
generated by using the excess heat of panel gives a significant output at the solar panel
terminals. This system also aims to provide another perspective of understanding the
volatility of SPV-TEG hybrid module under partly cloudy conditions. The system is
tested for single SPVmodule integrated with TEG and then tested upon five different
types of SPV networking structures with integrated TEG. The entire study has been
carried out using eight solar PV modules with networking namely:

• Network I
• Network II.

The entire study is subjected to be tested under two types of irradiance namely:

• Healthy Irradiance (HI)
• Sectional Irradiance (SI).

Though daily solar insolation which is an inevitable part of solar energy to gen-
erate power is very reliant to time, factually it has an impact upon the temperature
of SPV-TEG hybrid system, consequently the power generation and hence the effi-
ciency of the system. Therefore, light has been put upon the implication of changing
weather conditions on the system performance and power generation. This Sectional
Irradiance (SI) is further subdivided into two parts such as:

• 1/2nd (50% shaded)
• Fully shaded (100% shaded).

The paper organization is as follows. In Sect. 2, the hybrid PV-TEG system is
modeled, and hence the theoretical approach is outlined, Sect. 3 is followed by the
interconnection of solar PV panels with TEG integration. Section 4 consists of power
generation from the hybrid interconnection.

2 System Modeling and Description

The modeling of thermoelectric generator (TEG) and solar PV modules (SPV) have
been performed by insertion of the corresponding number of modules in parallel and
series as per the requirement. After being designed individually, both the systems
have been combined in order to perform the study upon the hybrid system. The power
generated from SPV array, i.e., conversion of light energy into electrical energy and
power generated from TEG, i.e., conversion of lost heat into electrical energy is
added in order to obtain the required power from the hybridized SPV-TEG system.
Generally, the inconstancy nature of weather specifically partly cloudy conditions
plays a vital role in the system’s cohesion and hence marking critical issues like
power generation, efficiency, etc. The model is described in individual subsection
namely:
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• Modeling of Solar PV array
• Modeling of TEG.

2.1 Modeling of Solar PV Array

Solar irradiation and temperature on the solar PV module surface are solely respon-
sible for the characteristics of SPV array. As the solar irradiance upon the SPV array
is increased, the power generated from SPV array is also increased. In order to con-
struct an SPV array, number of SPVmodules need to combine in a particular fashion
either in series or parallel to obtain the requisite power. The equivalent circuit of the
solar cell is shown in Fig. 1.

The output current of the solar PV module, i.e., Ipv

Ipv = Np ∗ Iph − Np ∗ Io

[
exp

{
q ∗ (

Vpv + IpvRs
)

NsAkt

}
− 1

]
− Ish (1)

where k = Boltzmann’s constant = 1.3805 × 10−5 J/K, A = ideality factor of the
solar PV cell depend on PV manufacturing technology, some of them are presented
in Table 1, T = operating temperature of the module, q = 1.6 × 10−19 C

Fig. 1 Equivalent circuit of
solar PV module

Table 1 The specification of
solar PV module used
(WAREE solar PV modules)

Parameters Values

Maximum power voltage 17.47 V

Maximum power current 2.86 A

Maximum power 50 W

Short circuit current (Isc) 3.1 A

Open circuit voltage (Voc) 21.57 V
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2.2 Modeling of Thermoelectric Generator

The working of TEG constitutes of three elementary thermoelectric effects with two
accessorial effects. The three elementary effects are named as Seebeck effect, Peltier
effect, and Thomson effect while the accessorial effect can be named as Joule effect
and Fourier effect. Seebeck effect is responsible for electromotive force (EMF) and
Peltier heat, Thomsonheat and Joule heat are causedby the effect of Peltier, Thomson,
and Joule respectively. As a matter of fact, Peltier effect is not an interface effect; it
produces heat only at the end sides of the semiconductors. Volumetric effects like
Thomson and Joule heat production are pretended to be uniformly transferred to the
cold and hot junctions of the semiconductor elements [7]. Though Thomson effect
is very small it is often neglected in many cases.

For steady-state analysis at cold and hot junction of TEG an energy balance
equation is used which can be expressed as follows:

Mathematically

Qh =∝ ∗Th ∗ I − ktc�T − 0.5I2R (2)

Qc =∝ ∗Tc ∗ I − ktc�T + 0.5I2R (3)

The electrical current can be expressed as follows:

I = ∝ �T

(1 + n)R
(4)

The short circuit current is the maximum current at a load voltage of zero, i.e.,
VL = 0. Hence can be written as follows:

ISC = 2Im = 2Wm

Vm
(5)

Finally, the voltage of TEG can be expressed by using Ohm’s Law, and the
corresponding equation obtaining short circuit current and current through TEG,
i.e.,

V = −R(I − ISC) (5)

A model of TEM specified by TEPI-12656-0.6 has been used over here to model
the hybrid system and the behavioral analysis has been conducted. The parameter
specifications of the thermoelectric Module (TEM) have been listed in Table 2. The
constraints that have been considered for modeling are presented in Table 3.
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Table 2 TE module
parameters

Parameters Values

Open circuit voltage (V) 8.8

Cold junction temperature (°C) 30

Hot junction temperature (°C) 300

Load resistance (�) 1.25

Load output voltage (V) 4.27

Load output power (W) 15

Load output current (A) 3.52

Heat flow density (W/cm2) ~12

Heat flow across the module (W) ~370

Table 3 The modeled
parameters at steady state

Parameters Symbols Corresponding values

Seebeck coefficient ∝ 0.035 V/K

Resistance � 1.22

Thermal conductivity ktc 20.91 W/K

Figure of merit Z 0.387 × 10−6K−1

3 Results and Discussion

The solar PVpanel receives solar irradiation andgenerates electricity directly through
the photo-voltaic effect. Though solar panel s are considered as less quantum efficient
due to excess heat absorption at the surface, the heat recovered from the module sur-
face is considered to be reused and generate power. Thence thermoelectric generator
comes into picture that effectively as well as efficiently use this lost heat and produce
electricity. The solar PVmodules and theTEGcombinedly deliver substantial amount
of power. This makes the solar PV modules much more efficient-cum-effective. The
system is tested under two types of irradiance namely:

• Healthy Irradiance (HI)
• Sectional Irradiance (SI).

The HI shows the system receiving sunlight at Standard Testing Condition (STC),
i.e., at 1000 W/m2 and the modules receiving solar irradiance generate power and
subsequently the heat absorbed by the modules is further reused by the TEG that are
connected in parallel. The system is tested for only solar PV based, only TEG based
and both SPV-TEG based sources in order to verify the results. All the connections
have been subjected to be tested under sectional irradiance (partly cloudy condition).
The following types of sectional irradiance (SI) are considered over here.

• 1/2nd (50% shaded) and
• Fully shaded (100% shaded).



Power Generation from Various Interconnecting Solar PV … 491

3.1 Type I Network: Table 4

Healthy irradiance (HI) means system performance during non-shading conditions.
During the experiment the irradiance varies from 900 to 1000 W/m2; that’s why the
theoretical analysis is also done at 1000 W/m2 in MATLAB/Simulink.

The power obtained from hybrid SPV and TEG system is much significant than
that of only SPV based or only TEG based system which can be seen in Fig. 4. The
result for every sub-conditions of SI has been shown in Fig. 2, 3 and 4. It can be
interpreted from the graph that the every time shading occurs, power is decreasing
gradually. It can also be seen that the power obtained from SPV and TEG based
hybrid system is always very significant than that of only SPV based system and
only TEG based system no matter what type of shading occurs.

Table 4 Type I network

Type of
connection

Connection diagram Output values obtained

At healthy
irradiance
(non-shading
condition)

Experimental Theoretical

1. Only SPV
322 W
2. Only TEG
3881 W
3. SPV +
TEG
4203 W

1. Only SPV
326 W
2. Only TEG
3886 W
3. SPV +
TEG
4212 W

At sectional
irradiance
1/2nd section
(50% shaded)

Experimental Theoretical

1. Only SPV
300.9 W
2. Only TEG
2395.5 W
3. SPV +
TEG
2696.4 W

1. Only SPV
302.3 W
2. OnlyTEG
2398 W
3. SPV +
TEG
2700 W

At Sectional
Irradiance
Whole
section
(100%
shaded)

Experimental Theoretical

1. Only SPV
275 W
2. Only TEG
1898.3 W
3. SPV +
TEG
2173.3 W

1. Only SPV
280 W
2. OnlyTEG
1902 W
3. SPV +
TEG
2182 W
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Fig. 2 Power obtained using Type-I network at healthy irradiance (HI)

Fig. 3 Power obtained due to sectional irradiance (SI)-1/2nd of shading

3.2 Type II Network: Table 5

The connection diagram has shown below with showing the connection diagram.
The connection diagrams have been shown with values that are obtained exper-

imentally and theoretically that can be seen in Table 5. The modeling was done by
using MATLAB/Simulink and the experiment has been carried out at the rooftop of
ITER, Siksha O Anusandhan (Deemed to be university) that can be seen in Fig. 8.

It can be interpreted from the graph that the every time shading occurs, power is
decreasing gradually. It can also be seen that the power obtained from SPV and TEG
based hybrid system is always very significant than that of only SPVbased systemand
only TEG based system nomatter what type of shading occurs. It can also be outlined
that the TEGs work according to the sunlight incident on the SPV modules. During
HI, the solar irradiance has incident on panel that in turn raising the temperature of
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Fig. 4 Power obtained due to sectional irradiance (SI) 100% of shading

Table 5 Type II network

Type of
connection

Connection diagram Output values obtained

At healthy
irradiance
(non-shading
condition)

Experimental Theoretical

1. Only SPV
120.85 W
2. Only TEG
3881 W
3. SPV +
TEG
4001.85 W

1. Only SPV
123.7 W
2. OnlyTEG
3886 W
3. SPV +
TEG
4010 W

At sectional
irradiance
1/2nd section
(50% shaded)

Experimental Theoretical

1. Only SPV
115.66 W
2. Only TEG
2395.5 W
3. SPV +
TEG
2511.16 W

1. Only SPV
117.7 W
2. Only TEG
2398 W
3. SPV +
TEG
2516 W

At sectional
irradiance
whole section
(100% shaded)

Experimental Theoretical

1. Only SPV
275 W
2. Only TEG
1898.3 W
3. SPV +
TEG
2173.3 W

1. Only SPV
280 W
2. Only TEG
1902 W
3. SPV +
TEG
2182 W
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Fig. 5 Power obtained using Type-Ii network at healthy irradiance (HI)

Fig. 6 Power obtained due to sectional irradiance (SI)-1/2nd of shading

the SPV module surface; and hence yields a significant amount of power from the
hybrid system such as for Network= 4212W (4.212Kw) andNetwork IV= 4010W
(4.010 Kw), respectively.Whereas during SI, the solar irradiation became lesser than
that of HI; this leads to lesser power generation from TEG and consequently from
hybrid SPV + TEG. Because lesser is the irradiance, lesser wheat will be absorbed
and lesser will be the power generation.
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Fig. 7 Power obtained due to sectional irradiance (SI) 100% of shading

4 Experimental Setup for the Proposed Solar PV Networks

The experiment was carried out at the rooftop of ITER, Siksha O Anusandhan
(Deemed to be University), Bhubaneswar, India that can be seen in Fig. 8.

Eight PV modules are interconnected under earlier mentioned networking struc-
tures namely Network-I and Network-II. All the modules are interconnected as per
the connection diagram is shown in Tables 4 and 5. The experiment was carried
out under HI and SI. Under HI, the irradiance was found to be varied between 850
and 950 W/m2. The experiment has been conducted in April though in summer, the
irradiance received by the Solar PV module is higher consequently rising the surface
temperature. This, in turn, lowers the module efficiency. To overcome this lowering
of quantum efficiency, the TEG is connected in order to use the higher temperature
and generate power. The power obtained at the output terminals will be the combina-
tion of power generated from solar PV module using photovoltaic effect and power
generated from TEG using thermoelectric effect.

5 Conclusion

Thermoelectric Generator is integrated with solar PV system in order to process
the lost heat by thermoelectric effect. The conversion of light energy into electricity
by photoelectric effect and converting heat into electricity by thermoelectric effect
combinedly generate significant amount of power from solar PV array. DuringHI, the
power generated is much higher than that of SI conditions. Because the irradiance
thud incident on the modules during HI is higher that it tends to excessive heat
absorption at the junction of TEG. The experimental and theoretical evaluation has
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Fig. 8 Experimental setup of the system

been conducted in order to verify the output power for only SPV based system, only
TEG based system, and hybrid SPV-TEG based system. This study clearly states that
the power during hybridization is much significant as compared to the other two.
The augmentation of the solar concentration decreases the SPV module efficiency
and this, in turn, helpful for TEG for increasing its efficiency. This concept has
been validated in this study. Employment of hybrid SPV-TEG based system delivers
steady power for varying weather conditions than only SPV/only TEG. Elementary
understanding of the overall output performance of the studied system has beenmade
by consideration of thermoelectric effect and can be implemented in the places where
rapid fluctuation of solar insolation and partly cloudy conditions degrades the solar
PV array output with the procurement of stability.
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Constraint Based Design of Multi-stage
Core Type Multipole Field
Electromagnetic Launching System
(CMFELS) and Its Possible Use
in the Catapult System

Srichandan Kondamudi and Sandhya Thotakura

Abstract Some of the issues in linear drive are critical combination of an air gap,
inadequate use of magnetic flux, external vibrations with disturbances, low dissipa-
tion of thermal energy, etc. With linear drives, these problems have become draw-
backs to extend them to any application. Multipole Field Electromagnetic Launching
System (MFELS) is a system in the linear electromagnetic drive family that can pro-
vide enough linear force withminimal problems. Core typeMFELS is considered for
this paper and an attempt is made to implement Core type MFELS for the applica-
tion of the launching system for aircraft catapult. A step-by-step iterative type design
algorithm is developed. Exit velocity is considered to be the objective feature and
the accelerating coil’s size, diameter and thickness are considered to be constraints.
Comparison results for various pole cases were tabulated.

Keywords Catapult electromagnetic launch · Electromagnetic launch · Multi-field
system · Exit velocity · Flux density · Lorentz force · Career-based aircraft

1 Introduction

The Electromagnetic Catapult (EMCAT) device can be scalable and appropriate
for a variety of applications, which may be integrated into the company within a
reasonable time limit based on proven models. In view of the brief writing review on
the electromagnetic aircraft catapult system [1–5], each current system or structure
is finished utilizing direct electric engines.

For keeping up a strong errand at speeds over the state of-the-craftsmanship in
the airship catapult framework, new structures must be created which can defeat the
issues and could impel the airship with higher power/volume proportion. Multipole
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Field Electromagnetic Launching System (MFELS) appears to have brilliant confir-
mation as an idea for what’s to come; its rational affirmation predicts the progress
of an outline that is enough solid to be able to pass on the payloads. Concerning
the writing overview of the Multipole Electromagnetic propeller [6–10], proposed
the basic blueprint and examination of Multipole Field Electromagnetic Propeller.
In electromagnetic Aircraft Catapult system, the multipole field Electromagnetic
propelling system can be an interesting option. In this paper, an attempt is made
to implement the concept of Core type MFELS (CMFELS) for aircraft propelling
system. A design algorithm for the CMFELS is developed considering various con-
straints. Comparison results for various pole cases were tabulated. In addition, the
inductance value obtained in the FEM analysis was validated. After the approval, the
performance of CMFELS is examined in the electromagnetic acceleration of aircraft
for conceivable use as a propeller.

2 Core Type Multipole Field Electromagnetic Launching
System

2.1 Basic Design and Analysis of CMFELS

The key components of CMFELS are an electromagnetic field (primary) and an
electrically conductive body (secondary). Themagnetic field is provided by arranging
the coils around the tube, to provide an equal amount of magnetic field for the
conductive body in all directions, which makes the conductive body to levitate from
all directions, leading to a uniform alignment of air gap throughout the cylinder.
Figure 1 shows the basic arrangement for CMFELS. The coils are excited using DC
voltage, which produces a magnetic field in the armature (which is fixed). Based
on the depth of diffusion of flux lines, Lorentz force is exerted on the moving part.

Fig. 1 Three-dimensional view of proposed single stage CMFELS with core
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Fig. 2 Flux distribution in CMFELS

Based on the different iterations and results, if the coils are excited alternatively the
flux penetration depth in the secondary will increase.

Using FEMM, the flux lines are attained as shown in Fig. 2. Since a major part of
the flux is concentrated inside the armature, the amount of magnetic flux utilization
will increase. The investigation begins with a single coil’s flux linkages and extended
to all the coils. Themagnetic parameters needmore careful definitions as themagnetic
flux flow in more regions with different areas. Based on Fig. 2, flux is initiated in the
coil which crosses the air gap and then divides in the secondary similarly.

Using flux distribution method, expression for permeance is developed with the
help of Fig. 2. In the flux path, six unique parts are distinguished by material, region
and area and. For each part, permeance values are derived [11–14].
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Identically, the permanence for all the flux paths are been derived.
Equivalent Reluctance of Flux path 1

(13)

Equivalent Reluctance of Flux path 2
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(14)

Equivalent Reluctance of single coil is

(15)

This methodology is extended to discover the reluctance equations for x, y, and
z-plane. The total inductance of the CMFELS of the secondary in z-plane is presented
as

(16)

TheLorenz force stems from the principles of transfer of electromechanical power
as

F(x,yz) = 1

2
I 2
dL(x,y,z)(x)

dx
(17)

where
N is coil turns, I is coil current, (lc is coil length, lg is air gap length, hc is coil

height, lp is projecting object length, hp is height of the projecting, hm is metallic
sheath’s height,wc is coil width,wp is the projecting object’s width, t is coil thickness,
x is a secondary position) in meters, μo is air permeability, μrp is projecting object’s
permeability.

2.2 Inductance and Lorentz Force Expression

The above derived Lorentz force Eq. (16) indicates specifically how the CMFELS
scale with the adjustment in inductance and current qualities. To illustrate the effect
of the inductance on the drag force (Fx) and lift force (Fz) on the secondary in the
xyz plane, the cause for build-up drag and lift force shall be analyzed. From the
observations, the drag force (Fx) and lift force (Fz) are developed by the vertical and
horizontal flux components in the secondary. On the other hand, the Lateral axis force
component (Fy) also affects the secondary of the system. Based on the equation of
Lorentz force (17), the rate of change of inductance is the main cause for generating
a force in any direction. It is observed that the rate of change in inductance is less
in x-plane and z-plane (concerning FEM analysis), which leads to a condition that
Fy � Fx � Fz. Regarding the above condition, the most prevailing force is Lateral
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Table 1 Dimensions of
simulation and properties of
the material

Symbol Description Value Units

dw Wire diameter 5.8 (mm)

t Coil thickness 0.4 (m)

lg Length of air gap 0.001 (m)

dp Projectile diameter 1.28 (m)

hm Thickness of sheet 0.12 (m)

wp Side length of the
secondary

0.25 (m)

N Number of turns 900 (1)

hc Height of the coil 0.066075 (m)

v Speed 50 (m/s)

μiron Permeability of the pure
iron

5000 (Vs/Am)

axis (Fy), due to which the secondary will be swift in y-plane. Whereas the lift force
component and drag force component will improve the uniform alignment of the air
gap, decrease the extra vibrations.

3 Verification: Proposed Equation Versus FEM

Dimensions in Table 1 are used in 3D FEM simulations in this section for the verifi-
cation of the analytically derived inductance equation and Lorentz force equation. It
is observed that from the derived equations, the maximum and minimum CMFELS
inductances are 5.2879 mH and 0.0283 mH, respectively. From the FEM, the maxi-
mum inductance value attained is 5 mH and the minimum inductance value observed
is 0.0235 mH.

Figure 3 demonstrates the analytically calculated inductance and FEM simulation
results for chosen dimensions and speed. The derived equation and 3D FEM results
agree well. Figure 4 displays the distribution of flux density in the CMFELS.

4 Proposed Design Algorithm of CMFELS

In this segment, a design algorithm is proposed. The main objective in CMFELS’
design is to achieve required exit velocity, taking into account thematerialistic aspects
such as coil length, coil turns, coil thickness, and coil height as the constraints. In
the CMFELS design process, the objective function is

vmax = f
(
wc, hc, t, lg, lpwp, N , nop, nol,mg

)
(18)
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Fig. 3 Position versus inductance

Fig. 4 3D FEM simulations of single stage CMFELS

where nol is layers in coil; nop is poles count; mg is moving part’s weight [13]. The
final dimensions of the CMFELS are performed at the point where the industry gives
the required speed. Using the flowchart shown in Fig. 5, the development process
is illustrated. User-defined parameters are initiated such as required exit velocity,
projectile mass, moving part’s length and applied voltage. So the moving part’s
diameter is determined depending on the number of poles. The coil thickness and
coil length are the factors that have boundary conditions as 0 < t < tmax and
0 < lc < db.

If the error is within a reasonable limit between the required velocity and the
measured velocity, the problem converges by meeting the constraints.
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Fig. 5 Proposed design flowchart of CMFELS

5 Results and Analysis

Table 2 describes the inductance profile for different number of coils. As the number
of poles has increased, it is observed from Table 2 that the minimum inductance
decreases.And the peak inductance is different for someof the cases because to obtain
the same necessary velocity when the pole increases the number of turns decreases. A

Table 2 Profile of inductance for different number of poles

Description 6 poles 8 poles 10 poles 12 poles 16 poles

Lmin (H) 0.0072 0.0057 0.0048 0.0041 0.0038

Lmax (H) 0.0169 0.0170 0.0176 0.0172 0.0171
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step-by-step interactive process is created based on the design algorithm, and results
are tabulated for different conditions.

Table 3 shows the design values of CMFELS in different cases. It is observed
that the coil turns, coil height, coil thickness, and iteration count decreased when the
number of poles increases. And the required speed, applied voltage, and projectile
mass are maintained the same in all cases.

Figure 6 expound the relationship between iterations count and speed variations.
It is witnessed that when the pole number increases, the force produced has increased
and the required output velocity is achieved in fewer iterations.

Table 3 Design values for various poles in CMFELS

Description 6 poles 8 poles 10 poles 12 poles 16 poles

Diameter of projectile (mm) 40 52.2 64.7 77.27 102.51

Velocity required (m/s) 10 10 10 10 10

Velocity obtained (m/s) 10.0 9.99 10.19 10.06 10.018

Force obtained (N) 101.74 99.95 103.94 101.20 100.324

Turns/layer 22 22 22 22 22

Coil turns 352 286 242 220 176

Layers in coil 16 13 11 10 8

Coil height (mm) 5.9 4.7 4.3 3.568 3.178

Coil thickness (mm) 10 10.1 9.6 10.12 8.225

Iteration count 329 263 240 197 173

Fig. 6 Number of Iteration versus error for different number of poles
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6 CMFELS Implementation for the Catapult System

Figure 7a, b shows the configuration of a CMFELS system for applying the Aircraft
Catapult system. All the coils are connected in series, to attain contrast flux direction
in adjacent coils. The coils are ready to accelerate with a 600 µF capacitor bank
loaded with 1 kV. Based on the values obtained in Table 2, the drag force and lift
force will help secondary to levitate and move in the field without friction. Now,
from Fig. 2, it is observed that because the magnetic field is uniform on walls of
the secondary, the secondary will levitate uniformly though the system. The distance
between each stage is 90% of secondary length, such that every time secondary is
levitated by two stages of coils.

In Fig. 8, the force characteristics are plotted to validate the proposed model. The
proposedmodel can be scaled to any velocities. Nevertheless, the results turn in favor
of the CMFELS when it is compared to state-of-the-art EMALS in aircraft catapult
system at speeds above 40 m/s.

Fig. 7 a The structure of the EM launch system for aircraft, b proposed CMFELSmodel for aircraft
propelling system operation

Fig. 8 Simulation results for Force generated by CMFELS
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7 Conclusions

This paper addressed the Core typeMultipole Field Electromagnetic Launching Sys-
tem (CMFELS) with a comprehensive numerical analysis. A step-by-step iterative
design algorithm is developed. The materialistic aspects of the coil are considered
as boundaries for achieving the speeds needed. A descriptive analysis is conducted
for various pole conditions. The model’s reliability was checked by comparison with
the study of FEM. The model is established by omitting assumptions such as uni-
form magnetic field, estimated inductance, and values of reciprocal inductance, and
negligible current layer. The force and inductance profile analysis provided a claim
that the lifting force and drag force created in the model would help maintain the
uniform air gap between the armature and the moving body. Therefore, the issue of
critical air gap alignment in EMALS is answered.

Some of the observations are: (a) when the number of coils or poles increases, the
number of turns and layers decreases, (b) several coils will improve the movement
of an object because the flux applied is three-dimensional, (c) number of coils will
increase the force exerted on the object, (d) depending on the orientation of the
coils; flux lines flow within the moving object resulting in optimum use of flux.
It is, therefore, to be inferred that the model proposed has a significant impact on
improving CMFELS’ launch reliability, structure, and configuration. In addition, by
considering different constraints, the user-interactive algorithm provides versatility
in choosing different necessary velocities.
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Abstract In this paper, analysis of fractional order passive RC high-pass filter cir-
cuit is presented. The time-domain expressions for different values of fractional
order α were calculated. The output of fractional-order high-pass filter for order α

has been simulated by MATLAB software. The effect of fractional order α on fre-
quency response is observed. The design of these filters using an approximation of
the fractional Laplacian operator is outlined. A fractance device of order α which
uses usual expression sα is analyzed and presented using continuous fraction expan-
sion (CFE) method. The fractional-order operator α is rationalized approximately
by using different methods (Oustaloup, Newton and CFE method) that are presented
and compared with the ideal response of circuit. The fractional-order circuits have
better design flexibility than the integer-order circuits. The performance of integer-
order circuit is improved by the replacement of fractional component as it has greater
degree of freedom.
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1 Introduction

Fractional order differential and integral equations are the generalization of con-
ventional integral and differential equations that can be used for modeling the real
world we live in. The integer-order models were used due to the absence of solution
methods for fractional differential equations. At present many methods have been
developed for realizing the applications based on fractional derivative and integration
[1, 2]. The term “fractional” covers all non-integer numbers including fractions and
irrational numbers, therefore, this is sometimes known as non-integer order calculus
[3]. The integer-order filters have integer coefficients in its mathematical represen-
tation which leads to some design criterion that makes it difficult to obtain sharp
cutoff frequency. The exact design requirements can be satisfied by fractional-order
filters which is not possible in conventional integer-order filters [4–8]. This frac-
tional concept adds a little bit of safety in the design specifications as compared
to the integer-order filters. The circuit design specifications which can be easily
achieved in case of fractional-order filters along with tuning parameters. The roll-off
frequency can be varied and set to any desired slope, which is only possible by using
fractional-order filters. Hence fractional-order filters provide more flexibility com-
pared to integer-order filters [9–12]. This paper is organized as follows. Section 2
deals with model, transfer function and response of fractional-order high-pass filter.
Section 3 illustrates the time response of single stage fractional-order high-pass fil-
ter. Similarly, Sect. 4 deals with frequency response of single stage fractional-order
high-pass filter. Finally, conclusion is presented in Sect. 5.

2 Fractional-Order High-Pass RC Circuits

High-pass filters are primarily used to pass high-frequency signals and attenuate
low-frequency signals. The cutoff frequency (ωc) locates the pass band (ω > ωc) and
the stop band (ω < ωc) in a complete frequency response. A high-pass filter allows
high-frequency signals to pass and attenuates low signals having frequencies lower
than the cutoff frequency.

High-pass filters have many applications both in analog and digital filters. The
filter is characterized by its cutoff frequency and rate of frequency roll off. So the
order of the filter determines the value of attenuation for frequencies lower than
the cutoff frequency [13]. The circuit model for the single stage fractional-order
high-pass filter is shown in Fig. 1

The characteristic equation for the circuit is given by the expression (1):

VO

R
+ C∝ d∝VO(t)

dt∝
= C∝ d∝Vin

dt∝
(1)
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Fig. 1 Circuit model of a
single stage fractional-order
high-pass filter
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Taking Laplace transform, the transfer function of the circuit is presented through
Eq. (2)

H(s) = VO(S)

Vi(S)
= Sα

Sα + τ
(2)

Here τ = 1
RCα is a constant (i.e., time constant).

H(s) represents the transfer function of (integer) first-order high-pass filter. From
the above transfer function H(s), the magnitude and phase of the (fractional) first-
order high-pass filter [14–17] are

|H(w)| = τwα

√
τ 2w2α + 1 + 2wα cos(απ/2)

and ∅(w) = − tan−1

[
πwα sin(απ/2)

τ 2w2α + τwα cos(απ/2)

]
respectively

The step response is calculated as:

vo(t) = Eα,1(−τ tα) (3)

The impulse response is found to be:

h(t) = 1 − τ tα−1Eα,α(−τ tα) (4)

|H(w)| = wRC
√
1 + (wRC)2

(5)

and

∅(w) = − tan−1(wRC) (6)

Equations (5) and (6) represent the transfer function expressions for magnitude
and phase of (integer) first-order high-pass filter.
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3 Time Response of a Single Stage High-Pass Filter

In fractional-order filter, the time-domain response defines the different measur-
ing parameters such as the transfer function, magnitude, phase, stability, maximum
(peak) overshoot (Mp), settling time (ts) and rise time (tr) [6, 18]. The step response
and impulse response of single stage fractional high-pass filter are plotted for the
above parameters having different order α of fractional capacitor.

Settling time: The time required for the response of the system to be within the
fraction of the steady state value and to remain there.

Rise time: The time taken for the response of a system to go from 10 to 90% of
the steady state value at the first instant.

Peak time: It is the time taken for the response of a system to reach the peak
(maximum) overshoot.

The time at which the peak overshoot occurs is given by Eq. (7)

tp = 0.131(∝ −0.255)2

(∝ −0.921)wc
(7)

The step response of single stage fractional high-pass filter shown in Fig. 2 is
obtained for a range of α. This figure can be used for comparing the responses of
fractional-order and integer-order filters. A standardized value of time constant, i.e.,
RC = 1, is assumed for all simulations.
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Fig. 2 Step response of single stage high-pass filter where order a G1 = 0.1, b G2 = 0.4, c G3 =
0.6, d G4 = 0.8
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An impulse is a short duration signal that goes from zero to a maximum value
and comes to zero again in a short time. The impulse response of a filter is obtained
by applying an impulse input and studied with order α of filter as shown in Fig. 3.

Furthermore, when α varies from 0 to 1, the circuit’s behavior approaches toward
an equivalent second-order system as observed is shown in Fig. 3. The different
measuring specifications such as rise time, settling time, peak overshoot and peak
time are shown in Table 1 by changing order α of fractional capacitor.

From Figs. 4, 5 and 6, the circuit’s response like percent overshoot, rise time and
settling time is studied for different values of α. So by using the results of figures
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Fig. 3 Impulse response of a single stage high-pass filter where order a G1 = 0.1, b G2 = 0.4,
c G3 = 0.6, d G4 = 0.8

Table 1 Time-domain response specification of a fractional high-pass filter

α Rise time Settling time Overshoot Peak time

0.1 0.262 0.436 3.4851 13.5730

0.2 0.332 1.681 9.0582 12.3646

0.3 0.414 2.396 16.9966 12.4480

0.4 0.457 2.841 27.7046 12.9948

0.5 0.559 3.120 41.5232 13.8923

0.6 0.677 3.308 54.7398 15.0238

0.7 0.814 3.383 68.9874 16.2049

0.8 0.733 5.309 79.0789 17.3486

0.9 0.806 7.939 89.6854 18.7509

1 0.880 10.970 98.7256 19.8979
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Fig. 5 Settling time versus alpha for single stage fractional high-pass filter

shown below, an approximate fractional capacitor can be chosen to meet the desired
parameters given in Table 1.

Figure 4 shows the percentage overshoot verses order of the fractional capacitor
α used in the high-pass filter. From Fig. 4, it is clear that overshoot decreases when
order of the fractional capacitor decreases as it is maximum in classical capacitor.

Figure 5 indicates the variation of settling time by varying the order of the frac-
tional capacitor. The settling time is maximum at α = 1 i.e., when normal capacitor
is used. This shows the circuit output stabilizes quickly when fractional capacitor is
used.
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Fig. 6 Rise time versus alpha for single stage fractional high-pass filter

Figure 6 shows rise time versus order of the fractional capacitor α. It is clear from
the figure that rise time decreases when fractional capacitor replaces the classical
capacitor. This indicates that fractional circuits have less delay, high speed and thus
the circuit gives a speed of response having less delay time.

4 Frequency Response of a Single Stage High-Pass Filter

The Bode plots for magnitude and phase of a fractional-order filter with order α

are shown in Fig. 7; it is observed that the slope of the magnitude plot in the stop
band region varies proportionally to α. As observed from Fig. 7, the asymptotic
approximation becomes inaccurate for very small values of α, whereas the asymptote
in the high-frequency region have greater slope which increases with increase of α.
Hence the cutoff frequency becomes sharper, which leads to an increase in speed of
response obtained in time-domain response as shown in Fig. 7.

The Bode plot for phase also shown in Fig. 7 indicates for small value of α, the
phase variation is almost linear over a narrow frequency range. From the figure it is
also observed that as α increase, the phase plot moves toward saturation state having
asymptotic values of 0° and 90° for low and high frequencies, respectively.

5 Conclusions

In this article, the fractional-order RC high-pass filter has been analyzed both in
time and frequency domains. First the fundamentals of impedance and phase char-
acteristics have been systematically worked out as the groundwork for the design of
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Fig. 7 Bode plot of single stage fractional high-pass filter where order a G1 = 0.1, b G2 = 0.4,
c G3 = 0.6, d G4 = 0.8

the fractional-order filter circuit. Secondly, from the filter’s response, the amplitude-
frequency characteristics, phase-frequency characteristics and cutoff frequency are
studied in detail with respect to time constant τ having different order α to show the
better flexibility of the fractional-order filter circuit. The filter behavior is studied
and represented by varying the order α. Finally, it is concluded that the speed of
the response increases with increase in fractional order. In frequency domain, the
magnitude and phase plots change almost linearly with the fractional order in the
region of stop band.
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Application of 2DOF and 3DOF
Controller for LFC Analysis
in Multi-generation System

Gayatri Mohapatra, Manoj Kumar Debnath
and Krushna Keshab Mohapatra

Abstract In this article, a spidermonkeyoptimization technique (SMO) is suggested
to make the gains of the controller in harmony with the hybrid plants to analyze the
load frequency control (LFC) using two degree of freedom (2DOF_PID) and the
degree of freedom (3DOF_PID). Each area comprises solar thermal system (DSTS),
conventional steam power plant (SPP) and a geothermal power plant (GTPP) to
scrutinize the vigorous performance of the system for load frequency control. For
more analysis, governor dead-band (GDB) and generation rate constraints (GRC) of
the SPP have been considered 0.036 and 0.003, respectively. The dynamic responses
of the systems are observed by implementing different controllers independently. The
investigation exposes the dominance of 3DOF_PID controller over other controllers.

Keywords Load frequency control · Spider monkey optimization · 3DOF-PID
controller

1 Introduction

Enchantment of a stable equilibrium between the increasing demand and load is
the essential stipulation of the system. The interconnected power sources in modern
power engineering lead to the interchange of power between the tie-lines by virtue of
semiconductor devices. The dynamic nature of the load and power insists on a perfect
equilibrium between both during disturbances. The frequency and the voltage of the
generating system are the vital constraints that need to be maintained at their stated
value for the favorable operation. The system voltage is coordinated by an automatic
voltage regulator (AVR), and the frequency of the system, which varies with the load,
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is controlled by AGC. With any divergence from the set, the frequency and tie-line
powers get deviated from their required values. AGC eliminates these deviations
by regulating the speed of the governor and continuously maintaining a balance
in the generation and load (load frequency control) thereby helps in restoring the
frequency [1, 2]. Providing reliable and good quality of power is a challenging task
in the modern era due to the booming and complex systems interconnection. The
electric network is distributed into multiple areas on the strength of electric links
of the generating units. These areas are dedicated to having the structural energy
exchanges by transmission system operators where the integral time absolute error
(ITAE) is taken as an objective function to have better functionality [3, 4].

By extensive literature survey, it is found that many of the researchers concen-
trated their work in different types of controllers like particle swarm optimization
(PSO), Sine Cosine Algorithm (SCA)-based PID, I, PI, PID, FOPI-FOPID controller
for AVR and LFC of unified power system with different objective functions (ISE,
IAE, ITSE and ITAE) based on frequency deviation, power deviation in the tie-line,
time error and unplanned load variation [5–7]. Mathematical modeling of the tie-line
power with SSSC and damping control strategy with PID, FOPID and fuzzy con-
trollers to find the adjustable parameters [8, 9] is also raised for controller tuning. A
multi-area and multi-source deregulated power system with an optimized controller
like I, PI, PID, cascade combination of FOPI, FOPD integral double derivative (IDD)
and proportional integral double derivative (PIDD) controller and other parameters
using the SCA technique are compared in order to find the best solution [10–17].
The gains of the PID, fuzzy-PID and fuzzy-PIDF controller are set with different
processes of optimization with FACTs devices. A multi-staged PID controller has
also been developed for LFC of solar thermal system [18–20] with communication
time delay in the connected system and also in hybrid controllers.

A detailed research analysis intimates that the PID controller is employed in
most of the cases due to its simplicity but with an inefficacy to perform cogently in
many control processes operated in a combined controller state. So, an innovative
fractional order PID controller tuned with SMO is deliberated in this article to solve
the numerous AGC issues. The salient points of the research work in this article are
as follows:

i. To construct a two equal area multi-source (GTPP, DSTS and SPP) model in
MATLAB Simulink framework.

ii. Governor dead-band (GDB) and generation rate constraint (GRC) have been
considered for more analysis of SPP for LFC.

iii. Modeling and enactment of a novel SMO tuned PID controller for LFC.
iv. To estimate and compare the performance of the 2DOF-PID and 3DOF-PID

control approach with PID controller to face LFC problems.
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2 System Investigated

Figure 1 deliberates the transfer function model of examined two equal area power
system interconnected by a tie-line. Both the area comprises a GTPP, a DSTS and
a SPP as a source of generating power. The reheat turbine of solar power plant
is considered along with governor dead-band (0.036) and generation rate constant
(3%). The values of different constraints of this scrutinized system are given in
appendix. The parameters of FOPID and PID controller are tuned by employing
SMO technique. Area of controller (ACE) works as input to the controller of each
area, and the expression of (ACE) for the two-area system is represented in Eqs. (1)
and (2).

To achieve the desired responses of spider monkey optimization technique, inte-
gral time absolute error has been considered as cost function. Equations (1) and (2)
explain the ACE of area 1 and 2, respectively. Equation (3) signifies the expression
for ITAE objective function, where � f1,� f2,�Ptie are the change of frequency of
the area 1, area 2 and the change in the tie-line power, respectively.

ACE1 = �P12 + B1�ω1 (1)

ACE2 = �P21 + B2�ω2 (2)

Fig. 1 Gives the transfer function Simulink model of the hybrid power system under study
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Fig. 2 Gives the structure of 2DOF-PID controller

ITAE =
t∫

0

(|� f1| + |� f2| + |�Ptie|) × tdt (3)

3 Controller Structures and Their Optimal Design

The degree of freedom of the system is the possible number of self-sufficient
controllable loops. The increased number of loop enhances the stability of the system.

In this article, a 3DOF-PID controller for AGC is introduced in a hybrid system.
The superiority of the same on a 2DOF-PID and PID is established. The internal
structure of the 2DOF-PID and 3DOF-PID controller is explained in Figs. 2 and 3,
respectively. The controller takes an input of R(s) and the output, and U(s) is fed to
the generating unit. Y (s) signifies the output of the system which conveys the change
in the oscillation of the area with D(s) as the disturbance. The 3DOF-PID has an
additional loop for faster control with a scaling factor of seven which is one extra
than the 2DOF-PID.

4 Spider Monkey Optimization (SMO) Method

This is an optimization based on the food foraging of the spider monkeys with a study
on the nature and the social activities of the animal. In this method, a community,
dictated by a female, seeking of food in the form of tiny singulars is in focus. The
process of searching the food is replicated till it is found. For latest updates in their
locus, inspection of expanded search territory and selection of food are considered.
The following steps are to be followed for the successful execution of SMOtechnique.
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Fig. 3 Explains the block diagram of 3DOF-PID controller

i. Initialize the population of monkeys by knowing their strength. At initial
condition, mention the higher band, lower band local head learning limit
(LHL_limit), global head learning limit (GHL_limit) and perturbation rate,
p (where p ∈[0.1, 0.9]) of the monkeys as per Eq. (4).

ii. Determine fitness (each individual space from between source and the food)
by Eq. (5).

iii. Greedy selection to be used to choose the global and local heads depending on
their fitness values.

iv. New locations for group community using local head phase(LHP) to be applied
depending upon their self-experience.

v. Selection strategy needs to be employed based on the robustness of the group
members.

vi. Probabilities Fj from Eq. (6) for all companions are assessed and generate new
locations for the distance as given in Eq. (7).

vii. Global head phase (GHP) and aGrabby selectionmethod are applied tomodify
global and local heads’ locations by Eq. (8).

viii. Any local head of a group if fails to modify her locus within LHL_limit, then
further foraging is chosen using local head decision (LHD) phase by Eq. (9).

ix. If theGlobal HeadDecision (GHD) as per Eq. (10) is not able to set the position
of the GHP, then smaller groups are made for further searching.

x. Repeat the steps from (iv) to (vii) if termination criteria are not satisfied.

Mi j = (ub(i) − lb(i)) ∗ rand + lb(i) (4)

S(Mi , Fj ) = Di · ebt · Cos(2π t) + Fj (5)
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Fj = 0.1 +
(

fiti
fitmax

)
× 0.9 (6)

Di = ∣∣Fj − Mi

∣∣ (7)

Mnewi j = Mi j ∗ (GL j − Mi j ) + R(1, 1) ∗ (Mr j − Mi j ) (8)

Mnewi j = Mi j + R(0, 1) × (GL j − Mi j ) + R(−1, 1) × (Mr j − Mi j ) (9)

Mnewi j = Mi j + R(0, 1) × (GL j − Mi j ) + R(0, 1) × (Mr j − LLkj ) (10)

Here, i and j signify the number of monkey and food, respectively. ub(i) and lb(i)
are the upper band and lower band of the i th variable. Di is the distance between the
monkey and the prey, and b is the operator for optimization.

5 Result and Discussion

Simulation of two equal area of power system has been done by using MAT-
LAB/Simulink circumstances. Simulink model is called through SMO program to
optimally design the controllers by minimizing the ITAE. The efficacy and stur-
diness of this designed hybrid system along with PID,2DOF_PID and 3DOF_PID
controller are perceived from the dynamic responses. The analysis of this recom-
mended controller has been done by subjecting 0.01 p.u SLP for both controllers
separately. The instabilities of frequency of area 1 and area 2 and deviation interline
power are represented in Figs. 4, 5 and 6 by tuning the gains of PID controller with
spider monkey technique. Table 1 signifies the gains of suggested controllers as well
as the time constant of geothermal power system. The transient response analysis on
the basis of maximum overshoot, undershoot and settling time of all deviations is
listed in Table 2. From the responses (Figs. 4, 5 and 6) and Table 2, it is proved that
the offered technique provides more stability in the scrutinized system for AGC.

Fig. 4 Explains the
abnormalities of frequency
in area 1



Application of 2DOF and 3DOF Controller for LFC Analysis … 527

Fig. 5 Gives the abnormalities of frequency in area 2

Fig. 6 Shows the tie-line power abnormalities between area 1 and area 2

Table 1 Tuned parameters of 3DOF and 2DOF controllers

Parameters Area 1 Area 2

3DOF-PID 2DOF-PID PID 3DOF-PID 2DOF-PID PID

N 198.11 210.21 NA 150.6 185.1 NA

PW 2.6554 4.98 NA 3.0577 4.95 NA

DW 0.0100 1.0238 NA 4.9988 3.0509 NA

Gff 0.1100 NA NA 0.2101 NA NA

KP 0.9534 0.4138 1.3258 1.0150 1.5306 1.0426

KI 2.0000 2.0000 2.0000 0.0100 0.0100 0.8539

KD 0.5236 0.1834 0.5211 1.1940 0.7959 0.6939

6 Conclusion

The objective of the current study is to analyze PID, 2DOF-PID and 3DOF-PID
controller to stabilize the frequency in a hybrid system. A two-area system (GPP,
DSTS andSPP) comprising six units is observed by employing ITAEas cost function.
A SLP of 0.01 p.u is offered to confirm the efficacy of the employed FOPID controller
is introduced over a multi-source hybrid scrutinized system. The performance of
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Table 2 Performance evaluating parameters of different response

Observation Performance evaluative indices of
response

PID 2DOF PID 3DOF PID

� f1 Ts in s (0.05% band) 7.2267 1.7500 1.5552

Undershoots (Hz) −0.0537 −0.0385 −0.0258

Overshoots (Hz) 0.0011 0.0015 0.0005

� f2 Ts in s (0.05% band) 7.4100 3.9125 3.8084

Undershoots (Hz) −0.0289 −0.0121 −0.0099

Overshoots (Hz) 0.0009 0.0002 0.0001

�Ptie Ts in s (0.05% band) 3.1105 3.4417 3.2352

Undershoots (PU) −0.0127 −0.0078 −0.0064

Overshoots (PU) 0.0002 0.0001 0.00005

the recommended controller is analyzed in terms of settling time, undershoot and
overshoot as well as it helps to reduce the oscillation in the dynamic responses of
system during perturbation.

Appendix

The system parameters are assigned as follows,
TP = 20, KP = 120, T c = 0.3, T g = 0.08, FP = 0.5, T r = 10, B = 0.425, R =

2.4, T 12 = 0.086, T d = 5, Kd = 1, T gg = 0.08, T cg = 0.1.
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Automatic Recognition of the Early Stage
of Alzheimer’s Disease Based on Discrete
Wavelet Transform and Reduced Deep
Convolutional Neural Network

Bhanja Kishor Swain, Mrutyunjaya Sahani and Renu Sharma

Abstract In this paper, the classification of normal controls (NC), very mild cog-
nitive impairment and mild cognitive impairment (MCI) from structural magnetic
resonance imaging (MRI) are proposed, based on the discrete wavelet transform
(DWT) and reduced deep convolutional neural network (RDCNN). Multi-resolution
analysis using DWT is applied to the digital images for decomposition purposes. The
automatic feature extraction, selection and optimization are performed using the pro-
posed RDCNN. The classification accuracy and learning speed of the DWT-RDCNN
method are compared with RDCNN by taking the MRI data as input. The superior
classification accuracy of the proposedDWT-RDCNNmethod over RDCNNmethod
as well as other recently introduced prevalent methods is the major advantage for
analyzing the biomedical images in the field of health care.

Keywords Magnetic resonance imaging (MRI) · Alzheimer’s disease (AD) ·
Reduced deep convolutional neural network (RDCNN) · Discrete wavelet
transform (DWT)

1 Introduction

Alzheimer’s disease (AD) is a degenerative brain disease described by progressive
dementia identified by the presence of neurofibrillary tangles and neuritic plaques,
and the degeneration of specific nerve cells. It is an incessant neurodegenerative
ailment that normally begins gradually and compounds over time. It is portrayed by
memory hindrance, language dysfunction, and debilitation of acknowledgment, and
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thus disturbs a patient’s everyday life. Alzheimer’s disease currently has turned into
the 6th driving reason for death [1], and as indicated by a study, individuals who are
experiencing dementia everywhere throughout the world is around 47 million and
it is evaluated that there will be one individual with AD in every 85 individuals by
2050 [2]. Accordingly, it is of utmost importance to recognize the biomarkers that can
allow exact and early judgements of abnormalities in the MRI scans. Furthermore,
it is of utmost importance to recognize the MRI biomarkers that can allow exact and
early judgements of abnormalities in the MRI scans. Many research articles provide
the information about the utilization of different imaging modalities, for example,
functional magnetic resonance imaging (fMRI), positron emission tomography, etc.
with significant result of classification between normal controls and AD subjects. A
precise and early analysis of the Alzheimer’s disease and the possibility of the dan-
ger of converting from the prodromal state of AD to moderate AD, give patients the
familiarity with the condition’s seriousness and enable them to take deterrent mea-
sures, for example, making way of life changes and taking drugs. At present, many
neurologists and medicinal experts have been investing significant energy in exam-
ining methods to take into consideration the prodromal state of AD, and empowering
results have been often achieved [3]. MRI is an influential, non-invasive brain imag-
ing technique that provides higher-quality information about the shape and volume
of the brain than computed tomography (CT), SPECT, and PET scans. The high
spatial resolution of MRI scans gives prominent information about small abnormal-
ities in the brain with better contrast and tissue differentiation [4]. In addition, the
analytic utilization of MRI has been hugely improved due to the mechanized and
exact labelling of MR images, which plays out a significant job in distinguishing
AD patients from normal controls (NC) [5]. Initially, a larger part of diagnosis work
was practiced manually or semi-manually for estimating from the region of interest
(ROI) of MRI, in view of the fact that patients with AD have progressively cere-
bral decay in comparison with NCs. A large portion of this ROI-based assessment
focused with respect to the contracting of the cortex and hippocampus and amplified
ventricles. Owing to the shortcomings of ROI-based methods it was important to
concentrate on exploring other potential areas that may be linked to AD as segmen-
tation of the complete MRI is of more importance [6]. Therefore, computer-aided
automatic approaches are used to help the physicians to diagnose the disease from
the MRI. A few artificial intelligence (AI) techniques have been proposed for the
exact determination of AD. The surmised volume estimation [7] and the cerebral
metabolic rate of glucose (CMRGlc) [8], were regularly processed from fragmented
3D brain region of interest (ROI) and were utilized for AD classification with support
vector machine (SVM) [9] and Bayesian method [10]. The strategies dependent on
these traditional machine learners regularly function admirably in binary classifi-
cation, for example, diagnosing AD subjects from normal controls (NC), however,
it is not the same for multiclass classification. Therefore, despite the fact that the
determination of AD ought to be normally displayed as a multiclass classification
issue, it was typically simplified as a lot of paired classification assignments that
separate AD or MCI subjects from NC subjects. A strategy dependent on the graph
cut algorithm was proposed as of late by Liu et al. [11]. This workflow balanced
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the algorithm with parameters comparing to the connections between various phases
of AD. In spite of the fact that such customization will in general yield promising
classification results, the workflow can be delicate to changes in the informational
index and can be difficult to reach out to a large scale. Another way of AD catego-
rization is to use the biomarkers as an input to an unsupervised machine learning
approach. Some other works have used the biomarkers with some feature modalities
in some supervisedmachine learning approaches [12–14]. Such workflows suffer the
problem of dimensionality decrease and loss of integral data. The traditional feature
engineering methods cause feature repetition but deep data representation is efficient
in multiclass classification. Deep learning methods separate the important features
automatically using different layers and activation functions [15]. Brosch and Tam
used a multi-layered deep learning structure to report that the proposed algorithm
effectively identifies the variation in the shape of the brain region such as ventri-
cle size [16]. Suk et al. [17], proposed a combined effect of stacked autoencoders
(SAEs) and multi-kernel support vector machine (MKSVM) for the classification
of AD from the NC but this type of framework may ignore the synergy between
different modalities in the feature learning.

In this paper, first, we propose a novel reduced deep convolutional neural network
(RDCNN) to automatically extract the discriminative features for the classification of
normal controls (NC), verymild cognitive impairment andmild cognitive impairment
(MCI). Second, a discretewavelet transformbased reduced deep convolutional neural
network (DWT-RDCNN) is proposed for classification purposes. DWT is applied to
decompose the input MR images and the decomposed images are fed to RDCNN
for detection of affected brain images of MCI subjects. Finally, the DWT-RDCNN
method proves its superiority with better classification accuracy and higher learning
speed over the RDCNN method.

The rest of the article is organized as follows, Sect. 2 contains the information
about the selected dataset for classification, Sect. 3 provides a brief introduction of
the discrete wavelet transform, Sect. 4 represents the proposed RDCNN classifier,
Sect. 5 discusses the results obtained followed by the conclusion in Sect. 6.

2 Materials and Methods

In this work, the MRI data is collected from the Open Access Series of Imaging
Studies (OASIS). OASIS is a publicly available data set containing the compilation
of MRI of brains for the easy access to the research and scientific community. The
information is publicly available with the demographic data of cohorts at http://www.
oasis-brains.org.

Figure 1 shows an image of the collected data set depicting the pictorial difference
between the MRI of normal control and an early stage of AD patient. The data set
of OASIS has two types of collection, the cross-sectional MRI data called as OASIS
1 and the longitudinal MRI data called as OASIS 2. This study concentrates on
the automatic diagnosis of MCI considering the cross-sectional data set with 416

http://www.oasis-brains.org
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Fig. 1 Axial view of MRI dataset sample of a normal control and b MCI

subjects between 18 and 96 years old. Out of 416 subjects 196 samples are selected
in our study which contains 98 normal controls, 70 very mild cognitive impairment
and 28 MCI patients. The statistical information about the subjects from which the
196 samples are selected is presented in Table 1.

The selected data set includes the socio-economical information of the subjects
and the handedness. All the subjects included in the data set are right-handed and the
statistic highlights of the selected subjects contain gender (M/F), age, mini-mental
state examination (MMSE) and the clinical dementia rating (CDR). The mini-mental
state examination (MMSE) is a short 30-point questionnaire test generally conducted
to observe the state of very mild dementia and mild cognitive impairment. Clinical
dementia rating (CDR) is a number within a range of 0–4, estimating the seriousness
of different stages of dementia.

Table 1 Cohort’s statistical
data

Factors Normal
controls

Very mild
cognitive
impairment

Mild
cognitive
impairment

No. of
patients

98 70 28

Age 75.91 ± 8.98 74.87 ± 7.64 77.75 ± 6.99

CDR 0 0.5 1

MMSE 28.95 ± 1.20 27.28 ± 1.71 21.67 ± 3.75

Gender
(M/F)

26/72 29/41 9/19
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3 Feature Extraction

The wavelet transform (WT) has been used as a stationary and non-stationary wave-
form analyzing tool for removal of disturbances from the desired signal, detection
of abrupt discontinuity in electrical signals and compression of large amount of
data especially in digital image processing [18]. Unlike the Fourier Transform, the
wavelet transform possesses the capability of analyzing a signal in both the time and
frequency domains giving information on the evolution of the frequency content of
a signal over time. The process of sampling a continuous signal applying wavelet
transform can be defined as discrete wavelet transform (DWT). It produces adequate
data to analyze a non-stationary signal. WT stands true in analyzing a non-stationary
signal by eliminating the resolution problem of STFT. Recently, WT has proved
itself as a dominating signal processing tool especially in the application of signal
decomposition.WT has applications in the field of image denoising, image compres-
sion, feature extraction and also in various fields of power system protection. The
perfect signal reconstruction property of WTmakes it a propitious method for signal
decomposition.

Mathematically continuous wavelet transform (CWT) can be defined as [19]

CWT ϕ
g (τ, s) =

∞∫

−∞
g(t) · ϕ∗(τ, s, t)dt (1)

ϕ(τ, s, t) = 1√
s
ϕ

[
t − τ

s

]
(2)

where s is the scaling parameter which is used to compress and dilate mother wavelet
ϕ(t) to obtain both high and low-frequency information of signal g(t), to be analyzed.

Translational parameter is used to obtain time information. To overcome the
calculation problem DWT is used, mathematically:

DWT ϕ
g (m, n, k) = (Pm

0 )
−1
2

∑
n

g(n) ·ϕ∗
[
k − nq0Pm

0

Pm
0

]
(3)

where g(n) is the discrete version of g(t) which is discretely dilated by scaling
parameter Pm

o and translated by translational parameter nq0Pm
0 where q0 is a constant

with m and n are integers. Generally, P0 = 2 and q0 = 1 were chosen for dyadic
transform.

Figure 2 shows three bi-dimension band limited intrinsic mode functions
(BBLIMFs) of a sample affected by the early stage of Alzheimer’s disease called as
MCI.
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(a)   MCI sample (b) BBLIMF 1

(c)   BBLIMF 2 (d) BBLIMF 3 
Fig. 2 The MCI sample and three BBLIMFs of DWT

4 The Reduced Deep Convolutional Neural Network
(RDCNN)

The reduced deep convolutional neural networks (CNN) have layers with the capa-
bility of extracting local features of an image through convolution. The RDCNN
architecture comprises of mainly four types of layers: (1) convolutional layer, (2)
pooling layer, (3) fully connected layer and (4) softmax layer.
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4.1 Convolutional Layer

Every node in a convolutional layer is associated with a subset of spatially connected
neurons. The weights in the convolutional layer are shared among the nodes keeping
an objective of searching for the same features in the input image. Each set of shared
weights is known as a convolution kernel. In this layer, the convolution operation
is performed by allowing the selected filters to slide over the input signal and the
feature map is obtained by using the following equation

Cm =
N−1∑
n=0

fnkm−n (4)

where k, f, C and N denote signal, filter, output, and the number of data points in
k, respectively. The subscript n indicates the nth element of the filter vector while m
corresponds to the mth output element that is being calculated. The prime objective
of the convolution operation is to extract meaningful features from the input signal
to train the algorithm.

Further, the rectified linear unit activation function is employed to speed up
learning rate and to reduce non-linearity. The ReLU function does the thresholding
operation by assigning zero to the values less than zero and is given as follows

f (r) =
{
R; r ≥ 0
0; Otherwise

(5)

The batch normalization operation is performed on the output of ReLU layer to
reduce the problem of overfitting.

4.2 Pooling Layer

To decrease computational complexity, each succession of convolutional layers is
followed by a pooling layer [20]. The max-pooling layer is the most widely recog-
nized and used for pooling operation very often. The main function of the pooling
layer is to reduce the dimension of feature map preserving the important features. In
this work max-pooling operation is used with a stride of two.

4.3 Fully Connected Layer

The normalized output of pooling layer is flattened and fed to the fully connected
layer in which all the neurons in one layer are connected to all the neurons in the
successive layers using the following equation
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xi =
∑
j

w ji y j + bi (6)

where x and y are the outputs of current and previous layer, respectively with w
weights and b biases.

4.4 Softmax Layer

Finally, the softmax function is used for classification by receiving the inputs from
the last fully connected layer. It predicts the class of a signal applied at the input and
the value of the output of the softmax layer lies between zero and one. The softmax
activation function is given as

P(xi ) = exi∑k
m=0 e

xi
(7)

where P(xi ) is the probability of the input to belong to the class of xi .

5 Result and Discussion

In this work, OASIS1 dataset is used to verify the proposed work in an Intel Core
i5-8000UCPU at 2.6 GHz processor of 16 GBRAMusingMATLAB/Simulink soft-
ware environment to detect the affected brain MRI images with MCI. The proposed
RDCNN structure for computation, selection and optimization of most discriminate
features automatically, is presented in Table 2. The developed architecture is shown
in Fig. 3, where the same padding is used before eachmax-pooling layer and softmax
layer is used to classify the non-demented, very mild demented and the early stage
of AD input image data based on the probability function. The max-pooling and
drop out layer of the novel RDCNN method reduce the major overfitting problem
for detecting the MCI affected MRI images accurately. 70% images of each class are
used for training and the remaining 30% for testing, in both the proposed RDCNN
and DWT-RDCNN methods. The database images are fed to RDCNN to train the
network with maximum training accuracy and minimum training cross-entropy loss
by taking a smaller number of iterations and is shown in Fig. 4. After training, 30% of
images of each class are used to test the network in noise-free and noisy conditions.
Furthermore, Daubechies-4 wavelet of discrete wavelet transform is applied on the
input images to extract three bi-dimension band limited intrinsic mode functions
(BBLIMFs). The BBLIMFs of an image is fed to the proposed RDCNN method to
improve the classification accuracy of multi-class classification. The processing time
of DWT-RDCNN method is more as compared to RDCNN method but the higher
learning speed, minimum training and testing loss, superior classification accuracy
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Table 2 The developed structure of the proposed RDCNN

Layer Name Output nodes Filter size Stride

0–1 Convolution [204 × 172 × 1] × 5 5 1

1–2 Rectified linear unit [204 × 172 × 1] × 5 1 1

2–3 Batch normalization [204 × 172 × 1] × 5 10 10

3–4 Max-pooling [102 × 136 × 1] × 5 2 2

4–5 Convolution [93 × 127 × 1] × 10 10 1

5–6 Rectified linear unit [93 × 127 × 1] × 10 1 1

6–7 Batch normalization [93 × 127 × 1] × 10 10 10

7–8 Max-pooling [47 × 64 × 1] × 10 2 2

8–9 Convolution [33 × 50 × 1] × 15 15 1

9–10 Rectified linear unit [33 × 50 × 1] × 15 1 1

10–11 Batch normalization [33 × 50 × 1] × 15 10 10

11–12 Max-pooling [17 × 25 × 1] × 15 2 2

12–13 Fully connected 6375 × 1 0 0

13–14 Fully connected 3000 × 1 0 0

14–15 Fully connected 1000 × 1 0 0

15–16 Fully connected 100 × 1 0 0

16–17 Fully connected 3 × 1 0 0

Fig. 3 Architecture of reduced deep convolutional neural network (RDCNN)

and anti-noise performance are the major advantages of DWT-RDCNNmethod over
RDCNN method. The detailed comparison of classification accuracy of both the
RDCNN and DWT-RDCNN methods are presented in Table 2.

Finally, Table 3 concludes that the proposed DWT-RDCNNmethod is the utmost
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Fig. 4 Training and testing accuracy and loss

Table 3 Comparison of classification accuracy of RDCNN method and DWT-RDCNN method

Proposed model Noise-free condition SNR values

20 dB 30 dB 40 dB

RDCNN 95.4 90.3 92.3 94.3

DWT-RDCNN 97.9 95.9 96.4 96.9

choice for the recognition of AD at its early stage, called as the stage of MCI,
efficiently.

6 Conclusion

The novel reduced deep convolutional neural network (RDCNN) architecture is
developed and implemented to detect the early stage of Alzheimer’s disease from
brain magnetic resonance images as input. Discrete wavelet transform (DWT) is
used to decompose the input brain MRI images into number of images with different
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frequency bands. Three decomposed images are fed to the proposed reduced deep
convolutional neural network structure to extract the discriminative feature at the last
fully connected layer automatically. The extracted features are fed to the softmax
layer to classify the non-demented, very mild demented and the early stage of AD
patients with superior classification accuracy. The higher learning speed and supe-
rior classification accuracy of the proposed DWT-RDCNN method prove its superi-
ority over RDCNN method in both noise-free and noisy environments. Finally, the
robustness of the proposed method confirms its application to other digital image
classification.
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Employing Thermoelectric Coupled
Solar PV Hybrid System
in Non-conventional Distribution
Generation

Sasmita Jena, Keshav Krishna, Sambit Tripathy, Subham Subrajeet Barik,
Shalini Patro, Priya Ranjan Satpathy and Sanjeeb Kumar Kar

Abstract The inflation of clean, efficient, sustainable, effective, secure, and reliable
electricity demand has been triggered much interest for distribution generation at a
miraculous and quickened pace. The necessity of reliability enhancement, diversity
of fuel, cutback of greenhouse gases, severe weather fluctuation, etc. has stimulated
the inclusion of Microgrid concept not only in utility level but also in customer
and community level. Incorporation of solar photovoltaic (SPV) and thermoelectric
(TE), termed as Solar photovoltaic-thermoelectric (SPV-TE) hybrid system is found
to be a very promising technique to broadening the utilization of solar spectrum
and enhancing the power output effectively-cum-efficiently. This hybrid architecture
caters electrical energy with additional thermal energy that signifies upon harnessing
of solar insolation in an exceptional way. This paper portrays on implementation
of the aforementioned SPV-TEG coupled system in Non-conventional Distribution
Generation in order to retrieve enough power from SPV array giving rise to higher
active power delivery to the system and lower the reactive power absorbance by the
system. The comparative analysis is done under subsystem such as SPV-TEG-Wind
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Energy system (WES) over SPV-WES on the basis of active and reactive power. The
system is modeled, analyzed and validated under MATLAB-Simulink environment.

Keywords Solar PV system · TEG · Non-conventional distribution generation ·
Wind energy system · Reactive power · Active power

1 Introduction

Supplementary energy resources are becoming mandatory upon the enduring energy
reserves to cope with the energy demand of surging population and technological
advancement in the world [1]. Though the Sun is a boundless energy resource which
also clean as well as unreservedly available energy resource from nature, it suffers
from the curse of having lower efficiency upon the most used renewable energy
resources. Concentrated solar photovoltaic modules (CPV) are also sunlight based
energy generator that converts a portion of solar irradiance into electrical energy
having much more efficient than traditional solar PV system. Several portions of
the solar irradiation have wasted as heat while converting sunlight into electricity.
SPV system suffers from having lower quantum efficiency as it dissipates greatly
(around more than half) of the solar irradiation as heat. Hence by utilizing the dis-
sipated heat into the conversion of electricity the power generation and ultimately
efficiency can be increased. Many researchers have been working on the hybridiza-
tion of solar PV-Wind energy system (WES)-FCT, its control aspect, storage. In the
source side design of MPPTs for SPV and WES such as optimization-based MPPT,
ModifiedMPPT raises the system cost aswell asmathematical complexity [2]. As per
our knowledge, implementation of SPV-TEG based system has not been employed
in non-conventional distribution generation yet. Most of the researchers have been
working upon the hybridization of solar PV, WES and FCT based power generating
sources in Microgrid resulting substantial generation of active power and reactive
power [3–5]. These papers lag the complete use of solar irradiation for extracting a
significant amount of power from the solar PV array resulting in higher electrical
efficiency. But as far as our concern, implementation of solar PV-TEG based hybrid
system in conventional Microgrid has not been studied yet. The novelty of the paper
lies in the employment of aforementioned technique (SPV-TEG hybrid system) for
availing higher active power and lesser reactive power from the traditional Micro-
grid. Finally, system performance has been studied in this paper for employment of
SPV-TEG based system in non-conventional distribution generation system under
zero fault and numerous faulty conditions.
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2 System Modeling and Description

The modeling of thermoelectric generator (TEG) and solar PV modules (SPV) have
been performed by insertion of corresponding number of modules in parallel and
series as per the requirement. After being designed individually, both the systems
have been combined in order to perform the study upon the hybrid system. Themodel
is described in individual subsection namely:

• Modeling of Solar PV array
• Modeling of TEG
• Modeling of WES
• Modeling of DC–DC Converter
• Modeling of VSC (Voltage Source Converter)
• Modeling of Control Algorithm
• Modeling of Filter
• Modeling of Electrolyzer and its bidirectional converter.

2.1 Modeling of Solar PV Array

Solar irradiation and temperature on the solar PVmodule surface are solely responsi-
ble for the characteristics of SPV array. As the solar irradiance upon the SPV array is
increased, the power generated fromSPV array is also increased. In order to construct
an SPV array, number of SPVmodules need to combine in a particular fashion either
in series or parallel to obtain the requisite power. The equivalent circuit of the solar
cell is shown in Fig. 1 where Iph defines the function as current source, Rsh defines
the internal shunt resistance, Rse is the series resistance and a diode connected in
parallel with the current source [6]. The output current of the solar PV module

i.e. Ipv = Np Iph − Np I0

[
exp

{
q
(
Vpv + IpvRs

)
NSAkT

}
− 1

]
− Ish (1)

Fig. 1 Equivalent circuit of
solar cell
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Table 1 Specification of
TEG module

Parameters Values

Open circuit voltage (V) 8.8

Cold junction temperature (°C) 30

Hot junction temperature (°C) 300

Load resistance (�) 1.25

Load output voltage (V) 4.27

Load output power (W) 15

Load output current (A) 3.52

Heat flow density (W/cm2) ~12

Heat flow across the module (W) ~370

where k = Boltzmann’s constant = 1.3805 × 10−5 J/K, A = ideality factor of the
solar PV cell depend on PV manufacturing technology, some of them are presented
in Table 1, T = operating temperature of the module, q = 1.6 × 10−19 C.

2.2 Modeling of Thermoelectric Generator

The working of TEG constitutes of three elementary thermoelectric effects with
two accessorial effects. The three elementary effects are named as Seebeck effect,
Peltier effect, and Thomson effect while the accessorial effect can be named as Joule
effect and Fourier effect. Seebeck effect is responsible for electromotive force (EMF)
and Peltier heat, Thomson heat and Joule heat are caused by the effect of Peltier,
Thomson, and Joule, respectively. As amatter of fact, Peltier effect is not an interface
effect; it produces heat only at the end sides of the semiconductors. Volumetric effects
like Thomson and Joule heat production are pretended to be uniformly transferred to
the cold and hot junctions of the semiconductor elements [7]. Though the Thomson
effect is very small it is often neglected in many cases.

For steady-state analysis at cold and hot junction of TEG an energy balance
equation is used which can express as follows (2) and (3):
Mathematically

Qh =∝ ∗ Th ∗ I − ktc�T − 0.5I 2R (2)

Qc =∝ ∗ Tc ∗ I − ktc�T + 0.5I 2R (3)

The electrical current can be expressed as (4):

I = ∝ �T

(1 + n)R
(4)
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Table 2 Modeling
parameters at steady state

Parameters Symbols Corresponding values

Seebeck coefficient ∝ 0.035 V/K

Resistance � 1.22

Thermal conductivity ktc 20.91 W/K

Figure of merit Z 0.387 × 10−6K−1

The short circuit current is the maximum current at a load voltage of zero i.e.
VL = 0. Hence can be written as (5):

ISC = 2Im = 2Wm

Vm
(5)

Finally, the voltage of TEG can be expressed by using Ohm’s Law, and the corre-
sponding equation obtaining short circuit current and current through TEG is shown
in Eq. (5)

V = −R(I − ISC) (6)

A model of TEM specified by TEPI-12656-0.6 has been used over here to model
the hybrid system and the behavioral analysis has been conducted. The parameter
specifications of the thermoelectric module (TEM) have been listed in Table 1. The
constraints that have been considered for modeling are presented in Table 2.

2.3 Modeling of Wind Turbine

About 350–400Wpower is generated from a permanent magnet based self-regulated
variable speed wind turbine at a wind speed of 12 m/s. Stall control or self-control
can be achieved by adjustment of wind turbine blades in a particular direction. At a
wind speed of 17 m/s this wind turbine can be able to extract power from the wind.

The aerodynamics of the rotor can be stated as (7)

Pw = CpρAv3
w

2
(7)

where Pw = wind power,
Cp = Power coefficient.
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2.4 Modeling of Electrolyzer

A resistor (contact resistance) connected in series with the controlled voltage source
(CVS) is considered for modeling of an Electrolyzer. A shepherd’s model has been
used for representation of nonlinear voltage which varies with amplitude of current
and amplitude of the actual voltage. The CVS can be represented mathematically as
(8):

E = E0 − K
Q

Q − ∫
idt

+ A exp(−B
∫

idt) (8)

whereE isNoLoadVoltage,E0 isConstantElectrolyzerVoltage,K is thePolarization
Voltage, Q is the Capacity of Electrolyzer, A is the Exponential Voltage, B is the
Exponential Capacity, i is the Current of the Electrolyzer. Bidirectional converter is
an integral part of connecting an Electrolyzer with a system. As the name suggests
the flow of power is in both the directions. Generally, system integrated with Fuel
Cell, Supercapacitors use bidirectional converter for power flow in both directions.

2.5 Modeling of DC–DC Converter

In order to step up the voltage at the output of the terminal, dc–dc converter is used
which is also termed as boost converter.

It can be stated as (9)

V0 = Vs

1 − D
(9)

where

V 0 denotes Output Voltage of the System
V s denotes Input/Source Voltage of the System
D denotes Duty Cycle (it varies from 0 to 1).

2.6 Modeling of Voltage Source Converter (VSC)

For mitigation of power quality issues, converting dc side voltage into ac voltage for
feeding it to the grid; VSC is connected to the system. This can also act as an active
shunt filter. Natural a-b-c reference frame has been considered for modeling of the
VSC. The following equations have been used in order to model the VSC.
Mathematically,
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Sa = 2S1 − 1 (10)

Sb = 2S3 − 1 (11)

Sc = 2S5 − 1 (12)

Via =
(
2

3

)
∗ Vdc

2
∗ Sa − 1

3
Sb − 1

3
Sc (13)

Vib =
(
2

3

)
∗ Vdc

2
∗ Sb − 1

3
Sa − 1

3
Sc (14)

Vic =
(
2

3

)
∗ Vdc

2
∗ Sc − 1

3
Sa − 1

3
Sb (15)

where,

Sa, Sb, Sc define three-phase Switches (Eqs. 10–12);
S1, S3, S5 define Switching state of switches;
V ia, V ib, V ic define Voltage output of inverter (Eqs. 13–15);
V dc define DC link voltage.

2.7 Modeling of Control Strategy of VSC

There is a self-uniqueness of this control strategy for operation during healthy as well
as faulty conditions. The control strategy thus used is found to be efficient as after
the clearance of fault, it brings the system back to the steady-state. No controller will
be going to work during fault; hence the control strategy is designed in such a way
that as soon as the fault is cleared the system comes back to the initial position as
soon as possible. Whatever non-conventional sources are proposed to integrate this
strategy holds well every time. A multiplication factor of 0.0045 is considered for
phase voltages. The control strategy thus used can be shown in the block diagram in
Fig. 2.

2.8 Filter Modeling

Though the system uses many power electronics-based switches there is the chance
of generation of harmonics in the system. In order to lessen the harmonics filter
circuits have been implemented. The Synchronous reference frame (SRF) has been
used in order to model the filter circuit that can be explained below.
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Fig. 2 Control strategy of VSC generating gate signal

Vid = R f id + L f
did
dt

− ωeL f iq (15)

Viq = R f iq + L f
diq
dt

+ ωeL f id (16)

where,

Rf denotes Resistance of Filter;
Lf denotes Inductance of Filter;
ωe Denotes Angular Frequency;
id, iq denotes d and q-axis inverter currents;
V id, V iq denotes d and q-axis inverter voltages.

3 Proposed System Configuration

Figure 3 shows the pictorial presentation of the proposed system.
The figure represents the proposed system of employing thermoelectric generator

(TEG) inNDG.The newness of thiswork lies in integratingTEGswith solar PV array
so that the power generation from the RE sources could bemaximized in a significant
manner. As per our knowledge, implementation of TEGs has not yet considered for
Microgrid. Hence the proposed system is compared with conventional NDG to infer
the superiority of employing TEGs to NDG.
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System I

Replaceable System II

Fig. 3 System I to be compared with proposed system configuration

4 Results and Discussion

The system is subjected to healthy condition as well as several variations (fault
conditions). The reliability of thewholeNDGsystem is studied for several parameters
such as active power delivered to the systemby theREsources (P) andReactive power
supplied to the system (Q). The control strategy applied to the systemhas been studied
precisely during variations. Because the main aim of control strategy will be defined
best when the fault is cleared means as soon as the fault is cleared the control strategy
starts its action in order to retain the system back to the initial condition. Thus the
applicability of the proposed system is verified for healthy condition (during zero
fault), and faulty conditions such as Line-to-Ground (L-G) fault.



552 S. Jena et al.

4.1 During Healthy Condition (Zero Fault Condition)

The proposed system is integrated with TEG in order to utilize the significantly lost
heat by solar PVmoduleswhich are integrated into conventionalMicrogrid integrated
with WES.

Solar PV array receives solar insolation for the generation of electricity. In Fig. 4,
the active power thus generated by the proposed system is about 1.86 times to the
conventional NDG. Similarly in Fig. 5, the reactive power generation is found to
quite lesser i.e. equivalent to 2.93 times than the system I.

Fig. 4 Active power delivered for PV-TEG-WIND and PV-WIND system

Fig. 5 Reactive power delivered for PV-TEG-WIND and PV-WIND system
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Fig. 6 Active power during L-G fault for PV-TEG-WIND and PV-WIND system

Fig. 7 Reactive power during L-G fault for PV-TEG-WIND and PV-WIND system

4.2 During Line to Ground Fault Condition

The proposed system is studied under fault conditions in order to check the reliability
of the controller during disturbances. The system fault is created in virtual scenario.
In the above studied single L-G fault active power, reactive power, solar power is
shown inFigs. 6 and 7. It can be inferred that the controller acts precisely as the overall
system comes back to steady-state just after the fault is cleared. The fault duration
is set to be 0.9–1.3 s. In Fig. 6 the active power delivered by the proposed system
is about 1.867 times to the conventional one though it suffers from disturbances,
similarly, the reactive power absorbed is quite lesser i.e. about 2.95 times than that
of conventional one in Fig. 7.

5 Observational Analysis

The observational analysis of the study has been shown in Table 3.
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Table 3 Observation analysis of replaced system with conventional in terms of active and reactive
power

During healthy condition During L-G fault condition

System I Replaced system II System I Replaced system II

P = 3.458 × 104 W P = 6.443× 104 W P = 3.447 × 104 W P = 6.435 × 104 W

Q = 1.37 × 104 W Q = 4660 W Q = 1.378 × 104 W Q = 4671 W

�P = 2.985 × 104

W
% of increase =
46.32%

�P = 2.988 × 104

W
% of increase =
46.43%

�Q = 1193 W % of decrease = 19% �Q = 1177 W % of decrease =
19.61%

6 Conclusion

Thermoelectric Generators (TEG) are integrated with solar PV system in order to
process the lost heat by thermoelectric effect. The conversion of light energy into
electricity by photoelectric effect and converting heat into electricity by thermo-
electric effect combinedly generate a significant amount of power from solar PV
array. Hence this technique is implemented on conventional DG. In the proposed
SPV-TEG-WES based system, about 45–50% more active power is delivered to the
system while about 67–70% lesser reactive power is absorbed than that of conven-
tional SPV-WES. The proposed system is studied on several constraints like active
power, reactive power, and solar power. The entire system is modeled, studied, ana-
lyzed and validated usingMATLAB/Simulink environment. The combined PV-TEG
has shown a greater impact on traditionalMicrogrid giving rise to higher active power
delivery to the system, lower reactive power absorbance. Hence the TEG integration
is found to be very fruitful to the conventional hybridization where solar PV array is
employed. The work can be extended to experimental verification with the theoreti-
cal determined results and thereafter the conventional system can be integrated with
the TEGs for significant extraction of power from the solar PV array.
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Design of Artificial Pancreas Based
on Fuzzy Logic Control in Type-I
Diabetes Patient

Akshaya Kumar Patra, Anuja Nanda, Shantisudha Panigrahi
and Alok Kumar Mishra

Abstract This manuscript presents a SIMULINK model of Glucose Metabolism
(GM) process and design of a Fuzzy Logic Controller (FLC) to regulate the Blood
Glucose (BG) concentration inType-IDiabetesMellitus (TIDM)patients. TheFLC is
a novel approach whose gains dynamically vary with respect to the error and change
in error signal. The validation of improved control action of FLC is established
by comparative result investigation with other published control algorithms. The
comparative results clearly reveal the better performance of the proposed approach
to control the BG concentration (level) within the normoglycaemic range in terms of
accuracy, stability, and robustness.

Keywords Diabetes · Insulin dose · Glucose concentration · MID · FLC

1 Introduction

As per the World Health Organization report, one among the widespread diseases
is diabetes mellitus and is resulted due to the malfunctioning of the pancreas. This
reduces insulin sensitivity affecting the normoglycaemic range of BG concentration
(70–120mg/dl) in a healthy human being. At present, numerous research projects are
undertaken by several researchers to get rid of this problem by devising advanced
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medical equipment like automated MID. Till date, BG concentration is manually
controlled to adopt the open-loop control strategy. The hypoglycaemic or hypergly-
caemic conditions may evolve due to the difficulties in handling the internal system
changes and external disturbances by implementing the control loop technique. The
development of implanted Artificial Pancreases (AP) enabling the adequate dose of
insulin delivery proportionate to the sensor measurement in the patient’s body may
provide themeans to incorporate the closed-loop control strategy. Figure 1a describes
a closed-loop patient model with an AP. The AP consists of glucose sensor, MID,
and controller (FLC). The sensor measures the BG concentration of the human body
continuously and sends signal to the controller (FLC) for generating the desired con-
trol actions. The control signal u(t) generated by this controller (FLC) also depicts
the association of the additional model uncertainties and disturbances. Thereafter,
according to the u(t), the optimal insulin dose is infused into the patient’s Venous
Blood (VB) by MID to achieve the normoglycaemic range of BG concentration [1,
2].

To determine an optimal solution for the AP like building an appropriate model of
the complex BG regulatory system, a number of obstacles and challenges such as the
effects of nonlinear behavior, time-dependent dynamics, presence of several sources
of disturbance, uncertainty and lack of glucose sensing are to be faced. Additionally,
the challenges and constraints related to control, specifically for BG regulation con-
troller design are considerable glucose measurement delay, insulin absorption delay
after being injected, irreversible action of insulin, meal detection, and estimation,
model parameter variation, asymmetric risk of extreme BG concentration variations
and time-based control needs, etc. [1]. Despite of technical progress and consider-
able development on aforesaid issues, substantial improvement is still required in the
control algorithm. Assessment of the glucose excursions following the insulin dose
adjustment needs a controller for BG regulation in AP and many authors suggested
the PID controller as a viable solution [3, 4]. However, due to glucose sensing time
delay, insulin action, and non-variable gain parameters, the desired performance,
assuring high accuracy, reliability and robustness could not be achieved. The fuzzy
control [5, 6], LQG control [7], H∞ control [8–10], Sliding Mode (SM) control
[11–14], and MP control [15, 16] are some of the well-proven controllers to deal
with the BG regulation issues. The BG control in the diabetic patients within the
normoglycaemia range inculcating the above controllers enhanced the accuracy and
robustness to some extent compared to the PID controllers. However, these control
approaches are not entirely insensitive to the disturbances and the uncertainties of
the model in spite of the improved performance. Hence, optimal control parameters
setting for better performance and for avoiding slow response following meal dis-
turbance, the current work suggests an alternative novel technique implementing the
fuzzy logic control.

The FLC approach concept leads to enhanced control performance with respect to
robustness and delay of time compensation characteristics to counteract the negative
impact of associated errors, disturbances, and uncertainties. The stabilizing control
law u(t) is developed based on the FLC approach. Application of the FLC to control
the BG concentration in TIDM patient results to ensure a better robust controller in
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Fig. 1 a Overview of TIDM patient model with AP; b compartmental model of TIDM patient with
AP; c SIMULINK model of TIDM patient with MID; d SIMULINK model of MID
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comparison to other contemporary well-accepted methods under both harmonized
and incompatible uncertainties.

The highlights of this manuscript are as follows:

• Development of a SIMULINK model of the TIDM patient.
• Design of a novel FLC to control the BG concentration within the stable range.
• Evaluation of the control actions of the FLC under several abnormal conditions.
• Comparative investigation to certify the better response of the FLC.

This manuscript is organized as follows. Section 2 concisely illustrates the TIDM
patient model with mathematical details reflecting its dynamic characteristics of its
GM process. Also, it clearly demonstrates the simulation execution of the system
on MATLAB environment. A detailed presentation on how the control technique
is formulated and how it is implemented for this problem is presented in Sect. 3.
Comparative results of the proposed approach with other published control tech-
niques and the related analysis are provided in Sect. 4. The concluding comments
are summarized in the Sect. 5.

2 Problem Formulation and Modeling of TIDM Patient

The problem formulation and all dynamics of patient model are described in this
section.

2.1 System Overview

The compartmental model schematic diagram as depicted in Fig. 1b reveals the GM
dynamics of the human body. The proposed controller is tested using the above
model. The human body has liver, kidney, periphery, heart/lungs, gut, and brain as
different functional parts and is shown as six compartments separately. The blood
flowdirections or circulation are indicatedby the arrowmarks.The controller receives
the measured arterial glucose value as input to provide the optimal insulin dose to
be injected as an output with the help of MID.

2.2 Clinical Background

A human body with a prolonged high arterial BG level that exceeds 144 mg/dl is
known to suffer from hyperglycaemia disease. This type of clinical disorder is also
termed as diabetes mellitus. The insulin deficiency along with its less resistive or
insensitiveness independently or combinedly cause hyperglycaemia and are some of
the major reasons as discussed in [17, 18]. Diabetes Mellitus may occur if the blood
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glucose remains unutilized effectively under any normal human life cycle. Diabetes
is classified as type-I and type-II as per the rate of insulin creation in the patient’s
body. In the type-I diabetic patients, the insulin creation by the pancreatic cells is
completely impossible, but in the case of the type-II is at a bit smaller rate, which also
gets inhibited in due course. Hence, in the present situation, an immediate insulin
injection to restore the normal BG level is essential that also prevents allied adverse
impacts on the normal operation of any human body. Subject to diverse fooding,
fasting and exercise behaviors, the regulation of the BG levels is not very easy in the
real human life cycle.

The external sources like the carbohydrate foods are digested down into glucose at
gut, and then filtered. The filtered glucose is added to theVB. Later on, the liver stores
this glucose after being transferred from the venous blood as glycogen.When the BG
concentration in the VB is less than normoglycaemic range of glucose concentration,
glycogen is re-injected as glucose by the liver into venous blood and is known as the
internal glucose source. The glucose utilization and production by the liver is known
as the Net Hepatic Glucose Balance (NHGB), which is the general phenomena in
the glucose metabolism process. The total energy needed by human body organs
irrespective of insulin dependency derives from the degree of glucose utilization.

The creation of insulin is due to the β-cells present in the pancreas and thus the
BG level is regulated. A normal human with high BG level has two major functions
of insulin, firstly to allow the liver for the glucose absorption along with storing it in
the form of glycogen, specifically under the meal intake conditions. As a result, the
production of excess ‘internal’ glucose by the liver andmuscles is stopped. Secondly,
insulin speeds up the glucose absorption in the muscles and fulfills the peripheral
energy needs of the body. But, in case of diabetes patients the abnormality in the
MP dynamics, both the aforementioned functions are found to impair partially or
completely. In case of diabetes patients, the cells stop the glucose utilization and
internal glucose is produced by the liver, then an uncontrolled BG level is noticed.
Later, as the BG level is more than the RTG value of 162 mg/dl, venous BG in excess
is extracted through the kidney.

2.3 Modeling of a TIDM Patient

In the present scenario, with due consideration of the dynamics of the glucose
metabolism process, several simulation models are proposed to control the BG con-
centration in the TIDM patients [19–22]. Owing to the simplified structure and
desired approximation to the dynamics of human metabolism with reduced error,
the model suggested by Parker et al. [19], Parker and Doyle [20] and Lehmann and
Deutsch [21, 22] are among the widely accepted ones. The testing and verification of
the proposed technique using Lehmann and Deutsch [21, 22] model for BG control
are considered in the present study. Figure 1b describes the compartmental set up of
a diabetic patients with the implanted AP. The controller computes the insulin injec-
tion amount to the VB at 5 min interval using an integrated implanted insulin pump.
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Depending on the supporting device and sensing technology, the sampling rate varies
when is being applied in the real-time domain [23, 24]. The gut compartment input
is the meal and the peripheral input is the exercise for integrating and executing the
process disturbances. Compartmental modeling method considering the equations
of the fast principle has been used to develop the GI interaction process with a MID
model of the patient [21, 22]. Figure 1c demonstrates the simulated model of the
patient with MID.

2.4 Micro-insulin Dispenser

In this study, a 5th order model suggested by Cochin and Cadwallender [24] is
taken up to devise the MID model. Figure 1d represents all dynamics of the major
components of the MID model like the suitable control circuit, fluid circuit, insulin
pumpwith return valve and the insulin storage capsule. The dynamics of its operation
are based on the principle of the variable pumping rate. The BG concentration is
regulated with the injection of the required insulin dose by the MID into venous
blood with respect to u(t).

2.5 Analysis of Patient Dynamics

The patient model dynamic and characteristic operations are verified under several
operating constraints like the actuator and sensor noises, intake amount of carbohy-
drates, and varying exercises, etc. The BG concentration and the insulin dose of the
considered patient model with 60 gm meal at 600 min and the exercise for half-an-
hour at 1300 min are illustrated in Fig. 2a. The glucose production and consumption
rate of liver, and glucose consumption rate by the BG profile organs such as gut
compartment, CNS, and peripheral cells are shown in Fig. 2b.

The overall BG regulation in the human body is carried out naturally through
glucose utilization by the organs such as peripheral cells (adipose tissues, muscle
cells) and the liver that exclusively depends on insulin. The peripheral cells and
liver consume the least amount of glucose under the condition of lack of insulin.
Under this situation, BG level rises abnormally and goes beyond the glucose level
of 144 mg/dl. This results in the hyperglycaemia problem. The kidney removes part
of the glucose from VB under the condition when the BG concentration rises up to
RTG value. The rate of glucose excretion of the kidney proportionate to the BG level
is represented by Fig. 2c. Figure 2a–c illustrate the unstable dynamics under various
model uncertainties and disturbances. These abnormal dynamics can be reduced by
applying the AP based on a suitable control algorithm.
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Fig. 2 a BG concentration with respect to insulin dose; b glucose production and consumption
rate by GM organs; c glucose extraction rate of kidney versus BG level

3 Control Algorithm

The FLC control algorithm is demonstrated in this section. The closed-loop system
response with respect to stability, accuracy, and robustness are analyzed. The control
specifications such as settling time (min), steady-state error ess (%), overshoot (mg/dl)
and undershoot (mg/dl) are also evaluated and examined with proper validation of
the controller actions.

3.1 FLC Design

The basic block diagram of the proposed fuzzy logic controller for BG regulation in
patient model is shown in Fig. 1a. There are two separate meanings of fuzzy logic.
Generally, fuzzy logic is the further application of multivalued logic and is also
known as logic system. We can also say fuzzy logic is the same as fuzzy sets theory,
which relates to collection of objects with unsharp boundaries and the membership
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Table 1 Fuzzy rules for closed-loop control of BG level

e(t)/de(t) NB NM NS ZE PS PM PB

NB NB NB NB NB NM NS ZE

NM NB NB NB NB NS ZE PS

NS NB NB NM NS ZE PS PM

ZE NB NM NS ZE PS PM PB

PS NM NS ZE PS PM PB PB

PM NS ZE PS PM PB PB PB

PB ZE PS PM PM PB PB PB

is a point of degree. There is a specific object which degree of membership in a given
set which can vary between the range 0–1 in fuzzy set theory. Fuzzy logic is based on
sound quantitative and also deals with imprecise information and data. Mathematical
theory the values of fuzzy variables are expressed by proper English language. Error
in BG level of a TIDM patient can be defined in linguistic variables like Negative
Big (NB), Negative Medium (NM), Negative Small (NS), Zero (ZE), Positive Small
(PS), Positive Medium (PM), Positive Big (PB), and each variable can be defined by
varying triangular membership function. Seven fuzzy levels were chosen and were
defined by fuzzy set librarywhich values of the error signal is e(t) and change in error
signal is de(t). The larger the number of fuzzy levels, the higher the input resolution.
We know that a rule is n-dimensional and n is the number of variable included in
the rule. The sum of rules is known as rule R. FIS editor edits the input and output
variables, which are e(t), de(t) and output. After editing, the membership function
for each variable is established [5]. The final step involves writing rules in rule editor
using the rule given in Table 1.

4 Result and Discussions

Tim-domain response of glucose profiles, stability, and robustness of the closed-loop
modelwith proposed FLC are described in detail in this section. The proposed control
approach is compared with other popular control algorithms to justify its enhanced
performance.

4.1 Analysis of Patient Dynamics with FLC

In this section, all glucose profiles of the nonlinear patient model with FLC is exam-
ined under different operating conditions such as variation of exercise, intake amount
of carbohydrate, and noise of sensors and actuators.All glucose profiles likeBG level,
insulin dose, NHGB rate, Gut rate, CNS and peripheral glucose utilization rate in
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TIDM patient model with the proposed controller are illustrated in Fig. 3. Compared
to the condition of the uncontrolled process, the result obtained evidence a higher
utilization of the plasma glucose by the peripheral cells and liver, those are dependent
on the insulin availability and sensitivity. These bring back the BG level to 81 mg/dl
with the quick settling time that results in the reduction or prevention of the hypergly-
caemia occurrence probability as shown in Fig. 3a. The insulin-independent organ
like the CNS, consume the plasma glucose at a constant rate. Figure 3b illustrates the
constant rate of glucose utilization by CNS at 84 mg/min. As the BG level is below
the RTG level, the kidney does not extract any glucose and is depicted in Fig. 3c
by the constant glucose excretion rate at zero levels. By implementing the proposed
control techniques to the MID, different operational parameters are evidenced and
have enhanced performances.

Fig. 3 Control action of FLC in glucose profiles of TIDM patient model: a BG concentration with
respect to insulin dose; b glucose production and consumption by GM organs; c glucose extraction
rate of kidney versus BG concentration (level)
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Fig. 4 BG concentration (level) with deviation of ±30% meal intake based on FLC

4.2 Robustness of the FLC

Figure 4 illustrates the BG concentration of the patient model with suggested FLC
under the large variation of disturbance of the meal. The time-domain outcomes
under different quantities of meal intake show the enhanced performance of the
patient model with suggested approaches. Overall in each case, the patient model
achieves finally BG concentration of 81mg/dl with less settling time. As indicated by
the results, the suggested controller’s robust performance under the huge deviation
of meal disturbances compared to FLC and other published control techniques is
much better.

4.3 Stability Analysis

Figure 5a, b illustrates the magnitude plots result of the open-loop and closed-loop
patient model to verify and analyze the stability conditions. From the magnitude
plots, it is observed a better smoothness referring to the wider steady-state stability
of closed-loop system (Fig. 5b) than the open-loop system (Fig. 5a). In other words,
the bandwidth is increased in case of a closed-loop system with proposed controllers
than the open-loop system. This clearly indicates a faster stable dynamics, and also
closed-loop patient model with FLC archives BG concentration of 81 mg/dl with
less settling time. This justifies better stability during system operation with FLC.
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Fig. 5 a Magnitude plot of the patient model; b magnitude plot of the patient model with FLC

4.4 Comparative Study

The suggestedFLCapproach is comparedwith other popular control approaches such
as PID, fuzzy, H∞, and SM to justify its enhanced performance as the controllers.
Figure 3 illustrates the effect of meal disturbance in the BG concentration of the
patientwith the FLCapproaches. Table 2 presents a comparative analysiswith respect
to settling time (min), peak overshoot (mg/dl), peak undershoot (mg/dl), noise (%),
and steady-state error ess (%). The effect of meal disturbance in the BG concentration
of the patient model applying different control approaches are also presented in
Table 2. Similar working conditions are followed with the same level of actuator and
sensor noise in all control techniques application for comparison.

The BG concentration in TIDM patient model ingested to 60 gm meal under dif-
ferent controllers is tested. The corresponding results are presented for the various
control approaches along with the proposed FLC with respect to control specifi-
cations such as overshoots (mg/dl), undershoots (mg/dl) and settling time (min).
The results signify the better controllability of the FLC. The simulation results also

Table 2 Comparative result analysis related to the BG concentration

Controller PID [4] Fuzzy [5] H∞
[10]

SM [14] FLC (proposed)

Meal intake (mg) 60 60 60 60 60

Insulin infusion rate
(mU/min)

59.6 59.2 59.1 59 59.1

Settling time (min) 290 260 255 250 265

Peak overshoot (mg/dl) 5.2 5.3 6.6 6.5 4.4

Peak undershoot (mg/dl) 3.1 2.1 1.2 1.5 1.3

Noise (%) 10 10 5 5 5

ess (%) 0 0 0 0 0
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demonstrate the high noise elimination capability with high robustness for the pro-
posed approach. Overall, by looking at the above comparative analysis, the findings
of suggested approach advantages are higher accuracy and stability, more robustness,
high noise elimination capability, and better capability to handle uncertainty under
various abnormal conditions and huge variation meal disturbance.

5 Conclusions

In this paper, a novel control strategy FLC is proposed for BG control in TIDM
patient model. To justify its enhanced performance, it has been applied and tested
to control the BG concentration in patient within normoglycaemic range. Initially, a
simulationmodel of theTIDMpatient is formulated. Than theFLC is designed forBG
regulation. The comparative results clearly reflect the suggested FLC arrives at better
performance than the other control approaches such as PID, fuzzy, H∞, and SM,
with respect to stability, reliability, and robustness under various abnormal conditions
and disturbances. The related better performance of the suggested approach (FLC)
with respect to improved accuracy and stability, enhanced robustness, high noise
elimination capability, and better capability to handle uncertainty justify its real-time
application.
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Comparative Analysis of LMS-Based
Control Algorithms for Grid Integrated
PV System

Satish Choudhury, Byomakesh Dash, Bidyadhar Subudhi and Renu Sharma

Abstract In the power sharing scenario, maintaining power quality at its standard
value is a challenging task. Insertion of various types of nonlinear load in the LT
line not only deteriorate the quality of power flow but also unwanted harmonics are
injected to the system. To maintain stability in the utility system adhering to quality
of power flow, different least mean square (LMS) based adaptive control schemes
are adopted. Comparative analysis between those LMS-based control algorithms
is cited in this paper following steady and dynamic state analysis. In this paper,
comparative dynamic analysis between LMS, sign error-LMS (SELMS), sign-data
LMS (SDLMS) and sign-sign LMS (SSLMS) is made to evaluate the performance
of the said algorithms.

Keywords Photovoltaic · Total harmonic distortion · LMS · SELMS · SDLMS ·
SSLMS

1 Introduction

The mission of the energy transition from unsustainable to more sustainable and
equitable in the near future persuade to analyze the PV-based sustainable energy
integrated system under different detrimental conditions. The integrated system basi-
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cally encounters power quality issues owing to induction of nonlinear activities such
as hard and soft switching of power semiconductor switches, sudden change in
demand, bidirectional flow of power, and variation of solar temperature and irra-
diance. The process of encounter involves different types of control technologies
such as second-order generalized integrator (SOGI), third-order generalized integra-
tor (TOGI), SOGI-FLL, synchronous reference frame phase-locked loop (SRFPLL),
and LMS-based control algorithm to get rid of aforementioned adversities. All the
methodologies involved in the process of integration also uses MPPT techniques [1]
such as incremental conductance (IC), perturb & Oobserve (P&O) technique, esti-
mated perturb-perturb technique, incremental conductance with integral regulator,
and hybridMPPT techniques [2] which are widely used to extract the ultimate power
from the solar PV system.

The control technologies mentioned above either use peak extraction or funda-
mental extraction technique to generate reference grid currentwhich enables to create
a pulse pattern using hysteresis controller for the switches of voltage source converter
(VSC) involved in single-stage grid integrated PV (SSGIPV) system.The objective of
different tools used in SSGIPV system is tomaintain the quality of power flow, ensur-
ing unit power factor(UPF) and reduction in THD as per IEEE-519 [3] standard. To
achieve the said objectives, the system goes under dynamic performance evaluation.
In this evaluation process, the percentage of steady-state error and the convergence
rate is observed to give judgment on the control algorithm. Tools like improved linear
sinusoidal tracer (ILST) [4], filtered-x-LMS [5], and least mean fourth (LMF) [6]
focus on convergence rate and transient errors to evaluate the performance of the con-
troller. It has been found that ILST and LMF have a faster convergence rate than that
of Fx-LMS. The above-mentioned algorithms are also used variable step size instead
of fixed step to have a faster dynamic response as given in the literature [7–11]. In
LMS type of control algorithm, squared error is considered as a cost function for
updating the weight matrix to estimate the active and reactive component of the load
current required for generation of reference grid current. Further, the reference grid
current along with the actual grid currents is used to generated required pulses for
the controlled switches of the interfacing VSC through hysteresis current controller.
The self-regulation of step sizes fastens the rate of convergence and also enhances
the performances of the overall system by estimating the weights under steady and
transient states.

In this paper, a comparative dynamic analysis of LMS-based control algorithms
is made to select the suitable controller for effective grid integration. The overall
behavior of SSGIPV system is analyzed by taking the selective control algorithm
from the comparison made before with respect to different abnormalities. In LMS-
based control algorithm, the range of step size is minimum and it directly depends
upon the maximum value of the eigenvalues of the system, and it is also found that
theminimum is the step size, the slower is the convergence rate, but themean squared
error (MSE) is smaller. Hence, the step size maintains balance between convergence
rate and steady-state MSE [12]. Unlike LMS, in SELMS step size does not depend
upon eigenvalues, but the step size is chosen to be a power of two. In SDLMS,
time-varying step size is chosen for updating the weight vector, whereas SSLMS is
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chosen the fixed step size to update the coefficient in the weight vector. Generally,
the settling time of SSLMS is slower than that of LMS.

The objectives of the paper are as follows.

– Active and reactive component of the load current is estimated using aforemen-
tioned control algorithms.

– Comparative analysis of LMS, SELMS, SDLMS, and SSLMSon basics of average
active weight pertaining to abnormalities is discussed.

– Dynamic analysis of the overall SSGIPV is analyzed using LMS control algorithm.

The paper is organized as follows. Following Introduction in Sects. 1 and 2
describes the modeling of PV grid system and computational analysis of LMS-based
control scheme. The comparative analysis of LMS, SELMS, SDLMS, and SSLMS is
explained in Sect. 3. The simulation result under unbalanced condition is discussed
in Sect. 4, and the brief conclusion is presented in Sect. 5 followed by Appendix.

2 PV Grid Integrated System

The overall SSGIPV system is shown in Fig. 1. It consists of PV arrays, where the PV
modules are connected in series and parallel fashion to get required current, voltage,
and power rating. It has also consists of a voltage source converter, harmonic filters
to remove the ripple content of the inverter output currents, utility grid, requisite
control algorithm to generate switching pulses, P&OMPPT [1] controller to extract
maximum power and the customized nonlinear load. The system parameters are
calculated as in [13] and are given in Appendix.

Fig. 1 Overall layout of PV grid integration system
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2.1 MPPT and LMS-Based Control Scheme

The basic element of SSGIPV system is P&O MPPT controller. It is working in
twofolds. In first fold, it extracts maximum power from the PV array, and in second
fold, it helps to estimate the dc-link reference voltage (Vdc_ref) which will be further
used along with other system parameters by LMS-based control algorithms as shown
in Fig. 2 to estimate reference grid currents. Taking the aforesaid estimated Vdc_ref

and actual voltage (Vdc_link) across dc-link capacitor (Cdc_link), the DC power loss
component is calculated. Similarly, AC loss component can be calculated using the
PV power (Pt ) and the amplitude of the terminal voltage (Vtp). Further, the active
and reactive weights required for estimating the reference grid currents (i∗a , i∗b , i∗c )
are calculated using loss components and the average weights estimated through
different LMS-based control algorithms. The desired quality of power flow ensuring
UPF is only achieved through controlled switching pulses of VSC which is the
key element for effective grid integration under adverse condition. The required
switching pulses are obtained by passing the current error through a hysteresis band
of width 0.01, where the unit of the bandwidth is depending upon the error which
is passing through it. In this case, it follows the unit of the current i.e., ampere.
The following section depicts the estimation of different control parameters using
LMS-based control algorithms.

Estimation of Parameters Using LMS Control Scheme: As stated before, the basic
parameters for obtaining controlled switching pulses are the reference grid currents.
So in this section, the step-by-step calculation of i∗a , i∗b , i∗c are explained.

Fig. 2 Basic layout and implementation of LMS control scheme
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Step 1: Calculation of in-phase templates:
The in-phase templates (ua , ub, uc) are calculated using (1) and (2).

⎡
⎣
ua
ub
uc

⎤
⎦ = 1

Vtp

⎡
⎣
Va

Vb

Vc

⎤
⎦ = 1

Vtp

⎡
⎣
2
/
3 1

/
3

−1
/
3 1

/
3

−1
/
3 −2

/
3

⎤
⎦

[
Vab

Vbc

]
(1)

where Va, Vb and Vc are the phase voltages of ‘a,’ ‘b,’ and ‘c’ phase, respectively,
and Vab and Vbc are the line voltages across phase ‘ab’ and ‘bc,’ respectively. All the
voltages are rated in volts.
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Step 2: Calculation of DC power loss:
To maintain the constant Vdc_link irrespective of disturbances in grid as well as in PV
side, it is necessary to calculate DC power loss (Pdc_loss) as in (3).

Pdc_loss(k) = Pdc_loss(k − 1) + Kc

(
1 + 1

τi s

) (
Vdc_link(k) − Vdc_link(k)

)
(3)

where Kc is the proportional gain and τi is the integral time constant of PI controller.
Step 3: Calculation of feed-forward component:
The feed-forward components for the PV system (Ppv_ f f )is calculated as in (4)

Ppv_ f f = 2Pt
3Vtp

(4)

Step 4: Calculation of Average weight:
The active weight of ‘a’ phase load current at each instant k is updated as in (5).

ψa(k + 1) = ψa(k) + μea(k)ua(k) (5)

whereψa(k) is the estimated weight of a-phase load current at ‘kth’ instant and ea(k)
is the error. The error is calculated in (6).

ea (k) = ila(k) − ua(k)ψa(k) (6)

Similarly, the activeweights of ‘b’ and ‘c’ phase load currentψb(k) andψc(k), respec-
tively, at each instant k is calculated using (5) and (6) replacing the unit templates
and error of the respective phases in place of ‘a’ phase component. For example, ea
will be replaced by eb and ua will be replaced by ub and so on. The average active
weight is calculated using (7)

ψavg = ψa(k) + ψb(k) + ψc(k)

3
(7)
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Step 5: Calculation of resultant active weight:
The resultant active weight (ψp) is calculated in (8)

ψp = ψavg + Pdc_loss − Ppv_ f f (8)

Step 6: Calculation of reference grid currents:
The i∗a , i∗b , i∗c are calculated in (9)

i∗a = ψp × ua, i∗b = ψp × ub, i∗c = ψp × uc (9)

The parameters of SELMS, SDLMS, and SSLMS control scheme are calculated
in the succeeding sections following the steps of LMS control scheme. In the process
of parameter estimation, only the Step 4 of LMS control scheme will be modified
and the remaining Steps will be unaltered. Figure2 only shows the implementation
of LMS control scheme, but this figure can be modified for other LMS-based control
schemes discussed in succeeding section.

Estimation of Parameters Using SELMS Control Scheme: As discussed above,
the changes made in the calculation of Step 4 in the preceding section are given
below. The active weight of ‘a,’ ‘b,’ and ‘c’ phase load current is obtained using
(10).

ψph(k + 1) = ψph(k) + μsgn
{
eph(k)

}
u ph(k)

eph (k) = ilph(k) − u ph(k)ψph(k)
(10)

where ‘ph’ indicates the parameters of a particular phase and being replaced by ‘a,’
‘b,’ and ‘c’ for calculation of a-phase, b-phase, and c-phase parameters, respectively.
Here, a sign function is used for the purpose of estimation and is given in (11).

sgn
{
eph(k)

} =
⎧⎨
⎩
1; eph (k) > 0
0; eph (k) = 0
−1; eph (k) < 0

(11)

Estimation of Parameters Using SDLMS Control Scheme: The active weight of
‘a,’ ‘b,’ and ‘c’ phase load current using SDLMS scheme is obtained using (12).

ψph(k + 1) = ψph(k) + μeph(k)sgn
{
u ph(k)

}
(12)

where ‘ph’ indicates the parameters of a particular phase and being replaced by ‘a,’
‘b,’ and ‘c’ for calculation of a-phase, b-phase, and c-phase parameters, respectively.
The sign function used in (12) is given in (13).

sgn
{
u ph(k)

} =
⎧⎨
⎩
1; u ph (k) > 0
0; u ph (k) = 0
−1; u ph (k) < 0

(13)
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Estimation of Parameters Using SSLMS Control Scheme: Similar to (12) the
active weight of ‘a,’ ‘b,’ and ‘c’ phase load current using SSLMS control scheme is
found using (14). Sign function used in (14) is given in (11 and 13).

ψph(k + 1) = ψph(k) + μsgn
{
eph(k)

}
sign

{
u ph(k)

}
(14)

2.2 Generation of Switching Pulses Using Hysteresis
Controller

The error to be compensated using control algorithms stated above is obtained by
comparing the calculated reference current from (9) with that of sensed current
from utility grid. Then, the error is passed through the hysteresis current controller
operating at width of 0.01. Within the band, the actual grid current is tracked to
follow the reference grid current through controlled switching patterns of VSI.

3 Comparative Analysis of LMS, SELMS, SDLMS, and
SSLMS

In the preceding section, the detail theoretical analysis of LMS, SELMS, SDLMS,
and SSLMS is explained. In the LMS algorithm, the cost function is taken as in (15),
whereas in sign function-based algorithm like SELMS, SDLMS and SSLMS uses
the cost function as (16).

ξ (k) = E
{|e(k)|2} (15)

ξ (k) = |e(k)| (16)

The objective of the algorithms is to minimize the error either by using steepest
descent or gradient descent methods. It is found from the analysis [12] that in LMS,
the range of step size (μ) is 0 < μ < 2

λmax
, where λmax is the maximum value of

the eigenvalues. The smaller step size indicates the slower convergence rate, but
the error becomes smaller. So in sign-based algorithm, the equations are modified
without increasing the computational complexity to achieve the requisite rate of
convergence and the MSE. In SELMS, a sign function is used which does not allow
to alter the direction of update vector and is robust in nature. The range of step size is
increased, and the rate of convergence andMSE is modified accordingly. In SDLMS,
the robustness is decreased as compared to SELMS because the equation allows to
change the direction of the update vector. At each instant ‘k,’ the ‘nth’ coefficient in
the sign of unit template may be written as in (17).
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sgn{u ph(k − n)} = u ph(k − n)∣∣u ph(k − n)
∣∣ (17)

Therefore, SDLMS has different step sizes for each coefficient in the weight vec-
tor, and it allows to adjust the rate of convergence and MSE. Similarly in SSLMS,
the quantization of both error and the in-phase templates updates the coefficient of
the update vectors, and it is found that the convergence rate is slower as compared
to LMS. The methodologies mentioned in this section are simulated using MAT-
LAB/Simulink, and the comparison is shown in Fig. 3. The comparison detail is
shown in Table 1. The data given in Table 1 is an analysis with respect to a fixed step
size of 0.002. It shows only the comparison between the control scheme cited in this
paper under a particular case study when ‘a’ phase is disconnected for the period of
0.5–0.7 s and the grid is unbalanced. It does not claim to be superior than the other
existing LMS-based algorithm or allied algorithms.

Fig. 3 Comparative analysis of LMS-based control scheme

Table 1 Comparative result analysis of LMS, SELMS, SDLMS, and SSLMS

Control algorithms Steady-state error Dynamic state

Amplitude of
oscillation

Convergence rate

LMS Less Less Fast

SELMS Less Less Slower

SDLMS Medium More Medium

SSLMS Medium Less Medium
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4 Result Analysis

The performance analysis of SSGIPV is analyzed under the unbalanced condition
where a-phase is disconnected for the period 0.65–0.7 s. Some of the characteristic
curve of performance parameters are shown in Fig. 4 to perceive the performance
of the control scheme explained in the preceding sections. From the given load

(a) Performance analysis of power flow (Pt, Pg, Pl, Qg)

(b) Other performance parameters(Vdc link, ila, iabc)

Fig. 4 Transient performances of the SSGIPV system under unbalanced nonlinear load
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parameter, the loadvoltage is calculated [14] asV0 =560.4V. and the power consumed
by the load is Pl = = 7.851kW,which is noticed in Fig. 4a after 0.7 s (after completion
of the unbalanced period). At the same time, it is noticed that the remaining power
Pt (10) − Pl (7.851) ≈ Pg (2.15 kW) is fed to the grid. Negative power indicates the
power flow in the reverse direction, i.e., PV source to the grid. During period 0.65–
0.7 s, the power consumed by the load is less than that of actual consumption because
of unbalancing in the load side. It is noticed that the power consumption is decreased
from7.851–3.5kW.Thus, the power fed to the grid increases to approximately 6.5kW
as shown in Fig. 4a. It is noticed in Fig. 4b that the Vdc_link is maintained constant
through MPPT technique and the reactive power (Qg) is maintained zero to ensure
UPF operation under adverse condition. It is also shown in Fig. 4b that the flow of
current from PV to grid is increasing during unbalanced period.

5 Conclusion

In this paper, the comparative analysis ofLMS,SELMS,SDLMSandSSLMS ismade
by employing the algorithm with the PV grid integrated system. The performance is
observed under certain unbalance condition. It is found that all the control schemes
are able to operate the SSGIPV system under different abnormalities. Though for
informative purpose, one abnormality, i.e., unbalancing in the load side, is taken into
consideration, it has been tested for other abnormalities like sudden change in supply
frequency, sudden hop in phase angle, change in solar insolation, temperature, etc.
In a concluding remark, it can be said that the LMS scheme is useful for the system
requiring faster convergence rate and less steady-state error as compared to other
sign LMS-based control scheme. It is also commented that for lesser computational
complexity, sign LMS-based control scheme can be adopted. Basically, it is found
that the SSLMS scheme is preferable over other sign-based LMS algorithm because
of very fast computation.

Appendix

PV grid integrated system specifications: PV voltage (Vpv) = 700V, PV power =
10kW, total number of PV modules in series (Ns) = 24, total number of PV modules
in parallel (Np) = 2, DC-link capacitor (Cdc_link) = 1624μF, DC-link voltage (Vdc_link)∼= 700V, interfacing inductor (L f ) = 5.8mH, proportional controller gain (Kc) = 0.4
and integral time constant (τi = 40), line voltage at grid (Vab) = 415V(rms), sampling
time(Ts) = 10−6 s. Nonlinear Load containing load resistance (R) = 40Ω and load
inductance (L) = 100mH.
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Comparative Analysis of Adaptive
Filtration Techniques Using DSTATCOM
for Distribution System
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Abstract This paper presents a comparative analysis between different adaptive
filters such as LMS, LMF and RLS to study the dynamic performance of PV-
DSTATCOM system. Various power quality issues such as power factor correction,
reactive power control and harmonic elimination are addressed. To nullify the power
quality issues and to adhere to the grid codes DSTATCOM is placed in shunt at
the point of common coupling (PCC). In PV-DSTATCOM mode it maintains power
flow to grid as well as to load under unity power factor and in DSTATCOM mode
it sustains the load demand by maintaining power flow from grid to load. In addi-
tion, extraction of in phase and quadrature components of polluted load current is
presented so as to produce suitable gate pulse for VSI. Performance evaluation of
these filters is done on the basis of comparison of estimated active weight during
unbalanced loading condition.
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1 Introduction

In recent years, the major concerns for power engineers are to fill the gap between
increasing demand for electricity from consumer side and energy generation by
fossil fuels which are in a declining state. To overcome these issues dependence
on renewable energy has increased in recent years. As solar energy is available in
abundance and low cost throughout the year researchers are working in the direction
of PV grid integration of the system to address various power quality issues.

Distribution systems get polluted by harmonics due to large penetration of nonlin-
ear loads with solid-state devices. This causes major power quality problems such as
distorted grid currents, voltage fluctuation, poor power factor, distorted waveforms,
etc. To overcome these power qualities issues various custom power devices (CPDS)
are used depending on requirements. Out of all CPDs, DSTATCOMS are extensively
used in distribution systems. DSTATCOM is a VSC connected at load end in parallel
with the load and basically used to mitigate current related power quality issues [1].

Literature reveals several control strategies tomitigate harmonics and extraction of
harmonics free component frompolluted load current.Many conventional techniques
such as IRPT, SRF, PBT and I cos(φ) [2] have been reported in the literature to
accomplish the above-mentioned objectives. Apart from this many other control
algorithms have been cited in the literature to extract reference currents such as
model reference adaptive control [3], single-phase active reactive power theory [4],
implicitly closed-loop control and resonant controller [5]. Many adaptive filtering
techniques have been reported in the literature such as LeastMean Square (LMS) [6],
VSS-LMS, DNLMS, variable leaky LMS [7], Least Mean Fourth (LMF) [8], LMT,
Recursive Least Square (RLS) [9], artificial neural network based (ANN) adaptive
control and robust adaptive control strategy. Main advantages of adaptive filtering
are better filtering capabilities and better performances under dynamic conditions.

In this paper performances of three commonly used adaptive filters LMS, RLS
and LMF are compared both in steady-state and dynamic state. In addition accuracy,
convergence speed and oscillations of LMS, LMF and RLS filters are compared
during unbalanced loading condition. Again harmonic analysis is done to show the
filtration capabilities of RLS adaptive filter so as to prove its worthiness in PV-
DSTATCOM application to mitigate power quality issues.

The rest of the paper is organized as follows: Sect. 2 describes the modelling
and design of grid integrated PV DSTATCOM system. Section 3 describes the con-
trol algorithms. Section 4 describes performance evaluation and comparison using
MATLAB/SIMULINK. Section 5 concludes this paper.

2 Modelling and Design of PV-DSTATCOM System

Figure 1 shows the schematic diagram of PV DSTATCOM system. It consists of a
50 KW PV source, VSC in shunt at load side acting as DSTATCOM to mitigate PQ
issues, dc-link capacitor, interfacing inductance, ripple filter and a nonlinear load.
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Fig. 1 Schematic of proposed system

Power flow from source to load is achieved under unity power factor condition. Here
P&O method is used to extract maximum power from PV source.

A 50 kW PV system is connected to a 415 V, 50 Hz, three-phase system. The
parameters of PV modules are calculated in (1), (2) and (3)

Ns = Vdc

Vmpv
= 700

26.3
= 26.7 ∼= 27 (1)

Np = Pmax

Vdc Imp
= 50, 000

700 × 7.61
= 9.386 ∼= 10 (2)

Vdc = 2VLm√
3k

= 2
√
2 × 415√
3 × 1

= 677.69 (3)

where VLm is the peak line voltage of the grid and k is the modulation index. The
value of DC bus voltage Vdc is taken as 700 V.

The value of interfacing inductance (Li ) is calculated in (4) [10]

Li =
√
3mVdc

12h0 fs�I
=

√
3 × 1 × 700

12 × 1.2 × 10, 000 × 0.03 × 71.43

= 3.9mH ∼= 4mH (4)

where h0 is the overloading factor, fs is the switching frequency, and �I is the
percent (3%) of ripple current.



586 B. Dash et al.

The voltage source converter DC link capacitance is computed in (5)

Cdc = Pdc
2VdcωVdcr

= 50, 000

2 × 700 × 314 × 0.02 × 700
= 8124.3µF (5)

where Vdcr is percentage of ripple voltage and ω is the angular frequency. The ripple
filter is designedwith capacitanceCr = 10µF and resistance Rr = 10� respectively
[10].

3 Control Algorithms

In the first stage of PV-DSTATCOM control algorithm MPPT is used to extract
maximum power from PV source. In this work P&O based MPPT algorithm is used
to generate reference voltage so as to maintain the dc link voltage at its set value.
This reference voltage thus produced is compared with actual dc link voltage and is
then passed through a controller circuit so as to produce dc loss component. Then ac
loss component is calculated by comparing peak voltage and reference ac voltage.
Active and reactive weight components are estimated using adaptive filter algorithm.
Resultant weight is calculated from the data obtained above and is then utilized to
produce reference grid current. The reference current thus obtained is compared with
actual current and is passed through hysteresis band current controller to produce
suitable gate pulse for converter.

Phase voltages (VsR, VsY , VsB) can be computed from line voltages (VsRY , VsY B)

as per the Eq. (6)

VsR = 2

3
VsRY + 1

3
VsY B

VsY = −1

3
VsRY + 1

3
VsY B

VsB = −1

3
VsRY − 2

3
VsY B (6)

Peak value of terminal voltage can be computed as in (7)

Vp =
√
2

3

∑
x=R,Y,B

V 2
sx (7)

The in-phase and quadrature unit templates are calculated in (8) and (9)

uax = Vsx

Vp
(8)
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where x representsR,Y,B phases and uax is in-phase active unit template of respective
phases.

ubR = 1√
3
(−uaY + uaB)

ubY = 1

2
√
3
(3uaR + uaY − uaB)

ubB = 1

2
√
3
(−3uaR + uaY − uaB) (9)

where ubR, ubY,ubB represents quadrature unit template.
The difference between the reference voltage provided by MPPT control

(
Vdc, ref

)
and voltage across dc link capacitor (Vdc) is the dc voltage error and is computed in
(10)

Vde(m) = Vdc, ref(m) − Vdc(m) (10)

The dc loss component is computed in (11)

δca(m) =
(
kp + ki

1

s

)
× Vde(m) (11)

where kp and ki are proportional and integral gain.
The ac voltage error is calculated by subtracting peak value of terminal voltage(

Vp
)
from its reference value Vpref in (12)

Vpe(m) = Vpref(m) − Vp(m) (12)

The ac loss component is computed in (13)

δcb(m) = kp

(
1 + ki

kp

1

s

)
× Vpe(m) (13)

To show the effect of PV system δpv(m) is added to the system and is computed
in (14)

δpv(m) = 2Ppv(m)

3Vp
(14)

where Ppv is the output power of PV system.
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3.1 Adaptive Filters

Figure 2 depicts the basic structure of adaptive filter. Where r(n) is the input, y(n) is
filter output, d(n) is the desired output and e(n) is the error. This error is then used
to find the cost function of the system required to find the weight coefficients of the
adaptive filters.

3.1.1 LMS Algorithm

The cost function of LMS algorithm is given in (15) and (16)

C(m) = 1

2
e2(m) (15)

ex (m) = d(m) − y(m) = iLx (m) − δTax (m)uax (16)

where x = R,Y, B phases, respectively, iLx (m) is the load current, ex (m) is the
error and uax is the unit template of respective phases and δax (m) is estimated filter
coefficient of adaptive filter.

The filter coefficients are then updated as in (17)

δax (m + 1) = δax (m) − μ
∂c(m)

∂δax (m)
= δax (m) + μex (m)uax (17)

where x = R,Y, B phases, respectively, μ is called step size for the proposed
algorithm which governs the convergence speed and stability of the system. The
value ofμ is chosen a very small positive number in the range 0–1. Similarly, reactive
filter coefficients δbx (m) can be calculated.

Fig. 2 Structure of adaptive filter
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3.1.2 LMF Algorithm

The cost function of LMF algorithm is given by (18) and (19)

C(m) = 1

4
e4(m) (18)

ex (m) = d(m) − y(m) = iLx (m) − δTax (m)uax (19)

The filter coefficients are updated as in (20)

δax (m + 1) = δax (m) − μ
∂C(m)

∂δax (m)
= δax (m) + μe3x (m)uax (20)

where x = R,Y, B phases, respectively, μ is fixed step size for the proposed
algorithm which governs the convergence speed, The value of μ is chosen a very
small positive number in the range 0–1. Reactive weight component δbx (m) can be
calculated as Eq. (20).

3.1.3 RLS Algorithm

It falls in the category of recursive algorithm. Objective of this algorithm is to min-
imize the sum of square of the difference between desired signal and filter output.
The cost function for RLS algorithm is represented as in (21)

C(m) =
m∑

n=1

Fm(n)e2m(n) (21)

where Fm(n) = λm−n .
The filter coefficients are represented in (22) and (23)

δax (m + 1) = δax (m) + Kx (m)ex (m) (22)

Kx (m) = Max (m)uax
λ + uT

ax (m)Max (m)uax
(23)

Max (m + 1) = Max (m) − Kx (m)uT
ax Max (m)

λ
(24)

ex (m) = iLx (m) − uax (m)δax (m + 1) (25)

where x = R,Y, B phases, respectively, Kx (m) is Kalman gain, Max (m + 1) is the
inverse correlation matrix of and λ is forgetting co-efficient. The value of λ is taken
between 0.95 and 1. Similarly, reactive weight component δbx (m) can be computed.
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3.2 Generation of Reference Grid Current and Gate Pulse

Average and resultant active and reactive weights are computed in (26)–(29)

δavga = 1

3

∑
x=R,Y,B

δax (26)

δra = δavga + δca − δpv (27)

where δavga is the average active weight, δra is the resultant active weight, and δpv is
the feed-forward term.

δavgb = 1

3

∑
x=R,Y,B

δbx (28)

δrb = δcb − δavgb (29)

where x represents R,Y, B phases, respectively.
The resultant active weight (δra) and reactive weight (δrb) determine the active(

i∗sax
)
and reactive

(
i∗sbx

)
reference grid currents as in (30)

i∗sax = δrauax
i∗sbx = δrbubx (30)

where x represents R, Y, B phases, respectively.
Then the total reference grid currents are computed in (31)

i∗sx = i∗sax + i∗sbx (31)

Here x represents R, Y, B phases and i∗sx represents reference grid currents of
respective phases.

After generating the reference grid currents (i∗sR ,i
∗
sY ,i

∗
sB) they are compared with

the actual grid currents (isR , isY ,isB) sensed at the point of common coupling. The
error is then passed through a hysteresis band of width 0.01 for generating the gate
pulses.

4 Comparison Between LMS, LMF and RLS Filter

Figure 3 gives a comparative performance analysis between LMS, LMF and RLS
filter algorithms during unbalanced loading condition. At 0.8 s phase, R is discon-
nected from the load and reconnected at 1 s. Transient behaviour of an algorithm is
analyzed on the basis of oscillations during unbalancing and convergence capabilities
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Fig. 3 Comparison of estimated average active weight of RLS with LMS and LMF

to steady-state. From Fig. 3 it is observed that during unbalanced condition oscilla-
tions is more in case of LMS and LMF filter whereas in RLS algorithm oscillation
is almost zero. Oscillation of LMS filter is more as compared to LMF filter during
unbalanced period. Comparing the weight curve for LMS, LMF and RLS filter it is
observed that RLS has better convergence rate as compared to LMS and LMF filter.

4.1 Result Analysis of RLS Filter

The performance analysis of the PV-DSTATCOM system is analyzed under the
condition when a-phase of the three-phase system is withdrawn at 0.6 s and it is
reconnected at 0.8 s. As from the above analysis, it is observed that RLS filter out-
performs LMF and LMSfilter, hence dynamic performance of the system is observed
using RLS algorithm and is shown in Fig. 4. At 0.6 s. When load is removed load
power decreases and in the meantime power transferred to grid is increased as shown
in Fig. 4a. Negative grid power means power is transferred to grid after meeting load
demand. Zero reactive power indicates unity power factor operation. From Fig. 4b
it is clear that after 0.6 s. Load current decreases whereas grid current increases.
Voltage across dc link capacitor maintains constant value throughout the operation.
Figure 5 depicts the transition of the system from PV-DSTATCOM to DSTATCOM
mode and vice versa. At 0.5 s when PV source is removed, it operates as STATCOM.
From Fig. 5a it is clear that at 0.5 s. PV current becomes zero, grid current changes its
direction and remains sinusoidal and hence power flow takes place from grid to load.
DC voltage remains constant during this period. During PV-DSTATCOM mode PV
current increases, grid current increases, grid power becomes negative, i.e., it takes
power from PV source as shown in Fig. 5b. Figure 6 shows the THD analysis of grid
current and voltage and it satisfies IEEE-519 and 547 standards.
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Fig. 4 Performance analysis of RLS based PV-DSTATCOM system when load is disconnected at
0.6 s. a Ps, Qs, PL , Ppv. b Vdc, isRYB, iLRYB

5 Conclusion

In this paper, comparison between LMS, LMF and RLS algorithms are given for
a PV-DSTATCOM system. The performances of the systems are observed under
various abnormalities. But the performance under unbalanced condition is shown in
the paper. It is concluded that the RLS algorithm performs better against LMF and
LMS irrespective of abnormalities. Its convergence rate is better and there are no
oscillations during unbalancing as compared to other algorithms. Harmonic contents
of the grid current and voltage are within IEEE prescribed limit.
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Fractional Order PID Controller Design
for Stabilizing and Trajectory Tracking
of Vehicle System

Akshaya Kumar Patra, Alok Kumar Mishra and Ramachandra Agrawal

Abstract The aim of this paper is to design a fractional order proportional-integral-
derivative controller (FOPIDC) for a vehicle suspension (VS) system to improve
the ride comfort by absorbing the shocks due to a rough and uneven road. In this
control strategy, the conventional proportional and integral controller (CPIC) is re-
formulated with fractional orders of the integrator and differentiator to improve the
control performance. The FOPIDC is a novel approachwhose gains dynamically vary
with respect to the error signal. The validation of the improved control performance
of FOPIDC is established by comparative result investigation with other published
control algorithms. The comparative results clearly reveal the better response of the
suggested approach to control the oscillation of the VS system within a stable range
with respect to the accuracy, robustness, and capability to control uncertainties.

Keywords Ride comfort · Road profile · Vehicle suspension system · FOPIDC

1 Introduction

In recent times, many researchers in the field of vehicle suspension (VS) system
dynamics have devoted to arrive at an optimal solution with a compromise between
vehicle handling, ride comfort, and stability. There is a need for better approach today
as the above problems are very much evident in the modern vehicle cases. Specific
to the large sedan and luxury cars, even if excellent ride qualities are achieved, it
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is limited to acquiring adequate handling behaviour. With reference to sports vehi-
cles, it is provided with very good handling capability, but fails to provide desirable
ride quality. There are many options in between for variations in the designing stage
of the vehicle manufacturers to meet the customer needs. Designing point of view,
passenger comfort and vehicle control are the two primary objectives to be consid-
ered. Road disturbances such as bumps or potholes are to be handled not to sacrifice
the passenger comfort. At the control stage, these factors are generally considered
either through keeping the vehicle body from rolling and pitching excessively, or by
maintaining good contact between the tire and the road.

Nowadays hydraulic dampers (shock absorbers) and springs are extensively used
for vehicle suspensions. As a principle, these are charged with the job of absorbing
bumps, minimizing the vehicle’s body motions during acceleration, braking and
turning of the vehicle, and keeping the tires in contact with the road surface. However,
from the designing point of view, these objectives are contradictory to each other to
achieve all simultaneously at their optimum level.

The spring and the damper are the two essential components in VS design. The
spring design mostly depends on the weight of the vehicle. The damper design is
based on the suspension placement on the compromise curve, and so it is essential to
be perfectly chosen to make the optimal vehicle performance for any type of vehicle.
For ideal performance, the damper should act such that passengers isolate from
low-frequency road disturbances and absorb high-frequency road disturbances. High
damping is essential to achieve for best isolation of passengers from low-frequency
disturbances.

However, even though it is desirable to design a high damping system, it is on
the other degrade the high-frequency absorption rate. In other way providing low
damping, the damper offers adequate high-frequency absorption in terms of scari-
fying low-frequency isolation. To meet these contradictory objectives, it is essential
to design and focus on automotive suspensions without compromising any of the
factors mentioned above. As a solution to the above, three types of suspensions can
be improved. These are passive, fully active, and semi-active type of suspensions.
The spring and damper are the two basic components of the conventional passive
suspension. Both the components are considered and fixed at the design stage. The
suspension stores energy in the spring. Later it dissipates energy through the damper.

It is very much needed for further research to develop robust control algorithms
to enhance the performance of VS system. This in turn enhances the vehicle capa-
bilities to handle the aforementioned issues. An ideal design of VS system needs
to achieve many performance characteristics such as (1) control of body movement
and (2) control of suspension movement and force distribution. Performance point
of view, the VS should able to isolate the body for comfort against the road impact
and inertial disturbances. These are generally associated with cornering and braking
or acceleration of the vehicle system [1]. As discussed above, many performance
objectives are conflicting in nature that to enhance one, the other factor degrades.
Considering all the objectives as a goal for the designing of a suspension system is
difficult to meet [2]. Minimization of vertical force to the passengers can be achieved
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by minimizing the vertical vehicle body acceleration of the suspension. Another fac-
tor which plays a vital role in passenger comfort is the optimal contact between
wheel and road surface, and this is essential in various driving conditions in order to
maximize safety factor [3]. Among a few designs in the past, the system presented
in [4] based on unconstrained optimizations for passive suspension (PS) system case
is widely accepted and used. This successfully performs to achieve the desirability
of low suspension stiffness, reduced unsprung mass (UM), and an optimum damp-
ing ratio for the better controllability. As the PS system performs satisfactorily to
some extent, it is considered in many applications for the VS system. However, both
the suspension spring and damper do not supply energy to the suspension system.
They only control the motion of the vehicle body and wheel by limiting the suspen-
sion velocity. This is computed according to the rate specified by the designer. To
overcome this issue, the active suspension (AS) system is considered as an efficient
option for this application. The AS systems have the ability to dynamically respond
to changes in the road profile. It is due to this fact that it can supply energy to produce
relative motion between the body and the wheel. Sensors are provided in suspension
system to measure the parameters dynamically. The parameters such as body veloc-
ity, suspension displacement, and wheel velocity and wheel and body acceleration
are sensed and computed for the controller as input parameters [5]. An AS can be
thought as the integration of the passive components to actuators that supply addi-
tional forces. These additional forces are computed by a feedback control law based
on the input data from the sensors fixed to the vehicle. For modelling the real-time
dynamic conditions, the uncertainties due to system design and other external dis-
turbances are needed to be considered for the controller. This motivates for a better
control design to increase the robustness and controllability under uncertainties and
disturbances.

During the past three decades, so many control strategy techniques are suggested
and tested by absorbing the shocks due to a rough and bumpy road in case of VS
system. Time-discrete and switching PID control strategy is implemented in VS
problems with variable control gains based on the measured suspension variables
[6, 7]. However, the optimal gain parameter setting, a lesser range of robust control,
and need of change of gain setting with varying conditions are the major limitations
to limit the real-time application of these controllers. Among other projected robust
control algorithms applied for limiting the oscillation and velocity of the VS system
are fuzzy-logic control [8–13], fuzzy-PID control [14], genetic algorithm [15], neu-
ral network [16], neuro-fuzzy (NF) control [17], linear quadratic regulator (LQR)
[18], H-infinity control [19], and sliding mode (SM) control [20, 21]. However, the
above control techniques are implemented effectively by absorbing the shocks due
to the rough and bumpy road in case of VS system, still fail to handle various con-
straints and random change found in a suspension environment. These approaches
are not fully insensitive to the disturbances and the uncertainties of the model in
spite of the improved performance. Hence, optimal control parameters setting for
still better performance and for avoiding slow response following road disturbance
(road impact), the current work suggests an alternative novel technique based on the
fractional PID control concept. Application of the suggested approach to control the
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oscillation and velocity in vehicle suspension system results to ensure a better robust
controller in comparisonwith other contemporarywell-established approaches under
both harmonized and incompatible uncertainties.

The highlights of this manuscript are as follows:

• Development of a Simulink model of a VS system.
• Design of a novel FOPIDC to regulate the oscillation of the VS system within a
stable range from−5 to+5% of road disturbance and return to smooth ride within
5 s.

• Evaluation of the control actions of the FOPIDC under huge deviation of road
disturbance.

• Comparative investigation to certify the better response of the FOPIDC.

This manuscript is organized as follows. Section 2 concisely illustrates the VS
model with mathematical details reflecting its dynamic characteristics of its sus-
pension vibration process. Also, it clearly demonstrates the simulation execution of
the system on MATLAB environment. A detailed presentation on how the control
technique is formulated and how it is implemented for this problem is presented in
Sect. 3. Comparative results of the proposed approach with other published control
techniques and the related analysis are provided in Sect. 4. The concluding comments
are summarized in Sect. 5.

2 Problem Formulation and Modelling

Theproblem formulation andmodelling of patientmodel are described in this section.

2.1 System Overview

The overall closed-loop model of VS system is depicted in Fig. 1a. The road dis-
turbance w(t) and ν(t) are reflected as the process disturbance and the sensor noise
respectively in this study. The controller receives information about the oscillation
of the VS system as input to provide the optimal control force u(t), and it is applied
in bw(t) etween the UM and the sprung mass (SM) to reduce the relative motion
between them.

2.2 Modelling of VS System

In the year 1958, the concept of VS system was emerged into limelight. It has been
found in the later period that the vibration suppression capability is limited in case
of traditional PS and semi-active suspension systems. This leads to focus on an AS
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Fig. 1 a VS model with STPIC; b schematic model of the VS system; c simulation model of the
non-linear VS system

systemwith additional control forces as a better alternative to the above drawbacks to
suppress the oscillations and used in modern vehicle industry. The major factor that
differentiates the active suspension system performance wise is the ability to inject
energy into vehicle dynamic system via actuators unlike dissipates energy in case
of conventional suspension system. To produce a desirable control force to handle
the variety of road disturbances (road impact) in real-time applications, actuators are
placed in between the UM and the SM in AS system. The most challenging task of
designing anAS system is to enhance the ride comfort by absorbing the shocks due to
the rough and bumpy road. The force actuator in the case of the AS system is capable
to add and also dissipate energy from the system. This results in an increase in the
ride comfort and vehicle handling due to the capability of the suspension system
to regulate the vehicle altitude and to eliminate the adverse effects of braking and
vehicle roll during cornering and braking. The schematic model of the VS system is
illustrated in Fig. 1b.

All the physical activities of the VS system are mathematically expressed and
specified by Eqs. (1) and (2). All states and parameters of the model are represented
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Table 1 VS model states and parameters

Symbol Description

w(t) Road impact acting on the UM

x1(t) Displacement of the SM in vertical direction

x2(t) Displacement of the UM in vertical direction

ẋ1(t) Velocity of the SM in vertical direction

ẋ2(t) Velocity of the UM in vertical direction

[x1(t) − x2(t)] Oscillation of suspension system

u(t) Applied control force between the SM and the UM

Table 2 VS model specification values

Symbol Quantity/meaning Value

m1 SM (mass of the vehicle supported by the suspension) 2500 kg

m2 UM (mass of the axle and wheel) 320 kg

k1 Spring constant of suspension system 80,000 N/m

k2 Spring constant of wheel and tire 500,000 N/m

b1 Damping coefficient of suspension system 350 Ns/m

b2 Damping coefficient of wheel and tire 15,020 Ns/m

in Table 1. All specifications of the VS model are documented in Table 2. The
Simulink diagram of the VS model is established with respect to Eqs. (1) and (2) as
displayed in Fig. 1c.

m1

(
d2x1(t)

dt2

)
= −b1

(
dx1(t)

dt
− dx2(t)

dt

)
− k1(x1(t) − x2(t)) + u(t) (1)

m2

(
d2x2(t)

dt2

)
= b1

(
dx1(t)

dt
− dx2(t)

dt

)
+ k1(x1(t) − x2(t))

+ b2

(
dw(t)

dt
− dx2(t)

dt

)
+ k2(w(t) − x2(t)) − u(t) (2)

2.3 Performance Analysis of VS System

There are four poles in VS system. One of them lies in right-hand side of the complex
plane. As a result, the system becomes unstable. This needs the design of an adaptive
controller for improving the stability of the system by means of shifting the poles
into the left-hand side of the complex plane. The VS system Simulink model in
the open-loop form is depicted in Fig. 1c. The VS system has two inputs and two
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Fig. 2 a Response of oscillation of the suspension system with road impact; b response of velocity
of the suspension system with road impact

outputs. The control force u(t) and road disturbance w(t) are the two inputs of the
VS system. The oscillation and velocity of the suspension system are the two outputs
of the VS system. An uncontrolled oscillation and velocity of the suspension system
are being observed owing to the application of 0.1 m impulsive road disturbance
on the unsprung mass at the simulation time of 1.0 s. The irregular oscillation and
velocity of the suspension system are illustrated in Fig. 2a, b. Figure 2a, b illustrates
the unstable dynamics under various model uncertainties and disturbances. These
unstable dynamics can be reduced by applying the suitable control algorithms. In
this case, the oscillation of the suspension system is the most essential outcome
needs to be controlled within a stable range through suitable control techniques, and
velocity of the suspension system is analysed in order to view the motion trajectory.

3 Control Algorithm

The FOPIDC control algorithm is demonstrated in this section. The closed-loop
system response with respect to robustness, accuracy, and stability are analysed.
The control specifications such as settling time ts, steady-state error ess, maximum
overshoot OMax, and maximum undershoot UMax are also evaluated and examined
with proper validation of the controller action.

3.1 FOPIDC Design

The VS model with fractional order P I αDγ controller is shown in Fig. 1a. In frac-
tional order P I αDβ control, the error signal e(t) is used to generate control signal
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Table 3 Optimal values of control parameters

Kp Kd Ki α β

18 6 1.5 0.7 0.9

Fig. 3 Simulink diagram of
FOPIDC

u(t). The transfer function (TF) of the proposed controller can be formulated as [22]:

TF = Kp + Ki

sα
+ Kds

β (3)

where α and β are the fractional orders of the integrator and differentiator of the
proposed controller, respectively. Kp, Ki , and Kd are denoted for the proportional,
integral, and derivative gains of the proposed controller, respectively.

Essential steps for controller design:

(1) Add Kp to reduce the rise time and reduce the steady-state error.
(2) Add Kd to reduce the overshoot and reduce the settling time.
(3) Add Ki to eliminate the steady-state error.
(4) Adjust each of Kp, Kd , Ki , α, and β in such a manner to obtain the desired

output.

The optimal values of the FOPIDC parameters are considered based on the MAT-
LAB/Simulink environment and FOMCON toolbox as represented in Table 3. The
structure of FOPIDC is shown in Fig. 3, which is designed based on Eq. (3).

4 Result and Discussions

The performance of the closed-loopVS systemwith FOPIDC is described in detail in
this section. The suggested control approach is compared with other popular control
algorithms to justify its enhanced performance.
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Fig. 4 a Response of oscillation of the suspension system with road impact based on FOPIDC;
b response of velocity of the suspension system with road impact based on FOPIDC

4.1 Performance Analysis of VS System with FOPIDC

In this section, all physical activities of the closed-loop VS model with suggested
FOPIDC are examined under different conditions and the huge deviation of road
disturbance. The time-domain response of the oscillation and the velocity of the sus-
pension system with 0.1 m impulsive road disturbance at the simulation time of 1.0 s
are displayed in Fig. 4a, b. The output results clearly specify the suspension system
attains the zero oscillation and zero velocitywith less settling time and also attains the
balance position where the system is absolutely steady. To achieve the enhanced sys-
tem response, the required control force u(t) is generated by the suggested FOPIDC
and demonstrated in Fig. 5.

4.2 Robustness of the FOPIDC

Figure 6a, b illustrates the oscillation and the velocity of theVSsystemwith suggested
FOPIDC under the huge deviation of road disturbance w(t). The time-domain out-
comes under huge deviation of road disturbances show the enhanced performance
of the closed-loop VS model with FOPIDC. Overall in each case, the VS system
achieves finally zero oscillation and zero velocity with less settling time. As indi-
cated by the results, the suggested controller’s robust performance under the huge
deviation of road disturbances compared to other published control techniques is
much better.
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Fig. 5 Control force generated by FOPIDC

Fig. 6 a Oscillation of the suspension system with deviation of ±40% road disturbance based on
FOPIDC; b velocity of the suspension system with deviation of ±40% road disturbance based on
FOPIDC

4.3 Verification of Stability

There are four poles in VS system. One of them lies in the right-hand side of the
complex plane as displayed in Fig. 7a. It signifies the system dynamics are unstable
in nature. For enhancement of stability of the VS system, the FOPIDC is developed
and implemented in the VS system. As a result, four poles of the VS system are
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Fig. 7 a Location of VS system poles in complex plane; b location of closed-loop VS system poles
in the complex plane

dragged towards the left-hand side of the complex plane as displayed in Fig. 7b.
Consequently, the system stability is enhanced due to the suggested FOPIDC.

4.4 Comparative Study

The proposed FOPIDC control approach is compared with other popular control
approaches such as PID, fuzzy, NF, LQR, H∞, and SM to justify its enhanced
performance as a controller. Figure 4a illustrates the effect of road impact in the
oscillation of the suspension system with the suggested FOPIDC approach. Table 4
presents a comparative analysis with respect to ts (s), OMax (m), UMax (m), noise

Table 4 Comparative result analysis related to oscillation of the suspension system

Controller PID [6]
[ref.
Fig. 6a]

Fuzzy
[11] [ref.
Fig. 2a]

NF [17]
[ref.
Fig. 3a]

H∞
[19] [ref.
Fig. 2a]

SM [21]
[ref.
Fig. 5a]

Proposed
FOPIDC
[ref.
Fig. 4a]

Road
disturbance
(m)

0.1 0.1 0.1 0.1 0.1 0.1

ts(s) 4.2 4.1 3.7 3.1 3.0 2.5

OMax (m) 0.0050 0.0049 0.0047 0.0043 0.0040 0.0036

UMax (m) 0.0042 0.0045 0.0046 0.0041 0.0048 0.0041

Noise (%) 10 10 5 5 5 1

ess (%) 0 0 0 0 0 0
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(%), and ess (%). The effect of road disturbance in the oscillation of the suspension
system applying different control approaches such as PID, fuzzy, NF, H∞, and SM
is also documented in Table 4 based on the references and [6, 11, 17, 19] and [21],
respectively. Similar working conditions are followed with the same level of sensor
noise in all control techniques application for comparison.

The oscillations of the suspension system under 0.1 m impulsive road disturbance
are tested. The corresponding results are presented for the various control approaches
along with the proposed FOPIDC with respect to time-domain specifications such
as OMax (m),UMax (m), and ts (s). The results signify the better controllability of the
STPIC. The simulation results also demonstrate the high noise and chattering elimi-
nation capabilitywith high robustness for the proposed approach. Overall, by looking
to the above comparative analysis, the findings of suggested approach advantages are
the higher accuracy and stability, more robustness, high noise and chattering elimina-
tion capability, and better capability to handle uncertainty under various conditions
and huge deviation of road disturbance.

5 Conclusions

In this manuscript, a novel control strategy FOPIDC is proposed based on self-
tuned approach. To justify its enhanced performance, it has been applied and tested
to control the oscillation and the velocity of the suspension system in the vehi-
cle. In suggested FOPIDC, self-tuned algorithm is utilized to enhance the control
performance. The comparative results clearly reflect that the suggested FOPIDC is
arrived at better performance than the other control approaches such as PID, fuzzy,
NF, LQR, H∞, and SM with respect to stability, reliability, and robustness under
various abnormal conditions and disturbances. The better performance of the sug-
gested approach in terms of improved accuracy and stability, enhanced robustness,
high noise elimination capability, and better ability to control uncertainty justifies its
real-time application.
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Abstract This paper presents mutation volatilization-based water cycle algorithm
(MVWCA) to improve the performance of a photovoltaic (PV)-based microgrid
system by optimizing different regulators gain parameters during grid normal and
uncertain situation. An inclusive optimization of different regulators gain parameters
is studied byminimizing the cost functionwhich constitutes active and reactive power
losses at the VSC. Aweakmicrogrid is considered to realize the prominent impact of
different less inertia contributing element-based system. An auxiliary battery storage
(BS) is integrated with PV to compensate the load during insufficient PV generation.
The PV–BS generation is incorporated into the microgrid through a voltage source
converter (VSC) using a second-order phase-locked loop (PLL) system to achieve
grid synchronization. The proposed microgrid is modeled in the MATLAB script
platform. Different rigorous case studies are realized to evaluate the performance of
the proposed technique.
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1 Introduction

With the growing demand of electricity, the renewable-based distributed generations
(DGs) are the perfect solutions to fulfill the requirement and have no negative envi-
ronmental impact. The other key features of the renewable-based DGs are its less
maintenance cost, power regulation versatility and portability. To increase the perfor-
mance and reliability of themicrogrid network during normal and uncertain situation,
it is connected to the centralized grid. Microgrid can operate in islanded mode as
well as in grid-connected mode. PV generation is intermittent in nature due to the
unpredictable nature of solar irradiance and temperature. Hence, selections of opti-
mal controller gain parameters are crucial to improve the system performance and
for an optimal power system design with improved power quality and stability [1].

Various linear and nonlinear techniques are discussed in [2–12] to control the
power flow at the PCC. Different AI techniques like neural network and fuzzy as
discussed in [11, 12] provide better result but have slower convergence speed. The
optimization techniques discussed in [8–10] are time consuming and inaccurate to
produce optimal gain parameters. Different nature-inspired algorithm, like genetic
algorithm [6, 7] and particle swarm optimization [2, 3], also suffers from different
disadvantages. The GA could not solve certain variant problems and does not have
a stable response time. The PSO method performs in a better way but has a defect of
untimely convergence.

The water cycle algorithm (WCA) is also a meta-heuristic technique inspired
from the natural water cycle process which is an efficient one for highly nonlinear
problem [13]. To make it diversified to cope up with the PV intermittency, a muta-
tion operation is included with the conventional WCA. Hence, this paper presents
a mutated volatilization-based WCA (MVWCA) which is very adaptive to provide
better solutions for improved performance. The MVWCA is applied at VSC to esti-
mate optimal control parameters to provide faster system restoration during various
uncertainties.

This paper is organized as follows. After a brief introduction, the proposed PV–
BS-based microgrid is presented with all dynamic equations in Sect. 2. The proposed
MVWCA technique is discussed in detail in Sect. 3. In Sect. 4, performance of the
proposed optimization scheme is evaluated through rigorous case studies inMATLAB
script environment. A comparative study of proposed optimization scheme with the
basic harmonic search (HS) is also studied in Sect. 4. Lastly, concluding remarks are
given in Sect. 5.

2 Modeling of Proposed Microgrid

To check the dynamic functioning with proposed MVWCA, a simple PV-BS-based
microgrid is considered here as shown in Fig. 1. The considered microgrid is weak
in nature with short-circuit ratio (X/R) of 0.13. A 10 kW PV system is included
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Fig. 1 Schematic diagram of PV-battery-DG-based multiple DER microgrid

according to the IEEE1547andUL1741 standard to control the active power injection
to the grid. The PV–BES system provides power to the microgrid system through a
voltage source converter (VSC). The DC link voltage (VDC) is maintained constant
by PV–BS system and is the voltage reference for active power requirement. The
battery discharges power during deficient in PV generation (e.g., solar inconsistency,
load variation) which is controlled by BS control. The PWM control of VSC uses a
second-order phase-locked loop (PLL) for the grid synchronization. The proposed
microgrid parameters are given in Table 1, and each element is discussed later in this
section.

Table 1 Proposed microgrid parameters

Components Data Parameter values

R L C

PV–VSC (AC) 11.5 kVA, 120 V 1.36 m� 41.3 µH –

Local load (R-L) 7.5 kW, 2 kVAR 0.3 m� 0.006 mH –

R1 + jX1 1.5 kms 0.96 � 0.51 mH 510 µF

R2 + jX2 1 kms 0.64 � 0.34 mH 340 µF

R3 + jX3 2 kms 1.28 � 0.68 mH 678 µF

Filter capacitor (Xc) – – 52 mF

System operational frequency 50 Hz – – –
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2.1 PV–BES Generation

A 10 kWPV system is incorporated which uses ELDORA-40 as the basic PVmodule
whose details are given in [14]. There are 46 parallel stings where each consists of six
modules in series that are integrated to generate 10 kW PV array. The mathematical
model uses a single diode model, and details are given in [14]. The PV system
operates at peak power for the maximum utilization of PV system through a MPP
controller.

Tomaintain theDC link voltage constant during various contingencies, the battery
storage system is applied. A 4.2 kW lead–acid battery is integrated with the PV as
an auxiliary supply in the proposed microgrid system.

The battery voltage (VBAT) for discharging and charging model [15] is as given
in Eqs. (1) and (2), respectively.

VBAT = E − R × IBAT − K

(
Q

Q − IBATt

)(
IBATt + I ∗

BAT

) + (Exp(IBATt)) (1)

VBAT = E − R × IBAT − K

(
Q

IBATt − 0.1Q

)(
I ∗
BAT

)

+ K

(
Q

Q − IBATt

)
(IBATt) + (Exp(IBATt)) (2)

where E, Q and R represent battery constant voltage (V), battery capacity (Ah)
and internal resistance (�), respectively. The K is the polarization constant (V/Ah),
VBAT is the battery voltage, and IBAT is the battery current. I ∗

BAT is the filtered current
flowing through the polarization resistance. In this paper, the state of charge (SoC)
is assumed as 100% initially. The SoC is managed within the limit (40–80%) by the
BS control according to the power demand and PV generation. The power supplied
by the battery is the power difference between the reference DC link power and the
PV power and can be represented as in Eq. (3)

PBAT = PDC_ ref − PPV (3)

2.2 Second-Order PLL-Based VSC Dynamics

The DC power from the PV–BS is supplied to the ACmicrogrid through IGBT-based
VSC with second-order PLL control to achieve grid synchronization. The dynamics
of VSC can be represented by the help of the Kirchhoff’s law in between VSC and
PCC [14] and is given in Eq. (4).

Vc(t) = Rsis(t) + Ls
dis(t)

dt
+ Vs(t)
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⇒ dis(t)

dt
= −Rs

Ls
is(t) + Vc(t) − Vs(t)

Ls
(4)

where Vc is the output of the converter in abc frame, Vs is the PCC voltage in abc
frame, and is is the current in between the VSC and PCC in abc frame. The equation
can be transformed from abc frame to a power synchronized rotating dq frame using
Park’s transformation. The phase synchronized angle (ωt) is provided by the PLL
for the rotating dq frame.

The DC side dynamics of the converter can be deduced from the power balance
between DC side and the PCC side of the converter. By neglecting the converter loss,
the power balance equation is as expressed in Eq. (5):

dVDC(t)

dt
= 1

CVDC(t)

[
3

2

(
Vsdisd + Vsqisq

)]
(5)

The DC link power availability is as given in Eq. (6).

PDC = PPV if PPV ≥ Pdemand

PDC = PPV + PBAT if PPV < Pdemand

}
(6)

The VSC dynamics in terms of active power (Ps) and reactive power (Qs) at PCC
can be derived from Id–Iq dynamics and is written as in Eq. (7).

[
Ṗs
Q̇s

]
= −Rs

Ls

[
Ps

Qs

]
+ ω

[
0 −1
1 0

][
P1
Q1

]
+ 1

Ls

([
Vcd

Vcq

]
−

[
Vsd

Vsq

])
+ 1

Ls

[
UQ

UP

]

(7)

The control inputs (UP and UQ) for PWM generator in Eq. (7) are calculated by
the second-order PLL and as expressed in Eq. (8).

UP = (3/2)
(
VcdVsq − VcqVsd

)
UQ = (3/2)

{
VcdVsd + VcqVsq − (

V 2
sd + V 2

sq

)}
(8)

The VSC’s second-order PLL uses a loop filter of the PLL system which takes
PCC active and reactive power error as inputs and provides the control inputs as
output (Eqs. 9 and 10). The phase detector provides the error difference between the
current power and its reference value. The Kp1, Kp2, Ki1 and Ki2 are the proportional
and integral gains which are used to calculate control inputs for VSC dynamics. Psref

and Qsref are the reference values of PCC power.

Uq =
(
Kp1 + Ki1

s

)
(Psref − Ps) (9)

UP =
(
Kp2 + Ki2

s

)
(Qsref − Qs) (10)
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The active (Ps) and reactive (Qs) power errors at PCC of PV dynamic relations
are considered for proposed optimization to improve the performance. The proposed
MVWCA (discussed in Sect. 3) is used to tune the regulators gain (VSC PLL gains:
Kp1, Kp2, Ki1, Ki2) for the optimal achievements of the proposed microgrid system.
Instead of fixing the controller parameters through an iterative tuning method, the
parameters are selected through the proposed MVWCA technique. This optimal
selection of controller parameters provides the optimum performance of the system.

3 Proposed Mutated Volatilization-Based Water Cycle
Algorithm (MVWCA)

The water cycle algorithm is a swarm-based meta-heuristic technique which inspired
from the natural water cycle process [16]. In this process, the water travels through
different stages in different forms. The stages are vaporization, transpiration of plants,
condensation of water and precipitation. After the raining process, the raindrops are
generated which are then combined to form streams. Streams flow toward the river,
and finally all the raindrops reach at the sea through different stages like stream and
river. The sea is the final destination of the raindrops, and hence, the optimum point.

The considered optimization problem is a minimization problem where the goal
is to reduce the power losses to improve the microgrid stability. The cost function
is as expressed in Eq. (11) which is equivalent to the flow intensity. The controller
gains (K) are equivalent to the raindrops.

Minimize cost function f (K ) =
S∑

p=1

ep

error (e) = (Psref − Ps)
2︸ ︷︷ ︸

Active Power Error

+ (Qsref − Qs)
2︸ ︷︷ ︸

VARError

(11)

Different steps to calculate the optimum solution are given in Algorithm 1. The
details of the proposed MVWCA are given in Table 2.

Table 2 Parameters values
for proposed MVWCA
algorithm

Parameters Values

No. of decision variables 4

Total number of raindrops (T ) 40

Number of rivers (R) 4

Dmax 0.0001

Maximum no. of iteration (itr) 50

bwmax, bwmin 0.2,0.1

parmax, parmin 0.5,0.3
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Algorithm 1

(1) Randomly generate the group of raindrops (G) within the boundaries of the
controller gains. In Eq. (12), j describes a single raindrop.

GT×4 =
[
K j

p1 K j
i1 K j

p2 K j
i1

]
j=1→Total raindrops (T) (12)

(2) The flow intensity is calculated for each raindrop which is the cost functional
value (Eq. 11). The raindrop with minimum flow intensity is chosen as sea here.
Then, the rivers (values nearer to the sea) and streams (raindrops excluding sea
and river) are decided according to the flow.

(3) The streams flow toward the river and sea. The positions are changed by using
Eqs. (13) and (14). The rivers flow toward the sea by using Eq. (15).

Kstream(t + 1) = Kstream(t) + rand × P × (Ksea(t) − Kstream(t)) (13)

Kstream(t + 1) = Kstream(t) + rand × P × (Kriver(t) − Kstream(t)) (14)

Kriver(t + 1) = Kriver(t) + rand × P × (Ksea(t) − Kriver(t)) (15)

Adaptive parameter (P) = rand × range (z) + min (z) (16)

To improve the performance and capability of themutation operation is added. The
mutation operation generates better and effective raindrops with better flow intensity
to perform efficiently. Here, a harmonic search technique [17] is implemented to
calculate the new streams.

(4) The new raindrops are generated by Eqs. (17) and (18).

If
(∥∥∥K sea − K j

river

∥∥∥ < Dmax
)
or (rand < PAR)

If
∥∥∥K sea − K j

stream

∥∥∥ < Dmax

Kstream = Kstream + rand(1, 4) × bw (17)

Else

Kstream = Kstream − rand(1, 4) × bw (18)

End

End
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Fig. 2 Schematic diagram of proposed MVWCA

The expressions of bandwidth (bw) and pitch adjustment rate (par) are as
calculated by Eqs. (19) and (20), respectively.

bw(t) = bwmax + e

(
log

(
bwmin/bwmax

)
itr

)
× t (19)

par(t) = par(t − 1) + e

(
parmax − parmin

itr

)
× t (20)

(5) The new flow intensities are calculated by using Eq. (11) with the modified
position. Thus, the step 2 to step 4 repeats up to maximum iteration (itr).

where ‘ub’ and ‘lb’ are the upper bound and lower bound of the controller gains.
The schematic representation of the proposed water cycle algorithm is shown in
Fig. 2. The performance of the proposed MVWCA technique is evaluated against
the existing basic harmonic search technique for a comparative study.

4 Result and Discussion

To analyze the performance of the proposed microgrid system (shown in Fig. 1)
with the optimal controller gain parameters, the microgrid system is modeled using
MATLAB editor platform. The performance evaluation of the proposed MVWCA
optimization technique is accomplished by considering different grid uncertainties
like partial shading and three-phase PCC fault. A comparative study of the proposed
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MVWCA technique against the basic harmonic search (HS) technique is also given
in this section to show the superiority of the proposed algorithm.

4.1 Partially Shaded Condition

Partial shading is a PV side contingency where different PVmodules receive dissim-
ilar solar irradiance. PV generation is reduced due to partial shading situation, and
hence, the supply to utility grid is reduced. Because of different illumination at dif-
ferent modules, the PV system has several local peaks and one global peak. Here, the
PV array receives three different irradiances (no shading 1000 W/m2, partly shading
600W/m2 and full shading 200W/m2) at the time instant of t = 4 s. During the fault,
the behavior of grid and battery parameters is illustrated in Fig. 3. The MPPT tech-
nique tracks the global peak, and the characteristic curves for the basic PV array are
as shown in Fig. 3a, b. Five of such 2 kW arrays are connected in parallel to provide
the 10 kWPV system. It can be seen fromFig. 3c that the proposedMVWCA restores
the system within 25 cycles, but the harmonic search method takes more time (125
cycles). Figure 3d–f shows the nature of current, active power and reactive power at
the PCC (bus 2), respectively. The proposed technique gives less transient oscilla-
tions with less fault clearance time. During shading as the PV power is reduced, the
battery is feeding the load and that is illustrated in Fig. 3h. The battery voltage and
current nature are as shown in Fig. 3g, and it can be seen that the voltage is decreasing
due to the discharging process. The cost function magnitude is as shown in Fig. 3i.
The proposed MVWCA is taking only ten iterations to provide the optimum gains
for the optimal operation; whereas, the HS technique is taking 33 iterations.

4.2 Three-Phase Fault at PCC

The performance of the proposed system with the optimal gain parameters is also
studied for a three-phase fault scenario at PCC. Response of various grid parameters
is shown in Fig. 4 by introducing a three-phase fault in the PCC for five cycles at
t = 1.5 s time instant. The proposed technique provides high damping to make the
system stable within 25 cycles (as shown in Fig. 4a). But, the basic HS method takes
100 cycles for the system restoration after the fault occurrence. Figure 4b, e shows
the nature of current and frequency at the PCC due to the occurrence of the fault.
Figure 4c, d shows the nature of active and reactive power at the PCC. The proposed
MVWCA takes only 11 iterations to converge the cost function and is shown in
Fig. 4f. The optimal gain parameters provide a reduced transient profile and a system
with optimum response.
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Fig. 3 Comparative results of various grid parameter responses during partial shading: a P–V curve
and b I-V curve of PV system with global MPP; c voltage at PCC (V1), d current at PCC (I1),
e active power at PCC (P1), f reactive power at PCC Q1, g battery parameters (Vbatt, Ibatt), h DC
link power and PV power (PDC, PPV ), i cost function (f )
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Fig. 4 Comparative results of various grid parameter responses during three-phase fault at PCC,
a voltage at PCC (V1), b current at PCC (I1), c active power at PCC (P1), d reactive power at PCC
(Q1), e operating frequency (f ), f fitness function (f )

4.3 A Comparative Study of Basic HS and Proposed
MVWCA Optimization Schemes

In this section, a comparative analysis is presented in Table 3 to show the supremacy
of the proposed MVWCA technique over HS method. The dominance is proved
through various parameters like system restoration time (after disturbances), cost
function value (in terms of root mean square error) and convergence speed (as given
in Table 3). The system with the MVWCAmethod is more damped and so mitigates
the low-frequency oscillations in less number of cycles. The system restoration time
after any type of disturbances is less with proposed method. The proposed scheme
has faster convergence speed with less magnitude of cost function value as compared
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Table 3 Performance evaluation of proposed MVWCA technique

Different faults Method Error mitigation
time (cycles/s)

Cost function
value (RMSE)

Speed (in terms
generation)

Case 1 (partial
shading)

Basic HS 125 (2.5 s.) 2.601 × 10−6 34

MVWCA 25 (0.5 s.) 2.521 × 10−6 10

Case 2 (PCC
fault)

Basic HS 100 (2 s.) 2.711 × 10−6 15

MVWCA 25 (0.5 s.) 2.548 × 10−6 11

to the basic HS method. These parameters confirm the supremacy of the proposed
MVWCAmethod, and hence, can be applied to establish an optimalmicrogrid system
through various optimum regulator gains.

5 Conclusion

The improved performance of the proposed microgrid system with a mutated
volatilization-based water cycle algorithm has been presented in this paper. The
proposed MVWCA-based optimization is expressed in terms of parametric error
minimization of microgrid dynamics. The proposed microgrid with PV and aux-
iliary battery energy storage system is modeled in MATLAB editor platform and
integrated through VSC to achieve grid integration. To control the VSC dynamic
performance, a second-order PLL is applied in the proposed microgrid. The system
performance is improved with reduced transient dynamic oscillations by applying
control gains optimized with the proposed MVWCA optimization technique. The
dynamic responses of different grid parameters are studied during the solar and grid
uncertainties. The system restoration time is minimum with the application of the
proposed MVWCA technique. The optimization technique establishes effectiveness
with fast convergence as compared with basic HS optimized system responses.
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New Modified Water Cycle Optimized
Fuzzy PI Controller for Improved
Stability of Photovoltaic-Based
Distributed Generation Towards
Microgrid Integration

M. Mohamed Hamad Adam, Naeem M. S. Hannoon and Snehamoy Dhar

Abstract In this paper, a new modified water cycle (WC)-based optimization
is incorporated for independent distributed generation controllers’ (IDGCs’) gain
parameters tuning. Photovoltaic (PV)-based distributed generation (DG) is consid-
ered for active distribution network/microgrid tied operation, where the IDGC feed-
back path is designedwith fuzzy Proportional-Integral (PI) scheme. The PI controller
is linear and hence unable to address operational uncertainties (e.g. variation in irra-
diation profile, partial shading, symmetrical/asymmetrical faults, load variations,
etc.) for a PV-based DG incorporation. The fuzzy rule-based adaptive gains are also
limited towards unbounded uncertainties (grid connected to autonomous mode oper-
ation). Thus, to improve the system stability with effective feedback gain parameters’
selection, the modified WC algorithm is designed in this paper. The proposed WC
scheme is included with a sinusoidal chaos map to address the nonlinearities. The
performance of the proposed IDGC feedback path is evidenced under various grid
operational contingencies. The efficacy measure of proposed scheme is recorded in
terms of dynamic oscillation damping. This performance validation is implemented
in MATLAB Script environment.

Keywords Photovoltaic · Independent distributed generation controller · Water
cycle algorithm · Fuzzy PI control

1 Introduction

In recent energy framework, our planet is subjected to a catastrophe because of
decreased fossil fuel, for which administrations are implementing novel energy
models with renewable energy source (RES)-based distributed generations (DGs)
[1, 2]. DGs are power generation units based on RES (i.e. PV, wind, etc.) which are
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erratic in character and thus be able to pose grid (especially active distribution net-
work/microgrid) stability concerns [3]. Hence power electronics converters (i.e. volt-
age source converter/VSC, DC-DC converters, etc.) are incorporated prior to these
DGs integration to propose grid stability at point of common coupling (PCC). Note-
worthy benefits like power in a bidirectional course, individualistic active-reactive
power regulation to the microgrid, decoupling operation of AC side and DC side, etc.
make the choice of VSC as conspicuous for PV operation [4]. PV-VSC-based DG
systems are expressed in terms of non-linear dynamic relations towards feedback sys-
tem (phase-locked loop: PLL with PCC), where contingencies are possible to reduce
from grid stability by proper control design [5–8]. Standard proportional–integral
(PI)-based feedback designs have implemented effectively for last fifty years [5] and
utilized rigorously for industrial converter control till date. The primary cause of
that is because of their less operational complexity, simple architecture, economical
maintenance, and effectiveness for most grid-tied converters (bounded uncertain-
ties to be handled with). Lately, inspired by the escalated development of advanced
microcontrollers and digital signal processors, conventional PI-based converter con-
trol gets high importance in renewable market, from DGs’ feedback controllers to
battery charge controllers [5, 6].

PV-based DGs are also well cited with PI-based feedback path against grid PLL
operation [5, 7]. However, these PI-based controllers normally unable to perform
under unbounded uncertainties (e.g. PV side contingencies: partial shading; grid
side contingencies: islanding condition, etc.), especially for higher order (fractional
derivative relation-based VSC) and time-delayed dynamic systems (VSC operation
with primary controllers: PCs). To cope with these challenges, different improve-
ments are incorporated into conventional PI design. Auto-tuning operation and adap-
tive PI-based feedback paths are recently added to literature [8]. Further new types of
PI-based independentDGcontrollers (IDGCs)with fuzzy logic (FL) are implemented
for DG PLL [9, 10]. The FL-PI-based IDGC for PV-VSC-based DG integration is
having operational features like:

(1) Better grid stability under contingencies: these IDGCs are having the simi-
lar linear architecture as classical PI-based design, but equipped with fixed
coefficients, self tuned feedback P and I gains under VSC dynamic input.

(2) These IDGCs are implemented depending on the conventional discrete PI
design, by virtue of which fuzzy rules (FRs) are estimated.

(3) Membership functions (MFs) are designed simple by triangular formula with
minimum (maximum four) IF–THEN logics. The Fuzzification, FRs’ accom-
plishment, andDefuzzification operations are incorporated in the end derivation
of the FR rules. The whole operation is based on PI gains adaptive switching
under different VSC to PCC relations (control error) for different contingency
profile. Thus, the Fuzzification–FRs–Defuzzification process is not required for
every control instance (sample rate of VSC dynamics).

FL-PI-based controllers’ stability analysis is established in [11] where bounded
uncertainty (within stability limit dynamic behaviour) has emphasized. The FL-PI is
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established as superior to conventional PI architecture. Optimal operation of FL-PI-
based IDGC is confirmed with single-objective as well as multi-objective problem
[12]. But optimal operation of FL-PI-based DG feedback control for PV-VSC appli-
cation (especially under unbounded uncertainties: partial shading, symmetric faults,
islanded operation, etc.) is yet to be addressed in literature. In this paper, a new
modified water cycle (WC)-based less computational optimization of FL-PI IDGC
is proposed for PV-based DG integration towards microgrid.

After a brief introduction in Sect. 1, the considered PV-based DG integrated
microgrid architecture with VSC dynamics is presented in Sect. 2. The PV operation
is obtained as single-stage conversion for better reflection of IDGC effects on grid
dynamics (without voltage stability by DC-DC). The proposed FL-PI-based feed-
back controller design is described in Sect. 3, where FL design is emphasized. The
modified WC-based PI gains optimization is presented in Sect. 4. The performance
of the proposed IDGC scheme is evaluated with small-signal analysis and opera-
tional contingency (partial shading) in Sect. 5. This evaluation study is obtained in
MATLAB Script environment. The improved VSC-PCC-based PLL profile is evi-
denced as compared to conventional approaches. Finally, conclusion of the work is
presented in Sect. 6.

2 Considered PV-Based Microgrid

For the PV application as DG, microgrid integration requires three-phase AC power
and thus a 6-pulse IGBT-based voltage source converter (VSC) is considered here
(Fig. 1). The considered single-stage conversion-based PV-DG is incorporated with
local loading (AC) with parallel capacitor (for voltage stability) at PCC. The MPPT
scheme is implemented in terms ofmeasured/historical (DAS based) solar irradiation
and PVpanel temperature profile. The voltage, current (PV output profile)-dependent
MPPT techniques are limited towards internal fault (DC arcs, DC cable faults, etc.)
characteristics. The maximum power value may get estimated erroneously under
such circuit contingencies at DC link. The irradiation and temperature (PV input
profile) are directly proportional to maximum power value and having null influence
under internal faults. Thus, to obtain an accurate MPPT technique under any DG
side contingencies, the proposed MPPT is designed with irradiance and temperature
feedbacks. The VSC injected power at PCC (P1 + jQ1) is directly influenced by
feedback path (PWM generation). The feedback path or IDGC is designed based on
PCs’ reference (maximum power point tracking: MPPT-based estimation) and local
measurements (PCC voltage: V 1, abc and I1, abc). The grid design parameters are as
mentioned in Table 1.

The PV system model is further described with proper mathematical descriptions
here. TheMP data generation from local DG is possible to achieve while understand-
ing the PV modelling. The single diode equivalent model is considered for present
focus.
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Fig. 1 Considered PV-based DG integration to microgrid operation

Table 1 Numerical data of
the simulation system

Parameters Values

VSC to PCC interfacing resistance (Ri) 15 m�

VSC to PCC interfacing inductance (Li) 0.63 mH

Angular frequency (ω) 314.15 rad/s

PCC to grid interfacing resistance (Rg) 10 m�

PCC to grid interfacing inductance (Lg) 0.5mH

Filter capacitor (Cf ) 0.64 mF

DC link capacitor (Cpv) 0.5 mF

Conductance of local load (g2) 1.54 p.u

Susceptance of the local load (b2) 1.03 p.u

2.1 PV System Modelling

The solar cell is the elemental unit of any PV systems (array or module). A p-
n junction diode exposed to sunlight is able to transform light intensity (photon
energy) into the form of electrical energy (DC) by photoconduction effect. PV single
diode equivalent circuit is considered here for solar irradiation (W/m2) data to PV
parameter (MP power: PPV, voltage: VPV) calculation [13, 14]. This PV model is
simulated inMATLAB/Script environment for present focus where PV array (number
of series, parallel connected modules) is depicted as:
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Table 2 Major descriptions
of ELDORA-40 PV at
standard test condition: STC
(= 1 kW/m2, 25 °C)

Parameters Values

MP power (PPV) 40 W

Voltage at MP (VPV) 17.4 V

Current at MP (IPV) 2.3 A

Short circuit current (Isc) 2.63 A

Open-circuit voltage (Voc) 21.9 V

IPV = Npp × Iph − Npp × Irst

[
e
(

1
VT a

(
VPV+IPVRs

Nse

))
−1

]

−
((

Nse
/
Npp

) × VPV + IPV × RS

Rsh

)
(1)

where IPV → PV array’s output current, N se → number of series modules, and Npp

→ number of parallel modules, VT = kT
/
q → thermal voltage. A real solar module

ELDORA-40 (10 kW PV system: 46 parallel × 6 series × 40 W) is developed here,
and other coefficient and parameters are described in Table 2.

2.2 VSC’s Dynamic Relation for Grid PLL

A three-phase DC-AC conversion is obtained by IGBT-based voltage source con-
verter (VSC) for bidirectional operation of PV microgrid. This is obtained by pulse
width modulation (PWM)-based technique. The proposed VSC-based DG integra-
tion is obtained in terms of the active and reactive power (P−Q:P1 +j Q1) regulation
at PCC (bus 1, Fig. 1). The control dynamics is directly derived from instantaneous
active and reactive power components, on the contrary of conventional instantaneous
direct and quadrature-axis PCC current components (Id + j Iq). This PLL operation
between VSC terminal to PCC is expressed by reduced abc-dq conversion-based
unmodelled PLL [15].

From Fig. 1 the VSC to PCC dynamics in abc frame can be expressed as:

(
Vi,abc − V1,abc

) = L1
dIi,abc
dt

+ R1 Ii,abc (2)

whereVi,abc → AC side voltage of VSC; V1,abc → PCC voltage; and I i,abc → abc
frame instantaneous current fromVSC to PCC. The direct P-Q-based VSC dynamics
can be expressed as:

[
Ṗ1
Q̇1

]
=

[−R1/L1 −ω

ω −R1/L1

] [
P1
Q1

]
+

[
1/L1 0
0 1/L1

] [
Uq

Up

]
(3)
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where Ṗ1 and Q̇1 → active-reactive power differential relationships, respectively; ω
→ grid operational frequency; and Uq and Up → control inputs of P-Q dynamics.
These control inputs can be expressed in terms of dq axis voltage parameters as:

Uq = VidV1d + ViqV1q − (
V 2
1d + V 2

1q

)
(4)

Up = [
VidV1q − ViqV1d

]
(5)

where Vid + j V iq → dq axis voltage at VSC, V1d + j V1q → dq axis voltage at PCC.
The PWM-based pulse generation is possible to achieve by reference modulating
signal calculation of these VSC voltage parameters as:

Vid = VMPP

L1
(mVSC cosφ) (6.a)

Viq = VMPP

L1
(mVSC sin φ) (6.b)

where VMPP → PV system-based MPPT voltage, mVSC → modulation index for
PWM, and φ → firing angel of IGBT. This VSC is targeted for proposed PV-based
DG integration to PCC via FL-PI-based feedback path (IDGC) as depicted in next
section.

3 Proposed FL-PI-Based IDGC

The IDGC or feedback path for PWM-based VSC-PLL is obtained with PI-based
second-order closed-loop operation. The PI control is obtained here with conven-
tional structure, and then the gain parameters are updated with respect to feedback
error or dynamic error. These dynamic errors are obtained from VSC dynamic archi-
tecture as depicted in Eq. (2), where a multi-variable formulation is considered. The
feedback path is comprised with individual proportional (Kp, P1 for P1 dynamics
and Kp, Q1 for Q1 dynamics) and integral (Ki, P1 for P1 dynamics and Ki, Q1 for Q1

dynamics) gains as:

UK
q = UK−1

q +
[
Kp,P1 + Ki,P1

s

](
P∗
1 − PK

1

)

UK
p = UK−1

p +
[
Kp,Q1 + Ki,Q1

s

](
Q∗

1 − QK
1

)
(7)

here superscript K → iteration instant,
(
P∗
1 − PK

1

) → P1 dynamic error, and(
Q∗

1 − QK
1

) → Q1 dynamic error. Now this control inputs’ calculation in Eq. (7)
is limited when state matrix in Eq. (3) is within grid limit. But when the ω in Eq. (3)
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varies drastically with operational contingencies, these Kp and Ki gains are not able
to provide desired stability limit. Thus, adaptive gain parameter estimation according
to FL rules is depicted here. The error and changes in error (∂

(
P∗
1 − PK

1

)/
Ts) and

(∂
(
Q∗

1 − QK
1

)/
Ts) are considered for proposed FL-based adaptive gain estimation.

The calculation is obtained in bilinear method (z-domain) where Laplace domain
representation of Eq. (7) is obtained as:

Us
q =

[
Kp,P1 + Ki,P1

s

](
Ers1

)

Us
p =

[
Kp,Q1 + Ki,Q1

s

](
Ers2

)
(8)

where s → Laplace complex variable, Er1 and Er2 → P1, and Q1 dynamics’ error
(Er). The s to z-domain transform is obtained by transfiguration formulation:

Uz
q = (

Kp,P1 − Ki,P1(Ts)/2 − Ki,P1(Ts)/
(
1 − z−1

))
Uz

p = (
Kp,Q1 − Ki,Q1(Ts)/2 − Ki,Q1(Ts)/

(
1 − z−1)) (9)

By assuming:

K̃ P = KP − KiTs
2

K̃i = KiTs (10)

and by taking inverse z-domain (time domain), the control inputs can be derived as:

Uq(K × Ts) = Uq(K × Ts − Ts) + Ts × �Uq(K × Ts)

Up(K × Ts) = Up(K × Ts − Ts) + Ts × �Up(K × Ts) (11)

where

�Uq(K × Ts) = Kp,P1 × ∂Er1(K × Ts) + Ki,P1 × Er1(K × Ts)

�Up(K × Ts) = Kp,Q1 × ∂Er2(K × Ts) + Ki,Q1 × Er2(K × Ts) (12)

here �Uq(K × Ts) and �Up(K × Ts) → incremental controller coefficients,
∂Er1(K × Ts) and ∂Er2(K × Ts) → rate of change of error for P1 andQ1 dynamics,
respectively.

The PI gains (i.e. proportional:Kp,P1 andKp,Q1; and integral:Ki,P1 andKi,Q1) are
selected adaptively according to grid instability region (i.e. dynamic errors: Er1 and
Er2). The role of FL is to select the optimal feedback (PI control based) path gains
selection under different operational contingencies, to provide improved stability
margin with adaptive functionality. The optimal selection is further introduced with
error minimized gains by virtue of WC-based optimization problem.
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=
Eq. 2

(VSC Dynamics)+ –

Ki
Er(k×Ts)

+
+

Kp
sT

1

+
– Z –1

∂Er(k×Ts)

∆U(k×Ts)
Ku,P

U
(k
×
Ts

)

P1
* and Q1

*

Control References

Feedback path or IDGC

PX 11

Fig. 2 Proposed VSC feedback controller for PV microgrid operation

3.1 FL Architecture

Fuzzification, FRs, andDefuzzification processes are the constructing element for FL
architecture. TheVSC-PLLby this FL-PI-based IDGC for PV-basedDG tomicrogrid
is depicted in Fig. 2.

3.1.1 Fuzzification

The VSC dynamic system errors are considered for fuzzification of Kp and Ki gains
prior to system stability limits. The input (IP) and output (OP) membership functions
are designed according to VSC-PCC dynamic stability limits (Fig. 3). The dynamic
error (Er1 and Er2) and rate of change in error (∂Er1 and ∂Er2) are considered for
present FL IP membership design, where control inputs (�Uq and �Up for P1 and
Q1 dynamics, respectively) are targeted as OP membership. The FL membership
constant L is considered >0. This L is needed to be optimized further to achieve
optimal FL-PI operation under uncertainties (partial shading, islanding, etc.).
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Fig. 3 Membership
functions for FL-PI gains: IP
andOP membership function
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(b)
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3.1.2 Fuzzy Rule Base

By using the IP and OP memberships (Fig. 3), the following fuzzy rules (FRs) are
developed for PI gain adaptiveness:

Rule1. IF Er(kTS) = ErNEG AND ∂Er(kTS) = ∂ErNEG, THEN�U (kTS) = �UNEG.

Rule2. IF Er(kTS) = ErNEG AND ∂Er(kTS) = ∂ErPOS, THEN�U (kTS) = �UZER.

Rule3. IF Er(kTS) = ErPOS AND ∂Er(kTS) = ∂ErNEG, THEN�U (kTS) = �UZER.

Rule4. IF Er(kTS) = ErPOS AND ∂Er(kTS) = ∂ErPOS, THEN�U (kTS) = �UPOS.

The rules are based on the side of membership functions where subscript POS →
positive side, NEG → negative side, and ZER → zero output. The IF AND THEN-
based operation is effective as AND is providing minimum tolerance to the FRs.
These four rules are considered for PI gains decision.

3.1.3 Defuzzification

The centroid relationship is implemented for defuzzification of incremental FL con-
trol. The IP and OP memberships are further decomposed into 20 IO combinations
as depicted in [16]. Finally, the gains for PI (Kgain: Kp, Ki) is calculated as:

Kgain =
∑

value of IPmembership × correspondingOPmembership∑
value of IPmembership

(13)
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These IO combinations are depicted as FRs in Fig. 4. For present consideration, the
error (Er1 and Er2 → Fig. 3a) and rate of change in error (∂Er1 and ∂Er2 → Fig. 3a)
are positioned in horizontal and vertical axes, respectively. These two membership
functions overlapped and create a third-dimensional representation [16] over two-
dimensional membership maps. The upside region of Er is representing [0 to L]
region where the downside is showing [0 to −L] region, in two-dimensional plane.
The left side and right side of ∂Er are showing [0 to −L] and [0 to L] planes of
two-dimensional error mapping. The third-dimensional membership functions for
Kp and Ki gains are obtained from rule-based R1 to R20 as in Fig. 4. The selection
of IF–THEN rules is implemented as:

Er = ErNEG AND ∂Er = ∂ErNEG
THENmin(Er, ∂Er) (14)

For the region IO1 and IO2, the rule R1 can be implemented as:

Step 1. Select the input (Er and ∂Er) memberships (as in Eq. 14).
Step 2. Obtain the corresponding output (Kp and Ki) memberships.

The Er and ∂Er are obtained from two-dimensional limits as:

∂ Er

Er

L

–L

L–L

R19

R18

R13

R12 R11 R17

R5

R4 R3

R2

R10

R6R14 R1

R7 R8

R9

R15 R16 R20

Fig. 4 Rule base by combining Er and ∂Er as IP and Kp and Ki as OP membership functions
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ErNEG = −Er(K × Ts) + L

2L

ErPOS = Er(K × Ts) + L

2L
(15.a)

and

∂ErNEG = −∂Er(K × Ts) + L

2L

∂ErPOS = ∂Er(K × Ts) + L

2L
(15.b)

The final Kgain values can be obtained from defuzzification formulation as in
Eq. (13).

4 Proposed Modified WC-Based Optimization

The water flow is the basic idea behind this nature-inspired algorithm where evap-
oration, transpiration, condensation, precipitation, and runoff take place to reach a
raindrop to sea (optimal point) [17]. Raindrop population is created initially. These
are equivalent to PI gains (Kp,P1, Kp,Q1 and Ki,P1, Ki,Q1). To minimize the Er(kTs),
the cost function for proposed optimization problem is derived as:

f (φ) = min

(
NTot∑
k=1

√
(Er1(kTs))

2 + (Er2(kTs))
2

)
(16)

whereNTot = total iteration intervals. The raindrop population is defined as: [Rd]B×C

= [rdK1 , rd
K
2 ,… rdC K ]. The number of rivers is: Rv streaming towards sea (SE). The

number of streams (Str) can be obtained as:

Str
k=1 to SE

= round

(∣∣∣∣ CGk∑
CGk

∣∣∣∣ × Str

)
,CGk = f (φ)k − f (φ)SE+1 (17)

Here river is CG. With each generation (k), the Str changes their flow and
approaches towards optimal point SE . The flow position is estimated adaptively by
introducing chaos signal (Chao) as:

kistr(t + 1)
(i=1 to SE )

= kistr(t) + Chao(t) × (
KSE (t) − Kstr(t)

)
(18)

To make the flow adaptive towards optimal solution (SE), the evaporation process
is influenced by chaotic mapping as:
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∥∥∥∥∥kSE − kiRv
(i=1 to Rv)

∥∥∥∥∥ < Chao(t)

or

∥∥∥∥∥kSE − K j
Str

( j=1 to Strt )

∥∥∥∥∥ < Chao(t) or Chao(t) < 0.1 (19)

Finally, when the process reaches to total generation, the optimal solution is
obtained for Eq. (16).

5 Result Analysis

The performance of the proposed modifiedWC-based FL-PI controller for PV-VSC-
based DG integration (Fig. 1) is evaluated inMATLAB environment. Here, initially a
small-signal study is presented under SISO consideration of VSC dynamics (Eq. 2)
with proposed feedback path (Fig. 2). The Bode plot (Fig. 5a) and Nyquist dia-
gram (Fig. 5b) are evidenced against that study. Here, the proposed controller is
showing superiority over conventional FL-PI and PI in terms of improved sta-
bility margin (i.e. damping ratio: 0.76, 0.43, and 0.06, respectively; with poles:
−0.24 ± j0.73, −0.09 ± j0.31, and −0.01 ± j0.08, respectively).

The control response is further evaluated in terms of PCC response (i.e. frequency:
Fig. 6b, voltage: Fig. 6c, and active power: Fig. 6d). The PV system (Fig. 1) is
subjected to partial shading condition (different irradiations 1000 W/m2, 700 W/m2

and 200 W/m2 for different PV panels: Sect. 2.1, Fig. 6a) at time t = 7 s. The
dynamic oscillations of PCC parameters are recorded for proposed WC-based FL-
PI (15 cycles), conventional FL-PI (38 cycles), and conventional PI (67 cycles) as
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Fig. 5 Small signal stability analysis for PI, FL-PI, and proposed WC-based FL-PI controller
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Fig. 6 Performance evaluation of proposedWC-based FL-PI under partial shading condition: a PV
output under shading, PCC measured parameters: b grid frequency, c voltage, d active power

depicted in Fig. 6b–d. The proposed IDGC is evidenced superior under operational
uncertainty as compared with conventional controllers.

6 Conclusion

The paper proposes a new modified water cycle (WC)-based optimized fuzzy logic
(FL)–PI controller for photovoltaic (PV)-based grid integration. This distributed
generation (DG) operation is implemented as single-stage conversion via voltage
source converter (VSC). As the microgrid operational contingencies (faults, load
switching, etc.) are able to pose uncertainty for VSC dynamics-based IDGC-PWM,
linear PI controllers have limited stability margin. To operate the PI controller in an
adaptive way, FL-based rules (system stability) are obtained where controllers’ error
and change in error are considered for IP membership, and control input to VSC
dynamics is considered as OP membership. The new instantaneous active-reactive
power (P-Q) dynamics are further operated in an optimal way where the PI gains
are optimized under system stability limit by modified (chaos) WC algorithm. The
performance of the proposed IDGC is evidenced superior over conventional FL-PI
and PI in terms of small-signal stability and dynamic oscillations. The performance
study is presented in MATLAB environment.



636 M. M. H. Adam et al.

References

1. Katiraei F, Aguero JR (2011) Solar PV integration challenges. IEEE Power Energy Mag
9(3):62–71

2. Khushalani S, Solanki JM, Schulz NN (2007) Development of three-phase unbalanced power
flow using PV and PQmodels for distributed generation and study of the impact of DGmodels.
IEEE Trans Power Syst 22(3):1019–1025

3. Dhar S, Dash PK (2016) A new backstepping finite time slidingmode control of grid connected
PVsystemusingmultivariable dynamicVSCmodel. Int JElectr PowerEnergySyst 82:314–330

4. Barik SK, Dash PK, Dhar S (2015) Finite-time sliding mode power control of grid-connected
three-phase photovoltaic array. Aust J Electr Electron Eng 12(4):301–311

5. Kumar S, VermaAK,Hussain I, SinghB, Jain C (2017) Better control for a solar energy system:
using improved enhanced phase-locked loop-based control under variable solar intensity. IEEE
Ind Appl Mag 23(2):24–36

6. RezkallahM, Hamadi A, Chandra A, Singh B (2015) Real-time HIL implementation of sliding
mode control for standalone system based on PV array without using dumpload. IEEE Trans
Sustain Energy 6(4):1389–1398

7. ZhuY, Fei J (2018)Disturbance observer based fuzzy slidingmode control of PVgrid connected
inverter. IEEE Access 6:21202–21211

8. Dhar S, Dash PK (2016) Harmonic profile injection-based hybrid active islanding detection
technique for PV-VSC-based microgrid system. IEEE Trans Sustain Energy 7(4):1473–1481

9. Sankar RS, Kumar SV, Mohan Rao G (2018) Adaptive fuzzy PI current control of grid interact
PV inverter. Int J Electr Comput Eng (2088–8708) 8(1)

10. Sukumar S, Marsadek M, Ramasamy A, Mokhlis H, Mekhilef S (2017) A fuzzy-based PI
controller for power management of a grid-connected PV-SOFC hybrid system. Energies
10(11):1720

11. Sefa I, Altin N, Ozdemir S, Kaplan O (2015) Fuzzy PI controlled inverter for grid interactive
renewable energy systems. IET Renew Power Gener 9(7):729–738

12. Tang K-Sg, Man KF, Chen G, Kwong S (2001) An optimal fuzzy PID controller. IEEE Trans
Ind Electron 48(4):757–765

13. Dhar S, Sridhar R, Mathew G (2013) Implementation of PV cell based standalone solar
power system employing incremental conductance MPPT algorithm. In: 2013 international
conference on circuits, power and computing technologies (ICCPCT). IEEE, pp 356–361

14. Chowdhury S, Taylor GA, Chowdhury SP, Saha AK, Song YH (2007) Modelling, simula-
tion and performance analysis of a PV array in an embedded environment. In: 2007 42nd
international universities power engineering conference. IEEE, pp 781–785

15. Dhar S, Dash PK (2016) Adaptive backstepping sliding mode control of a grid interactive
PV-VSC system with LCL filter. Sustain Energy Grids Netw 6:109–124

16. Abedini M, Mahmodi E, Mousavi M, Chaharmahali I (2019) A novel Fuzzy PI controller
for improving autonomous network by considering uncertainty. Sustain Energy Grids Netw
18:100200

17. Eskandar H, Sadollah A, Bahreininejad A, Hamdi M (2012) Water cycle algorithm—a novel
metaheuristic optimizationmethod for solving constrained engineering optimization problems.
Comput Struct 110:151–166



Voltage Stabilization in a Single-Phase
SEIG System with Electronic Load
Controller

Subhendu Khatua, Abhijeet Choudhury, Swagat Pati, Sanjeeb Kumar Kar
and Renu Sharma

Abstract In this modernizing and developing world, consumers are demanding
fresh, high-quality power. However, in distant locations or mountainous regions, it is
not feasible for the utility grid to offer clean energy as it involves lengthy transmission,
power shading and failures which is a primary reason for a large voltage drop. In
an attempt to mitigate all these problems, isolated framework is introduced in this
paper, comprising of a single-phase self-excited induction generator, an electronic
load controller and a capacitor bank, which have been used for its self-excitation
function. Self-excited induction generators operate in the saturation region. This
creates poor voltage regulation at the load terminal, with the aim of alleviating this
problem, and the electronic load controller is connected in parallel across the load.
The electronic load controller comprises an unrestrained bridge rectifier, a chopper
circuit and a dump resistive load. It works in a smart manner, i.e., the complete power
at the end of the customer and the dump load is always retained at a steady value,
and to resolve this issue, a control protocol is disclosed in this paper.
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1 Introduction

In this modern era of growth, electrical power grids have grown into an extremely
convoluted and collectively useful system that is geographically distributed and
closely linked to the other systems. In an attempt to get purge of power shading
and enhance stability as well as the reliability and efficiency of the power system,
isolated systems are introduced. Due to astonishing benefits like a combination of
renewable energy system, fewer losses and short line length, isolated systems are
recommended. Renewable energy sources such as solar, wind and micro-hydro can
be used to produce clean energy. Natural energy is first transformed into mechanical
energy, i.e., by the revolution of the primemover which, in turn, is utilized to produce
electricity through the utilization of generators in the wind and hydro systems. In
distant, far-flung regions and mountainous regions, where the majority of the popu-
lation relies on single-phase supplies, decentralized systems using local renewable
energy make significance. Self-excited induction generators [1] are appropriate for
aforementioned applications as they are inexpensive, robust, safe, brushless and user-
friendly. In this research paper, the proposed system is taken into consideration to an
autonomous isolated system which comprises a single-phase self-excited induction
generator (SEIG) which is a source to provender resistive lighting. In an isolated sys-
tem, the induction machine must be self-excited due to limitation of non-availability
of the reactive power supply [2]. However, it can be accomplished by linking the
motor magnetizing impedance to a capacitance linked in parallel to create an LC
resonant circuit. The benefit of the SEIG system is, low maintenance, simple oper-
ating processes, it is self-protective against the faults occurring in short-circuit by
reducing the excitation due to drop of voltage, its ability to generate power at variable
speeds and its excellent dynamic response. The detailed mathematical modeling of
single-phase SEIG system is given in [3]. The power generated by SEIG is fed to the
load. It is a matter of concern and attention that as “SEIG” operates in the saturation
region, the change in load produces substantial deviations in voltage and frequency
in the system, respectively, i.e., the voltage and frequency regulation of such system
is poor [4–6]. An electronic load controller (ELC) [7] is executed for themaintenance
of continuous voltage over the load terminals in the rated allowable limits.

2 System Configuration and Operation

In this work, two induction motors are taken. One acts as a prime mover as a sub-
stitute for hydro turbine and other acts as a generator. As it is an isolated system,
the machine should be capable of self-excitation as there will be no availability of
external power source. So self-excitation capacitors are connected in parallel with
the motor magnetizing impedance. Charged capacitors are connected across the aux-
iliary winding, i.e., starting winding of the single-phase induction motor [1, 2, 4,
5]. When prime mover rotates and generator achieves the critical speed, then the
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charging capacitors are switched into the circuit which circulates the magnetizing
current into the starting winding of the induction motor. The circulating current in
the starting winding produces a flux in the air gap. When the rotor cuts the flux, EMF
is induced in the rotor. As the rotor terminals are short-circuited, current flows in the
rotor due to the rotor-induced emf. The rotor current produces the rotor flux which
is rotating in nature. The rotor flux cuts the auxiliary and main winding conductors,
which as a result strengthens the auxiliary winding flux which results in increased
rotor emf and rotor flux, thus increasing the main winding voltage. This cumulative
process goes on till the core of the machine saturates. When saturation sets in, the
voltage becomes constant across the main winding.

Capacitors can also be connected across the running winding to provide further
reactive power support during loading conditions [3, 8, 9]. If reactive power generated
by the starting winding capacitor holds sufficient during loading conditions, then the
requirement of capacitors across running winding is not mandatory.

The single-phase load [4] is connected across the output terminals of a generator.
As the SEIGoperates in saturation region, it is verymuch prone to voltage fluctuation.
A slight change in load current results in a change in output voltage and frequency.
Mostly loads are time varying in nature. So it becomes very difficult to maintain
the voltage at a constant value for an SEIG with varying load as stated in [10]. Any
deviation in the load side affects the voltage. Again the load should get rated voltage
irrespective of the load terminals. Hence a control device needs to be implemented
for maintaining the rated voltage across the load terminals. The control device used
here is an electric load controller. The block diagram of whole systemwith electronic
load controller is given below in Fig. 1.

The ELC basically comprises a full wave rectifier, capacitor, a control switch
and a dump load resistor [6, 7, 11–15]. The operating principle of the ELC is based
on the concept of variable load consumption so as to keep the voltage constant and
maintaining the total power PT supplied by themachine at a constant value. The ELC

Fig. 1 System diagram with power flow
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is designed such that it can handle the maximum power generated by the machine.
During light load condition, the surplus power is consumed by the ELC. As the load
increases, the ELC reduces its power consumption such that the load voltage remains
constant.

3 Proposed Work

The proposed system in this paper comprises three important parts, namely SEIG
system, electronic load controller and load design as shown in Figs. 2, 3 and 4,
respectively. The SEIG system comprises two induction machines, in which one
machine acts as a prime mover and other as generator. The configurations of motor
are described in Tables 1 and 2.

The voltage buildup in an SEIG system depends on the speed of the rotor rotation
and capacitance value. Hence the prime mover is selected such that it would drive
the generator at or above its synchronous speed. By different tests, it is seen that
the prime mover at 1960 rpm corresponds to 34% slip. SEIG can generate voltage at
variable speeds, but the voltage buildup and power generation are not considerable as
voltage regulation is very poor. So as to avoid the above issue, a 2-pole 0.5 HP motor
is used as a prime mover to drive a 4-pole 0.25 HP induction machine (generator). A
controllingmechanism is designed tomaintain rated voltage across the load terminals
irrespective of loadvariationswhichweremaintainedby the electronic load controller
(ELC). The design of the ELC consists of an uncontrolled full wave rectifier with an

Fig. 2 Hardware depiction of ELC
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Fig. 3 Hardware depiction of SEIG system

Fig. 4 Hardware depiction of resistive load

insulated gate bipolar transistor (IGBT) along with a dump load connected in series.
The duty cycle of the switch is controlled by using an opto-coupler (MCT2E), which
is controlled in such a way that the voltage across the terminals remains constant
irrespective of load variations.
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Table 1 Specification of
2-pole induction machine

Voltage 230 V

Poles 2 Poles

Phase 1Φ

Speed 2800 RPM

Current 2.7 A

Hp 0.5 HP

Table 2 Configuration of
4-pole induction machine

Voltage 230 V

Poles 4 Poles

Phase 1Φ

Speed 1480 RPM

Current 0.8 A

Hp 0.25 HP

4 Results Analysis and Discussion

The evaluation findings from the proposed system and its analysis are discussed in
this chapter. The voltage was found out to be 200 V using 5 µF in the auxiliary part.

The capacitance values for excitation were defined by trial and error method, and
the best values were obtained as shown in Table 3.

In this subsection, the performance of the SEIG load system is evaluated when the
system is in open loop. The generator was run at no load at 1960 rpm, and charged
capacitors are switched to the auxiliary circuit of the generator. After switching the
capacitor, the no-load voltage developed was found to be 520 V. As the ELC was
turned on, the no-load voltage was reduced and was found to be 240 V. An increase
in the load led to severe voltage fluctuations. As a load of 100, 60 W is connected,
the voltage further dips to 188 V and as the load was disconnected, the voltage was
same as 520 V which is not acceptable for a healthy system (Fig. 5).

Table 3 Sample values of capacitance used

S. No. Capacitor across
auxiliary winding
(µF)

Capacitor across main
winding (µF)

Voltage at full load
(V)

Power (W)

1 10 5 228 44

2 12.5 5 188 48

3 15 5 195 48

4 5 – 200 92

5 5 – 220 88
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Fig. 5 Result of switching the ELC on throughout no-load condition

As discussed in the previous section, higher the load change more intense is the
voltage fluctuation which is undesirable for any optimum system. This fluctuation is
due to the fact that the power generated by the machine cannot be handled properly.
So as to maintain a constant voltage generation by the machine, the generator current
needs to be maintained constant. Here, an ELC is connected in parallel with the load.
The purpose of the controller is to consume power so that the generator current
remains constant throughout the operation process. The filter inductor restricts the
ELC current to reduce suddenly creating a slight sluggish response. As the load
toward the ELC is increased, the duty ratio is increased and the ELC current is also
increased. With different watts usage, it was observed the voltage fluctuation was
drastically improved as compared to the previous subsection (Fig. 6).

Fig. 6 Total generator current remains constant
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40W     60W 

100W 

Fig. 7 Comparison of loads (40, 60, 100 W) without ELC

The comparison of various loads with ELC and without ELC is also presented in
this paper, refer to Figs. 7 and 8.

5 Conclusion

In no-load configuration, the SEIG system produced 520 V under no load which
dips into 200 V at full load of 92 W. The proposed system demonstrated a “150”%
of voltage regulation from no load to full load, which is highly unacceptable for
any power systems. In order for reduction in voltage regulation, an electronic load
controller had been designed and implemented that would be able to the regulate
power generated by SEIG remains constant irrespective of load variation. The ELC
has been designed for 100 W of power and has an integrated PI module which
controls the duty cycle of the switch such that the voltage at the load terminals
remains constant. The voltage regulation of the system with the use of ELC reduced
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40W 60W

100W 

Fig. 8 Comparison of loads (40, 60, 100 W) with ELC

from 150 to 14.58%. The ELC was found to be efficient and robust as it maintained
the load voltage within acceptable limits. The closed-loop circuit system produced
adequate outcomes, which could be adopted reasonably owing to low prices and
elevated portability.
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EV Battery Charging with Input Power
Factor Correction Using a Buck–Boost
Converter

Prateek Kumar Sahoo, Sagar Kumar Champati, Ashish Pattanaik
and Tapas Kumar Mohapatra

Abstract Some of the devices that are used in industrial, commercial and residential
applications need DC supply for their proper functioning and operation. The devices
that are used for conversion of AC supply to DC are basically behaved as non-linear
loads and thus have non-linear input characteristics, which results in production
of non-sinusoidal line current. Also, current comprising of frequency components
at multiples of line frequency is observed which lead to line harmonics. Due to the
increasing demand of these devices, the line current harmonics pose a major problem
by degrading the power factor of the system thus affecting the performance of the
devices. Hence, there is a need to reduce the line current harmonics, so as to improve
the input power factor (IPF) of the system. This has led to designing of IPF correction
circuits using new buck–boost converter topology. In this article, the authors used
this circuit particularly for electric vehicle (EV) battery charging from AC supply.
A passive power factor correction circuit with new buck–boost converter (BBC) is
implemented for improving the IPF. Hysteresis current control (HCC) technique and
PID controllers are used for both voltage regulation and IPF correction.
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1 Introduction

The automotive industry is forced to think of electric vehicles (EVs) due to extreme
use of fossil fuel and air pollution. Currently, modeling and charging an EV battery
is a good area of research. The switch mode power supply is well known to be the
cornerstone of power conversion technology. For charging the battery, an effective
and easy DC–DC converter is necessary. For their battery charging cycle, most of the
EV uses buck–boost converters. Buck and boost converters are simple and efficient
but cannot provide high-voltage gain. Some new topologies with different gain and
voltage range variations are proposed [1–4]. Here, the authors are trying to use an
efficient BBC [5] for the charging of EV battery which has a gain of D2/(1 − D2).
This BBC also provides a positive output voltage which is basically not obtained
by BBCs. With increase in the use of semiconductor devices and electronic loads,
greater stress is placed on the correction of the IPF [6–9] and on the decrease of total
harmonic distortion (THD) present in the AC power supply input. In order to enhance
the quality of input power, scientists have been more interested in designing fresh
power converter topologies and control techniques. Here, the authors are also trying
to use the robust current control technique, i.e., HCC [10] with PID controller to
adjust the voltage output to the required value and enhance the IPF. The input power
factor becomes poor due to non-sinusoidal input current and the phase angle between
the fundamental component of source current and voltage. The HCC technique is
used to generate the pulse for BBC to regulate the output voltage aswell as to improve
the power factor by reducing the phase difference between supply voltage and current
and also improve the current nature.

2 Control Strategies

For input power factor correction, there are various control strategies available, such
as

1. Peak current control
2. Average current control
3. Hysteresis control
4. Borderline control
5. Discontinuous PWM control.

In this project, we have tried to improve the power factor using a buck–boost
converter, so we need to control the output voltage as well as improve the power
factor. So, we adopted a control strategy including both PID control and hysteresis
control to control output voltage and improve input power factor, respectively.
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2.1 Output Voltage Control

In this control technique, the output voltage of theDC/DCconverter is controlledwith
the help of a PID controller. The output voltage is controlled to provide a required
DC voltage as per the user’s demand. First, the output voltage is evaluated and the
necessary output voltage is compared and the error is supplied to the PID controller.
The PID controller output is then provided to the hysteresis control module as an
input.

2.2 Hysteresis Control

In this control technique, with respect to upper and lower boundary limits, two
reference currents are generated.Narrowhysteresis band is preferred for input current
with fewer ripples. The hysteresis band and the pulse generation technique are shown
in Figs. 1 and 2.

Fig. 1 Hysteresis band
Co
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ro

l 
O

ut
pu

t

Control 
Input

ON

OFF
H

error > H/2

error <- H/2

Fig. 2 Pulse generation
technique using hysteresis
band
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Fig. 3 Schematic diagram of new buck–boost converter

The rectified voltage is measured and multiplied with the output of the PID con-
troller and the product is compared with the inductor current, which gives rise to an
error, which when passed through a hysteresis band, produces a variable frequency
pulse. This pulse is fed to the switching devices that drive the circuit. The frequency
of the pulse depends on the hysteresis band that is set by the user. This control
technique enables the converter to work in continuous conduction mode (CCM).

3 Topology of Buck–Boost Converter

Abuck–boost converter is an electronic circuit that converts an input of direct current
(DC) from a certain voltage level to either higher or lower voltage level. It is a type
of power converter. The application of buck–boost converter ranges from very low
power utilities (small batteries) to very high power utilities (high-voltage power
transmission).

The buck–boost converter used, as shown in Fig. 3, is a cascade connection of two
simple buck and boost converters. It contains two power switches (S1 and S2), two
diodes (D1 andD2) two inductors (L1 and L2), two capacitors (C1 andC2) and a load
R. Two active switches in the converter, Switch1 (S1) and Switch2 (S2), are switched
ON and OFF at a time and both the diodes are also operating simultaneously. The
buck–boost converter used in this project provides the required output voltage for
a higher range of input voltage variations as compared to conventional buck–boost
converter.

4 Modes of Operation of Buck–Boost Converter

See Figs. 4 and 5.



EV Battery Charging with Input Power Factor Correction … 651

Fig. 4 Schematic diagram of buck–boost converter when both the switches are closed

Fig. 5 Schematic diagram of buck–boost converter when both the switches are open

4.1 Mode-1 (Both Switches Are ON) (0 < T < DT)

When both the switches are ON (act as short circuit), the diodes are reverse biased
(act as open circuit) and current will flow through the path ‘VS → L1 → Switch1
→ VS’ and ‘C1 → Switch2 → L2 → C1.’ The schematic of this mode is shown in
Fig. 4. Here, D signifies the duty ratio.

The dynamic equations for this mode are given below.

VL1 = VS (1)

VL2 = VC1 (2)
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diL1
dt

= Vs

L1
(3)

dVC1

dt
= iL2

C1
(4)

diL2
dt

= VC1

L2
(5)

dVC2

dt
= −VC2

RC2
(6)

where VL1 and VL2 are the voltage drops of both the inductors. VC1 and VC2 are the
voltage drops of both the capacitors. iL1 and iL2 are the currents through both the
inductors. VS is the DC supply of the converter.

4.2 Mode-2 (Both Switches Are OFF) (0 < T < (1 − D)T)

When both the switches are OFF (act as open circuit), the diodes are forward biased
(act as short circuit) and current will flow through the path ‘L1 → C1 → D1 → L1’
and ‘L2 → D2 → C2 & Load → L2.’ The schematic of this mode is shown in Fig. 5

The dynamic equations for this mode are given below.

VL1 = −VC1 (7)

VL2 = −VC2 (8)

diL1
dt

= −VC1

L1
(9)

dVc

dt
= −iL1

C1
(10)

diL2
dt

= −V0

L2
(11)

dVC2

dt
= iL2

C2
− VC2

RC2
(12)

Using the equation from Eqs. (1) to (12), the average state space matrix of the
given DC–DC converter can be explained as:
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From the above equations, we can derive a relation between input and output
voltage of the buck–boost converter. Equation (13) shows the relation between the
input and output

V0 = VS

(
D

1 − D

)2

(13)

From this equation, it is clearly observed that gain is the square of D
1−D . That

means high-voltage gain can be obtained with a small change in duty ratio.

5 Power Factor Correction Circuit Using Buck–Boost
Converter

When we give AC supply directly to the rectifier, we got a very bad power factor.
So we have corrected the IPF bypassing the AC supply to the LC filter and then the
filtered AC is given to the rectifier and the buck–boost converter subsequently. The
basic blocks of AC to DC converters are shown in Fig. 6.

Fig. 6 AC to DC converter
with buck–boost converter

AC
DC to DC Buck 

Boost 
Converter

AC to DC 
Diode Bridge 

Converter
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6 Simulation and Results

The parameters, along with their corresponding specifications, used in the PFC
charger circuit, are specified in Table 1. The specified parameters are used for the
simulation of the PFC charger circuit for resistive load and battery load.

Initially, the charger circuit was implemented for resistive load without power
factor correction, i.e., LC filter. In that condition, we obtained the required output
voltage and current; however, the charger was drawing a huge amount of current from
the AC source, thereby decreasing the efficiency and the IPF, which can be seen in
Table 2. The corresponding block diagram is shown in Fig. 7which is implemented in
MATLAB/Simulink and the output voltage and input voltage and current waveforms
are shown in Figs. 8 and 9. The IPF varied from 0.63 to 0.82 with the variation in

Table 1 Parameters and their specifications used in the PFC charger

Parameters Specifications

Minimum input voltage (RMS) 24 V

Maximum input voltage (RMS) 40 V

Diode (in rectifier) 6A4

Diode (in DC–DC converter) 10A04

MOSFET IRF540

Filter inductor 25 mH

Filter capacitor 220 µF

Inductor (in DC–DC converter) 2 × 10 mH

Coupling capacitor 47 µF

Output capacitor 2 × 6800 µF

Table 2 Results obtained from the simulation of the PFC charger circuit

(Vin)rms
(V)

Without PFC With PFC

(Iin)rms Vout
(V)

Iout
(A)

Power
factor

(Iin)rms Vout
(V)

Iout
(A)

Power
factor

24 4.24 14 3 0.63 2.43 13.7 3 0.9

26 4.18 14 3 0.66 2.37 13.7 3 0.94

28 4.10 14 3 0.71 2.32 13.9 3 0.96

29 4.07 14 3 0.72 2.26 14 3 0.97

30 4.03 14 3 0.74 1.98 14 3 0.99

32 3.81 14 3 0.73 1.98 14 3 0.97

34 3.63 14 3 0.75 1.98 14 3 0.94

36 3.60 14 3 0.78 1.98 14 3 0.90

38 3.53 14 3 0.80 1.98 14 3 0.86

40 3.46 14 3 0.82 1.98 14 3 0.84
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Fig. 7 Buck–boost converter without PFC
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Fig. 8 Waveform of input voltage and current without PFC
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Fig. 9 Waveform of output voltage and current without PFC

the AC input voltage. After connecting the LC filter and proper controller, it can be
observed in Table 2 that the input current drawn from the AC supply has reduced
to almost half of that in previous condition, which increases the efficiency of the
charger. Also, the IPF remains higher than 0.94 for a variation of input AC voltage
from 26 to 34 V, with the highest IPF being 0.99 for an input AC voltage of 30 V,
as highlighted in Table 2. The corresponding block diagram which is implemented
in MATLAB/Simulink is shown in Fig. 10, and the output voltage and input voltage
and current waveforms are shown in Figs. 11 and 12.

7 Conclusion

In electric vehicle, the extensive use of battery charges has given more consideration
to the correction of the power factor (PFC) and the harmonic reduction of distortion
in the input current from the AC power supply. A range of techniques for PFC, i.e.,
buck converters, boost converters and buck–boost converters, are used to solve the
problems power quality. This paper suggests a buck–boost converter to use hysteresis
control to enhance the power factor and thus decrease the THD, along with a power
factor correction control. Simulation of the converterwith andwithout PFC controller
was conducted in MATLAB/Simulink. This resulted in the correction of the input
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Fig. 12 Waveform of output voltage and current with PFC

power factor and the regulation of the output voltage using this controller. From
the simulations, we observe and conclude that the designed circuit can provide the
desired output, i.e., 14 V DC for an input variation from 30 to 40 V AC with an
acceptable power factor of 0.99.
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IoT Based Real-Time Water Quality
Monitoring and Classification

Sujaya Das Gupta, M. S. Zambare, N. M. Kulkarni and A. D. Shaligram

Abstract Rivers are the major freshwater sources. Good health and well-being
require clean and good quality water. Recent time has witnessed severe degradation
of water quality owing to heavy industrialization, agriculture, and anthropogenic
activities. Such high levels of pollution can be health threatening. Hence water qual-
ity monitoring plays a vital role in assessing the water quality conditions of water
resources; report the spatial and temporal variations in the conditions, identifying
the cause and location of water pollution. This research work focuses on developing
wireless sensor nodes capable of real-time analyses of the various physicochemical
characteristics of any water resource. The work may offer a small leap towards pro-
viding safe water by updating the authorities through a web-based portal and mobile
phone platforms regarding the contamination status so that preventive measures can
be devised in time.

Keywords Real-time water quality monitoring · Internet of things (IoT) ·Mula
river

1 Introduction

Water pollution has a significant impact on the human and ecosystem’s health. One
of the major uses of water is drinking. Other uses are namely, domestic purposes,
agriculture, industries, recreation, and transportation. Approximately, 70% of our
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Fig. 1 a Mula river at Lavale, Pune b pollution at the bank of Mula river at Lavale, Pune

body is composed of water and approximately an average of 2–3 litres of water every
day is required by every human being for drinking.With increasing populations, there
has been a heavy demand for good quality water. Biodiversity is evident in the coastal
regions due to the presence ofmigratory birds, coral reefs,mangrove forests, etc. Such
places promote tourism of any state and providing various livelihood opportunities
like fishing, recreational activities, transportation, etc. Pollution in these coastal areas
has a long term effect on aquatic life. Hence regular water quality monitoring plays
a vital role in reporting and assessing the quality conditions of water resources;
identifying the cause and location of water pollution and also initiates a step towards
reducing pollution by creating awareness.

Traditional water quality testing methods rely on random water sample collection
at various locations and analyzing them in the laboratories which involve manual
work and a long time. Moreover, most of the available online water quality systems
commercially available in the market are very expensive. Therefore, this research
work aims to develop an Internet of things (IoT) based wireless sensor nodes for
water quality monitoring. Such a platform can measure the various characteristics
quality parameters, store, process and wirelessly transmit data to a remote cloud
server indicating the pollution status ofwater resources. The knowledge of the quality
of water can be used to identify its suitability for various uses like drinking, irrigation,
domestic uses, recreation, etc. As a case study, we have monitored the basic water
parameters at the upstream and downstream locations of River Mula to study the
pollution effect. Mula River in Pune city, Maharashtra is one of the major sources
of drinking water supply in the city. Mula river originates in the Western Ghats of
Maharashtra is dammed at Mulshi. The rivers through its journey into the city get
highly polluted caused by industrial effluents, domestic sewage flows, agriculture
wastes and due to other anthropogenic activities (Fig. 1b).

2 Earlier Work

According to a 2018 report byCentral PollutionControl Board,Maharashtra state has
the highest number of 53 polluted rivers. Out of 672water bodies inMaharashtra, 566
rivers like Mithi, Mula, Mutha, Ulhas fromMumbai and Pune had bad water quality
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andwere found to bemost polluted [1].A recent report by theMPCBhas revealed that
the major river stretches in Pune city like Bhima, Pavana, Mula, and Mutha is faced
with the problem of severe pollution [2]. The Environment Status Report (ESR) of
2017–2018 states that “There has been a consistent rise inBiologicalOxygenDemand
(BOD) andChemicalOxygenDemand (COD) ofMula river leading to organicmatter
and chemical matter contamination respectively” [3]. Several researchers supported
the fact that the quality of river Mula before it entered Pune city was well within the
acceptable limits but subsequently deteriorated on its progress into the city [4–6].
A report by Maharashtra Pollution control board indicates bad water quality index
of Mula River at downstream locations like Aundh Bridge and Harrison Bridge;
Mula-Mutha River at Sangam bridge and Mundhawa Bridge [7]. Research works
in developing an IoT based wireless monitoring systems to measure physical and
chemical water quality parameters [8] and deployment of wireless sensor networks
distributed over a large area for river and lake water quality monitoring with wireless
data transfer to a remote server for analysis have been reported earlier [9].

3 System Architecture of Basic Wireless Sensor Node

The proposed wireless sensor node for water quality monitoring comprises of the
sensors and their respective signal conditioning units; data logger for data acquisition
and storage, processing and operations; and wireless transmission unit as seen in
Fig. 2.Thedetaileddescriptionof eachblock and sensor specificationswere described
by the authors in their earlier research publications [10].

Cloud Server Personal Computer 

pH sensor  Conduc vity 
sensor 

 

Temperature 
sensor 

 

Dissolved oxygen 
sensor 

Signal condi oning unit 

Wireless transmission unit  

Data-logger unit  

Fig. 2 Architecture of basic sensor node
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Table 1 Measured water quality parameters

S.
No.

Make and
model

Description Range Sensor output Output voltage
change of
measuring
circuit

1 MicroSet Temperature
sensor, type:
Pt-100
simplex-3 wire

0–100 °C 100–138.4 � 10 mV/°C

2 MicroSet
MS CD 04

Electrical
conductivity
sensor MOC
of electrodes:
glass/platinum,
cell constant:
K = 1.0

0–10,000 µS/cm 0–5 V 66 mV/10µS/cm

3 MicroSet
MS pH 02

pH sensor,
body: CPVC
max temp:
0–80 °C bar
junction: four
ceramic ref:
Ag/AgCl
process

0–14 −414.4 mV to
+414.4 mV
(59.2 mV/pH
change)

200 mV/pH

4 MicroSet
MS DO
714

Maintenance
free dissolved
oxygen temp.
range:
0–40 °C, ATC:
Pt-100

0–20 mg/l 0 –55 mV 75 V/mg/l

Table 1 displays different sensors with the specifications used in this project and
their respective output voltage per unit change displayed by the designed measuring
circuit. The sensors were scanned with a sampling time of 10 s. The major blocks of
the data logger are: an 8-bit microcontroller (Atmega 328) used as themain controller
for analog to digital conversion, computing and operations; onboard memory and
interfacing circuit for transmission of wireless data. The input voltage range of the
data logger unit was set to a range of 0–5V. The acquired real-time sensors’ data were
processed and stored by the data logger and further transmitted to the “ThingSpeak”
cloud server using a SIM 800C based GSMmodem. New channels for recording and
displaying the plot of water quality field data was created in the cloud server.
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4 Result and Discussion

Real-time measurements of various upstream and downstream locations of the Mula
river in the summer season were made using the developed wireless sensor nodes.
The experimental in situ setup established for the real-time measurement of the river
quality parameters at three different locations and their obtained real-time plots on
the “ThingSpeak” cloud application is indicated by Figs. 3, 4, 5. The in situ results so
obtained are displayed in Table 2. Figure 6 shows the designed MATLAB graphical
user interface(GUI) to display real-time data plots.

4.1 Upstream of Mula River

Location 1: Mulshi Agro-Tourism

Fig. 3 a In situ sensor node deployment at location 1, b continuous plots at “ThingSpeak” cloud
application
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Location 2: Lavale Village

Fig. 4 a In situ sensor node deployment at location 2, b continuous plots at “ThingSpeak” cloud
application
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4.2 Downstream of Mula River

Location 3: COEP Boat Club

Fig. 5 a In situ sensor node deployment at location 3, b continuous plots at “ThingSpeak” cloud
application

Table 2 Measured water quality parameters

S.
No.

Mula river
locations

Date Quality parameters

Temperature
(°C)

pH Electrical
conductivity

Dissolved
oxygen

1 Mulshi
agro-tourism

22/5/2019 28.45–29.6 7.3–8.03 70–79.42 3.23–3.77

2 Lavale
village

21/5/2019 30.30–33.28 6.95–7.39 135–144.46 2.83–3.26

3 COEP boat
club

17/5/2019 29.60–33.04 6.47–6.89 451.02–593.8 3.11–2.84
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Fig. 6 MATLAB GUI

4.3 Water Quality Index and Classification

The water quality index calculations have been discussed in detail by the authors in
the earlier research publications [11]. The calculations were made based on the water
quality standards recommended by the Indian Council of Medical Research (ICMR)
and the Bureau of Indian Standards(BIS). Weighted Arithmetic Index Method was
used for the calculation of the water quality index (WQI) [12]. Table 3 indicates the
standard categorization of water resources according to the value of WQI [13].

Water quality field data uploaded in the cloud server can be accessed by the cen-
tralized controller and saved in a database for further analysis and classification.
Using MATLAB software, the calculation of water quality indices based on the
data imported from the database was made. Classification Learner application of
MATLABwas used to classify the water resources into various categories aforemen-
tioned, based on their water quality index values. This application applied supervised
machine learning with several classifiers to train models for data classification. The
classification models available were decision trees, discriminant analysis, support

Table 3 WQI and water
quality status [13]

S. No WQI Description Categories

1 0–25 Excellent A

2 26–50 Good B

3 51–75 Poor C

4 76–100 Very poor D

5 >100 Heavily polluted E
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Fig. 7 Trained model and confusion matrix

vector machines, logistic regression, support vector machines, and ensemble classi-
fication. To train a model, a set of known data and the responses to the data was fed
to the application. The automated training was performed to select the best available
classification model. A fine tree trained model was created with 98.4% accuracy and
the classifier algorithm required 87 iterations to train the model with the training
time of 8.7 s as shown in Fig. 7. Once training was done, the model could classify
the new unknown water quality data of different locations under the current study,
into the standard categories (as Table 3). Locations 1 and 2 based on their WQI were
categorized into C class indicating poor quality whereas location 3 was categorized
into E class indicating heavily polluted.

5 Conclusion and Future Scope

The water quality index of the Mula river at the upstream locations in Mulshi and
Lavale were found to be in the poor category due to the effluents from the factories
near the selected locations and agricultural run-offs into the river. As the river pro-
gresses into the city, i.e., the downstream locations of river Mula were found to be
in the heavily polluted category and can be attributed to the disposal of municipal
wastes like plastics, heavy metals, rubbers, etc., industrial effluents, other anthro-
pogenic activities into the river. İn other words, upstream of the river is less polluted
than the downstream. The developed system could measure and record the basic
quality parameters of the water resource under investigation with good accuracy and
further could wirelessly transfer data to a remote cloud server. Wireless sensor nodes
were battery-operated, rechargeable with a PV module. This research work allows
real-time reporting of quality of water resources thereby, can bring to the notice of
the concerned authorities and stakeholders about the pollution levels. This could fur-
ther be assistance to devise early solutions under critical conditions. İn the future, the
work can be extended bymonitoring other water quality physicochemical parameters
and also attention can be focused on miniaturizing the developed sensor nodes.
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Motion Control of an IPMSM Drive
System Using Sliding Mode Controller

A. K. Naik, A. K. Panda, Sanjeeb Kumar Kar and M. Sahoo

Abstract The conventional PI controller is most commonly used in vector control
of ac motor drive system. However, this conventional control technique is found to
be incapable of achieving the necessary regulation, dynamic response, and stability
requirement which makes it unsuitable for nonlinear load, any kind of parametric
variation and external disturbances. This paper presents sliding mode control (SMC)
technique for controlling the speed of PMSM drive which provides high tracking
performances to PMSM drive in steady-state as well as transient condition. Both
the conventional PI controller and sliding mode controller have been analyzed for
IPMSM drive system in the steady-state and transient state with constant and step
load and speed variation. To investigate the dynamic performance ofmotor using both
the strategy of speed controller, i.e., PI and sliding mode controller are designed and
tested by the help of MATLAB-Simulink environment.

Keywords IPMSM · Sliding mode control (SMC) · Field oriented control

Nomenclature

B Friction coefficient
ia, ib, ic 3-φ input current
Iq, Id Stator current component of q and d-axis
J Motor inertia
Lq and Ld Self-inductance of stator q and d-axis
P Number of pole
Rs Resistance of stator
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Te Torque developed by the motor
TL Load Torque
Vq,Vd Stator voltage component of q and d-axis
λq, λd Stator flux linkage component of q and d-axis
λf Main field flux
θ r Position of rotor
ωm Speedof rotor in rad/sec (mechanical)
ωrated Motor rated speed in rad/sec

1 Introduction

In motion control field the most conventional and well-known machines are dc shunt
motors and induction motors. But limitations like low torque-speed characteristics,
narrow speed range, frequent maintenance requirement, etc. introduce efficient and
high power density based PMSM drive system which is not only capable of over-
coming all those limitations but also has the ability to run with very high-speed
IPM based motor drive system. However Being a practical system it also suffers
from some disadvantages like unmodelled dynamics, parameter variation, friction
force, load disturbances (Fluctuation in torque-speed characteristics), etc. Earlier the
most conventional approach to avoid such problems was linear control method due
to its simple implementation however it was extremely hard to confine these unset-
tling influences [1–3]. In this way, numerous nonlinear control strategies have been
received to improve the control exhibitions in frameworks with various unsettling
influences and vulnerabilities.

To maintain Faster dynamic response along with smooth torque-speed character-
istics advance version of current controllers has been introduced such as modified
hysteresis current controller [4] and adaptive hysteresis current controller [5, 6]
which eliminate all limitations present in traditional current controllers and makes
the system more efficient both in transient and steady-state. For perfect tracking of
speed in any condition, nonlinear methods like Sliding Mode control, robust control,
adaptive control, etc. are being adopted instead of PI controllers. Among those Slid-
ing mode control is outstanding because of its unvarying characteristics to definite
inward parameter variation and outside unsettling influences that can ensure impec-
cable ideal tracking inspite of parameters or model vulnerabilities and in this manner
enhance the dynamic execution of the system and gives great precision situating
under transient as well as steady-state condition [7, 8].

The vigor of SMC must be ensured by the assurance of huge control gains, How-
ever, the huge gains normally lead to chattering phenomena, that can energize high-
frequency elements. Along these lines, a few methodologies have been suggested
to tackle chattering, for example, higher order sliding mode control strategy, inte-
gral sliding mode and reaching law control techniques. The reaching law technique
manages these reaching processes, as chattering is occurred due to the non-perfect
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coming to at the edge of the reaching stage [9–11]. In [11], author displayed a num-
ber of reaching laws that can control chattering by regulating gains or building the
irregular gain a variable of sliding mode surface.

This paper presents the field-oriented control of a PMSMsystem. The speed below
base speed has been controlled in constant torque region. Adoption of field-oriented
technique will deliver the basic motion control stage by giving autonomous control
of flux and torque components. Hysteresis current controller has been used here for
efficient control of speed and for fastens the response. Sliding mode control has
adopted here to provide perfect tracking performance under both steady and tran-
sient states. With this close-loop control has been used to reduce steady-state error.
Mathematical modeling has been done to analyze the behavior under the condition
of transient and steady-state. The projected control proposal is modeled, examined
and compared with conventional PI controller using MATLAB-Simulink software.

2 Dynamic Modeling of IPMSM

Adynamic mathematical modeling is essential to realize the algorithm of vector con-
trol for autonomous control of torque and flux of the system. Therefore, the d-qmodel
of IPMSM is derived on the rotor reference with some assumptions such as negli-
gible saturation, exclusive of damper winding, sinusoidal induced emf, negligible
eddy current, hysteresis losses, etc.

The voltage equations for d and q-axis stator components are given in Eqs. (1)
and (2).

Vd = Rsid − ωrλq + dλd

dt
(1)

Vq = Rsiq + ωrλd + dλq

dt
(2)

λd = Ldid + λ f (3)

λq = Lqiq (4)

Putting the flux linkages equation given in (3) and (4) in Eqs. (1) and (2), the
Eqs. (5) and (6) are obtained.

Vd = Rsid − ωr Lqiq + d

dt

(
Ldid + λ f

)
(5)

Vq = Rsiq + ωr
(
Ldid + λ f

) + d

dt

(
Lqiq

)
(6)

The developed electromagnetic torque of motor is given by Eq. (7)
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Te = 3

2

(
P

2

)(
λd iq − λq id

)
(7)

The mechanical torque balance equation is given by Eq. (8)

Te = TL + Bωm + J
dωm

dt
(8)

Solving Eq. (8) to obtain the rotor speed produced mechanically can be expressed
as given in Eq. (9).

ωm =
∫ (

Te − TL − Bωm

J

)
dt (9)

Equation (10) shows the electrical speed of rotor.

ωr = ωm

(
P

2

)
(10)

3 Vector Control Strategy for IPMSM Drive System

A vector control technique is typically a decoupled or independent control strategy
where the 3-F input stator currents are alluded to a virtual field having orthogonal
2-F components. Among two components, one part demonstrates the flux and the
other one depicts the torque of the machine and can be controlled independently like
dc machine.

Using the mathematical model, the vector control of PMSM is inferred.
Taking into consideration the input as 3-F stator currents are given in Eqs. (11)–

(13)

ia = Imsin(ωr t + δ) (11)

ib = Imsin

(
ωr t + δ − 2π

3

)
(12)

ic = Imsin

(
ωr t + δ + 2π

3

)
(13)

where δ = angle between the rotor field and stator mmf.
To control the aforementioned input 3-F stator current independently, it must be

converted to d and q-axis segment of stator current utilizing park’s transformation
as given in Eq. (14).
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iqdo = Tabc→qdo · iabc (14)

where

Tabc→qdo = 2

3

⎛

⎝
cosθr cos(θr − 120) cos(θr + 120)
sin θr sin(θr − 120) sin(θr + 120)
0.5 0.5 0.5

⎞

⎠ (15)

After substituting Eqs. (15) in (14), we get Eq. (16).

[
iq
id

]
= Im

[
sinδ
cosδ

]
(16)

Two diverse control plans are given from vector control from the knowledge of
instantaneous orientation of rotor position or field excitation for treating the IPMSM
as a dc motor.

(a) Constant torque control method (beneath rated speed).
(b) Field weakening control method (above base speed).

In this work constant torque control technique has been adopted, where the most
extreme plausible torque is required at each time similar to separately excited dc
motor. This can be accomplished by proper maintaining q-axis component of stator
current as:

iq = Im

This is realized by choosing the δ to be 900. Consequently id = 0
Hence the electromagnetic torque is given in Eq. (7) be able to express as Eqs. (17)

and (18):

Te =
(
3

2

)(
P

2

)
λ f iq (17)

So

Te = kt iq (18)

where

kt =
(
3

2

)(
P

2

)
λ f

Now the performance of IPMSM can be experienced as a dc motor.
The schematic diagram of vector control strategy for IPMSM drive is obtained

from the above discussion and equations which is given in Fig. 1.
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Fig. 1 Schematic diagram of vector control of IPMSM

3.1 Current Control Technique

The performance of the projected PMSM drive system normally relies upon the
attributes of kind of current control methods that we utilize for controlling the current
of Voltage Source Inverter (VSI). Hence, this is how current control of VSI is an
additional vital subject when we consider the betterment of performance of motion
control drive applications. In this proposed model, the inner loop of the system
is being designed of hysteresis current controller which wok is to produce the fully
controlled gate signals for regulating the inverter output which in spite control output
torque of PMSM.

Among various PWMtechniques, hysteresis band current control PWMtechnique
is quite popular because of easy execution. It is a kind of control methodology in
which controller tries tomaintain the currentwithin a certain specified zone (normally
referred to as hysteresis band) as shown in Fig. 2.

Fig. 2 Hysteresis control
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3.2 Speed Control Technique

The layout of speed controller normally plays a vital rolewhen it comesupon to confer
desired transient and steady-state characteristics in any motion control platform. Its
main purpose is to gain a signal referring to the demanded speed. Here Sliding mode
controller has been used as a speed tracking controller for analyzing its behavior.
With this, a comparative study has also been done with traditional PI controller.

3.2.1 Sliding Mode Controller

The control objective of sliding mode control is to drive the real rotor speed ωe

to pursue the ideal instructed speed ωref. The difference between the reference and
actual speed can be written as e = ωref − ωe, which symbolizes the sliding surface
S. Since the speed regulating loop of the IPMSM is genuinely a first-order system,
the SMC layout is conventional in its determination, and depends on the stability
concept given by Lyapunov.

Now inorder to ensure perfect trackingperformance, slidingmode control pertains
to three important conditions, i.e., hitting condition, existence condition, and stability
conditions.

i. Hitting condition:

Hitting condition is to ensure despite the initial position the controlled trajectory of
the system will consistently be coordinated towards sliding surface that appeared in
Fig. 3.

s
ds

dt
< 0 (For t > 0 and that|s| ≥ δ)

This has been derived from Lyapunov second theorem of stability.

Fig. 3 Trajectory S converging to the sliding manifold
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Where the Lyapunov candidate is given in Eq. (19)

V = 1

2
s2 (19)

ii. Existence condition:-

It ensures that once the trajectory enters the sliding manifold it will always remain
in that zone.

It can be estimated by the condition as given in Eq. (20).

lim
s→0

s
ds

dt
< 0, 0 < |s| < δ (20)

And can be written as Eq. (21)

lim
s→0+

ds

dt
< 0 and lim

s→0−

ds

dt
> 0 (21)

The controller can now be designed as given in Eq. (22),

Ṡ = ω̇ref − ω̇e

= ω̇ref + Bω

J
−

(
Te − TL

J

)

= ω̇ref + Bω

J
+ TL

J
− 3P

2J

(
λd iq − λq id

)
(22)

Hence we define the reference q-axis current i∗q with the following form.
So, the reference iq

(= i∗q
)
can now be expressed as given Eq. (23),

i∗q = (λd)
−1

(
λq id

) +
(
3Pλd

2J

)−1(
ω̇ref + Bω

J
+ TL

J
+ ksign(s)

)
(23)

where

sgn(s) =
⎧
⎨

⎩

1, s > 0
0, s = 0

−1, s < 0

Here the value of k would be determined fromRouthHurwitz criterion of stability.

iii. Stability condition

This condition assures that the followedpath of the systemand slidingmodeoperation
will remain on a stable point. It can be obtained by ensuring Eigenvalue of Jacobian
of the system has negative real parts which have been derived from Routh Hurwitz
criterion of stability.
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4 Matlab Results

This part of the paper demonstrates the behavior of a IPMSM drive system through
the MATLAB results. For comparative studies, both PI and SMC methods are being
separately designed and shown in the speed controller loop.Alongwith that hysteresis
current controller has been modeled with the inner loop of the system. Table 1
shows all the parameters of motor which are being utilized in modeling of both
MATLAB/SMULINK Environment and also in real-time experimental prototype.
200 rad/sec has been taken as Reference speed for the performance studies.

4.1 Steady-State Result at Constant Speed and at No Load

In this study, the IPMSM drive system is allowed to run at no load at its reference
speed 200 rad/sec.

4.1.1 For PI Outer Loop Speed Controller

Figure 4 describes the electrical speed of the motor. It is being noticed that around
at 20 ms the controller track the desired speed.

Table 1 IPMSM Drive
parameters

Parameters Nominal values

Rated voltage (VLL) 220 V

Output power (Pout) 900 W

No. of poles (P) 4

Rated speed (ωm) 1700 rpm

Stator resistance (RS) 4.3 �

PM flux linkage (λf ) 0.272 Wb

d-axis inductance (Ld ) 27 mH

q-axis inductance (Lq) 67 mH

Rated current (IS) 3 A

Maximum current (ISMAX) 2ISrated

Input voltage of inverter (Vdc) 300 V

Motor inertia (J) 0.000179 kg m2

Damping coefficient (B) 0.05 N-m/rad/s
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Fig. 4 Rotor speed response for PI controller

4.1.2 For SMC Outer Loop Speed Controller

In this section dynamic response of the IPMSM drive system is studied using SMC
as the speed controller. For comparative performance analysis, same operating con-
ditions as that of PI controller are considered. Here also, it is observed that actual
rotor speed tracks the commanded speed linearly almost at 20 ms as appeared in
Fig. 5.

4.2 Transient Results with Step Speed Change at No Load

In this study, the drive system is run at no load and the reference speed is suddenly
reduced from 200 rad/sec to 150 rad/sec at 0.1 s.
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Fig. 5 Rotor speed response for SMC
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Fig. 6 Rotor speed response for PI controller

4.2.1 For PI Outer Loop Speed Controller

As seen in Fig. 6 the motor achieves the new steady-state speed at about 0.12 s, i.e.,
within 0.02 s.

4.2.2 For SMC Outer Loop Speed Controller

Here the motor is achieving its new steady-state speed somehow less than 0.02 s
which is shown in Fig. 7. Also, the change is linear and very smooth for which the
transient period will not put any pressure on the motor. So, SMC lay down minimum
effort to arrive at the steady-state linearly, regardless of systemparameter uncertainty.
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Fig. 7 Rotor speed response for SMC
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Fig. 8 Rotor speed response for PI controller

4.3 Transient Results with Constant Speed at Step Load
Torque

The transient response can also be analyzed of IPMSM drive system by changing
the load. Therefore, in this section the applied load torque TL is increased from 0 to
1 N-m at time t = 0.1 s.

4.3.1 For PI Outer Loop Speed Controller

As speed of IPMSM drive is independent of load torque, speed of the machine
remains constant at 200 rpm/sec as shown in Fig. 8. Figure 8 clearly depicts that
small hops are observed for a small duration due to sudden change in torque.

4.3.2 For SMC Outer Loop Speed Controller

In this Fig. 9 we can observe that IPMSM drive system with SMC controller is
capable of eliminating hops that were created due to sudden change in torque 0.1 s.
From Fig. 9, it can be concluded that SMC is also insensitive to load variation.

5 Conclusions

In this paper, a sliding mode controller is designed for speed control of IPMSM. So
as to affirm the quality of the SMC controller, a performance correlation with a tra-
ditional PI controller is additionally given. The feasibility of both the controllers are
realized in MATLAB-Simulink environment. Comparative execution examination
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is done under different working conditions which uncover that SMC sets aside less
effort to arrive at the steady-state linearly, in spite of system parameter uncertainty
and disturbance in load torque. Therefore, for modern acknowledgment SMCs are
favored in drive applications in presence of nonlinearities and system uncertainty.
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Performance of Second-Order
Generalized Integrator Based Adaptive
Filter Under Adverse Grid Conditions
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Abstract It is a major challenge for the grid-connected power electronic converter
circuits to get synchronized with the utility grid when the grid voltage is highly
unbalanced and pollutedwith harmonics. In this situation designing a phase lock loop
(PLL) is a challenge to estimate the phase, frequency, and amplitude of the utility
voltage. Phase lock loop (PLLs) is a closed-loop synchronization structure where the
error signal is generated from the difference of estimated phases and the reference
phase values. This paper presents a filtering technique based on adaptive filter called
second-order generalized integrator (SOGI). Under transient fault condition when
the three-phase grid signal is highly polluted with harmonics and sudden frequency
change or voltage dip occurs, it is a critical task to extract the fundamental component
of the grid signal. Here for the extraction of the fundamental component from the
polluted signal, two adaptive filters using SOGI can be implemented on the stationary
αβ reference frame. To analyze the disturbance rejection capability of the SOGI
filter different distortions have been introduced in the three-phase grid signal and the
robustness is estimated on the basis of its transient response and harmonic analysis.
The simulation results will validate the excellent performance of the filter.
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1 Introduction

Maintaining power quality at the point of integration of the grid with the distributed
energy sources, i.e., at (PCC) is a major challenge in the recent developments [1–4].
This is mainly due to the presence of power electronic inverters at the integration
point of the grid and the distributed energy sources. In this situation, the major task
is the precise estimation of the frequency, phase angle, and magnitude of the grid
voltage for generation of the reference commands for the grid-connected converters.
So the priority is to properly synchronize the grid with the power electronic converter
(PEC) to maintain the continuity of grid service even under transient grid faults and
adverse grid conditions.

Here the phase-locked loops (PLL) design plays the major role for proper syn-
chronization of PECs with the grid-voltage. Amongst different phase-locked loops
(PLL) schemes, synchronous reference frame (SRF) based PLL is the most popular
one under healthy condition of operation of the grid.

But once the grid voltage becomes unbalanced and distorted with sudden voltage
sag or higher order harmonics and a phase change then SRF-PLL is not able to
estimate the phase angle and frequency properly. So, nowadays, the PLLs designed
on basis of adaptive resonant filters are gaining popularity because of their robust
response to any kind of grid disturbances [5–7]. This paper describes the extraction
of the fundamental positive sequence component of the grid voltage, from a signal
disturbed with voltage sag or higher order harmonics or a sudden phase change
by using adaptive filtering technique based on second-order generalized integrator
(SOGI) quadratic signal generator (QSG) in the continuous time-domain [8–10].

This research work is explained as follows. Section 2 provides a structural and
operational detail of the second-order generalized integrator (SOGI) in the continuous
time-domain. Its dependency on various design parameters was discussed. Section 3
presents the performance analysis of the filter when the grid signal is polluted with
harmonics. The results were shown in MATLAB/SIMULINK. In Sect. 4 test cases
for different disturbances in the grid signal was analyzed to justify the robustness
of the adaptive filter. The results are shown in different reference frames. The har-
monic analysis of the extracted fundamental signal was examined. In Sect. 5, the
performance of the filter was concluded.

2 Desıgn of Phase Lock Loop Based on Second Order
Generalized Integrator

Phase lock loops are the most approved synchronization structures when the utility
grid is highly distorted. The basic structural blocks of the phase lock loop are a phase
detector (PD), a loop filter (LF), and a voltage-controlled oscillator (VCO) [11] as
shown in Fig. 1.
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Phase
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Loop
Filter

Voltage
Controlled
Oscillator

θ* Δθ θ'

Fig. 1 Structural blocks of the phase lock loop (PLL)

The synchronization structure based on SOGI adaptive filter in the synchronous
reference frame is provided in Fig. 2 [12, 13]. Generation of the two in-quadrature
signals v′

1 and qv′
1 are shown in Fig. 3. The signal v′

1 has the same magnitude and
phase as that of the fundamental input signal v1.

Various output to input responses of a SOGI filter is developed for a single sinu-
soidal grid signal [14, 15]. The transfer function of output to error can be found in
(1) as

SOGIr1(S) = v′
1(S)

k2 ∈1
v (S)

= k2ω̂S

S2 + ω̂2
(1)

For the SOGI filter, the output to input transfer function will act like a band pass
filter given in (2) as

SOGI-
QSG

k

Extracted 
Fundamental 

Signal

SRF-
PLL

Distorted 
Grid

Signal

Fig. 2 Synchronization structure based on SOGI-QSG and SRF-PLL

Fig. 3 Internal components of SOGI filter and QSG
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SOGIbp1(S) = v
′
1(S)

v1(S)
= k2ω̂S

S2 + k2ω̂S + ω̂2
(2)

Error signal to input signal transfer function behaves like a second order notch
filter. This filter is having a zero gain at the centre frequency. The transfer function
is represented in (3) as

SOGIn f 1(S) = k2 ∈1
v (S)

v1(S)
= S2 + ω̂2

S2 + k2ω̂S + ω̂2
(3)

The damping factor (ζ1), time constant (τ ) and settling time (Ts) of SOGI based
bandpass filter for separation of positive and negative sequence components [16, 17]
can be estimated using (4):

Damping factor, time constant, settling time,
ζ1 = k2

2 τ = 2
k2ω̂

Ts = 9.2
k2ω̂

(4)

From the equations discussed above, it can be summarized that both the damping
factor and the settling time of the extracted fundamental signal are dependent on
the gain value. So a proper trade-off must be decided while deciding the value of
damping factor and gain value. As seen the Ts is inversely proportional to product of
gain and frequency [15]. So, it is evident that in SOGI filter bandwidth depends only
upon the gain (k2) and it is independent of the center frequency ω̂, which makes it
suitable for variable-frequency applications.

3 Performance Analysis of SOGI-QSG-Phase-Lock-Loop

In this section, the performance of the SOGI-QSG filter is analyzed from the
derived transfer functions and their frequency response is evaluated in MAT-
LAB/SIMULINK environment. The assumed grid signal is distorted with fifth and
seventh order harmonics as shown in Fig. 4. Using the SOGI-QSG filter the fun-
damental component of the grid signal is extracted from the harmonically polluted
signal.

From the fundamental three-phase balanced sinusoidal signal extracted from dis-
torted grid signal as shown in Fig. 5 it can be concluded that the settling time of the
filter is within one to two cycles of the supply voltage which shows its quick response
to grid disturbance (polluted with harmonics). The THD of the calculated fundamen-
tal component as presented in Fig. 6, is 1.2% and it is well within the IEEE limit.
The frequency response of different transfer functions of the SOGI filter for several
gain values are presented in Figs. 7, 8, 9 respectively. As seen in Fig. 7, SOGI based



Performance of Second-Order Generalized Integrator Based … 689

0.005 0.01 0.015 0.02 0.025 0.03
-1.5

-1

-0.5

0

0.5

1

1.5

Time (s)

A
m

pl
itu

de

Fig. 4 Distorted grid signal (three phase) with 5th and 7th order harmonic

0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
-1.5

-1

-0.5

0

0.5

1

1.5

Time (s)

A
m

pl
itu

de

Fig. 5 Fundamental three phase balanced sinusoidal signal extracted from distorted grid signal
using SOGI based adaptive filter
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Fig. 6 Harmonic analysis of the extracted fundamental component with SOGI technique
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Fig. 8 Bode plot (band pass filter) of SOGI (quadrature signal)

adaptive filter achieves stability in a comparatively wider frequency band centred
around the resonance frequency. The width of the band depends on the value of gain
k2. A higher value of k2 results in a wider band whereas a lower value of k2 results
a very narrow band. So it can be concluded that lower gain value will decrease the
band pass which will result in heavy filtering but slow dynamic response. A proper
trade-off between gain value and dynamic stability of the system has to be decided
to justify the robustness of the adaptive SOGI filter.
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Fig. 9 Bode plot of error to input (adaptive notch filter) transfer function of SOGI filter

4 Performance Analysis of Robust
SOGI-QSG-Phase-Lock-Loop from Simulation Result

The robustness of the SOGI-QSG filter is evaluated for different test conditions
in MATLAB/SIMULINK environment considering a distorted and polluted grid
signal. Several disturbances are applied at different steps for a particular duration.
Different types of disturbances in the grid voltage considered here are balanced
voltage sag, the introduction of fifth and seventh order harmonics and sudden change
in supply frequency. The normal grid voltage assumed is having a balanced voltage of
amplitude 1 p.u and frequency of 60 Hz. A sudden balanced three-phase voltage sag
of 0.6 p.u occurs at 0.05 s and continues up to 0.1 s. Again balanced voltage amplitude
of 1 p.u continues for 0.05 s. After a time-lapse of 0.15 s, 5th harmonic component
of magnitude 0.2 p.u & 7th harmonic component of magnitude 0.143 p.u with a
balanced voltage sag of 0.6 p.u fundamental voltage component was introduced for
0.05 s. Again balanced voltage amplitude of 1 p.u is maintained for 0.05 s. Again
a sudden frequency change (from 60 to 65 Hz) along with balanced voltage sag
of 0.6 p.u occurs at 0.25 s and continues up to 0.3 s. Finally, the balanced voltage
amplitude of 1 p.u is maintained from 0.3 to 0.35 s. For all the above-mentioned test
conditions the robustness of the SOGI-QSG filter was studied to evaluate the system
stability.

Figure 10 shows the grid voltage distortedwith voltage sag, harmonics and sudden
frequency change. After the implementation of the SOGI-QSG filter between the
distorted grid signal and the SRF-PLL, the response was studied. In the case of usual
SRF-PLL technique, the grid voltage is transformed from the stationary reference
frame (abc) to the synchronously rotating reference frame (dq) by means of Park’s
transformation. The output d-signal of SRF-PLL with filters is dc value and its
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Fig. 10 Grid voltage distorted with voltage sag, harmonics and frequency change

magnitude equal to amplitude of positive sequence signal and the output q-signal
is zero which confirms that no negative sequence and harmonics are injected as an
input to SRF-PLL. For all three cases of disturbance, the settling time is provided in
Table 1.

The results of the extracted signal in all three reference frames are as shown
in Figs. 11, 12 and 13 and the phase angle and magnitude of the extracted signal is
according to the requirement. The extracted d-component of voltage (vd) will provide
the magnitude of the voltage and it is shown in Fig. 13. For a gain value of 1.414
the filter performance is quite good and it can be verified from Table 1. The THD

Table 1 Response time and THD analysıs of extracted sıgnals

Value of K2 Case study (step change
in)

Total harmonic
distortion (THD) (%)

Settling time (s) (after
step change)

1.414 Three phase voltage sag 0.09 0.005

1.414 Voltage sag with
harmonics (fifth and
seventh)

2.0 0.005

1.414 Voltage sag and
frequency change

0.16 0.017
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Fig. 11 Robust response of SOGI-QSG filter to voltage sag, harmonics and frequency change in
abc-reference frame
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Fig. 12 Robust response of SOGI-QSG filter to voltage sag, harmonics and frequency change in
αβ-reference frame
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Fig. 13 Robust response of SOGI-QSG filter to voltage sag, harmonics and frequency change in
dq-reference frame
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Fig. 14 Estimation of THD of extracted signal (three-phase voltage sag)

content in the extracted signal in all the three distorted conditions are within IEEE
limit and the dynamic response time is also very fast. The total harmonic analysis of
extracted signal for the case of sag, harmonics and frequency change are shown in
Figs. 14, 15 and 16.
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Fig. 15 Estimation of THD of extracted signal (sag with harmonics)
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Fig. 16 Estimation of THD of extracted signal (sag with frequency change)

5 Conclusion

In this paper, the robustness of second-order adaptivefilterwith generalized integrator
(SOGI) based phase lock loop was discussed. The effectiveness of the filter was
examined by extracting a fundamental signal from a polluted signal containing 5th
and 7th order harmonics. To study its disturbance rejection capability and dynamic
response, different transient disturbances were considered. The distortions in the grid
signal considered are balanced voltage sag, appearance of harmonics and sudden
change in frequency. The response of SOGI-QSG filter to all the disturbances was
well studied based on their settling time response, and presence of total harmonic
distortion. The role of gain value and damping factor on the system response was
analyzed from the frequency response of the SOGI-QSG filter. The ability of this
adaptive filter to operate in variable frequency environment makes it most suitable
for advanced synchronization structures.
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Stability Improvement in Power System
Integrated with WECS Using Dolphin
Echolocation Optimized Hybrid PID Plus
FLC-Based PSS

Prakash K. Ray, Shiba R. Paital, Lalit Kumar, Bhola Jha, Sanjay Gairola
and Manoj Kumar Panda

Abstract This paper focuses on the stability study of power system integrated with
wind energy conversion system (WECS) under various operating conditions. Being a
stochastic variation in the input wind speed, WECS affects the stability of the power
system. Hence, a hybrid proportional-integral-derivative plus fuzzy logic controller
(hPID plus FLC)-based power system stabilizer (PSS) is adopted for improving
the stability in single machine infinite bus (SMIB) power system under different
operating conditions. The parameters of the proposed hPID plus FLC are optimized
using dolphin echolocation optimization (DEO) technique. Several investigations are
carried out for assessing the superiority of the proposed technique. It is evident from
the graphical as well as the quantitative comparative results using integral of time
multiplied absolute error (ITAE), maximum overshoot and the settling time that the
proposed DEO tuned hPID plus FLC gives much better performance over GWO and
PSO tuned hPID plus FLC controllers.
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1 Introduction

Power systems can be termed asmultivariable, complex and nonlinear systemswhich
constitute of several generators, transformers, transmission lines and various pro-
tective devices. Disturbances due to faults, load switching, line outages, etc. are
common which give rise to the growth of low-frequency oscillations (LFOs) in the
power system. LFOs are small in magnitude (0.2–3 Hz) and can affect power sys-
tem stability, reliability and also power transfer capability. This happens due to a
mismatch between generation and demand of power [1]. In the literature, efforts are
made especially on damping out LFOs through PSSs. It basically senses the varia-
tion of speed of generator, process it and produces the required excitation signal via
automatic voltage regulator (AVR) loop for producing a rotor torque for damping
out electromechanical oscillations [2, 3]. But, its performance degrades with contin-
uous load perturbation, severe disturbances and re-tuning of parameters with respect
to varying operating conditions. Therefore, optimum selection of PSS parameters
is necessary. Several approaches like proportional-integral-derivative (PID) control,
pole placement technique, adaptive control, self-tuning regulators along with some
robust control techniques like sliding mode control, linear matrix inequality (LMI),
H-infinity control, H2/H-infinity, etc. [4, 5] are proposed previously to improve the
stability. Also soft computing approaches like genetic algorithm (GA), simulated
annealing (SA), particle swarm optimization (PSO), BAT search algorithm, back-
tracking search algorithm, cuckoo search optimization (CSO), firefly algorithm, etc.
are applied in literatures for optimizing parameters of PSS [6–8]. But oscillations
still persists in the power system. In order to overcome the limitations, adaptive
control approach such as fuzzy logic control (FLC) is adopted for designing the
PSS [9, 10]. Furthermore, growth in wind power technology is increasing day by
day. But penetration of WECS generates stability issues and must be taken care of.
The stochastic variation in the output of WECS introduces uncertainties and affects
power system stability especially small signal stability. Many efforts have made in
past literatures for stability improvement in renewable energy integrated power sys-
tem [11, 12]. In this paper, a hybrid FLC-based PID-PSS controller is proposed in
this study for improvement of stability in SMIB power system under various operat-
ing conditions. The performance of the proposed controller is improved based on the
optimum selection of its gain parameters using DEO and PSO. The simulations are
done in MATLAB/Simulink software. It is evident from the simulation results that
the proposed DEO optimized hPID plus FLC-PSS gives much better performance
over GWO and PSO optimized hPID plus FLC-PSS.
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2 Power System Modelling

2.1 Single Machine Infinite Bus (SMIB) System

The schematic representation of SMIB system considered for stability analysis was
presented in Fig. 1. The nonlinear equations describing the system dynamics derived
by neglecting resistances are presented below [1]:

δ̇ = ω0(ω − 1) (1)

ω̇ = (Pm − Pe − D�ω)
/
M (2)

Ė f d = [−E f d + Ka(Vref − Vt )
]/

Ta (3)

Ė ′
q = (−Eq + E f d

)/
T ′
do (4)

Te = vqiq + vdid (5)

The linearized system equations of the considered system can be derived by
linearizing the differential equations about an operating point are as follows [2]:

�δ̇ = ω0�ω (6)

�ω̇ = (−�Pe − D�ω)
/
M (7)

�Ė ′
q = (−�Eq + �E f d

)/
T ′
do (8)

�Ė f d = −(
1
/
Ta

)
�E f d − (

Ka
/
Ta

)
�V (9)

Fig. 1 Configuration of SMIB power system
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In state space, the above system expressions can be represented by assuming A,
B as system and input matrix can be obtained as follows:

Ẋ = f (X,U ) (10)

Ẋ = AX + BU (11)

⎡

⎢⎢
⎣

�δ̇

�ω̇

�Ė ′
q

�Ė f d

⎤

⎥⎥
⎦ =

⎡

⎢⎢⎢
⎣

0 ω0 0 0
− K1

M 0 − K2
M 0

− K4
T ′
do

0 − K3
T ′
do

− 1
T ′
do

− KaK5
Ta

0 − KaK6
Ta

− 1
Ta

⎤

⎥⎥⎥
⎦

⎡

⎢⎢
⎣

�δ

�ω

�Eq

�E f d

⎤

⎥⎥
⎦ +

⎡

⎢⎢⎢
⎣

0 0
1
M 0
0 0
0 Ka

Ta

⎤

⎥⎥⎥
⎦

[
�Tm
�Vref

]
(12)

where X and U are the corresponding vectors of state variable and input variable. δ
represents the rotor angle whereas ω, ω0 and �ω represent rotor speed, base speed
and change in speed of the generator. Pm and Pe mechanical and electrical power. D
and M are damping coefficient and inertia constant. E f d and E ′

q represent field and
internal voltage of the generator whereas Eq is the q-axis voltage. T ′

do represents open
circuit field time constant whereas Te represents electrical torque. vd , id and vq , iq are
the corresponding voltages and currents of d- and q-axis. Ka and Ta represent gain and
time constant of excitation system. Vref, Vt represents reference and terminal voltage.
K1−K6 represents the constants of the Phillips-Heffron model which interrelates
rotor speed and voltage of the machine.

2.2 Conventional Power System Stabilizer

The function of PSS is to supply the required amount of torque to the exciter circuit
of the synchronous machine for damping low-frequency oscillations. It is composed
of a stabilizer gain (KPSS) is considered for determining required damping to the
PSS, a washout filter (Tw) which acts like a high pass filter, limiters for preventing
over excitation of the exciter, lead-lag dynamic compensators (T 1, T 2, T 3, T 4) for
compensating lag between output and torque of PSS. The deviation in speed (�ω)

sensed and supplied as input to PSSwhereas its output is the correcting voltage signal
U (s). The mathematical modelling of the PSS is given by [4]:

U (s) = KPSS

(
sTw

1 + sTw

)(
1 + sT1
1 + sT2

)(
1 + sT3
1 + sT4

)
�ω(s) (13)
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2.3 Modelling of Wind Energy Conversion System

Wind energy conversion system (WECS) is used for concerting kinetic energy of
wind into electrical energy. The output of WECS primarily relies on the wind speed
(VW ) which is a combination of base wind speed (VWB), gust wind speed (VWG),
ramp wind speed (VWR) and noise wind speed (VWN).

Mathematically, wind speed is computed as follows [10]:

VW = VWB + VWG + VWR + VWN (14)

The output power of WECS (Pw) is expressed by the following mathematical
expression:

Pw = 1

2
Cp(λ)ρAv3w (15)

where Cp denotes power coefficient, λ, ρ, A represent top speed ratio, air den-
sity and swept area. The transfer function of WECS formulated by neglecting the
nonlinearities is given below:

GWECS(s) = KWECS

1 + sTWECS
(16)

where KWECS and TWECS represent gain and time constant of the WECS.

3 Structure of Proposed Controllers

3.1 Proportional-Integral-Derivative Controller

PID controllers are the most popular feedback controllers because of its simplest
design and less parameters. The output of the PID controller depends on its gains such
as proportional gain (KP), integral gain (KI ) andderivative gain (KD).Awashout filter
having washout gain (KW ) was also included with the PID controller for eliminating
the unwanted signals. In this paper, washout gain (KW ) is considered as 10 s [4].

The mathematical modelling of PID controller can be computed as follows;

H(s) = sTW
1 + sTW

(
KP + KI

s
+ sTD

)
(17)

PID being a linear controller is unable to handle uncertainties. Hence to overcome
this demerit, fuzzy logic system is combined with PID controller which can be
used as a stabilizer. Fuzzy logic controller has simplest structure and it can handle
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nonlinearities efficiently without a mathematical model. It can adjust its parameters
as per the operating conditions [5].

3.2 Hybrid PID Plus FLC Controller

Hybrid PID plus FLC controller is a modification of PID controller which combines
the effect of fuzzy logic controller for its control action [13]. The schematic diagram
of excitation system and the proposed hPID plus FLC scheme were presented in
Fig. 2a–b. The FLC follows its basic procedures such as fuzzifier, decision-making,
rule base and defuzzifier. In this paper, a Sugeno type fuzzy inference mechanism
was used, and for an economic point of view, triangular typemembership functions at
interval [−1, 1] are considered. In this paper, 25 ruleswith 05 linguistic variables such
as EN, MN, ZE, MP and EP which represent excess negative (EN), medium negative
(MN), zero (ZE), medium positive (MP) and excess positive (EP) are considered. In
this paper, a triangularMFs are adopted due to its ability of handling uncertainties and
imprecise information in a logically correct manner. The rule base of the presented
schemewas presented in Table 1. The fuzzymembership function is shown in Fig. 1c,
respectively. In the above figure,�ω and p(�ω) represent change in rotor speed and
its derivative, TW is thewashout time constant, KP , KI and KD are the corresponding
gains of the PID controller. K ′

p, K
′
I and K ′

D are the auxiliary gains generated from

(a) (a)

(c)

Fig. 2 Schematic diagram of a excitation system b proposed hybrid PID plus FLC controller
c membership function
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Table 1 Rule base

�ω p(�ω)

EN MN ZE MP EP

EN ZE MN EP EP EP

MN MP ZE MP EP EP

ZE EN MN ZE MP EP

MP EN EN MN ZE EN

EP EN EN EN EP ZE

the fuzzy logic controller. The gains of PID controller and the auxiliary gains from
the fuzzy logic controller were further updated as follows [13].

KPh = KP + K ′
P ; KIh = KI + K ′

I ; KDh = KD + K ′
D (18)

4 Objective Function

Hybrid PID plus FLC controller is designed for minimizing low-frequency oscilla-
tions in the power system followed by a disturbance for transient stability enhance-
ment. Generally, these oscillations are produced due to speed of rotor, rotor angle
and tie-line power. Therefore, minimizing any of these quantities could be chosen as
the objective. In this paper, ITAE of speed deviation (�ω) is selected as the objective
function. The objective function of the proposed control scheme can be formulated
as follows [4];

J =
tsim∫

0

|�ω| · t · dt (19)

Minimize J

Subject to

Kmax
P ≤ KP ≤ Kmin

P ; Kmax
I ≤ KI ≤ Kmin

I ; Kmax
D ≤ KD ≤ Kmin

D (20)

where max and min represent maximum and minimum values of the constants,
‘tsim’ is the simulation time, �ωL and �ωI represent local and inter-area modes
of oscillations.
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5 Dolphin Echolocation Optimization Technique

Dolphin echolocation optimization is a newly developed nature-inspired metaheuris-
tic technique proposed by Karveh and Farhoudi [14]. It mimics the foraging strategy
of bottlenose dolphins. While echolocating, dolphin produces random sound signals
for identifying the prey through the high-frequency bounced echoes. High-frequency
sound waves are emitted by dolphins and get bounced back as echoes after being
striking the prey. The varying strength of echoes and the gap of time help for predict-
ing the distance and direction. The intensity of producing clicks increases with the
closeness on object of interest. They use a kind of voice called sonar for locating its
target. Initially, search for their prey starts randomly. Once the prey is detected, then
dolphin increases their clicks for concentrate near the discovered position of prey.

The process of dolphin echolocation optimization algorithm is explained below
[14]:

1. Initialize the position of dolphins.
2. Calculate the predefined probability (PP) of dolphins using the following

expression:

PP
(
Loopi

) = PP1 + (1 − PP1)
LoopPoweri − 1

(Loops Number)Power − 1
(21)

3. Obtain the fitness value of each location and replace if the current fitness value
is better than the previous one.

4. Allocate the best location with others as per the distribution.
5. Obtain the accumulative fitness (AF) by summing all assigned fitness values

and add minimal value E to the accumulative fitness matrix.
6. Calculate the magnitude of E as per the following expression:

AF = AF + ε (22)

7. Obtain the best location and set AF value to zero.
8. Obtain the probability of AF (Pij) by the following expression:

Pi j = AFi j

/MaxA j∑

i=1

AFi j (23)

whereAFi j is the accumulative fitness of ith alternative at jth dimension;MaxA j

represent maximum alternative value.
9. Assign percentage of PP of loop to obtain the best location and pass the values

to calculate Pij.
10. Repeat the echolocation process until the stopping criteria is met.
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6 Simulation Results and Discussions

In this section, simulation results are presented for the stability analysis in SMIB
system integrated withWECSwith design of robust DEO optimized hPID plus FLC-
PSS,GWOand PSOoptimized hPID plus FLC-PSS. The linearizedmodel of a SMIB
power systemwhich is taken in the current stability analysis is being developed using
MATLAB/Simulink. The accumulative fitness and probability curve representing the
variation in the gain values of hPID plus FLC controller optimized byDEO technique
for the dynamic behaviour of the system were presented in Fig. 3a–b. Different
components of the power system with the respective parameters are being included
in the Appendix section. Different gain values of the PID controller optimized by
DEO and PSO technique were presented in Table 2.

Three case studies considered for the stability analyses are given below:

• Case 1: Fixed wind power generation with variable power generation
(i) PWECS= 0.4 p.u. and Pg= 1 p.u. (ii) PWECS= 0.4 p.u. and Pg= 0.4 p.u.

• Case 2: Variable wind power generation with variable power generation
(i) PWECS= 0.2 p.u. and Pg= 0.8 p.u. (ii) PWECS= 0.6 p.u. and Pg= 0.5 p.u.

• Case 3: Random variation in wind speed.

The simulated results for the three aforementioned case studies are shown in
Figs. 4, 5, 6, 7 and 8, respectively, which shows active power deviation and speed
deviation foe different operating conditions. It is analysed from the figures that due
to a change in operating conditions, system responses deviated from their nominal
value. But, due to a quick action of the proposed hPID plus FLC-based PSS, the
responses settle down, and oscillation is minimized to stay within the specified limit.
From the comparative results, it is observed that the DEO optimized hPID plus FLC-
PSS shows much better performance with lesser settling time and peak overshoot

(a) (b)
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Fig. 3 a Accumulative fitness b probability curve

Table 2 Optimal gain values Techniques Kp Ki Kd

DEO technique 3.88 5.44 0.44

GWO technique 3.56 2.57 0.62

PSO technique 2.24 6.35 4.98
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Fig. 6 a Speed and active power deviation for case-II, condition-I

as compared to the GWO and PSO optimized hPID plus FLC-PSS controller. Of
course, this is being achieved by an effective reactive power management so that the
reactive power generated by the system matches with that of the load demand.
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Fig. 8 a Generated active power b active power deviation c speed deviation for case-III

7 Conclusion

The stability study in SMIB power system integrated withWECS is presented in this
paper under varying operating scenarios. Variation in wind power generation and
random wind speed are taken as the input disturbance to study the robustness of the
proposedDEOoptimized hPID plus FLC-PSS, GWOoptimized hPID plus FLC-PSS
and PSO optimized hPID plus FLC-PSS for enhancement in small signal stability.
It is observed that the proposed controller stabilizes the low-frequency oscillations
quickly with reduced settling time and peak overshoot as compared to that of the
others at different operating conditions.
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Appendix

Single machine infinite bus power system: M = 2H = 0.8 MJ/MVA; D = 0;
T ′
do = 5.21; Xd = 1.9; Xq = 1.6; x ′

d = 0.48; Ka = 100; Ta = 0.01 s; ωb = 3.14; f
= 60 Hz; K1= 0.9439; K2= 1.2240, K3= 0.3600; K4= 0.0626; K5= 0.4670; K6=
0.9565.

Conventional power system stabilizer:KPSS = 50, Tw = 10 s, T1 = 1.99,
T2 = 0.025 s, T3 = 0.81, T4 = 0.004.
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Economic Operation of Diesel Generator
in an Isolated Hybrid System
with Pumped Hydro Storage

Subrat Bhol, Nakul Charan Sahu and AmarBijay Nanda

Abstract Hybrid energy system is generally a combination of renewable energy
sources like photovoltaic, wind energy and micro-hydro generator. It is integrated
with a diesel generator to solve power supply problems in remote places which are
far from the grid. Hybrid system is also an economical solution for remote places
where grid power availability is limited. The PV and wind energy sources are highly
nature dependant and cannot meet the load demand for all times of a day. That is
why it requires designing and developing a device to store energy and to meet the
peak load demand. In this paper, micro-hydro pumped storage/generator plant has
been considered to store the excess energy and also to generate whenever required.
A diesel generator has been integrated with hybrid sources to meet the peak load
demand. The saliency of this paper is to develop an operational methodology for the
nonconventional sources to meet the load demand and to minimize the cost of power
generation. A computer programme has been developed to achieve the minimum
operational cost of diesel generator.

Keywords Hybrid energy system · Load demand · Pumped hydro storage

1 Introduction

In present days, renewable energy sources like solar, wind, tidal, etc., have beenmore
popular and cost-effective. These sources purely depend on the climatic conditions
throughout the day. The solar energy is highly prominent in mid-hours of the day
and inactive in the night. Similarly, wind power also varies throughout the day. Due
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to the randomness of renewable energy, it has become difficult to manage the load
demand accurately [1, 2]. Hybrid energy systems play a vital role towards meeting
the requirement of electricity demand and make the system economically viable.
Sometimes, these requirements are not available due to the remote location and weak
grid supply. The load demand is practically varying in naturewhich depends basically
on consumer. The complicacy of the system increases due to the anecdotal nature of
the source and load. The hybrid system comprising of solar photovoltaic (PV), wind
turbine (WT) and pumped hydro storage (PHS) offers a convenient solution to the
time-varying nature of the solar source as well as load demand and properly utilizes
the supplementary renewable resources [3–6].

Energy storage systems are one of the important components of hybrid energy
systems because of the fluctuation of renewable resources. Pumped hydro storage
(PHS) is the most widely used energy storage system which is free from pollutant
emissions during the conversion of electricity. Considering the different renewable
energy sources used nowadays hydroelectric power is one of the most sought-after
sources of clean energy amongst energy storage system. Several researchers have
been focused on the joint operation of renewable energy sources (RES) and pumped
hydro storage (PHS) plant on optimal sizing, operational and economical studies
[7–9].

In the remote area where the grid power is not available, diesel generators are the
main source of electrical energy. But it is not cost-effective and produces pollutant.
Diesel generator (DG) is used to balance the energy deficiency during peak load
hours. DG can be integrated with other renewable sources in the stand-alone system
to increase reliability, availability of power supply and economic operation [10–12].

In this paper, attention has been given on the economic consideration of an isolated
system. An analytical approach has applied to PV-WT-PHS integrated with DG. A
mathematical model has been developed for economical scheduling in a stand-alone
system to minimize the operating cost of diesel generator [13]. These models are
simulated in MATLAB. The layout of the proposed system is given in Fig. 1.

The proposed hybrid system consists of a PV-WT-PHS andDG as shown in Fig. 1.
Load requirements primarily supplied from PV andWT generators which are purely
nature dependent. When there is surplus of power from above two sources, pumping
operation is carried out to raise the water from lower reservoir and to store in upper
reservoir. When the load demand is not satisfied, the water from upper reservoir is
utilized to generate electricity by turbine generator set. During peak hours of the
load, the DG is operated to balance the load requirement. The flow chart illustrates
the sequence of operation of the proposed hybrid system as shown in Fig. 2.

1.1 Photovoltaic (PV) System

The performance of the photovoltaic (PV) system mostly depends upon the solar
radiation and area of the solar panel. The solar irradiance strikes on the solar plates
and converts solar energy to electrical energy [14], which is expressed in the Eq. (1)
given below.
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Photovoltaic 
Generation Wind Generation 

On–site/Local Load

PPV(t) PWT(t) 

PL(t)
PT-G(t) 

PM-T(t)

Generator Turbine Pump

Upper Reservoir

Lower Reservoir

Pumping Up

Fig. 1 Layout of the proposed system under study

Fig. 2 Sequential operation of proposed hybrid system

EPV = A × ηm × ηpc × I (1)

A is area of solar panel (m2)
ηm is efficiency
ηpc is power conditioning efficiency
I is hourly irradiation (kWh/m2).
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1.2 Wind Energy System

The wind velocity is converted to electrical energy by a wind turbine (WT). The
power generated by the wind turbine (PWT) [15] is given in the Eqs. (2) and (3).

PWT = 1

2
× ρa × A × V 3 × Cpw × ηWT (2)

EWT = PWT × t (3)

where ρa is the density of air (kg/m3)
ηWT is the joint efficiency of both wind turbine and generator
A is swept area of the wind turbine.
Cpw is performance coefficient of wind turbine
V is the wind speed velocity.

1.3 Diesel Generator (DG)

A diesel generator is normally an electrical generator where diesel engine acts as
a prime mover. The diesel is the only source of input for extracting power from a
DG. It is normally operated at its rated output. The fuel cost is a nonlinear quadratic
equation [6] as given in the Eq. (4) below.

c f

T∑

t−1

aP2
DG(t) + bPDG(t) + c (4)

where a, b, c are the fuel cost coefficients, Cf is the price of one litre of diesel, and
PDG(t) is the output power of DG.

1.4 Pumped Hydro Storage Generation System

The pumped hydro storage generation system consists of

(i) Motor pump set
(ii) Turbine generator set.

PHS plants comprise an upper reservoir (UR) and a lower reservoir (LR). During
light load conditions, surplus energy is utilized by pumping the water from lower
reservoir to upper reservoir. During higher load conditions, this stored water from
the UR is released through turbine generator into LR to produce electricity.
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1.4.1 Motor Pump Set

The electrical energy utilized by the motor pump set
(
Emp

)
for pumping water from

LR to UR is given by Eq. (5) as described below.

Emp = ρ × g × h × Qmp

ηm−p
(5)

ρ is density of water (1000 kg/m3)
Qm–p is the rate of flow of water (m3/s)
g is the acceleration due to gravity (9.8m/s2))
ηm−p is the overall pumping efficiency
h is the net pumping head (m).

1.4.2 Turbine Generator Set

The turbine generator operates when the load demand is more than the renewable
power available in that instant. It utilizes the stored water in the upper reservoir to
generate electrical energy in the principle of hydropower generation.

Energy generated (ET−G) by the turbine generator can be described as in Eq. (6).

ET−G = ρ × g × h × QT−G × ηT−G (6)

ηT−G is turbine generator efficiency and QT−G is volumetric flow rate of water (m3/s).

1.5 Reservoir Volume

The net volume of water in the reservoir can be used to generate power when PV and
wind are not sufficient to meet the load demand. The potential energy in the reservoir
is given as in Eq. (7).

ER = ρ × V × g × h (7)

ER is the potential energy in KWh
V is the volume of the reservoir (m3).
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2 Proposed Methodology

In the present work, minimization of daily operational cost is done by the proposed
method for the hybrid power system. The hybrid system is analysed in three different
cases, and the operational cost of diesel generator is compared.

The describing function for minimization of fuel cost of diesel generation can be
expressed as given below in Eq. (8).

min c f

T∑

t−1

aP2
DG(t) + bPDG(t) + c (8)

2.1 Constraints

The present work involves the following operational constraints.
Equality constraint: At any time during operation, sum of power generated by
different sources must meet the load demand that can be expressed as in Eq. (9).

Pload(t) = PPV(t) + PWT(t) + PTG(t) − PMP(t) + PDG(t) (9)

Limit constraints: All the recourses must operate between their upper and lower
limits of respective power sources as described in Eqs. (10)–(15).

0 ≤ PPV(t) ≤ Pmax
PV(t) (1 ≤ t ≤ T ) (10)

0 ≤ PWT(t) ≤ Pmax
WT(t) (1 ≤ t ≤ T ) (11)

0 ≤ PDG(t) ≤ Pmax
DG (1 ≤ t ≤ T ) (12)

0 ≤ PMP(t) ≤ Pmax
MP (1 ≤ t ≤ T ) (13)

0 ≤ PTG(t) ≤ Pmax
TG (1 ≤ t ≤ T ) (14)

Vmin
R ≤ VR(t) ≤ Vmax

R (15)

The reservoir volume changes can be described by the Eq. (16).

VR(t) = VR(0) × (1 − δ) + ts ×
(

ηMP ×
t∑

i=1

PMP(t) −
∑t

i=1 pTG(t)

ηTG

)
(16)
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where VR(t) is the volume of the reservoir at any instant of operation
δ is the leakage and evaporation loss factor
PMP(t), PTG(t) are pumping and generating power PHS system.

3 Case Study

For the present analysis, three different cases have been considered. Resources data
are obtained from energy survey carried out in rural communities in South Africa
[6]. Both summer and winter data are presented for study in these three different
cases. Table 1 shows the simulation parameters for study. The components of hybrid
systemare designed looking into the peak load demand andvariation ofwind velocity,
irradiations throughout the day. The pumped hydro storage units are also designed
to utilize the wind power accordingly.

3.1 Case-1: Only DG Is Operated

The load profile of summer and winter days is shown in Fig. 3a and b, respectively.
TheDGoperating in the sameway as per the load changes in a day. Duringwinter, the
load demand is generally higher than summer because of the harvesting and heating
equipments used by the consumers. The cost variation is similar pattern as in the
load demand as shown in Fig. 4a and b. As the DG supplies power to load alone, the
cost of operation is high. The total operating cost is shown in Table 2.

Table 1 Simulation
parameters

Parameters Ratings Parameters Ratings

Sampling time (t) 1 h Wind rated power 1 kW

PHS generation
capacity

4.8 kW DG rated power 8 kW

PHS pumping
capacity

5.6 kW Diesel fuel price 1.42$/l

PHS overall
efficiency

0.67 a 0.2411

PHS volume limit 0–100% b 0.0814

PV rated power 4 kW c 0.4332
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(a) (b)

Fig. 3 a Daily load profile in summer b daily load profile in winter

(a) (b)

Fig. 4 a DG cost operating alone in summer b DG cost operating alone in winter

Table 2 DG operating cost in different cases in a day

Cases Power (summer)
kW

Power (winter)
kW

Cost (summer) $ Cost (winter) $

Only DG 38.49 65.96 53.89 92.34

DG + PV + WT 19.9 53.67 27.89 75.14

Hybrid system 10.73 21.82 15.03 30.55

3.2 Case-2: DG Operating with PV and WT Without PHS

In this case, the load demand is supplied from PV andWTwithout any storage. DG is
operated only when these sources are not able to meet the load demand. The power is
supplied to a dump load during excess power generation from the renewable sources
to maintain power balance and system stability. The output power from PV and WT
are shown in Fig. 5a, b, c, d respectively. The wind speed in the winter days is higher
than the summer. The wind speed measured is maximum during evening hours of
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(a) (b)

(c) (d)

(e) (f)

Fig. 5 a Wind power generation in summer b wind power generation in winter c PV power
generation in summer d PV power generation in winter e DG operating cost without PHS in
summer f DG operating cost without PHS in winter

the day and minimum during morning hours in winter but in summer it is consistent
throughout the day and drops with fall of night. The costs of operation of DG in this
situation are shown in Fig. 5e and f. The total cost falls in the participation of PV
and WT.

3.3 Case-3: Hybrid System-DG Operating with PV, WT
with PHS

In this case, pumped hydro storage plant is operated during excesses or deficiency
of power, generated from PV and WT to meet the load demand. Both pumping
and generation are restricted at the same time. Figure 6a and b shows the pumping
and generation of power in summer and winter through the 24 h of operation. It
can be observed that during pumping operation, no power is generated by turbine
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(a) (b)

(c)

Fig. 6 a Pumping and generating power in summer b pumping and generating power in winter
c % change of volume in reservoir

(a) (b)

Fig. 7 a DG cost during summer b DG cost during winter

generator. The pumping and generating is so adjusted that the volume of the reservoir
ismaintained after endof each day for recycling of power generation as shownFig. 6c.
The volume of upper and lower reservoir can be filled to its maximum capacity.
Looking into PHS operation, the volume of upper reservoir is started with 50% of
its maximum capacity. Table 2 shows the summary of operating cost of DG under
different cases. The cost variation of DG is shown in Fig. 7a and b. It can be observed
that in hybrid system, the participation of PHS reduces the cost of operation of DG.



Economic Operation of Diesel Generator in an Isolated Hybrid … 719

4 Conclusion

In the present work, a simulated model was developed to analyse the variations in
operational cost of DG in the different case studies. For the present analysis, the
three different sources have been considered. The renewable sources like PV and
WT help in reducing of operational cost of DG. But without any storage devices, its
effectiveness gets reduced by a great extent as seen in the result where renewable
power generated was dumped in absences of load demand. The use of pumped hydro
storage plant improves the economyof system.The volumeof the reservoir is restored
to staring position after the end of operation in each to make the system cyclical. The
present work will help the researchers for proper management of renewable sources
under various environments.
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SHO Algorithm-Based Fuzzy-Aided PID
Controller for AGC Study
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and Manoj Kumar Debnath

Abstract This paper articulates automatic generation control (AGC) of a three-area
multi-unit power system by proposing a fuzzy-aided PID controller incorporated
with filter (FPIDF). An inexhaustible photovoltaic (PV) source is injected in the
first area of the recommended conventional power system. The challenges arise
due to the PV source; a sturdy secondary controller is quintessential. An optimal
FPIDF controller is designed by applying a new algorithm named as selfish herd
optimization algorithm. To demonstrate the validity of the proposed controller, the
transient response evaluated by FPIDF is compared with the PID controller. Further,
the robustness is examined by forcing a random step load in area-1.

Keywords AGC · Fuzzy-based PID controller with filter (FPIDF) · Selfish herd
optimization (SHO)
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TRH Hydro reheat time constant
Tw Water turbine time constant

1 Introduction

Due to the constant increase in power demand, the modern power system turns
out to be increasingly intricate and nonlinear with increment in size. To provide a
reliable and quality power supply by such complex system becomes a challenging
issue for power system personnel. Quality of power system refers to maintain the
voltage and frequency at a desirable level. Frequency deviation is due to themismatch
between power generation and load demand. Since consumer power demand varies
frequently, the area control error (ACE) which is caused due to frequency and tie-
line power deviation increases. The prime function of AGC is to reduce the ACE.
Hence, intelligent control strategies are to be introduced into the conventional AGC
system which can enhance the stability of the power system by reducing the area
control error (ACE) and thereby keeping the frequency and tie-line power within a
permissible limit.

Many researchers over the last few decades have proposed different intelligent
control techniques to solve the AGC problems in a power system apart from the
classical I/PI controllers [1, 2]. Pradhan et al. [3] employed firefly algorithm for the
tuning of PID controller used for the AGC of two equal area non-reheat thermal
system. Hasanein and El-Fergany [4] suggested SOS-optimized PID controller for a
two-area reheat thermal system . Sahu et al. [5] proposed PIDD controller tuned by
TLBO for AGC of two-area reheat-type thermal system. Guha et al. [6] used quasi-
oppositional SOS (QOSOS) to optimize the conventional PID controller for LFC
of a two-area thermal system with GDB and GRC. A cascaded PD-PID controller
is used by Debnath et al. [7] for AGC of a two-area multi-source power system.
Mishra et al. [8] considered a three equal area thermal system for the application
of IDD controller with filter in AGC. IDDF controller for both ALFC and AVR of
a multi-source three-area power system is proposed by Rajbongshi and Saikia [9].
Acharyalu et al. [10] studied PID controller with filter optimized by MFO technique
for a multi-source three-area power system.

The conventional PID controller may not guarantee to give an improved dynamic
response having parameter uncertainties, nonlinearities. Hence, fuzzy logic-based
controllers are chosen as the secondary controller for AGC problem on any realistic
system which can provide better frequency and voltage regulation. Kashyap et al.
[11] applied fuzzy PID controller for a two-area hydropower system. Lal et al. [12]
suggested GWO-based fuzzy PID controller for frequency regulation of two-area
hydro-thermal system with GRC and TCPS. TLBO-tuned fuzzy PID controller is
proposed by Sahu et al. [13]. Fuzzy-based PID controller with filter is demonstrated
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by Arya [14] for a two-area hydro-thermal system with CES in each area. SOS-
based fuzzy PID controller is applied by Nayak et al. [15] for frequency control in a
three-area thermal system consisting of GRC.

The above study reflects that the fuzzy-aided controller handles the system perfor-
mance efficiently under the presence of parameter uncertainties and nonlinearities.
But the selection of input and output scaling parameters along with rule formulation
is an obscure job. So the rule formulation is still a challenge to the researchers. In this
paper, design of FPIDF is carried out with evaluating the input and output scaling
parameters by the help of SHO technique to study the AGC in the presided system.

Objective of the paper

i. The design of FPIDF as secondary controller employed in a three-area power
system.

ii. Assessment of the dynamic response produced in the presence of PV source.
iii. Performance of the system with FPIDF controller is validated by comparing the

response with PID controller.
iv. Robustness of FPIDF controller is examined by subjecting a highly perturbed

step load in area-1.

2 System Under Study

In this paper, to justify the supremacy of proposed controller a three unequal area
power system is taken for the investigation of AGC. The system is modelled in
MATLAB/SIMULINK environment of version 2016b. In each area, two different
sources are used.Area-1 consists of solar thermal (STPP) unit and hydro unit whereas
thermal and hydro units are present in area-2. In area-3, the same thermal system is
connected with gas unit. The system parameters are taken from Ref. [10]. For the
analysis of LFC 1%, step load perturbation is introduced in area-1 of Fig. 1.

3 Controller Structure and Objective Function

To maintain the frequency and tie-line power of the system at a desirable level,
different controllers are used which works to reduce the area control error (ACE).
Here, in this paper, fuzzy logic-based PID controller with filter is demonstrated
for better transient response and is compared with the response of PID controller.
The block diagram of the proposed controller is shown in Fig. 2a. Similar type
of controllers but of different scaling factors are used in each area of the system
under consideration. The area control error (ACE) and its derivative are the two
input signals to the FLC, and its output(y) is multiplied with PIDF controller in
the second stage to get FPIDF controller. FLC consists of four stages: fuzzification,
rule base, fuzzy inference system and defuzzification. In this FLC, five membership
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Fig. 1 Proposed three-area interconnected power system

functions (MFs), three triangular and two trapezoidal with five linguistic variables:
NB (Negative Big), NS (Negative Small), ZE (Zero), PS (Positive Small), and PB
(Positive Big) are implemented for both input and output variables and shown in
Fig. 2b. Fuzzy rule base is given in Table 1.

Along with the controller structure, the selection of controller parameter is also
very important for reducing the ACE. Therefore, different optimization techniques
are used to obtain the controller gain parameters. For the design of any optimization
technique, objective function or fitness function is necessary. Various kinds of objec-
tive functions may be used such as integral square error (ISE), integral time square
error (ITSE), integral absolute error (IAE), integral time absolute error (ITAE), etc.
In this article, ITAE expressed in Eq. (1) is considered as the cost function of the
system to design the proposed controller.
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Fig. 2 a FPIDF controller structure. bMembership function structure for both the inputs and output
of fuzzy logic system

Table 1 Rule base for fuzzy logic system

ACE �ACE

NB NS ZE PS PB

NB NB NB NS NS ZE

NS NB NS NS ZE PS

ZE NS NS ZE PS PS

PS NS ZE PS PS PB

PB ZE PS PS PB PB

J = ITAE =
t∫

0

[|� f1| + |� f2| + |� f 3| + |�ptie12| + |�ptie23| + |�ptie31|]tdt

(1)

where � f1, � f2 and � f3 are the system frequency deviations of area 1, 2 and 3,
respectively, and �ptiei j is change in tie-line power between area ‘i’ and ‘j’.
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4 Selfish Herd Optimization (SHO) Algorithm

SHO is a swarm optimization-based algorithm that mimics the selfish herd theory
which is developed by Fausto et al. [16]. According to this theory, a group of animals
are divided into two kinds of search agents, such as prey and predator. Each element
in a prey group changes their position to survive from the predators. The element
having higher survival value is at the safest position and vice versa. Each element
in the predator group changes their position to attack and kill the prey. Predator can
kill the prey or herd if the herd is within its domain of danger and survival value of
the predator is more than that of prey. The flow chart of SHO algorithm is given in
Fig. 3.

5 Simulation Results and Discussion

In this paper, for the analysis of AGC of a three unequal area power system having
renewable sources is considered. TheMATLAB/SIMULINK (2016b) environment is
used for the simulation of the system shown in Fig. 1. To study the dynamic response
of the above system, PID and FPIDF controllers are employed and SHO algorithm
is used for the tuning of controller gains.

5.1 Case-1: Transient Analysis of Presided System

The study is carried out by injecting a step load change of 0.01 pu in area-1 at t =
0 s. The transient performance of frequency and tie-line power excursion in each of
three areas is shown in Fig. 4. The transient performance indices are expressed in
terms of undershoot, overshoot and settling time which are given in Table 1. From
Fig. 4 and Table 2, it is evident that the proposed controller yields better dynamic
performance in terms of all the transient indices.

5.2 Case-2: Robustness Analysis

The practicability of the suggested controller is established by varying the load
randomly. The random load is inserted in area-1. The random load, the change in
frequency in area-1 and change in tie-line power between area-1 and area-2 are shown
in Fig. 5. From the response, it is clear that the dynamic stability of the system is
also maintained by randomly varying the load.
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6 Conclusion

In this article, a metaheuristic optimization technique, selfish herd optimization
(SHO), is used to find the accurate values of gain parameters of the different con-
trollers for AGC of a three-area power system. In the investigated system, renewable
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(a) (b)

(c) (d)

(e) (f)

Fig. 4 Transient response curve of area frequencies and tie-line powers a frequency deviation in
area-1, b frequency deviation in area-2, c frequency deviation in area-3, d tie-line power deviation
between area-1 and area-2, e tie-line power deviation between area-2 and area-3, f tie-line power
deviation between area-3 and area-1

Table 2 Transient parameters

PID FPIDF

Ush Osh ts Ush Osh ts

� f1 −1.1276 0.7482 21.5129 −0.0566 0.0832 5.7004

� f2 −0.7004 0.5952 19.6625 −0.0294 0.0562 6.4072

� f3 −0.4040 0.3972 18.4777 −0.0096 0.0302 6.7815

�ptie12 −0.3468 0.2014 19.8704 −0.0162 0.0200 5.0712

�ptie23 −0.0878 0.1350 18.8934 −0.0014 0.0110 3.1737

�ptie31 −0.3703 0.2936 15.3178 −0.0131 0.0260 5.4465
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Fig. 5 Random load and its
effect on the transient
response

energy sources are incorporated to meet the increasing load demand without pol-
lution. The transient response curve shows that SHO-tuned FPIDF controller gives
better performance than the conventional PID controller in terms of undershoot,
overshoot and settling time.

Appendix

Kps1 = Kps2 = Kps3 = 100Hz/puMW, Tps1 = Tps2 = Tps3 = 20 s, TG1 = TG2 =
TG3 = 0.08 s, TT1 = TT2 = TT3 = 0.3 s, R1 = 2Hz/puMW, R2 = 2.4Hz/puMW,
R3 = R5 = R6 = R1, B1 = B2 = B3 = 0.425 puMW/Hz, T12 = T23 = T31 =
0.0707 puMW/rad

TRH = 48.7 s, TR1 = TR2 = 5 s, TGH = 0.513 s, Tw = 1 s, kr1 = kr2 = kr3 = 1,
Tr1 = Tr2 = Tr3 = 5 s

KPV = 1, TPV = 1.8 s, Xg = 0.6, Yg = 1, Bg = 0.05, Cg = 1, Tfr = 0.23,
Tcr = 0.01, Tcd = 0.2.
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