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Abstract. In the emergency rescue exercise of high-rise buildings, mastering
the accurate position of the participants is an important means for coaches to
arrange tactics, evaluate the efficiency of rescue aid, evaluate the effect and
ensure the safety of the participants. Video location is a more accurate posi-
tioning method, using personnel detection, personnel tracking can lock the
position of personnel in the monitoring, but once occlusive, personnel can not be
detected, will cause the loss of personnel identity information, another problem
is that the current technology is difficult to stably identify the identity of per-
sonnel through signs. Therefore, this paper studies the fusion algorithm based on
the characteristics that the most widely used WiFi fingerprint location can
provide rough position information and personnel identity information. The
detection with identity information is obtained by matching the personnel
information provided by the WiFi fingerprint location system with the detected
personnel in the video. At the same time, the location result of WiFi fingerprint
can provide reference position when occlusive for a long time. Aiming at the
characteristics of fixed number of participants and fixed identity information in
emergency rescue exercise, this paper proposes a personnel tracking algorithm
based on appearance and motion characteristics. This algorithm reduces the
incidence of identity exchange problem when the personnel are very close, and
records the representation information of the participants for a long time, which
can make the personnel can be rerecognized after a long period of disappear-
ance, and avoid the problem of matching error caused by multiple matching of
WiFi fingerprint information and video location information.

Keywords: Location � Binocular vision � Person detection � Tracking
algorithm

1 Introduction

In the emergency rescue, the rescue of high-rise buildings is the most typical. In recent
years, with the increase of high-rise buildings, high-rise building accidents bring more
and more challenges to rescue, especially high-rise building fires, high-rise building
post-earthquake rescue. In the environment of such emergency rescue drill, the high-
precision position information of the personnel is required to be used as the reference
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basis for the tactical arrangement, the evaluation of the drill effect, and the risk
assessment.

At present, multi-use wireless communication mode, including RFID, WiFi
Fingerprint, Bluetooth, Ultra-Wideband, etc. [2–4], can be used to meet the indoor
positioning needs of most public places. Ultra-Wideband and Bluetooth are the most
accurate methods, while RFID and WiFi Fingerprints [5] are the second. However,
Ultra-Wideband positioning needs expensive devices, Bluetooth needs to replace
Bluetooth label batteries regularly, and the maintenance cost is very high. WiFi, as the
most commonly used wireless signal in daily life, has wide coverage and cheap
equipment layout, but if used as an emergency rescue exercise, it is not accurate
enough.

With the development of artificial intelligence technology, target recognition for
image has been widely used. Image recognition technology can be used to calibrate the
position of people in the graph directly, so as to carry out accurate positioning.
However, image recognition is difficult to accurately identify people in a wide range of
areas, so the calibrated personnel position can not correspond to the actual personnel
identity. In this paper, a fixed scene target location method based on multi-view video
image is proposed. Later, the research status, the transformation from image coordi-
nates to real coordinates, how to obtain the identity of the detected target, and how to
achieve stable video location will be carried out.

2 Related Work

2.1 Indoor Positioning Theory Based on WiFi

WiFi is one of the most common wireless signals in daily life. It generally follows
IEEE 802.11b/g/n protocol and works at a frequency of 2.4 GHz. Each WiFi signal is
sent by a wireless ap (access point), often a wireless router. Each wireless ap has its
own unique global code, that is, mac address, and generally these ap do not move
frequently. WiFi fingerprint location is a convenient and accurate indoor location
method.

Using WiFi fingerprinting method to locate is divided into two stages, the first stage
is the collection of WiFi fingerprints in a certain area. The so-called WiFi fingerprint
refers to a set of key value pairs composed of a group of RSSI from AP and the
corresponding real coordinates collected by the terminal at a certain point. This
associates the signal strength with the location. The collected fingerprint information is
then stored in the database, and each set of fingerprints is unique. In general, the points
we collect are not random, and the coordinate system is built with a certain point as the
origin, so that the coordinates of each point can be obtained. With the increase of the
density of acquisition points, the accuracy of positioning will also increase accordingly,
but there will also be certain upper limit. When RSSI near several points are very
similar or even overlapping, the increase of acquisition points will not increase the
accuracy.
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In the process of collecting RSSI, the signal strength of each ap is time-varying, but
the whole fluctuates around a range, and we need to collect and average it many times
at one point as the estimated value of RSSI at a certain point.

The second phase is the positioning phase. Locate the terminal to a certain location
in the area. The RSSI, of ap collected by the terminal is compared with the WiFi
fingerprint in the database at the same time to find the closest several fingerprints. Here
are two ways, one is the minimum distance, including the Euclidean distance, the
Manhattan distance, the Mahalanobis distance, or the maximum similarity, including
the cosine similarity, the Spearman similarity, and so on. The most commonly used
cosine similarity is used in this paper.

2.2 Pedestrian Detection Method

At present, pedestrian detection methods are mainly divided into three categories, one
is based on motion detection, the second is mainly based on machine learning, and the
third is deep learning. Among them, based on motion detection such as Gaussian
mixture model, frame difference method, vibe algorithm [6, 7] and so on, the idea of
these background modeling algorithms is to get a background model through the
previous frame learning, and then compare the current frame with the background
model to get the moving target. These algorithms are simple to implement and fast to
implement, but these algorithms only use pixel-level information and do not make use
of the high-level semantics of the image, so the following problems exist: they can only
detect moving targets; they are greatly affected by light; if multiple target adhesions can
not be dealt with; they are vulnerable to bad weather and so on. The machine learning
algorithm and the depth learning algorithm improve the above problems from the
advanced semantics of the image.

Navneet Dalal proposed a pedestrian detection algorithm based on hog SVM on
2005 CVPR [8]. HOG (directional gradient histogram) feature is a feature operator
used for object detection in computer vision and image processing. HOG uses the
gradient histogram of the local region to form the feature by calculating and counting
the gradient histogram of the local region, which makes use of the orientation and
intensity information of the edge. The method of HOG is to calculate the gradient of
fixed size picture, then divide the picture into grid points, then calculate the gradient
orientation and intensity of each grid point, then form the gradient direction distribution
histogram of all pixels in the grid, and finally summarize the whole histogram feature.
This feature describes the shape and appearance information of pedestrians, and is
insensitive to light changes and small spatial translation.

In view of the fact that HOG features only focus on edge and shape information,
and it is difficult to deal with occlusion and sensitive forehead problems, some
researchers have proposed the integral channel feature (ICF) [9]. The integral channel
features include 10 channels: gradient histogram in 6 directions, 3 luv color channels,
and a gradient amplitude. By combining ICF with AdaBoost, the author carries out
cascade classification training. Instead of zooming the picture to a fixed size, he
designed several common scale classifiers. For pedestrians of other sizes, the prediction
results of typical classifiers were used to approximate the difference, and the accuracy
was higher than that of direct image scaling.
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In order to solve the problem of occlusion, a method (DMP) [10] for the detection
of parts is proposed, and the human body is divided into the parts such as the head, the
trunk, the limbs and other components. These parts are detected respectively, and the
detected results are combined. DMP includes two parts: root model and component
model. The root model (Root-Filter) is mainly aimed at the potential region of the
object to obtain the position of the possible object, but whether there is really the
desired object needs to be further confirmed after the calculation combined with the
component model (Part-Filter). In addition, DMP algorithm also uses Latent-SVM
classifiers with strong discrimination ability, which makes it achieve good results in
human body detection.

Methods such as Faster-RCNN, SSD, Yolo, FPN [11, 12], etc., in the field of depth
learning can be used to detect pedestrians, whose accuracy is significantly higher than
the SVM and Adaboost classifier. But because the scene illumination in the training set
is monotonous, the target in the figure is relatively sparse, and the problem of occlusion
and lighting in the pedestrian detection can not be well processed. The Liliang zhang’s
team improved [13] the Faster-RCNN, only reserved the RPN network for candidate
area extraction, and changed the classification network into a random forest, which
improved the problem that the CNN network is too sparse for small target extraction
features.In addition DMP method is also used, so they get a good effect.

The Institute of Artificial Intelligence of the Origin of the United Arab Emirates
(UAE) proposed a detection idea without anchor frame [14], which directly convolu-
tion the picture without sliding window to predict the center point and scale of the
target. They achieved a very good results.

2.3 Multi-target Tracking Based on Personnel Detection

Personnel tracking algorithm is an effective means to improve the efficiency of per-
sonnel detection and reduce the false detection rate in video. In this paper, multi-target
tracking is mainly studied, occlusion is still one of the difficulties to be solved in this
field. At present, the method of deep learning has gradually surpassed the probability
method and machine learning method in this field, and has become the mainstream of
research.

Bergmann et al. proposed to convert the target detector into a tracker, and use
rerecognition and motion prediction to complete the tracking task. In this method, the
boundary box regression of the object detector is used to predict the new position of the
object in the next frame, and the new position of the object in the next frame is
extended by simple re-recognition and camera motion compensation [15]. Due to the
limited effect of pedestrian recognition in scenes with a large number of people, the
tracking effect of this model in more complex scenes is poor.

On the basis of sort algorithm, Nicolai et al. proposed that Deep Sort, applies the
idea of Cascade Matching to the matching of multi-target tracking, which effectively
reduces the probability of target identity switching when occlusion occurs [16].
Although this method also uses the advanced semantics of the image and the motion
information of the target, the image feature extraction network is too simple, resulting
in the extracted features sometimes can not be used to determine whether the detection
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target is the object you want to track. This paper will improve this method based on the
existing scenarios.

SenseTime Technology proposes a multi-target tracking framework which can
capture long-term and short-term clues. The switching perception separator in data
association is used to improve the robustness of identity switching matching in multi-
target tracking. At the same time, a simple but effective method is introduced to retrieve
potential classifiers [17].

In addition, Milan et al. proposed a novel multi-class multi-target tracking
(MCMOT) framework, which combines detection response and variable point detec-
tion (CPD) algorithm to carry out infinite multi-target tracking. The effect of this
framework is better than that of the most advanced video tracking technology [18]. Lee
uses CNN-based target detector and KLT (Lucas-Kanede Tracker)-based motion
detector to calculate the likelihood probability of the foreground as the detection
response of different categories of targets [19].

2.4 Projection of Image Coordinates to World Coordinates

In order to locate the target in the image, it is necessary to convert the image coor-
dinates of pedestrians in the image to the real coordinates. In this paper, the stereo
matching algorithm of binocular camera is used to solve this problem.

In general, the binocular camera is a wide-angle lens, the imaging is distorted, and
the imaging surface of the two cameras may not be coplanar, which causes interference
to the subsequent stereo matching. The camera needs to be calibrated before the stereo
matching algorithm is carried out. The calibration is divided into two parts, namely the
calibration of the single camera and the calibration of the double camera [20].

In this paper, Zhang Zhengyou calibration algorithm is used to calibrate a single
camera: multiple groups of chessboard lattice maps are taken, corner detection and sub-
pixel information extraction are carried out by OpenCV library function. Using this
information, the internal parameter matrix M and distortion matrix J of the camera, as
well as the rotation matrix R and the shift matrix T of each image can be obtained.
Through multiple iterations, more accurate M and J can be obtained, and they can be
input into the corresponding camera correction function as parameters, and the cali-
bration of the single camera can be completed.

Binocular calibration is based on the calibration of monocular camera. In addition
to obtaining the internal parameter matrix and distortion coefficient matrix, the addi-
tional parameters that need to be calibrated are eigenmatrix E, basic matrix F, rotation
matrix R and shift matrix T . The R and T of the binocular camera can be calculated by
the following formula:

R ¼ RrRT
l

T ¼ Tr � RrRT
l Tl

�
ð1Þ

Rr and Rl are the rotation matrices of the right camera and the left camera,
respectively, and Tr and Tl are the translation matrices of the right camera and the left
camera, respectively.
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The intrinsic matrix E and the basic matrix F of the corresponding binocular
camera can be obtained by bringing the inner parameter matrix M and the distortion
matrix J of the single camera and the whole rotation matrix R and the translation matrix
R into the library function, and then the E and F are brought into the library function to
realize the calibration of the binocular camera.

There is the following relationship between image coordinates and world
coordinates:

Zw ¼ bfx
d ð2Þ

Xw ¼ b u� u0ð Þ
d

ð3Þ

Yw ¼ b v� v0ð Þ
d

ð4Þ

Where Zw; Xw; Ywð Þ represents the world coordinates of a certain point, u; vð Þ
represents its image coordinates. b represents the distance between the two cameras’
center of light, and d represents parallax. Among them, b can be obtained by mea-
surement, and the parallax d can be obtained by SGBM algorithm, so that the image
coordinates of people in video can be transformed into the real world coordinates.

3 Rescue Scene Location Algorithm Based on WiFi Location
and Video Image Location

3.1 The Overall Framework of Video Image Location Algorithm

The video image, as the carrier of the target, carries the identity information and the
position information of the target, in particular the position information which has a
considerable accuracy. However, when there are many people in the image, the method
of target recognition cannot accurately distinguish the different people’s identity, and
the simple position information is not worth. So that We use the combination of WiFi
fingerprint and video image location for fusion localization. The WiFi fingerprint
positioning devices are easy to be arranged, and can provide the characteristics of the
double information of the person’s identity and position, but the accuracy of the
location information provided is not high. If we combine the WiFi fingerprint posi-
tioning with the video image location, give full play to the image positioning accuracy
and the characteristic that the WiFi fingerprint positioning has the identity information,
the indoor positioning accuracy of the two technologies will be further improved [21,
22].

The following steps are required for the location of people in a video image:

(1) Detection: obtain size and position of all personnel in a frame, which is repre-
sented by a box;

(2) Obtaining the pixel coordinates which around feet of each identified pedestrian;
(3) Convert the coordinates of pixels in the image to the coordinates in the real world.
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After these three steps, you can get the actual location of everyone in the video
(Fig. 1).

While identifying and obtaining pedestrian location, a timestamp is recorded, and
the positioning results of WiFi fingerprints for indoor personnel are obtained from the
database. The video location results and WiFi location results are matched one by one
according to the similarity of the them, so that the pedestrians in the video can obtain
the identity information in the WiFi fingerprint location results.

In the practical application, due to the existence of the reasons such as occlusion
and light change, the detection link of the pedestrian often has missed detection and
false detection, resulting in the failure of the association between the video positioning
information and the WiFi fingerprint positioning information. To this end, the above
problems will be improved by using the target tracking algorithm (Fig. 2).

3.2 Fusion of Multi-target Position Information

The position coordinates of the target in reality can be obtained by using WiFi fin-
gerprint, and the coordinates of the target in reality can be obtained by video image.
However, the target obtained by image is only location information, there is no identity
information, the information obtained by WiFi has both location information and
identity information, but the location information is not accurate. If the two can be
correlated with each other, a fusion positioning system with both identity information
and accurate location information can be generated.

Fig. 1. Flow chart of video image location

Fig. 2. Block diagram of WiFi fingerprint and video stream fusion localization algorithm
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For the multi-objective association problem of matching multi-person WiFi infor-
mation and image information in a fixed scene, it can be regarded as an assignment
problem, that is, assuming that there are m tasks, m personnel, each person gets a task,
and solve the problem of minimizing. In this problem, WiFi produces n personnel
information, and the image recognizes the corresponding n personnel information, but
in practical application, sometimes the image will produce missed detection or false
detection, resulting in the resulting personnel information greater than or less than n,
which is beyond the scope of the traditional assignment problem.

The Hungarian method is a very good method for the traditional assignment
problem. Its basic idea is to change the original value coefficient matrix into a new
value matrix with many 0 elements through certain operations, while maintaining the
optimal solution of the original problem. In this paper, we use the extended Hungarian
algorithm to increase the number of virtual elements to supplement the number of
people when the information generated by the video image is not enough to solve the
problem that the information generated by the video image may be different from that
of the WiFi information.

In the video image detection, it is assumed that n detection results are obtained, and
it is recorded as follows:

IPi ¼ xi; yi; i ¼ 1; 2. . .:n ð5Þ

At the same time, WiFi also located m test results, which are as follows:

RPj ¼ xj; yj; zj; j ¼ 1; 2. . .:m ð6Þ

The matrix P is constructed, and its dimension is n� m, matrix represents the
Euclidean distance between the WiFi detection results and the video image detection
results.

P ¼
p11 � � � p1m
..
. . .

. ..
.

pn1 � � � pnm

0
B@

1
CA ð7Þ

Among them, the calculation formula of each element is obtained by the following
formula:

pij ¼ IPi � RPj ð8Þ

In the actual calculation, use the matrix of Ld�d , d ¼ max n;mð Þ. For elements with
dimensions greater than n rows and m columns in L are set to 0, and the other elements
are the same as in matrix P. After the coefficient matrix is constructed, it can be solved
according to the Hungarian algorithm. The results of the solution can be divided into
the following cases:
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For each pair that matches successfully ðIPi; RPjÞ, the result of IPi is used as the
final location result, and the identity information carried by RPj is used as the final
fusion identity information.

For the matching result, RPj has no matching object, that is, n < m, then the
positioning result of RPj is used as the positioning result of the target.

If IP does not have a matching object in the matching result, it is considered to be
an image recognition error, because WiFi location contains all the personnel infor-
mation, and more personnel information appears, it is an error. Ignore IP that does not
match.

After this calculation, we can get m location results with identity:

Pj ¼ xi; yi; zj
� �

If IPi matchesRPj successfully
xj; yj; zj
� �

If IPi matchesRPj unsuccessfully

�
j ¼ 1; 2::m ð9Þ

Through the above steps, the position information of all the people in one frame is
obtained, and the continuous target movement information can be obtained by frame
detection. However, due to the inaccurate location of WiFi and the instability of video
detection, the matching error occurs, which affects the stability of matching.

3.3 Information Fusion Location Algorithm Based on Target Tracking

In the process of video detection, due to the existence of occlusion, people out of the
camera field of view and other problems, resulting in unstable video pedestrian
recognition, which leads to unstable matching between video and WiFi positioning,
this paper proposes a combination of target tracking and WiFi positioning algorithm to
improve this problem.

The tracking algorithm is divided into the following phases and Fig. 3 shows the
flow chart:

(1) Creation and trajectory prediction for target.
(2) Matching between detection results and tracking targets.
(3) using cascade matching to solve the problem of target identity exchange when

occlusion occurs.
(4) IOU matching is used again for detection objects and tracking targets that do not

match successfully after cascade matching.

Object

Tracking trajectory

Motion Model 

Appearance 
Model  

Predict

Cascade 
Matching

Success

Unsuccess IOU 
Matching

Fig. 3. The algorithm flow chart of target tracking.
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First of all, introduce the measurement method of association. We detect a frame in
the video, and the detected target is selected by using the anchor box (bounding box),
and the format of the description anchor box is u; v; r; h; _x; _y; _r; _h

� �
. u; v; r; hð Þ indicates

the position and size of the anchor frame, _x; _y; _r; _h
� �

is the coordinate of the center of

the anchor frame, _r is the ratio of the length to width of the anchor frame, and _h is the
left length of the anchor frame. _x; _y; _r; _h

� �
represents the velocity information of each

variable in u; v; r; hð Þ described in the image. We first use Kalman filter algorithm to
predict the position of the detected anchor frame, where the pedestrian motion model is
assumed to be uniform motion and the observation model is a linear model. The
following experiments prove the rationality of the hypothesis. Here, the prediction
results are recorded as dj ¼ u; v; r; hð Þ. Once the target is lost for a long time, this paper
sets to more than 20 frames (the setting of this parameter is related to the number of
frames taken by the camera and the movement speed of the actual scene), and the WiFi
fingerprint system shows that the missing tracker is still in this room, then the posi-
tioning result of WiFi fingerprint is used as the basis of the prediction.

The newly detected target is recorded as di ¼ u; v; r; hð Þ, and we want the newly
detected target to match the predicted result based on the last detection in order to give
the newly detected target identity information. The traditional methods to measure the
two objectives are Euclidean distance, Pap distance, cosine similarity and Mahalanobis
distance. Because of the perspective distortion in the image, the size of the object will
change with the far and near angle. Therefore, the metric size of the anchor frame at
different distances from the camera is different, and the influence of different metric
scales can be effectively eliminated by using the Mahalanobis distance.

d1i;j ¼ dj � di
� �T

S�1 dj � di
� �

i ¼ 1; 2. . .n; j ¼ 1; 2. . .m ð10Þ

Where dj represents the No. j tracking target determined after the last detection, di
represents the No. i detection target of the current frame, and d1i;j represents the
Mahalanobis distance between the anchor frame of the previous frame detected target
and the current frame detection target.

In addition to the motion model-based metrics, the appearance information con-
tained in the image is also measured. The new Dense block structure is used for the
extraction of the appearance model. The structure has the characteristics of less
parameters and strong expression. Here the last classification layer is replaced by a
convolution layer of 1 � 1 instead of the full connection, so that the feature vector of
the target is obtained. The network structure is as shown in the following table
(Table 1):

The network is pre-trained on the large pedestrian detection data set Person Re�
Identification and contains a total of 1 million parameters. The network runs at 30 ms
on NVIDIA GTX1080, meeting the speed requirements of real-time processing.

The appearance extraction network extracts the detected person and outputs a
feature vector of a 49-dimension. We compare this feature vector with the feature
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vector corresponding to the tracking target in the previous frame, and then judge
whether they are the same target. The measure method here adopts the cosine simi-
larity, and the calculation formula is as follows:

d2i;j ¼ min 1� rTj r
ið Þ
k jr ið Þ

k 2 Ri

� �
ð11Þ

Where rj is the feature vector of the newly detected target, and r ið Þ
k is the set of k

frame eigenvectors of the No. i tracking object in the past. Ri is a collection of all trace
objects in the past.

Ri ¼ r ið Þ
k

n oLK

K¼1
ð12Þ

The matching result d1i;j based on motion information is merged with the matching

result d2i;j based on appearance information, and a new matching result is obtained. The
fusion expression is as follows:

c i;jð Þ ¼ ld1i;j þ 1� lð Þd2i;j ð13Þ

The following rules are used to detect whether an object becomes a tracking object:

(1) the appearance of n trackers is detected and recorded by multiple frames before
the positioning begins.

Table 1. CNN network structure used in appearance extraction

Name Patch size/stride Output size

Conv 1 7 � 7=2 112� 112
Pooling 3 � 3 max pool/2 56� 56
Dense block (1) 1 � 1conv

3 � 3conv
� �

� 6
56� 56

Translation layer (1) 1 � 1conv
2 � 2 averagepool=2

56� 56
28� 28

Dense block (2) 1 � 1conv
3 � 3conv

� �
� 12

28� 28

Translation layer (2) 1 � 1conv
2 � 2 averagepool=2

28� 28
14� 14

Dense block (3) 1 � 1conv
3 � 3conv

� �
� 24

64� 32� 16

Translation layer (3) 1 � 1conv
2 � 2 averagepool=2

14� 14
7� 7

Dense block (4) 1 � 1conv
3 � 3conv

� �
� 16

7� 7

Conv 2 1 � 1 conv 49� 1

460 J. Ma and Z. Shi



(2) the target is not detected in 100 consecutive frames, and according to the WiFi
information, it is determined that the target leaves the current monitoring area to
stop matching the tracking target until the WiFi positioning information returns to
the current scene.

In the process of target tracking, occlusion will inevitably occur, assuming that
when a tracking target a is obscured by target b, it will not be detected by the detector.
Because the predicted value of a and b is very close, it is very likely that the detection
value of b will be matched with a, resulting in the matching exchange phenomenon (ID
switch). For this reason, the cascade matching method is used to match here.

The pseudo code for cascade matching is as follows:

After cascade matching, we obtain tracking and detection targetsM and U that have
been matched successfully and not matched successfully. The U and T � Tnð Þ are
processed by sort mechanism standard. Calculate the IOU between them and using
Hungarian algorithm to match. The following results were obtained:

PIOU ¼
ðTi;DjÞ

Ti i; j ¼ 1; 2::N
Dj

8<
: ð14Þ

Among them, PIOU is the result of IOU matching, ðTi;DjÞ indicates the successfully
matched tracking target and detected target, Ti indicates that there are unmatched
tracking targets, and Dj indicates that there are only detected targets in the matching
results, most of which are due to false detection.

Because the number of tracking targets can be determined according to the WiFi
fingerprint system, it belongs to constant, but the detected people may be occlusive and
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disappear, so some tracking may not be able to match the corresponding detection
targets after this step. For how to deal with this kind of target will be explained later.

Finally, the Kalman prediction matrix is updated to delete the tracking target that is
not in this scene (according to the scene information provided by WiFi fingerprint
system). It is expressed as follows:

Tnew ¼ MT þPIOU
T �WiFistate¼0 ð15Þ

Tnew represents updated tracking, MT indicates the tracking of successful matching
after cascade matching, PIOU

T indicates the tracking of successfully matching after
cascade matching, and WiFistate¼0 indicates that the personnel information of this scene
does not exist in the WiFi fingerprint system.

In addition, we need to update ID (label) of the tracking target and then the tracking
of one frame is completed. The beginning of the next frame is still the prediction of the
existing target by Kalman filter.

The target tracking can lock the position of the target in the image stably for a
period of time, and the position information of the personnel can be accurately
determined by the transformation of image coordinates to world coordinates. Two
information will be fused below.

Firstly, still using the target position information fusion algorithm proposed in 3.2
to match the detected target of video with the target detected by WiFi fingerprint. The
matching results are as follows:

Pmatching ¼ xi; yi; zið Þ If IPi matches RPj successfully
xi; yi; zið Þ If IPi matches RPj unsuccessfully

�
j ¼ 1; 2::N

Where xj; yj
� �

represents the result of the video localization, xj; yj
� �

represents the
result of the WiFi fingerprint positioning, and zj is the person information carried by the
WiFi fingerprint system. At this time, the target in the video has the identity infor-
mation of the personnel in the WiFi fingerprint system. Next, go to the section that
follows the location:

Presult
i ¼

PtrackSt�1 ¼ 1; St ¼ 1;
PkalmanSt�3 ¼ 1; St ¼ 0;
PWiFiSt�3 ¼ 0; St ¼ 0;
PtrackSt�1 ¼ 0; St ¼ 1;

8><
>: i ¼ 1; 2. . .::N ð16Þ

Among them, Presult
i is the result of tracking and positioning, Pkalman is the predicted

position obtained by Kalman filter according to the previous frame positioning results,
and PWiFi is the result of WiFi fingerprint location. In the process of tracking and
positioning, occlusion may occur, so that the target can not be detected. Here, St�1 is
used to represent the tracking state of target I at the previous time, St�3 represents the
tracking state of the first three frames, and St represents the tracking state of the current
time.

That is to say, in the process of target tracking, if the tracking results are converted
to the world coordinates, the accurate position of the target in the room can be easily
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obtained. Once the tracking fails in a certain frame, the target information will not be
obtained in the video, we will use the Kalman filter to predict the position based
information of the previous frame, and the predicted position will be used as the
detection result of the lost frame. Because the number of frames taken by the general
video surveillance does not exceed 30 frames per second, and the position change of
the normal operating personnel usually does not change obviously within 0.1 s, the
predicted results are used as the positioning results within 3 frames. If the target is lost
for a long time, the prediction results can no longer meet the positioning accuracy, and
then switch to the WiFi fingerprint system, using the results of WiFi fingerprint
location as the detection value of the current position of the target. Once the target
reappears, a new round of identity matching will be carried out on the lost target, the
actual identity of the target will be given to the target, and the process of positioning
will continue to be followed.

In addition, the problem of identity information exchange is inevitable in the course
of target tracking, so that a monitoring threshold is needed between the result of the
video positioning of each frame and the positioning result of the WiFi fingerprint. Once
the difference between the positioning distance between the two is greater than the
threshold value, we will re-matching the target with the problem, and adopt the position
of the WiFi fingerprint positioning as predict results before the matching is completed.
The setting is as follows:

Presult
i ¼ Presult

i Presult
i � pWiFi

i

� �
[ gate

pWiFi
i Presult

i � pWiFi
i

� �
[ gate

�
i ¼ 1; 2. . .N ð17Þ

The pWiFi
i means the location information of the WiFi fingerprint location of the

No. i person, left Presult
i � pWiFi

i

� �
representing the difference between the image

location and the WiFi fingerprint, and the gate represents a threshold value that
determines whether a identity needs to be rematched.

4 Experimental Verification

4.1 Experimental Method and Environment Configuration

The experimental system is divided into two parts, one is the location system of WiFi
fingerprint: four routers are set up in the four corners of the room, the mobile phone is
used as the location label to detect the intensity of WiFi signal, collecting information
of signal strength with interval of 1 m, the collected data is stored in the database, and
using the Hungarian algorithm to establish the WiFi fingerprint.

The other part is the image acquisition and processing system, which uses a fixed
camera to collect the images of personnel in the area, and sends the images to the
computer for pedestrian detection, tracking processing and matching processing. The
camera adopts wide-angle lens, the computer is configured as i7-6600k, and the video
card is GTX1080.
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4.2 Experimental Analysis and Related Algorithms

According to the above algorithm flow, we first test the part of personnel detection and
tracking, and the test data is a video shot in a fixed space. The main test content is that
when the rescue exercise of high-rise building is carried out, the rescue staff produce
the influence of various posture and occlusion on the performance of the algorithm. The
main concern is the problem of identity exchange (id switch), and the other is the
problem of the loss caused by the occlusion.

Figure 4 above shows the tracking results of frame 30, with four people in the
image, using the label on the anchor box to distinguish the identity information of the
four people, the target of No. 1 is the trapped person, and the rest is the rescue
personnel. When the algorithm runs, it is good for the recognition of people of all kinds
of posture.

Fig. 4. Results of frame 30 processing

Fig. 5. Results of 90-frame and 95-frame processing when transient occlusion occurs
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Figure 5(a) is the detection result of frame 90. It can be found that due to occlusion,
the detection box can not select the whole pedestrian accurately. (b) is the result of
frame 95 processing. After a brief 0.3 s reappearance of the tracking object, the missing
information is quickly retraced.

In order to verify the influence of long time occlusion on tracking, we also test the
special scene. Ask three rescuers deliberately block each other in the scene. Figure 6(a)
shows that person 2 is blocked by person 3, it can be seen that person 2 is almost
completely disappeared and cannot be detected. About 3 s after frame 112, person 2
got up and was normally traced. About 3 s after frame 112, personnel 2 got up and was
normally traced. It shows that the algorithm has certain ability to deal with the long-
term loss of tracking objects in this scene.

In order to show the change of the position of the personnel clearly, the paper
chooses the two-person position data to draw the graph. Figure 7 is a graph of the
location of the WiFi fingerprint of the two people in the room. In the smaller indoor
space, the accuracy of WiFi fingerprint location is not high, we can see that on the one
hand, the path in the image is tortuous, on the other hand, the accumulation of sampling
points will occur in the place where the inflection point is slow.

Figure 8 is the fusion location result. It can be seen that the curve is smooth, in
accordance with the law of motion, and there is no jump phenomenon, which shows
that the algorithm has a great improvement on the indoor location results of WiFi
fingerprints.

4.3 Algorithm Availability and Performance Analysis

The fusion localization algorithm proposed in this paper is online mode, which is
divided into four stages: personnel detection in video, fusion of personnel information

(a) (b)

Fig. 6. A case where a long period of severe occlusion takes place
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and WiFi fingerprint information, video detection and tracking, and WiFi correction of
lost targets. Under the experimental conditions, the comprehensive detection speed can
reach 20 frames per second. Because the personnel move slowly indoors, in practice,
the camera frame rate is adjusted to 15 frames per second, so that the detection speed is
basically synchronized with the monitoring video speed. However, too high video
frame rate will lead to the lag of detection results and can not achieve online
positioning.
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Fig. 7. Results of WiFi fingerprint location
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Fig. 8. Results of fusion positioning
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The positioning continuity has been analyzed in the above experiment. In addition
to the random motion, the paper also carries out the specified route movement to study
the accuracy of the positioning, and the following data is obtained through the
experiment (Table 2):

It can be found that the positioning accuracy of occlusive personnel is much larger
than that of unocclusive people, mainly because the positioning accuracy of WiFi
fingerprint is lower, once the target is lost for a long time, WiFi fingerprint tracking will
be switched, covering for a long time during testing, indirectly simulating the situation
when the number of occlusive people is large, in addition, tens of pixels offset may
occur when occlusive occurs, and the farther away from the camera. The more serious
the deviation, the more serious the deviation.

In this paper, the performance of tracking algorithm in this scene is tested for a long
time. The experimental data are 20 m2 indoor, 5 segments of video moving around by 4
people, each video length of 1 min, video playback speed of 20 frames per second, a
total of 1200 frames per video, a total of 6000 frames and 240000 anchor frames. The
comparison with the algorithm in general scenario is as follows (Fig. 9):

Table 2. Error of regular route positioning

Target state Unobstructed persons Obstructed person

Average error (m) 0.16 + 10.0 0.25 + 15.0

62 

3210 

2631 

123 37 60 

2986 

2564 

78 33 67 

1530 

800 

63 20 
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Fig. 9. Performance comparison diagram of personnel tracking algorithm
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It can be seen from the above table that the fusion algorithm has good tracking
performance in this scene, especially on MT and ML, mainly because of the fixed
number of scenes. Once the detected target and the existing tracking do not meet the
threshold of motion matching or representation matching, these unmatched targets will
be removed from the threshold limit, and according to the distance value between the
detected target and the tracking target to run secondary matching. The idea of cascade
matching also greatly reduces the probability of target identity exchange. Because the
number of people in the overall monitoring is not large, so the omission of tracking is not
much, FN gets a good value, but the smooth wall occasionally appears the shadow of
people, resulting in new tracking, which brings instability to the tracking part (Table 3).

5 Conclusion

Based on the common WiFi equipment and monitoring system, this paper combines the
personnel information carried by WiFi fingerprint location with the high precision of
image positioning, and the proposed fusion location algorithm can greatly improve the
effect of WiFi fingerprint location under the condition of low cost, and meet the needs
of high precision positioning of participants in the scene of emergency rescue exercise.
Although multi-camera can be used to avoid occlusion to the greatest extent, it is
difficult to avoid the problem of poor light in practical applications, especially in darker
rooms, the problem of video missed inspectors will be particularly prominent, which
also limits the application of this algorithm in more scenes. In the next step of this
paper, the research direction of pure image location without WiFi fingerprint will be
studied, and the tracking and location of people will be completed by using the
advanced semantic features of the characters in the image.
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