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Preface

This volume contains the papers from the 2019 Cyberspace Congress which includes
the International Conference on Cyberspace Data and Intelligence (CyberDI 2019) and
the International Conference on Cyber-Living, Cyber-Syndrome, and Cyber-Health
(CyberLife 2019) held in Beijing, China, during December 16–18, 2019.

The explosion of smart IoT and artificial intelligence has driven cyberspace entering
into a new prosperous stage, and cyberspace in turn cultivates novel and interesting
domains such as cyberspace data and intelligence, cyber-living, and cyber-life.
Therefore, CyberDI 2019 and CyberLife 2019 were organized to explore cutting-edge
advances and technologies pertaining to the key issues of data and intelligence, cyber
syndrome, and health in cyberspace. The aim of the conference was to bring together
researchers, scientists, as well as scholars and engineers from all over the world to
exchange brilliant ideas, and the invited keynote talks and oral paper presentations
contributed greatly to broadening horizons and igniting young minds.

Generally speaking, cyberspace attracts more and more attention serving as an
emerging and significantly profound research area. However, some challenges still
exist in the comprehensive understanding of basic theories, philosophy, and science. In
CyberDI 2019 and CyberLife 2019, there were four main topics which the papers
addressed, and the authors focused on the advanced theories, concepts, and tech-
nologies relating to data and intelligence, cyber-syndrome, and cyber-living in order to
fully mine and dig out the hidden values in cyberspace.

CyberDI 2019 discussed intelligent ways of making full use of data and information,
which are regarded as the foundation and core of cyberspace. It focused on data
communication and computing, as well as knowledge management with different
intelligent algorithms such as deep learning, neural networks, knowledge graphs, etc.

CyberLife 2019 focused on health challenges faced in existing cyberspace, and
provided an interactive platform for exploring cyber-syndrome, cyber-diagnosis, as
well as the way to healthy living in cyberspace.

In order to ensure the high quality of both conferences, we followed a rigorous
review process in CyberDI 2019 and CyberLife 2019. CyberDI 2019 and CyberLife
2019 received 160 qualified submissions, and nearly 64 regular papers and 18 posters
were accepted. All manuscripts were reviewed by peer-reviewers in a single-blind
review process, and each paper had three reviewers on average chosen by the Program
Committee members considering their qualifications and experience.

The proceeding editors wish to thank the dedicated Conference Committee members
and all the other reviewers for their contributions. Sincerely, we hope that these pro-
ceedings will help a lot for interested readers, and we also thank Springer for their trust
and support in publishing the proceeding of CyberDI 2019 and CyberLife 2019.

October 2019 Huansheng Ning
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Abstract. In the security community, it is valuable to extract and store the
vulnerability knowledge. Many data sources record vulnerability in unstructured
data and semi-structured data which are hard for machine-understanding and
reuse. Security expert need to analyze the description, link to related knowledge
and reason out the hidden connection among various weakness. It is necessary to
analyze the vulnerability data automatically and manage knowledge in a more
intelligent method. In this paper, we propose a model for automatic analysis and
reasoning based on the vulnerability knowledge graph. The vulnerability
knowledge graph is extracted from several widely used vulnerability databases
and stored in the graph database. Natural language processing technique is used
to process and analyze the latest vulnerability description. The extracted entity
will be linked to the vulnerability knowledge graph and added as new knowl-
edge. Reasoning function can find hidden relationships among weaknesses
based on the knowledge graph. Finally, we present sample cases to demonstrate
the practical usage of the model.

Keywords: Cybersecurity � Knowledge graph � Vulnerability � Knowledge
graph reasoning � Knowledge extraction

1 Introduction

With the development and popularity of the Internet, a variety of software and products
have been developed. People are increasingly relying on the Internet and these prod-
ucts. Although this does bring convenience to people’s lives, network security issues
follow. Attacks and exploits against cybersecurity vulnerabilities have also developed
rapidly in recent years, and the security of the Internet is facing challenges. For
cybersecurity community, obtaining and managing a large amount of high-quality
vulnerability data is very valuable, which provides a reference for checking the system
for known vulnerabilities.

There are many widely used vulnerability datasets and collection platforms, one of
the best known is National Vulnerability Database (NVD) [1]. NVD is a vulnerability
management data repository used by U.S. government. NVD is not a separate data set.
Instead, NVD links a series of vulnerability-related data sets including Common
Vulnerabilities and Exposures (CVE) [2], Common Weakness Enumeration
(CWE) [3], Common Vulnerability Scoring System (CVSS) [4] and Common Platform
Enumeration (CPE) [5]. NVD manages a large amount of security-related information
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as a high-quality vulnerability database and provides the JavaScript Object Notation
(JSON) feed for public reference.

The high-quality data from NVD is produced by security expert: after collecting
vulnerability data from CVE, the expert will analyze the vulnerabilities described in
natural language, and then connect the specific CVE to the other dataset like CPE,
CVSS, CWE. However, as the number of vulnerabilities increases, the workload of
security expert grows rapidly. In addition, there are many other data sources that use
natural language to describe vulnerabilities such as blogs, security news, and cyber
threat intelligence subscribed by email. They also need to be automatically analyzed.

In order to realize automatically analyzing and reasoning vulnerability, we pro-
posed the Automatic Analysis and Reasoning Vulnerability (AARV) model. This
model has three key components which are natural language processing (NLP) part,
vulnerability knowledge graph (VulKG) and Reasoning function.

The purpose of NLP is using computers to process, understand human language.
The main task of natural language processing includes Part-of-speech tagging, Infor-
mation extraction, and Named Entity Recognition (NER). The unstructured data such
as text data can be processed by NLP tools and get the key information out of the
sentences.

As mentioned earlier, many vulnerability data sources including CVE are
unstructured data. Unstructured data is described by natural language in text form.
The NLP technique can process the source data and do the NER task. With the use of
NLP, the AARV model can automatically analyze and extract named entity from the
vulnerability description.

In order to manage vulnerability data in a more intelligent way, we use knowledge
graph and try to store the data as knowledge. Knowledge graph can link the data from
different sources together, which is what NVD does to other vulnerability-related
databases. With knowledge graph, the AARV model can manage the vulnerability data
from the graph perspective and support reasoning function.

More specific, the VulKG stores the entities and relationships in Resource
Description Framework (RDF). For one specific vulnerability, VulKG will store the
weakness objects, the attack properties and product objects. These objects are con-
nected by relationships which are defined in the VulKG ontology.

The relationship links the entities and contains hidden information which can be
revealed by reasoning. Knowledge graph-based reasoning is a function that can do
reasoning according to the knowledge in VulKG. This technique can help to mine some
hidden rules in the VulKG, which is hard for traditional databases to do so.

The combination of these parts forms the AARV model. We can use the AARV
model as a knowledge base and do many complicated queries. In this paper, we discuss
each key component and give a sample case of this model. Our contributions in this
paper are as follows:

1. Propose a state-of-the-art model for automatic vulnerability analysis.
2. Develop the VulKG based on VulKG ontology.
3. Extract knowledge from vulnerability description.
4. Reason out weakness chain based on VulKG.
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The rest of the paper is organized as follows: Sect. 2 shows some related research
in automatic analysis and reasoning in vulnerability domain. Section 3 introduces the
AARV model in detail. Section 4 presents a sample case to show how does the model
work. Finally, Sect. 5 draws the conclusions and outlines the possible future research
direction.

2 Related Work

In order to realize automatic analysis and reasoning based on vulnerability knowledge
graph, the AARV model combines three parts including knowledge graph develop-
ment, vulnerability description analysis, and security-domain knowledge graph rea-
soning. Many significant works have been done in above areas.

Some researchers focus on designing the security-domain ontology for knowledge
graph development. Iannacone et al. [6] develop an ontology for cybersecurity
knowledge graphs. The ontology describes different security concepts which can
facilitate the data integration from various data sources including CVE and NVD. The
ontology is more focused on containing more concepts in cybersecurity domain. The
definition related to vulnerability is not complete and detailed.

Intrusion Detection System (IDS) ontology is designed by Undercoffer et al. [7] and
improved by More et al. [8] in order to be more compatible with diverse security-
related data. Syed et al. [9] further develop the IDS ontology, which is valuable in
describing security standards and mapping other security-domain ontologies. The
VulKG ontology is inspired by above works. We adjust the structure and details of the
ontology and make it more suitable for our datasets.

Some researchers develop the security domain knowledge graph from different
perspective and models. Du et al. [10] propose a software vulnerability knowledge
graph which focuses on integrating three different data sources including CVE, Maven
and GitHub. The knowledge graph aligns the open source software component used in
different datasets and makes the vulnerability recorded in CVE more usable. The
difference between this knowledge graph and VulKG is the data sources. Jia et al. [11]
demonstrate a framework for constructing a cybersecurity knowledge graph. They
build a cybersecurity knowledge base with an ontology and use Stanford NER to
extract security-related entities. But there are not too much implementation details
about the security knowledge graph.

Liao et al. [12] propose a solution for fully automated Indicators of Compromise
(IOC) extraction. The IOC Automatic Extractor combines NER and RE steps together
and tries to extract the relationship between unstructured threat information. They claim
that the performance of the solution is beyond what the state-of-the-art NLP technique
and industry IOC tool can achieve. Gasmi et al. [13] present the LSTM-CRF model to
do NER task in cybersecurity domain. The evaluation corpora contain vulnerability
descriptions from CVE and NVD entries which is the data source of VulKG. Joshi et al.
[14] utilize the CRF model combining with the DBpedia spotlight to extract entities
and link entities to DBpedia. The extracted result is stored as linked data collection.
Pingle et al. [21] use RelExt, a Feed-Forward Neural Network (FFNN) classifier, to
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predict the relationship between the security-related named entity pairs which are
converted into vectors by Word2Vec model.

There is also some progress on knowledge graph reasoning in cybersecurity
domain. More et al. [8] build a knowledge base and develop reasoning logic. The
reasoning logic is a set of rules predefined in knowledge base. They configure different
reasoning logic rules against different cases and try to reason out risk alert. Alqahtani
et al. [15] present a vulnerability analysis framework. The well-defined ontology is the
core component of the framework. The reasoning function is supported by OWL which
contains various relationship characteristics such as owl:sameAs. The reasoning result
is used to trace vulnerabilities across knowledge boundaries.

Narayanan et al. [16] propose a system with knowledge graph reasoning function.
The core components of reasoning include OWL reasoner and predefined rules using
Semantic Web Rule Language. The reasoning function could derive actionable intel-
ligence. Han et al. [17] develop a knowledge graph embedding method for embedding
CWE and CWE relationships in a low-dimensional vector space. The reasoning
function attempts to predict the relationship between CWE pairs and common conse-
quences of CWE.

In summary, there is some progress in developing security knowledge graph and
some related research area including automatic analyzing security data and do rea-
soning task. However, most existing work is relatively independent and lacks inte-
gration. In the security reasoning part, most research use symbolic logic-based method,
which is inflexible and rigid, and cannot take advantage of the large amount of data.
Some reasoning research use statistic-based method, and the reasoning results is not
that practical.

In our opinion, it is better to combine the idea of above parts and form a more
intelligent automated analysis framework. Therefore, we propose the AARV model to
realize automatic analysis and reasoning vulnerability data based on VulKG.

3 AARV Model

The idea of AARV model is using several techniques to realize automatic analysis and
reasoning against vulnerability-related information. Figure 1 shows the framework of
AARV Model. The core component of this model is the VulKG which stores and
manages the vulnerability knowledge. The main body of the VulKG is extracted from
NVD which is a high-quality semi-structured data source. The extracted knowledge is
represented in RDF and stored in graph database after conversion. NLP part takes
unstructured data like latest vulnerability description as input, and the output is the
result of NER. The output entity will try to align with the entity in VulKG. If the
VulKG does not contain the entity from NLP output, the model will identify it as a new
entity and allocate the entity an URI. The relationship between entities is predefined in
the VulKG ontology. The Reasoning function is based on the knowledge stored in
VulKG, and try to find some hidden weakness relationships behind the knowledge.
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Section 3 contains three parts and each part shows one key component of the
AARV model. The first part presents the knowledge extraction detail of semi-structured
data. The second part briefly discusses the automatic analysis process using NER
model. The third part introduces VulKG reasoning function shows the reasoning result.

3.1 Knowledge Extraction from Semi-structured Data

Semi-structure Data. The development of VulKG is based on several high-quality
data sources. The NVD is one of the best public databases in vulnerability domain and
it connects to several widely used resources including CVE, CWE, CVSS, and CPE.

The sample NVD entry is shown in Fig. 2. Each NVD entry has three parts
including CVE, Configurations and Impact. CVE is a data set which record publicly
known cybersecurity vulnerabilities. Each CVE item records a specific vulnerability
using description and has a unique id: CVE-ID. The CVE part in NVD entry not only
contains the description with CVE-ID, but also the weakness type recorded by CWE.

CWE is a category system for software weaknesses and vulnerabilities and allocates
each type of weakness a CWE-ID. CWE data in NVD contains the weakness infor-
mation and classify the specific CVE into a vulnerability type. Configuration field uses
CPE to describe the products affected by specific CVE. CPE is a structured naming
scheme for information technology systems, software, and packages based upon the
generic syntax for Uniform Resource Identifiers (URI). So, CPE is very suitable to
store product information as knowledge. Impact field records the CVSS information.
CVSS is a free and open industry standard for assessing the severity of computer
system security vulnerabilities. NVD uses CVSS to assess the specific CVE vulnera-
bility. In NVD, each CVE-ID represent for a specific vulnerability and link other
dataset together.

Property

Semi-structured data

Vulnerability
Description

Product
NLP

Weakness

Extracted Knowledge

URI

Extracted Knowledge

VulKG
Reasoning

Fig. 1. Automatic analysis and reasoning vulnerability model
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VulKG Ontology. The relationships among different vulnerability-related concepts
are predefined in VulKG ontology. The ontology is described by Web Ontology
Language (OWL). The development of VulKG Ontology is inspired by Unified
Cybersecurity Ontology [9] and the IDS ontology [7]. We adjusted some details to
make the ontology more suitable for our data sources. For example, CPE divides
products into three different types including hardware, operating system and applica-
tion, which is different from the reference ontologies. The main relationship among
core concepts is shown in Fig. 3.

Product & Vendor. The Product class is the abstraction of all specific product objects.
It can also be divided into three subclasses according to the type of product, including
Hardware, Operating System and Application. The CPE objects are the instances of
Product class. Each URI in CPE represents for a specific product containing detailed

Fig. 2. Sample entry in NVD JSON feed data

Fig. 3. Part of the VulKG ontology used for extracting VulKG
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information including product type, vendor, product name and version. For example, a
CPE object is like this: “cpe:2.3:a:oracle:mysql:5.5.12:*:*:*:*:*:*:*”. Letter ‘a’ means
that this product is an instance of the Application class. ‘Oracle’ shows the vendor
information. ‘Mysql’ is the name of the product. Version data is recorded in ‘5.5.12’.
There are two kinds of relationships between Product class and the Vendor class
including ‘hasVendor’ and ‘hasProduct’, which are defined as the inverse relationship
in OWL.

Vulnerability & Weakness. The Vulnerability class is the abstraction of all specific
vulnerability object. In VulKG ontology, the CVE objects are the instances of Vul-
nerability class. The relationships between Vulnerability class and Product class are
‘hasVulnerability’ and ‘affectProduct’, which is a pair of inverse relationships. CVSS
information is recorded in the data property of Vulnerability class.

The Weakness class is the abstraction of all specific weakness object. The CWE
objects are the instance of Weakness class. In VulKG ontology, ‘hasCWE’ is the
relationship from Vulnerability class to Weakness class.

Knowledge Extraction. Knowledge is extracted based on the corresponding rela-
tionship between the NVD data feed and the VulKG ontology. The extracted output is
expressed by RDF. In RDF, knowledge is described as triples including subject,
predicate and object. In VulKG, we use N-triples to serialize the RDF knowledge. The
resources and properties in RDF are identified by URIs. The format of URIs in VulKG
is designed according to the source website URIs and predefined in the VulKG
ontology. For details, please refer to Fig. 4.

Figure 4 shows the extraction result from sample CVE object shown in Fig. 2. The
content in Fig. 4 is separated into four parts by dotted lines. In the first part, we define
several prefixes for clearer demonstration. The second part records the relationships
between CVE and CWE, CVE and CPE. Third part records the CVE data properties
containing CVSS data. The second and third parts are extracted from the NVD data
source directly. The final part is the background knowledge which contains the links
from instances to VulKG ontology and the vendor entity linking with DBpedia.

DBpedia spotlight [18] is a tool for automatically annotating mentions of DBpedia
resources in text, and link unstructured data sources to the Linked Open Data cloud
through DBpedia. In AARV, we use DBpedia spotlight to recognize the vendor so that
we can reuse the URI about the vendor information and link our knowledge to the
DBpedia. We take Arnav Joshi work [14] as reference for this part.

RDF is also a graph model and link different resources. In our implementation, we
use RDF to represent extracted knowledge and use Neo4j to manage the VulKG. Neo4j
is one of the most popular graph databases and support several functions including
graph visualization, property graph and Select, Delete, Update, Insert operations. In
Neo4j, knowledge is organized as a property graph, which is another perspective on
knowledge.

Automatic Analysis and Reasoning Based on VulKG 9



3.2 Automatic Analysis Vulnerability Description Using NLP

Based on VulKG which is extracted from high-quality semi-structured knowledge
base, we can perform automatic analysis on the latest vulnerability description and
extract new knowledge by using NLP. In this section, we present our idea about using
NER model to extract knowledge from unstructured data and integrating the recognized
entities with VulKG.

The input of this process is vulnerability description in natural language, then we
will perform NER against vulnerability description. The output is the entities recog-
nized by NER. NER is mainly used to identify proper noun or special meaning phrases
in the text. The commonly used NER technology mainly identifies entities like

Fig. 4. Extracted knowledge in RDF from demo CVE
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organization, person, place or time. However, in the field of cybersecurity, the com-
monly used NER technology cannot meet the above task requirements.

In AARV model, the vulnerability text data set is from CVE description which is
high-quality unstructured data source. According to VulKG and VulKG ontology, we
create five types of entities for the NER task, including ACCESSVECTOR,
AUTHENTICATION, WEAKNESS, PRODUCT and VERSION.

In the vulnerability description, the most valuable information is the weakness
detail and the vulnerable product. The weakness detail can align with the weakness
objects in CWE data while product name and version information can identify the CPE
objects in VulKG. So, we define WEAKNESS, PRODUCT and VERSION to extract
the weakness entities and product entities. There is also some information about the
attack detail in description. We define ACCESSVECTOR and AUTHENTICATION to
extract some of the attack detail. ACCESSVECTOR entities describe the attack vector
such as ‘local user’ or ‘remote attacker’ which could be recognized by NER model.
AUTHENTICATION entities record the detail about whether the attackers need
authentication.

In AARV, we select BiLSTM-CRF model to do NER task in security vulnerability
domain. The model selection refers to the research result proposed by Gasmi et al. [13]
which is one of the most advanced methods for doing NER tasks in cybersecurity
domain. The model architecture is shown in Fig. 5. As for labeling the description data,
we adopt BIOES method. B represents the beginning of the entity, I represent the
middle part of the entity, E represents the end of the entity, S represents the entity
which is a single character, and non-entity part is represented by O.

After recognizing the named entity, we need to align the NER result with VulKG
and VulKG ontology. The Entity-VulKG alignment relationship is shown in Table 1.
Each entity type will align with corresponding property or objects in VulKG.
‘hasAccessVector’ and ‘hasAuthentication’ are properties in VulKG ontology.
WEAKNESS, PRODUCT, and VERSION entities will be aligned with the objects in
CWE and CPE dictionary. The alignment process detail will be shown in Sect. 4.1.

Fig. 5. BiLSTM-CRF model
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We also consider that NER could identify new entities. If new WEAKNESS
entities are identified by NER model, we will use ‘CWE-New’ to match them. If the
NER model identify new PRODUCT and VERSION entities, we will create new CPE
objects and label it as ‘new’. The naming pattern of new CPE objects refer to official
naming specification [19].

The matching result will be converted into knowledge expressed by RDF in the
same way as Knowledge Extraction part shown in Sect. 3.1. This process can help
security experts reduce the workload, automatically label and analyze the latest vul-
nerability description, and align with VulKG, so that the extracted knowledge can be
reused.

3.3 VulKG Reasoning

VulKG-based reasoning function focuses on mining hidden rules. We want to reason
out the hidden relationship between different weakness types. In this section, we define
the VulKG reasoning problem, and give the reasoning result with evaluation.

Reasoning Problem Definition. The reasoning method used in VulKG is inspired by
Association Rule Mining (ARM) and try to reason out hidden rules and knowledge.
Based on VulKG, we define the reasoning task: Mining hidden CWE Chain. A CWE
Chain is a sequence of two or more separate weaknesses that can be closely linked
together within software. One weakness, X, can directly create the conditions that are
necessary to cause another weakness, Y, to enter a vulnerable condition. When this
happens, CWE refers to X as “primary” to Y, and Y is “resultant” from X [20].

More specific, the statistic-based VulKG reasoning focuses on mining CWE Chain
which contains two different weaknesses. The key indicator of chain mining is Chain
Confidence, which is used to identify CWE Chain Candidate. Chain Confidence cal-
culates the conditional probability of a pair of weaknesses existing together in the same
product. More formally, the Chain Confidence is formally defined as:

Chain Confidence ¼ C(Pr with CWE1 \ Pr with CWE2)/C(Pr with CWE1) ð1Þ

C(Pr with CWE1) is the number of product Pr which has specific weakness CWE1. C
(Pr with CWE1 \ Pr with CWE2) represents the number of product Pr which has
specific weaknesses CWE1 and CWE2. In short, we will use C1 and C12 to represent
these two parameters.

Chain Confidence indicates the hidden relationship between weakness and the
products. We calculate Chain Confidence based on data in VulKG, and set the
thresholds against the indicators including C1, C12, and Chain Confidence. If C1 and
C12 are too small, statistical errors will make a huge effect on Chain Confidence. So,
when mining the CWE chain, products with weaknesses should be frequent. Chain

Table 1. Entity-VulKG alignment relationship

Entity type Accessvector Authentication Weakness Product&version

Align with ‘hasAccessVector’ ‘hasAuthentication’ CWE objects CPE objects
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Confidence statistically reflects the strength of the relationship and should not be too
small. After repetitious experiments, we set the threshold for VulKG reasoning function
as C1 (100), C12 (100), Chain Confidence (0.2). If the values of indicators are over the
thresholds, then a CWE Chain Candidate will be identified as mining result.

The CWE Chain Candidate is not the final reasoning result and we manually val-
idate the Chain Candidates and select the chains which we think is logically reasonable
from the perspective of vulnerability analysis. More specifically, we classify the Chain
Candidate with four different labels including 0, 0.5, 1, and S.

Reasoning Result and Evaluation. We calculate the indicators in VulKG which
contains the vulnerability data including NVD, CVE, CPE, and CWE in 2018 and
2019. 52 CWE Chain Candidates are identified by threshold. The final result of VulKG
reasoning is shown in Table 2. In Table 2, the expression of CWE Chain is CWE pair.
For example, (362, 119) represents the CWE Chain CWE-362 ! CWE-119.

Label 1 means the Chain Candidate is commonly used to exploit vulnerabilities, or
implies reasonable exploit logic. Label 0.5 means the Chain Candidate is ambiguous or
not that common. Label 0 represents that the Chain Candidate has no obvious exploit
logic and judge it as a fake CWE Chain. Label S means the Chain Candidate has strong
relationship, but the relationship does not satisfy the definition of CWE Chain. For
example, CWE-125 (Out-of-bounds Read) is subclass of CWE-119 (Improper
Restriction of Operations within the Bounds of a Memory Buffer).

The statistical result of VulKG reasoning is shown in Table 3. We consider that
CWE Chain Candidates labeled as 0.5 or 1 are the real CWE Chains, while 0 and S are
fake CWE Chains. Overall, the accuracy of the reasoning function is 82.69%.

Table 2. CWE Chain Reasoning result with label

Label CWE Chain

1 (362, 119), (362, 125), (362, 416), (362, 787), (362, 200), (362, 20), (362, 190),
(125, 362), (125, 476), (125, 416), (125, 787), (125, 200), (125, 20), (125, 190),
(476, 416), (476, 20), (416, 362), (416, 125), (416, 476), (416, 787), (416, 200),
(400, 20), (787, 362), (787, 125), (787, 416), (787, 200), (787, 20), (787, 190),
(287, 200), (287, 20), (918, 79), (20, 119), (190, 119), (190, 125), (190, 20)

0.5 (295, 20), (415, 119), (476, 200), (416, 119), (416, 20), (416, 190), (190, 416),
(190, 200)

0 (77, 119), (476, 119), (476, 125), (400, 119), (287, 119), (326, 79)
S (125, 119), (787, 119), (78, 77)

Table 3. Reasoning result evaluation

1 0.5 0 S

Number 35 8 6 3
Ratio 67.31% 15.38% 11.54% 5.77%
Accuracy 82.69% 17.31%
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Section 4.2 will demonstrate a sample reasoning case which can show more rea-
soning detail including Chain Confidence calculation and validation process.

Mining CWE Chain can help security experts detect weaknesses in the system from
a new perspective and provide a reference for checking composite vulnerabilities.

4 Case Study

In Sect. 4, we demonstrate several cases to display the different parts of AARV model
further. Since the knowledge extraction against semi-structured data has been discussed
with sample cases in Sect. 3.1, we focus on demonstrating two other parts of AARV
model. The first part presents the NLP component and shows a knowledge extraction
sample case from unstructured data. The second part describes the details of CWE
Chain Reasoning based on VulKG.

4.1 Extract Knowledge from Unstructured Data by NLP Component

NER model can automatically analyze and process the latest vulnerability description.
In this section, we present a sample case to show the workflow of the NLP component
in AARV model. The sample vulnerability description is from CVE-2019-1881 which
is shown in Fig. 6.

The first step is using NER model to process sample input description and try to
recognize the entities. The recognized entity would be one of the five types including
ACCESSVECTOR, AUTHENTICATION, WEAKNESS, PRODUCT and VERSION.

The result of NER processing sample CVE is shown in Fig. 7. In this case, NER
model recognize four types of entities. VERSION entities are not recognized because
there is no version information in sample vulnerability description.

The second step is aligning the recognized entities with VulKG. ‘Cisco Industrial
Network Director’ is recognized as PRODUCT entity and we match it with the CPE
dictionary. The matching result is the CPE object: ‘cpe:2.3:a:cisco:industrial_net-
work_director:1.6.0:*:*:*:*:*:*:*’. In this sample case, the matching process is suc-
cessful. If there is no CPE object that can match with recognized entities, we will create
a new object following the naming specification.

CVE-2019-1881:
A vulnerability in the web-based management interface of Cisco Industrial Network Director (IND) could 
allow an unauthenticated, remote attacker to conduct a cross-site request forgery (CSRF) attack and per-
form arbitrary actions on an affected device. The vulnerability is due to insufficient CSRF protections for 
the web-based management interface of the affected device. An attacker could exploit this vulnerability by 
persuading a user of the interface to follow a malicious link. A successful exploit could allow the attacker 
to use a web browser and the privileges of the user to perform arbitrary actions on an affected device. For 
more information about CSRF attacks and potential mitigations, see Understanding Cross-Site Request 
Forgery Threat Vectors.

Fig. 6. Sample CVE vulnerability description
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The identified ‘Unauthenticated’ is an AUTHENTICATION entity, which corre-
sponds to ‘hasAuthentication’ property in VulKG ontology. ‘remote attacker’ is
identified as an ACCESSVECTOR entity, which corresponds to ‘hasAccessVector’
property in VulKG ontology.

In the result list of WEAKNESS entity, five entities are identified. The entities will
match with the CWE data and the result is CWE-352 [Cross-Site Request Forgery
(CSRF)]. The final alignment output is shown in Fig. 8.

In this sample case, we process the latest vulnerability description by NLP com-
ponent in AARV model and align the NER result with VulKG, which could partially
replace the analysis and labeling work of security experts. VulKG can also be auto-
matically extended and enriched based on the latest vulnerability reports.

4.2 CWE Chain Reasoning

In this section, we demonstrate the reasoning flow of the sample CWE Chain: CWE-
918[Server-Side Request Forgery (SSRF)] ! CWE-79[Improper Neutralization of
Input During Web Page Generation (‘Cross-site Scripting’)] which is in the reasoning
result list. The reasoning sample is based on VulKG which contains the vulnerability
data including NVD, CVE, CPE, and CWE in 2018 and 2019. The first step of
reasoning CWE Chain is to query in VulKG for calculating Chain Confidence. The

CVE-2019-1881:
PRODUCT: [‘Cisco Industrial Network Director’]
AUTHENTICATION: [‘Unauthenticated’]
ACCESSVECTOR: [‘remote attacker’]
WEAKNESS: [‘cross-site request forgery’, ‘CSRF’, ‘CSRF’, ‘CSRF’, ‘Cross-Site Request Forgery’]
VERSION: []

Fig. 7. NER result of sample CVE

@prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> .
@prefix cve: <http://nvd.nist.gov/vuln/detail/> .
@prefix cwe: <http://cwe.mitre.org/data/definitions/> .
@prefix cpe: <http://nvd.nist.gov/products/cpe#> .
@prefix dbpedia: <http://dbpedia.org/resource/> .
@prefix vulontology: 
<http://github.com/Brian-hku/VulKG/blob/master/VulOntology.owl#> .

cve:CVE-2019-1881 vulontology:hasCWE cwe:352.
cve:CVE-2019-1881 vulontology:affectProduct
cpe:cpe:2.3:a:cisco:industrial_network_director:1.6.0:*:*:*:*:*:*:*.
cve:CVE-2019-1881 vulontology:hasAccessVector "NETWORK".
cve:CVE-2019-1881 vulontology:hasAuthentication "NONE".

Fig. 8. NER result align with VulKG
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second step is comparing the calculation result with presetting threshold, which can
identify whether the sample Chain is a CWE Chain Candidate. Finally, we will show a
real vulnerability to support the logic behind the sample Chain.

The calculation of Chain Confidence needs to query in VulKG for two parameters
C1 and C12. VulKG is stored in Neo4j which is a widely-used graph database. We use
Cypher which is the query language of Neo4j to query for C1 and C12. More specific,
we query for C1 of sample Chain (CWE-918 ! CWE-79) as the first step. According
to the definition, C1 of sample Chain is the number of products which have weakness
CWE-918. The Cypher query for C1 is shown in Fig. 9a.

Since the full version of the results is large and not easy to display clearly, Fig. 9b
demonstrates a simplified version of the query result visualization. In the query result
visualization, pink nodes represent for CPE objects. The yellow node represents for
CWE objects. The blue nodes represent for CVE objects. From query result visual-
ization, we can tell that the CWE-918 has several specific CVE as neighbor which will
affect different CPE products. We count the CPE objects amount as C1 of sample
Chain.

Then we query for C12 of sample Chain. According to the definition, C12 of sample
Chain is the number of products which have weaknesses CWE-918 and CWE-79. The
Cypher query for C12 is shown in Fig. 10a.

MATCH (a:Weakness {CWE_ID:"CWE-918"})--(b:Vulnerability)--(c:Product) return distinct(c)

Fig. 9a. Cypher query for calculating C1 (CWE-918) in VulKG

Fig. 9b. Cypher query result visualization [C1 (CWE-918)]
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From query result visualization in Fig. 10b, we can tell that there are different paths
linking CWE-918 and CWE-79. We count the amount of CPE objects which are the
nodes of the linking path as C12 of sample Chain. Result in Fig. 10b is also simplified.

Next step, we calculate the Chain Confidence using the query result. After getting
the indicators of Chain reasoning, we compare them with the presetting threshold. The
statistical result with threshold is shown in Table 4.

In both 2018 and 2019, the reasoning indicators are over the threshold as shown in
Table 4. So, the sample Chain is mined out as the CWE Chain Candidate.

Finally, we validate the CWE Chain Candidate, and try to judge whether this
Candidate is a real CWE Chain. In the sample Chain, CWE-918 is commonly called
SSRF while CWE-79 is commonly called XSS. In general, attackers can use SSRF to
forge requests and control response packets. In some exploit scenarios, the contents of
the response packets are displayed on the web page without filtering. If the malicious
JavaScript code is inserted into response packet, the attackers will construct an XSS
vulnerability successfully.

Fig. 10b. Cypher query result visualization [C12 (CWE-918 & CWE-79)]

MATCH (a:Weakness {CWE_ID:"CWE-918"})--(b:Vulnerability)--(c:Product)— 
(d:Vulnerability)--(e:Weakness {CWE_ID:"CWE-79"}) return distinct(c)

Fig. 10a. Cypher query for calculating C12 (CWE-918 & CWE-79)

Table 4. Statistical results of Sample Chain with threshold

Head CWE C1 Tail CWE C12 Chain Confidence

2018 CWE-918 213 CWE-79 102 0.478873239
2019 CWE-918 191 CWE-79 104 0.544502618
Threshold 100 100 0.2

Automatic Analysis and Reasoning Based on VulKG 17



The SSRF to XSS attack chain is very common. We also found an actual vul-
nerability (CVE-2017-9506) to support the validation of the sample Chain. The
description of the proof vulnerability is shown in Fig. 11.

In the description, it is said that the attacker could perform an XSS (CWE-79)
attack via Server Side Request Forgery (CWE-918). So, the exploit logic behind the
sample Chain Candidate is reasonable. Finally, we get one CWE Chain from the
VulKG reasoning function.

5 Conclusions and Future Work

In this paper, we proposed the AARV model for automatic analysis and reasoning
based on VulKG. VulKG is extracted from semi-structured data and extended by
knowledge from unstructured data. The NLP component can automatically analyze and
process the latest vulnerability description. The reasoning function based on VulKG
can reason out valuable CWE Chain which reveals the hidden relationship between
weaknesses. We also demonstrate sample cases of different part in AARV model.

Future work will focus on following research direction:

1. Improve the reasoning function. We will try to support more complicated reasoning
task by using embedding-based methods.

2. Add more vulnerability detail to VulKG. With more detail, the VulKG could be the
knowledge base of intrusion detection system.

3. Improve the entity-VulKG alignment algorithm. We will try to use deep learning
method to improve the performance of alignment task.
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Abstract. Most of the knowledge is first published in various types of journals
in the form of articles. Better manage the knowledge in the form of articles will
greatly benefit the development of economics, and society. It is difficult to assess
the management of knowledge. Principal component analysis has been used to
the knowledge management with the economic data, population data, educa-
tional data, research data for two developing countries and two developed
countries. It is found that only the first two factors at the most are needed to
replace the original variables. Larger fluctuations in the proportion of the
loadings for different types of journals to the total loadings are found in the
developing countries compared to those in the developed countries. And the
largest loading for the journal is almost the same as for the population. The
expressions between the factor and the standard formal variable obtained by the
principal component analysis can be used to further study the effects of
knowledge management on the development of society and economics. the GDP
is found have a strong positive relationship with the population, education
expenditure, researchers in R&D, the Industrial design applications, the
Trademark applications, the Gross enrolment ratio, the Teachers in tertiary
education, the Scientific and technical journal articles, different types of
journals.

Keywords: Principal component analysis � Knowledge management �
Knowledge share

1 Introduction

It is well known that the behavior of knowledge management (how to knowledge share,
knowledge spread in the world) is very important to the rapid transformation of the
knowledge to the productive force. After a knowledge dissemination mechanism has
been built, knowledge can be spread in the society. And thus, people can use the
knowledge to develop technology, promote social progress, and liberate productive
forces. At the same time, knowledge owners also can get fast feedback information of
knowledge application. The relationship between teachers and apprentices is the
knowledge dissemination mechanism in early human society. And an agent for
knowledge repository and the dissemination of knowledge-library has come [1]. Later,
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a new knowledge dissemination mechanism-publishing scientific research in academic
journals has appeared. In the second half of the last century, the beginning of the
Internet has brought new characteristics of knowledge dissemination mechanism: more
and more rapidly for cultural, academic exchanges, and even telemedicine activities
that previously seemed impossible to implement has been developed. Such a trans-
formation can be sped by letting the articles published in scientific journals are free to
all readers. One can note that scientific researches especially basic scientific researches
aim to seek the truth, understand the world promote social progress, and liberate
productive forces. Its ultimate goal is to expand human knowledge and benefit man-
kind. The exchange of scientific researches will encourage scientific researchers to
share their knowledge with others, so that knowledge can be transferred from indi-
vidual ownership to group ownership. For example, the developing countries can
benefit the most from free dissemination mechanism [2].

It is found that social sciences can be studied by information theory [3]. And a
system in the social sciences can also be mathematically and computationally modeled
[4]. Statistical methods have been applied to study the behavioral sciences [5]. The
problem in social science can also be studied by statistical methods [6]. The statistical
software has been widely used in social science such as business, economics, psy-
chology, sociology, political science, and social networks [7, 8]. For a system, it often
includes larger numbers of variables. Thus, it is difficult to interpret the behavior of a
system. At the same time, theses variables are somehow similar. This means that
multicollinearity in these variables. Such a multicollinearity problem between the
independent variables has a large effect on the prediction of dependent variables in the
regression analysis [9]. The principal component analysis is just such a method that can
help us find interrelationships between variables [10]. It has been used for early disease
detection [11, 12], for analyzing the performance of semiconductor devices [13], socio-
economic impact [14], the relationships between some pre- and post-slaughter traits of
broilers [15], and many other fields of natural and Social Sciences. The aim of this
paper is to study the correlation of the behavior of knowledge management (how to
knowledge share, knowledge spread in the world) and national economic development
by using principal component analysis. The data of two big developing countries
(China and India) in Asia and two developed countries (USA and UK) have been
studied by principal component analysis.

2 Method

For a given paired data (xi, yi), the Pearson r correlation coefficient can be calculated by

r ¼
Pn

i¼1
xi � �xð Þ yi � �yð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

i¼1
xi � �xð Þ2

s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

i¼1
yi � �yð Þ2

s ð1Þ

where �x ¼ 1
n

Pn

i¼1
xi and �y ¼ Pn

i¼1
yi.
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The variables are somehow similar, which means that the fluctuation of the vari-
ables is “approximately” the same. For interpreting a dataset with many variables,
principal component analysis is most widely used to reduce the number of variables
and reveal hidden variables. It is the general description of the common variance. If x is
a vector of p random variables, define a linear function

a01x ¼ a11x1 þ a12x2 þ � � � þ a1pxp ¼
Xp

j¼1

a1jxj ð2Þ

the first step is to look for a01x with the elements x having maximum variance. Next,
look for a linear function a02x that is uncorrelated with a01x having a maximum variance.
And so on, the kth step is finished. a0kx is the kth principal component. Up to p principal
component can be obtained. It is hoped that m (m < p) principal components can
explain most of the variation in x. This is the key idea that complexity can be reduced
by transforming the original variables into principal components.

If
P

is assumed to be the covariance matrix for vector x and ak is assumed to be
unit length, to maximize variance requires a01

P
a1 ¼ a01ka1 ¼ ka01a1 ¼ k. Here k is a

Lagrange multiplier, and a1 is the eigenvector for the largest eigenvalue. k should be as
larger as possible.

The data of the number of access prestigious academic journals in natural science
(indexed by SCI, the abbreviation of science citation index) and the number of pres-
tigious academic journals in social science (indexed by SSCI, the abbreviation of social
science citation index) in recently 21 years for China, India, USA (United States of
America), and UK (the United Kingdom) come from the website of the Web of Science
(www.isiknowledge.com). The GDP (Gross domestic product) data, population data,
educational data, and research data of China, India, USA, and the UK come from the
website of the World Bank (www.worldbank.org).

3 Results and Discussion

3.1 Qualitative Analysis

Figure 1 depicts how the GDP (constant 2010 US$) data and the population data of
China, India, USA, and the UK change with time for the recently 21 years. The data
come from the website of the World Bank. One can easily found that the GDP of the
developing countries (China and India) increases faster than the developed countries
(USA and UK) did. One can also easily found the population in all four counties slowly
increases with time. On the other hand, it can be found that the GDP growth is much
faster than the population growth for all four countries.
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Figure 2 demonstrates how the education expenditure (% of GNI) and the educa-
tion expenditure (current US$) of China, India, USA, and the UK change with time for
the recently 21 years. GNI is Gross national income. The data come from the website of
the World Bank. It can easily be observed in both figures that there are no monotonous
or decline relationships for all four countries. But there is a growing trend for education
expenditure (current US$). It means that the education expenditure (current US$) is
more relevant to the GDP than education expenditure (% of GNI).

Figure 3 shows how the Research and development expenditure (% of GDP) and
the Researchers in Research and Development (per million people) of China, India, the
USA, and the UK change with time for recently 21 years. The data come from the
website of the World Bank. Both figures clearly illustrate that there is a complicated
situation however a growth trend is often observed.
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Fig. 1. (a) The GDP (constant 2010 US$) and (b) the population of China, India, USA, and the
UK as a function of time.
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Fig. 2. (a) The education expenditure (% of GNI) (b) The education expenditure (current US$)
of China, India, USA, and the UK as a function of time.
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Figure 4 depicts how the Patent applications (residents) of China, India, the USA,
and the UK change with time for recently 21 years. The data come from the website of
the World Bank. It can be seen from both figures that both have a growth trend for
China, India, USA.

Figure 5 shows how the total Trademark applications and the Gross enrolment ratio
of China, India, USA, and the UK change with time for the recently 21 years. The data
come from the website of the World Bank. It can be clearly seen in this figure that both
have a growth trend for all four countries.
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Fig. 3. (a) The Research and development expenditure (% of GDP) (b) the Researchers in
Research and Development (per million people) of China, India, USA, and the UK as a function
of time.
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Fig. 4. (a) The Patent applications (residents) (b) The Industrial design applications (resident, by
count) of China, India, USA, and the UK as a function of time.
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Figure 6 depicts how the Teachers in tertiary education and how the Pupil-teacher
ratio in tertiary education of China, India, USA, and the UK change with time for the
recently 21 years. The data come from the website of the World Bank. Figure 6(a)
clearly illustrates that there is a growing trend for all four countries. It can be clearly
concluded from Fig. 6(b) that the Pupil-teacher ratio in tertiary education decreases
with time for developed countries.

Figure 7 demonstrates how the Scientific and technical journal articles of China,
India, the USA, and the UK change with time for recently 21 years. The data come
from the website of the World Bank. A growing trend for all four counties can be
observed.
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Fig. 5. (a) The total Trademark applications (b) The Gross enrolment ratio (tertiary, both sexes
(%)) of China, India, USA, and the UK as a function of time.
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Fig. 6. (a) The Teachers in tertiary education programmes (both sexes) (b) The Pupil-teacher
ratio in tertiary education, of China, India, USA, and the UK as a function of time.
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Figure 8 depicts how the number of SCI-indexed journals and the number of SSCI-
indexed journals published by China, India, the USA, and the UK change with time for
the recently 21 years. The data come from the website of the World Bank. This figure
clearly demonstrates that both have a growth trend for China, India, USA.

Figure 9 depicts how the number of open access SCI-indexed journals and the
number of open access SSCI-indexed journals published by China, India, USA, and the
UK change with time for the recently 21 years. The data come from the website of the
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Fig. 7. The Scientific and technical journal articles of China, India, the USA, and the UK as a
function of time.
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Fig. 8. (a) The number of SCI-indexed journals, and (b) The number of SSCI-indexed journals
published by China, India, USA, and the UK as a function of time.
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World Bank. This figure clearly demonstrates that both have a growth trend for China,
India, USA.

3.2 Correlation Coefficient Analysis

Table 1 shows the Pearson r correlation coefficient between the GDP (constant 2010
US$) and population data, educational data, research data, and the prestigious journal
data.

The results for China in the Table 1 demonstrate: there is a significant positive
linear relationship between the population and the GDP because r(19) = 0.967,
p < 0.01; there is not a significant negative linear relationship between the education
expenditure (% of GNI) and the GDP because r(19) = −0.392, p > 0.01; there is a
significant positive linear relationship between the education expenditure (current US$)
and the GDP because r(19) = 0.992, p < 0.01; there is a significant positive linear
relationship between the Research and development expenditure (% of GDP) and the
GDP because r(18) = 0.992, p < 0.01; there is a significant positive linear relationship
between the Research and Researchers in R&D (per million people) and the GDP
because r(18) = 0.981, p < 0.01; there is a significant positive linear relationship
between the Research and Patent applications (nonresidents) and the GDP because r
(19) = 0.954, p < 0.01; there is a significant positive linear relationship between the
Industrial design applications (nonresident, by count) and the GDP because r
(19) = 0.968, p < 0.01; there is a significant positive linear relationship between the
total Trademark applications and the GDP because r(16) = 0.971, p < 0.01; there is a
significant positive linear relationship between the Gross enrolment ratio in tertiary
education for both sexes (%)) and the GDP because r(19) = 0.974, p < 0.01; there is a
significant positive linear relationship between the teachers in tertiary education for
both sexes and the GDP because r(13) = 0.992, p < 0.01; there is not a significant
positive linear relationship between the Pupil-teacher ratio in tertiary education and the
GDP because r(13) = 0.610, p > 0.01; there is a significant positive linear relationship
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Fig. 9. (a) The number of open access SCI-indexed journals, and (b) the number of open access
SSCI-indexed journals published by China, India, USA, and the UK as a function of time.
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between the Scientific and technical journal articles and the GDP because
r(12) = 0.980, p < 0.01; there is a significant positive linear relationship between the
SCI-indexed journals and the GDP because r(19) = 0.982, p < 0.01; there is a sig-
nificant positive linear relationship between the SSCI-indexed journals and the GDP
because r(19) = 0.933, p < 0.01; there is a significant positive linear relationship
between the open access SCI-indexed journals and the GDP because r(19) = 0.894,
p < 0.01; there is a significant positive linear relationship between the open access
SSCI-indexed journals and the GDP because r(19) = 0.810, p < 0.01.

Table 1. Correlation coefficient matrix.

China India USA UK

Population Pearson 0.967 0.973 0.983 0.936
Sig. 0.000 0.000 0.000 0.000

Education expenditure (% of GNI) Pearson −0.392 −0.593 −0.171 0.736
Sig. 0.078 0.005 0.457 0.000

Education expenditure (current US$) Pearson 0.992 0.992 0.977 0.916
Sig. 0.000 0.000 0.000 0.000

R&D expenditure (% of GDP) Pearson 0.974 −0.558 0.726 0.561
Sig. 0.000 0.013 0.000 0.000

Researchers in R&D (per million people) Pearson 0.881 0.982 0.942 0.964
Sig. 0.000 0.003 0.000 0.000

Patent applications Pearson 0.954 0.997 0.985 −0.835
Sig. 0.000 0.000 0.000 0.000

Industrial design applications Pearson 0.968 0.992 0.935 0.787
Sig. 0.000 0.000 0.000 0.036

Trademark applications Pearson 0.971 0.980 0.842 0.680
Sig. 0.000 0.000 0.000 0.000

Gross enrolment ratio Pearson 0.974 0.977 0.591 0.161
Sig. 0.000 0.000 0.409 0.499

Teachers in tertiary education Pearson 0.931 0.983 0.972 0.943
Sig. 0.000 0.000 0.000 0.000

Pupil-teacher ratio in tertiary education Pearson 0.610 −0.070 −0.405 −0.887
Sig. 0.016 0.847 0.135 0.000

Scientific and technical journal articles Pearson 0.980 0.994 0.820 0.775
Sig. 0.000 0.000 0.000 0.000

Number of SCI-indexed journals Pearson 0.982 0.892 0.951 0.936
Sig. 0.000 0.000 0.000 0.000

Number of SSCI-indexed journals Pearson 0.933 0.852 0.810 0.855
Sig. 0.000 0.000 0.000 0.000

Number of open access SCI-indexed journals Pearson 0.894 0.941 0.883 0.864
Sig. 0.000 0.000 0.000 0.000

Number of open access SSCI-indexed journals Pearson 0.810 0.757 0.904 0.801
Sig. 0.000 0.000 0.000 0.000
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The results for India in the Table 1 demonstrate: there is a significant positive linear
relationship between the population and the GDP because r(19) = 0.973, p < 0.01;
there is a significant negative linear relationship between the education expenditure (%
of GNI) and the GDP because r(19) = −0.593, p < 0.01; there is a significant positive
linear relationship between the education expenditure (current US$) and the GDP
because r(19) = 0.992, p < 0.01; there is a significant positive linear relationship
between the Research and development expenditure (% of GDP) and the GDP because
r(17) = 0.992, p < 0.01; there is not a significant negative linear relationship between
the Research and Researchers in R&D (per million people) and the GDP because r
(3) = 0.982, p < 0.01; there is a significant positive linear relationship between the
Research and Patent applications (nonresidents) and the GDP because r(19) = 0.997,
p < 0.01; there is a significant positive linear relationship between the Industrial design
applications (nonresident, by count) and the GDP because r(19) = 0.992, p < 0.01;
there is a significant positive linear relationship between the total Trademark appli-
cations and the GDP because r(19) = 0.980, p < 0.01; there is a significant positive
linear relationship between the Gross enrolment ratio in tertiary education for both
sexes (%)) and the GDP because r(17) = 0.977, p < 0.01; there is a significant positive
linear relationship between the teachers in tertiary education for both sexes and the
GDP because r(8) = 0.983, p < 0.01; there is not a significant negative linear rela-
tionship between the Pupil-teacher ratio in tertiary education and the GDP because r
(8) = −0.070, p > 0.01; there is a significant positive linear relationship between the
Scientific and technical journal articles and the GDP because r(12) = 0.994, p < 0.01;
there is a significant positive linear relationship between the SCI-indexed journals and
the GDP because r(19) = 0.892, p < 0.01; there is a significant positive linear rela-
tionship between the SSCI-indexed journals and the GDP because r(19) = 0.852,
p < 0.01; there is a significant positive linear relationship between the open access SCI-
indexed journals and the GDP because r(19) = 0.941, p < 0.01; there is a significant
positive linear relationship between the open access SSCI-indexed journals and the
GDP because r(19) = 0.757, p < 0.01.

The results for USA in the Table 1 demonstrate: there is a significant positive linear
relationship between the population and the GDP because r(19) = 0.983, p < 0.01;
there is not a significant negative linear relationship between the education expenditure
(% of GNI) and the GDP because r(19) = −0.171, p > 0.01; there is a significant
positive linear relationship between the education expenditure (current US$) and the
GDP because r(19) = 0.977, p < 0.01; there is a significant positive linear relationship
between the Research and development expenditure (% of GDP) and the GDP because
r(18) = 0.726, p < 0.01; there is a significant positive linear relationship between the
Research and Researchers in R&D (per million people) and the GDP because r
(17) = 0.942, p < 0.01; there is a significant positive linear relationship between the
Research and Patent applications (nonresidents) and the GDP because r(19) = 0.985,
p < 0.01; there is a significant positive linear relationship between the Industrial design
applications (nonresident, by count) and the GDP because r(19) = 0.935, p < 0.01;
there is a significant positive linear relationship between the total Trademark appli-
cations and the GDP because r(16) = 0.842, p < 0.01; there is not a significant positive
linear relationship between the Gross enrolment ratio in tertiary education for both
sexes (%)) and the GDP because r(2) = 0.591, p > 0.01; there is a significant positive
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linear relationship between the teachers in tertiary education for both sexes and the
GDP because r(14) = 0.972, p < 0.01; there is not a significant positive linear rela-
tionship between the Pupil-teacher ratio in tertiary education and the GDP because r
(13) = −0.405, p > 0.01; there is a significant negative linear relationship between the
Scientific and technical journal articles and the GDP because r(12) = 0.820, p < 0.01;
there is a significant positive linear relationship between the SCI-indexed journals and
the GDP because r(19) = 0.951, p < 0.01; there is a significant positive linear rela-
tionship between the SSCI-indexed journals and the GDP because r(19) = 0.810,
p < 0.01; there is a significant positive linear relationship between the open access SCI-
indexed journals and the GDP because r(19) = 0.883, p < 0.01; there is a significant
positive linear relationship between the open access SSCI-indexed journals and the
GDP because r(19) = 0.904, p < 0.01.

The results for UK in the Table 1 demonstrate: there is a significant positive linear
relationship between the population and the GDP because r(19) = 0.936, p < 0.01;
there is a significant negative linear relationship between the education expenditure (%
of GNI) and the GDP because r(19) = 0.736, p < 0.01; there is a significant positive
linear relationship between the education expenditure (current US$) and the GDP
because r(19) = 0.936, p < 0.01; there is a significant positive linear relationship
between the Research and development expenditure (% of GDP) and the GDP because
r(18) = 0.561, p = 0.01; there is a significant positive linear relationship between the
Research and Researchers in R&D (per million people) and the GDP because r
(18) = 0.964, p < 0.01; there is a significant positive linear relationship between the
Research and Patent applications (nonresidents) and the GDP because r(19) = −0.835,
p < 0.01; there is not a significant negative linear relationship between the Industrial
design applications (nonresident, by count) and the GDP because r(5) = 0.787,
p > 0.01; there is a significant positive linear relationship between the total Trademark
applications and the GDP because r(19) = 0.680, p < 0.01; there is not a significant
positive linear relationship between the Gross enrolment ratio in tertiary education for
both sexes (%)) and the GDP because r(18) = 0.161, p > 0.01; there is a significant
positive linear relationship between the teachers in tertiary education for both sexes and
the GDP because r(17) = 0.943, p < 0.01; there is not a significant negative linear
relationship between the Pupil-teacher ratio in tertiary education and the GDP because
r(17) = −0.887, p < 0.01; there is a significant positive linear relationship between the
Scientific and technical journal articles and the GDP because r(12) = 0.775, p < 0.01;
there is a significant positive linear relationship between the SCI-indexed journals and
the GDP because r(19) = 0.936, p < 0.01; there is a significant positive linear rela-
tionship between the SSCI-indexed journals and the GDP because r(19) = 0.855,
p < 0.01; there is a significant positive linear relationship between the open access SCI-
indexed journals and the GDP because r(19) = 0.864, p < 0.01; there is a significant
positive linear relationship between the open access SSCI-indexed journals and the
GDP because r(19) = 0.801, p < 0.01.

In summary, only the Population, the Education expenditure (current US$), the
Researchers in R&D, the Industrial design applications, the Teachers in tertiary edu-
cation, the Scientific and technical journal articles, the SCI-indexed journals, the SSCI-
indexed journals, the open-access SCI-indexed journals, and the open-access SSCI-
indexed journals are always positively correlated to the GDP for all four countries.
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3.3 Principal Component Analysis

In order to use principal component analysis, only the data of the GDP, the population,
the Education expenditure (current US$), the Researchers in R&D, the Industrial
design applications, the Scientific and technical journal articles, the SCI-indexed
journals, the SSCI-indexed journals, the open-access SCI-indexed journals, and the
open-access SSCI-indexed journals have been chosen. Table 2 shows the statistics,
which are used to verify and to ensure the correlation matrix is appropriate for principal
component analysis. Table 2 clearly shows all KMO-statistics are larger than 0.5, and
all Bartlett significance is less than 0.001. It demonstrates that the data are indeed quite
appropriate for principal component analysis. Additionally, both the initial commu-
nalities—the amount of common variance and the extraction communalities are 1.0 for
all four countries.

Tables 3, 4, 5 and 6 show the cumulative percentage of variance explained. Usu-
ally, a cumulative percentage of approximately 90% be enough to explain. Factor 1
explains 87.62%, 93.46%, 91.83%, and 78.67% of total variants for the data of China,
India, USA, and the UK, respectively. Factor 2 explains 5.08%, 6.54%, 3.85%, and
17.89% of total variants for the data of China, India, USA, and the UK, respectively.
One main component is needed for China, India, and the USA, two components are
needed for the UK.

Table 2. KMO-statistics and Bartlett significance.

China India USA UK

KMO-statistics 0.736314 .874 .639 .797
Bartlett significance 1.2079E−42 7.7812E−38 1.8058E−38 1.9363E−37

Table 3. Total variance explained for the data of China.

Component Initial Eigenvalues Extraction sums of squared
loading

Rotation sums of squared
loading

Total % of
variance

Cumulative
%

Total % of
variance

Cumulative
%

Total % of
variance

Cumulative
%

1 8.762 87.617 87.617 8.762 87.617 87.617 4.769 47.694 47.694

2 .508 5.075 92.692 .508 5.075 92.692 2.062 20.620 68.315

3 .444 4.439 97.131 .444 4.439 97.131 1.869 18.692 87.007

4 .208 2.080 99.210 .208 2.080 99.210 1.197 11.970 98.977

5 .045 .450 99.661 .045 .450 99.661 .058 .581 99.558

6 .023 .231 99.892 .023 .231 99.892 .031 .311 99.869

7 .009 .085 99.977 .009 .085 99.977 .010 .101 99.970

8 .002 .018 99.995 .002 .018 99.995 .002 .017 99.987

9 .000 .004 99.999 .000 .004 99.999 .001 .011 99.998

10 .000 .001 100.00 .000 .001 100.00 .000 .002 100.00
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Table 4. Total variance explained for the data of India.

Component Initial Eigenvalues Extraction sums of squared
loading

Rotation sums of squared
loading

Total % of
variance

Cumulative
%

Total % of
variance

Cumulative
%

Total % of
variance

Cumulative
%

1 9.346 93.456 93.456 9.346 93.456 93.456 5.076 50.762 50.762

2 .654 6.544 100.00 .654 6.544 100.00 4.924 49.238 100.00

3 7.461E
−16

7.461E
−15

100.00 7.461E
−16

7.461E
−15

100.000 1.183E
−15

1.183E
−14

100.00

4 5.375E
−16

5.375E
−15

100.00 5.375E
−16

5.375E
−15

100.000 9.724E
−16

9.724E
−15

100.00

5 3.199E
−16

3.199E
−15

100.00 3.199E
−16

3.199E
−15

100.000 7.443E
−16

7.443E
−15

100.00

6 7.257E
−17

7.257E
−16

100.00 7.257E
−17

7.257E
−16

100.000 4.839E
−16

4.839E
−15

100.00

7 −8.357E
−17

−8.357E
−16

100.00 8.357E
−17

8.357E
−16

100.000 3.982E
−16

3.982E
−15

100.00

8 −1.728E
−16

−1.728E
−15

100.00 1.728E
−16

1.728E
−15

100.000 3.000E
−16

3.000E
−15

100.00

9 −4.514E
−16

−4.514E
−15

100.00 4.514E
−16

4.514E
−15

100.000 1.560E
−16

1.560E
−15

100.00

10 −1.463E
−15

−1.463E
−14

100.00 1.463E
−15

1.463E
−14

100.000 1.414E
−16

1.414E
−15

100.00

Table 5. Total Variance Explained for the data of the USA.

Component Initial Eigenvalues Extraction sums of squared
loading

Rotation sums of squared
loading

Total % of
variance

Cumulative
%

Total % of
variance

Cumulative
%

Total % of
variance

Cumulative
%

1 9.183 91.831 91.831 9.183 91.831 91.831 3.603 36.033 36.033

2 .385 3.849 95.680 .385 3.849 95.680 2.816 28.157 64.190

3 .201 2.007 97.688 .201 2.007 97.688 2.225 22.251 86.441

4 .122 1.216 98.903 .122 1.216 98.903 1.178 11.783 98.224

5 .065 .646 99.549 .065 .646 99.549 .120 1.197 99.420

6 .038 .381 99.930 .038 .381 99.930 .049 .490 99.910

7 .005 .046 99.977 .005 .046 99.977 .006 .058 99.968

8 .002 .019 99.996 .002 .019 99.996 .003 .026 99.994

9 .000 .004 99.999 .000 .004 99.999 .000 .003 99.997

10 6.6E
−5

.001 100.00 6.6E
−5

.001 100.00 .000 .003 100.00
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Figure 10, the Scree plot, further demonstrates that one main component is needed
for China, India, and the USA, two components are needed for the UK.

Table 7 shows the varimax rotated factor loading for the data of China, India, the
USA, and the UK. For the data of China, Factor 1 explains 87.62% of total variants, the

Table 6. Total variance explained for the data of the UK.

Component Initial Eigenvalues Extraction sums of squared
loading

Rotation sums of squared
loading

Total % of
variance

Cumulative
%

Total % of
variance

Cumulative
%

Total % of
variance

Cumulative
%

1 7.867 78.667 78.667 7.867 78.667 78.667 7.413 74.129 74.129

2 1.789 17.892 96.559 1.789 17.892 96.559 1.377 13.772 87.900

3 .286 2.863 99.422 .286 2.863 99.422 1.140 11.404 99.305

4 .039 .389 99.812 .039 .389 99.812 .047 .474 99.778

5 .019 .188 100.000 .019 .188 100.000 .022 .222 100.000

6 1.111E
−15

1.111E
−14

100.000 1.111E
−15

1.111E
−14

100.000 1.652E
−15

1.652E
−14

100.000

7 1.331E
−16

1.331E
−15

100.000 1.331E
−16

1.331E
−15

100.000 4.522E
−16

4.522E
−15

100.000

8 2.571E
−17

2.571E
−16

100.000 2.571E
−17

2.571E
−16

100.000 1.885E
−16

1.885E
−15

100.000

9 −1.722E
−16

−1.722E
−15

100.000 1.722E
−16

1.722E
−15

100.000 1.676E
−16

1.676E
−15

100.000

10 −3.835E
−16

−3.835E
−15

100.000 3.835E
−16

3.835E
−15

100.000 3.100E
−17

3.100E
−16

100.000
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Fig. 10. The Scatter Plot generated through principal component analysis for the data of China,
India, the USA, and the UK.
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Number of SCI-indexed journals with the strongest positive loading, the Researchers in
R&D (per million people) with the lowest loading. For the data of India, Factor 1
explains 93.46% of total variants, the Number of open access SSCI-indexed journals
with the strongest positive loading, the Number of SCI-indexed journals with the
lowest loading. For the data of USA, Factor 1 explains 91.83% of total variants, the
Scientific and technical journal articles with strongest positive loading, the Researchers
in R&D (per million people) with the lowest loading. For the data of UK, Factor 1
explains 78.67% of total variants, the Number of open access SSCI-indexed journals
with the strongest positive loading, the Scientific and technical journal articles with the
lowest loading; Factor 2 explains 17.89% of total variants, the Scientific and technical
journal articles with the strongest positive loading, the Researchers in R&D (per
million people) with the lowest loading.

Table 8 shows the ratio of each Varimax Rotate Factor Loading to the total
loadings. The proportion of the loadings for different types of journals to the total
loadings in the developed countries is relative uniform, whereas larger fluctuations
come in the developing countries. On the other hand, The largest proportion of the
loadings for journals in component 1 is compared to that for population and GDP.

Table 7. Varimax rotate factor loadings.

China India USA UK
Factor
1

Factor
1

Factor
1

Factor
1

Factor
2

Number of open access SCI-indexed
journals

.469 .447 .482 .975 −.050

Number of open access SSCI-indexed
journals

.366 .955 .448 .985 −.057

Number of SCI-indexed journals .810 .354 .673 .961 .027
Number of SSCI-indexed journals .827 .805 .562 .963 .087
GDP .722 .713 .618 .946 −.111
Population .733 .655 .693 .968 −.074
Scientific and technical journal
articles

.768 .756 .850 −.113 .974

Researchers in R&D (per million
people)

.351 .847 .348 .943 −.038

Industrial design applications .863 .829 .427 .885 −.438
Education expenditure (current US$) .747 .528 .717 .355 .451
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Table 9 shows the component score coefficient (or weight) matrix. Table 9 clearly
gives the scientific and technical article published in the USA has the largest com-
ponent score coefficient in component 1. Similarly, the population of the USA has the
largest component score coefficient in component 1. Thus, the main component can be
determined by the following equation

F1 ¼ a1x1 þ a2x2 þ � � � þ a10x10 ð3Þ

Table 8. The ratio of varimax rotate factor loadings.

China India USA UK
Factor 1
(%)

Factor 1
(%)

Factor 1
(%)

Factor 1
(%)

Factor 2
(%)

Number of open
access SCI-
indexed journals

7.046274 6.488605 8.056957 12.39197 −6.48508

Number of open
access SSCI-
indexed journals

5.498798 13.86268 8.687815 12.51906 −7.393

Number of SCI-
indexed journals

12.16947 5.138627 8.074982 12.21403 3.501946

Number of SSCI-
indexed journals

12.42488 11.6853 12.1305 12.23945 11.28405

GDP 10.84736 10.34983 10.12978 12.02339 −14.3969
Population 11.01262 9.507911 11.13915 12.303 −9.59792
Scientific and
technical journal
articles

11.53846 10.97402 12.49099 −1.4362 126.3294

Researchers in
R&D (per million
people)

5.273438 12.29496 15.32084 11.98526 −4.92866

Industrial design
applications

12.96575 12.03368 6.272531 11.24809 −56.8093

Education
expenditure
(current US$)

11.22296 7.664393 7.696467 4.511947 58.49546
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4 Conclusion

There are eleven strong positive correlation: the population and the GDP, the Education
expenditure (current US$) and the GDP, Researchers in R&D (per million people) and
the GDP, the Industrial design applications and the GDP, the Trademark applications
and the GDP, the Teachers in tertiary education and the GDP, the Scientific and
technical journal articles and the GDP, the number of SCI-indexed journals and the
GDP, the number of SSCI-indexed journals and the GDP, the number of open access
SCI-indexed journals and the GDP, the number of open access SSCI-indexed journals
and the GDP.

The knowledge management data with the economic data, population data, edu-
cational data, research data for two developing countries and two developed countries
have been studied by using the principal component analysis. The results of the
principal component analysis show only the first factor is needed to replace the original
variables for the data of China, India, and the USA, whereas two factors are needed for
the data of the UK. at the most Such factors contain almost all the information of the
original variables. Larger fluctuations in the proportion of the loadings for different
types of journals to the total loadings (5%–12% for China, and 5%–12% for India) are
found in the developing countries compared to those in the developed countries (8%–

12% for the USA, and 12%–13% for the UK). And the largest loading for the journal is
almost the same as for the population. Lastly, the expression between the factor and the

Table 9. The component score coefficient (or weight) matrix.

China India USA UK
Factor 1 Factor 1 Factor 1 Factor 1 Factor 2

Number of open access SCI-
indexed journals (x1)

−.537 −.245 −.286 .197 .056

Number of open access SSCI-
indexed journals (x2)

−.262 .685 −.330 .191 .053

Number of SCI-indexed
journals (x3)

.337 −.241 .241 .169 .034

Number of SSCI-indexed
journals (x4)

.411 .200 −.272 .172 .024

GDP (x5) .065 .000 −.104 .141 .051
Population (x6) .098 −.092 .366 .183 .057
Scientific and technical journal
articles (x7)

.181 .085 1.266 .215 1.197

Researchers in R&D (per
million people) (x8)

−.447 .317 −.065 .122 .038

Industrial design applications
(x9)

.601 .265 −.464 .024 −.039

Education expenditure (current
US$) (x10)

.153 −.215 .323 −.363 −.376
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standard formal variable is given. This article shows that the principal component
analysis can be used to further study how knowledge management can help us improve
our productivity and life, understand the world, improve society and economics.
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Abstract. With the popularization of network and the improvement of
network speed, social network application plays an increasingly impor-
tant role in people’s social life. People express their opinions and ask
their own questions on social software, and these huge amounts of data
drive researchers to propose various algorithms to extract the informa-
tion in sentences and classify them. In this paper, we proposed a novel
method of sentence similarity computation, which purpose is to extract
the syntactic and semantic information of semi-structured and structured
sentences and calculate their similarity. We mainly consider the subject
predicate and object of sentence pairs, and use Stanford parser to classify
Dependency Relation Triples to calculate the syntactic and semantic sim-
ilarity between two sentences. Extensive simulations demonstrated that
our method outperforms the other state-of-the-art methods in terms of
correlation coefficient and mean deviation.

Keywords: Sentence similarity computation · Information extraction
and computation · Syntactic similarity · Semantic similarity · Type of
sentence pair

1 Introduction

The task of cyberdata extraction and computation is to extract useful informa-
tion from semi-structured and unstructured data. With the help of the model,
better decisions can be made and work can be done better. At present, there
are various opinions, questions and answers on social networks, and people are
accustomed to looking for answers on the Internet. How to classify data with high
similarity and give better answers to users’ questions is an important research
direction. Natural Language Processing (NLP), as a branch of artificial intelli-
gence, is widely used in sentence classification text summarization [1] and seman-
tic analysis to deal with social network data. As a basic task of natural language
c© Springer Nature Singapore Pte Ltd. 2019
H. Ning (Ed.): CyberDI 2019/CyberLife 2019, CCIS 1137, pp. 38–55, 2019.
https://doi.org/10.1007/978-981-15-1922-2_3
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processing, sentence similarity computation is also widely used in text sum-
mary, semantic analysis, question answering systems, recommendation systems
[2], automatic summarization [3,4] and so on. In the field of automatic question
answering system, sentence similarity computation is used to match the question
sentences so as to return the correct answer correspond to the user question. In
the recommendation systems, sentence similarity computation is used to improve
classical collaborative filtering methods for a site with the aim of matching peo-
ple who are looking for expert advice on a specific topic. In the automatic sum-
marization applications, sentence similarity computation is applied to eliminate
sentences with similar meanings. In the field of sentence classification, sentence
similarity analysis is used to classify sentences with the same emotion. In this
paper, we propose a sentence similarity computation model that integrates both
grammatical and semantic features, which will make the mining and calculation
of social network data more accurate.

These aforementioned applications require model to understand human lan-
guage and hidden meanings. Although the opinions, questions and so on of peo-
ple on social networks are mostly semi-structured or unstructured, semantics are
still an important factor in understanding the meaning of sentences. Therefore,
semantic extraction of sentences is still crucial to the calculation of sentence sim-
ilarity on social networks. Measuring sentence similarity on social networks is a
challenge task because people express their opinions online more casually than in
written language, which results in sentences that may not have correct grammat-
ical information or even misspelled words. The traditional document similarity
approaches is not efficient to measure the similarity between sentences. In addi-
tion to aforementioned reasons, there are other reasons is that the sentences
may not contain any words or the co-occurrence of words is rarely appear, and
two sentences may have an equivalent meanings with totally different structures
in terms of word forms, word orders as well as the grammatical relations. In
this context, the researchers have been introduced various short text similar-
ity computation methods. There is still some room for improvement due to the
complexity of human language.

This paper assumes that the approximate similarity between two sentences
is determined by their subjects, verbs, and objects are the same or different,
i.e., the sentence pattern. This paper also presumes that the accurate similarity
between two sentences is determined by the syntactic structure similarity and
the semantic similarity according to their syntactic kernels and semantic kernels.
We summarized the main contributions of this paper as follows.

1. We divided all of the sentence pairs into eight cases according to their con-
tained subjects, predicate verbs, and objects, and determined the coarse sen-
tence similarity interval by their type of sentence pattern for each sentence
pair.

2. This paper proposed a novel syntactic kernel to measure the syntactic simi-
larity between two sentences in terms of their syntactic structures of the two
sentences.
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3. This paper proposed a novel semantic kernel to measure the semantic simi-
larity between two sentences in terms of their expressed meanings of the two
sentences.

4. This paper proposed a novel method of sentence similarity computation based
on sentence pattern, syntactic and semantic, which imitates human thinking
manner. Extensive simulations demonstrated that our method is better than
the other state-of-the-art methods in terms of correlation coefficient and mean
deviation.

The remainder of this paper is organized as follow. Section 2 describes the
existing methods for computing sentence similarity. Section 3 introduces the
coarse-grained sentence similarity computation on the aspect of sentence similar-
ity interval. Section 4 introduces the fine-grained sentence similarity computation
on aspects of syntactic and semantic. In Sects. 5 and 6, we present and discuss the
experimentation evaluation for our method. The conclusions and future works
are discussed in Sect. 7.

2 Related Works

Recent literatures on sentence similarity computation have shown abundantly
proposed methods [5–14]. Most research studies exploited semantic similarity
between two words for measuring how similar two input sentences are. Some
of these methods utilized bag-of-words (BOW) techniques to calculate the sen-
tence similarity. These BOW techniques based on the assumption that the more
similar two sentences are the more common words they share. Over the past
three years, there are many sentence similarity methods utilizing the convolu-
tional neural networks and recurrent neural networks [15–17]. These sentence
similarity computation methods can be roughly divided into three categories:
the statistical-based methods, the regulation-based methods, and the hybrid
methods.

2.1 The Statistical-Based Methods

These statistical-based methods compute sentence similarity usually by count-
ing the number of the co-occurring words to measure the sentence similarity.
In 2008, Islam Aminul and Inkpen Diana [5] proposed a corp-based algorithm
to measure semantic word similarity. This paper mainly concentrated on com-
puting the similarity between two sentences or two short textual segments, and
applied to applications of textual knowledge representation and knowledge dis-
covery, experimental results on two different datasets indicated that the proposed
method is better than several other methods.

Several years later, the authors of [10] proposed a hybrid Sinhala sentence
similarity computation method using a semantic similarity measurement tech-
nique (corpus-based similarity measurement plus knowledge-based similarity
measurement), which used word order similarity and lexical resources in calcu-
lating the semantic similarity between two words. Experimental results indicated
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that the proposed method achieved a Pearson correlation factor of 0.832 on 4000
sentence pairs.

Over the past three years, there is increasing concern that some researchers
use convolutional neural network to model the sentences with the aim of improv-
ing the accuracy of sentence similarity computation. The authors of [16] proposed
convolutional neural network models for matching two sentences by adapting the
convolutional strategy in vision and speech. Hua He et al. [15] adopted convo-
lutional neural networks to model the sentences from the multiple perspectives.
They compared the proposed sentence representations at several granularities
using multiple similarity metrics. The authors of [17] used convolutional neu-
ral network to compute the sentence semantic similarity. This work proposed a
parallel convolutional neural network model. The model not only represents a
single sentence in a sentence pair as a sentence vector, but also does similarity
measurement of sentences after convolution pooling. Finally, they evaluate the
proposed method using two different textual similarity related tasks.

2.2 The Regulation-Based Methods

From the perspective of syntax, there are a number of literature on sentence
similarity computation. In literature, the authors proposed a method that based
on semantic dependency relationship analysis to calculate sentence similarity,
this method took advantage of semantic level and dependency syntactic level to
measure the sentence similarity, and achieved satisfactory experimental results.
The authors of [18] proposed a similarity measure based on manually-crafted
lexico-syntactic patterns, the proposed method was evaluated on five ground
truth datasets and on the task of semantic relation extraction, and achieved
comparable performance without requiring semantic resources. Xiong et al. [7]
investigated the various characteristics of dependency syntactic tree including
word, the part-of-speech (POS) of word and the dependency type, this paper
presented a similarity computation method between two dependency relationship
triples which is made up of dominant, dependent and dependency type. The
proposed sentence similarity computation method is based on the comprehensive
analyzing of all these features, and the experimental results indicated that the
sentence similarity computation method based on dependency syntactic tree is
more comprehensive and accurate.

From the perspective of semantic, some researchers employ the syntactic and
semantic analysis to compute the sentence similarity. The most representatives
of these studies are as follows. The authors of [8] introduced a novel method of
sentence similarity computation by incorporating the semantic information and
syntactic information into the computing process. This paper firstly obtained the
semantic information from a structural lexical database and corpus statistics,
secondly measured the word order similarity between two sentences according
to their position of word appearance in each sentence, and finally combined
semantic similarity and word order similarity so as to propose a new algorithm
which is applied to the conversational agents. The authors of [9] proposed a
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novel sentence similarity computation method by exploiting both syntactic and
semantic features to measure their similarity.

2.3 The Hybrid Methods

There are a number of literature on sentence similarity computation from the
perspective of sentence level. Li et al. [6] proposed an approach of sentence
similarity computation with a hybrid method by combing knowledge and cor-
pus based semantic similarity measures and word order based similarity mea-
sures. The proposed algorithm exploited WordNet and Brown corpus to calcu-
late the semantic similarity, and took advantage of word similarity to improve
the sentence similarity computation accuracy. Liu et al. [19] presented a novel
method for sentence similarity computation which utilized the semantic infor-
mation, word order similarity, and the contributions of different part-of-speech
in a sentence to calculate the sentence similarity. The experimental results on
the selected sentence pairs indicated that the proposed method can improve the
accuracy of sentence similarity computation.

For the sentence or short-text level, numerous methods have been proposed
to address this issue. The authors of [11] presented a new method for measuring
short-text and sentence semantic similarity. The proposed method captured and
combined syntactic and semantic information to compute the semantic similar-
ity between two sentences. Mihalcea et al. [12] proposed a hybrid unsupervised
method that used two corpus-based metrics and six knowledge-based different
metrics and combined the results to present a short-text similarity method.
The weakness of this approach is that is utilized the eight different similarity
methods, which causes the computational process inefficient. The authors of [13]
introduced a semantic similarity measure for short-text based corpus and knowl-
edge, and used different measures to calculate the word similarity, on the one
hand, this paper exploited some relevant features of corpus-based semantic simi-
larity to compute the sentence similarity, on the other hand, this paper described
an approach based on the knowledge-based semantic similarity to perform the
sentence similarity computation.

3 Coarse-Grained Sentence Similarity Computation

Generally, people obtain the meaning from a sentence on three aspects, including
subject, predicate verb, and object. A general sentence consists of these three
parts. We divided sentence pairs into several types according to their subjects,
predicate verbs, and objects are the same or not. The types of sentence pattern
is terms of subject, predicate verb, and object are the same or not are illustrated
in Table 1. The lowest and highest columns are the lowest similarity values and
the highest similarity values according to the human judgement similarity val-
ues for 30 sentence pairs, respectively. Note that the process of computing the
maximum and minimum values is as follows, this is a method of sentence sim-
ilarity computation from coarse-grained perspective with the aim of obtaining
an approximate interval for each sentence pair.



Sentence Similarity Computation 43

Table 1. The types of sentence pattern

Type Subject Predicate Object Lowest Highest

Case1 Same Same Same 0.348 0.955

Case2 Same Same Different 0.293 0.773

Case3 Same Different Same - -

Case4 Same Different Different - -

Case5 Different Same Same 0.063 0.283

Case6 Different Same Different 0.005 0.405

Case7 Different Different Same - -

Case8 Different Different Different 0 0.36

Step 1: Extract the subjects, verbs, and objects from the standard bench-
mark dataset which is comprised of 30 sentence pairs constructed by Li et al. [6]
using the same method that presented in literature [20].

Step 2: Here each sentence may contain one or several of subjects, only one
predicate verb, and one or several of objects. As long as any pair of subjects
is the same or their similarity value is more than a predefined threshold (here
we use 0.8), we consider their subjects are the same, otherwise different. The
objects of two sentences are the same or different is also determined in the same
way. In this step, we determined the type of sentence pattern for each sentence
pair according to their subjects, predicate verbs, and objects are the same or
not.

Step 3: Through the statistics of these values from 30 sentence pairs, we
can obtain the maximum and minimum values for each sentence pair, and these
values are obtained from the training dataset that consists of 30 sentence pairs
which constructed by Li et al. [6].

Note: The mark ‘-’ in Table 1 denotes that there is not this situation in these
sentence pairs in the standard benchmark dataset.

4 Fine-Grained Sentence Similarity Computation

In this section, we use the Stanford Parser to obtain the grammatical relation
triples and compute the syntactic similarity and semantic similarity between two
sentences; this is a method of sentence similarity computation from a fine-grained
perspective. The Stanford Parser is a lexicalized dependency parser based on
Probabilistic Context Free Grammar (PCFG). We can express the structure of
a sentence as two forms in dependency grammatical theory, one is the syntactic
tree and the other is the set of dependency relationships. Here we use the set of
dependency relationships to represent the syntactic structure of the sentence.
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Table 2. The set of dependency relationships returned by Stanford Parser

No. Dependency relation

1 nsubj(like-2, I-1)

2 root(ROOT-0, like-2)

3 amod(technique-6, natural-3)

4 nn(technique-6, language-4)

5 nn(technique-6, process-5)

6 dobj(like-2, technique-6)

Table 3. The set of dependency relationships using their POS tags

No. Dependency relationship

1 nsubj(VBP, PRP)

2 root(ROOT, VBP)

3 amod(NN, JJ)

4 nn(NN, NN)

5 nn(NN, NN)

6 dobj(VBP, NN)

4.1 Dependency Relationship Triples Extraction

We use the Stanford Parser to obtain the set of dependency relationships from
each sentence. Each of dependency relationship is composed of three parts includ-
ing the relationship type, the dominant and the dependent. For instance, the set
of dependency relationships for the sentence I like the natural language process
technique. is illustrated in Table 2.

For the sake of computing syntactic similarity between two sentences, we use
the Part-Of-Speech (POS ) of the word to substitute for the specific word. This
paper adopts Stanford Tagger to perform the POS annotation, and obtain the
set of dependency relationships expressed by their POS as illustrated in Table 3.

4.2 Syntactic Similarity Computation

Let the set of dependency relationships derived from sentence A be A =
{a1, a2, ..., an}, let the set of dependency relationships derived from sentence
B be B = {b1, b2, ..., bm}. Where ai represents the each of dependency rela-
tionship triple obtained from sentence A, bj represents the each of dependency
relationship triple obtained from sentence B.

Before calculating the similarity of two sets of dependency relationship
triples, we must determine how to calculate the similarity between two depen-
dency relationship triples. Here we calculate the similarity between two depen-
dency relationship triples only when their dependency relationship types are the
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Table 4. The cases of similarity computation between two dependency relationship
triples

No. POS Dominant part Dependent part Similarity

1 Same Same Furlan2011Comparable same 1.0

2 Same Same Different 0.5

3 Same Different Same 0.5

4 Same Different Different 0

5 Different * * 0

same, otherwise we set the similarity value to 0. When their dependency rela-
tionship types are the same, we assign equal weights to both the dominant part
and the dependent part. When their POS are the same, the similarity value
between two POS parts is set to 1, otherwise the similarity value is set to 0.
In this manner, the similarity between two dependency relationship triples can
only be 1, 0.5 or 0. All of the cases for similarity computation between two
dependency relationship triples are illustrated in Table 4.

Based on the similarity computation method between two dependency rela-
tionship triples, we can define the syntactic similarity between two sets of depen-
dency relationship triples by Eq. (1).

Sim(ai, B) = max
1≤j≤m

Sim(ai, bj) (∀bj ∈ B) (1)

Sim(A, bj) = max
1≤i≤n

Sim(ai, bj) (∀ai ∈ A) (2)

The similarity values between two dependency relationship triples are given
in Table 4. Therefore, we can calculate the syntactic similarity between two sen-
tences using the formula (2).

4.3 Semantic Similarity Computation

In order to measure the semantic similarity between two sentences, we mainly
concentrate on the similarity of semantic kernels for two sentences. The authors
of [20] proposed a semantic kernel based approach which based on the assumption
that the sentence meaning can be expressed in terms of its semantic kernels, they
expressed each sentence as several subjects, verbs and objects. In our work, we
divided each sentence into several of dependency relationship triples returned by
Stanford Parser, and through computing the similarity between two set of typed
dependency relationship triples, proposed a semantic kernel for measuring the
semantic similarity between two compared sentences.

In this work, we use the Stanford Parser to parse each sentence into a series
of dependency relationship triples which denoted by S = {T1, T2, ..., Tn}, where
S denotes the sentence, Ti denotes the i-th typed dependency relationship triple
for the sentence S, n denotes the number of dependency relationship triples,
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Table 5. The unimportant dependency relationship type lists

No. Type abbreviation Type name

1 det determiner

2 expl expletive

3 goeswith goes with

4 possessive possessive modifier

5 preconj preconjunct

6 predet predeterminer

7 prep prepositional modifier

8 punct punctuation

9 ref referent

Ti =
{
gi, ti, di

}
, where gi denotes the governor of the i-th typed dependency

relationship triple for the sentence S, ti denotes the type of the i-th typed depen-
dency relationship triple for the sentence S, di denotes the dependent of the i-th
typed dependency relationship triple for the sentence S. The computing proce-
dure of semantic similarity between two typed dependency relationship triples
can be described as follows.

Step 1. We first filter the unimportant dependency relationship types which
lists in Table 5, the unimportant dependency relationship type lists are con-
structed by referring to the literature [4].

Step 2. We use an Improved Approximate Semantic Kernel (IASK) to com-
pute the semantic similarity between two typed dependency relationship triples.
The semantic similarity between two typed dependency relationship triples can
be defined as:

sim(Si
1, S

j
2) = {α × s(gi1, g

j
2) + β × s(di1, d

j
2)} × q(ti1, t

j
2) (3)

Where sim(Si
1, S

j
2) denotes the similarity between two triples S1 and S2, α

and β are two balance coefficients to adjust the weights of two parts s(gi1, g
j
2)

and s(di1, d
j
2), and they must satisfy the equation α + β = 1.0. s is a function

of semantic similarity between two English words, according to the literature
[21], The Wu and Palmer’s algorithm is becoming a standard measure of simi-
larity. Therefore, we adopt Wu and Palmer’s method [22] to evaluating semantic
similarity between words. The formula as follows:

s(w1, w2) =
2 ∗ LCSdepth

wdepth
1 + wdepth

2 + 2 × LCSdepth
(4)

Where LCS denotes the Least Common Subsumer of w1 and w2, LCSdepth

denotes the number of nodes from LCS to the root node, wdepth
1 and wdepth

2

respectively represent the number of nodes on the path of the LCS.
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q is a binary function:

q(a, b) =

{
1 if(a = b)
0 otherwise

(5)

Based on the formulas (3), (4) and (5), we define the Improved Approximate
Semantic Kernel (IASK) as follows:

IASK(S1, S2) =

∑m
i=1 max

1≤j≤n
{sim(T i

1, T
j
2 )} +

∑n
j=1 max

1≤i≤m
{sim(T i

1, T
j
2 )}

m + n
(6)

Step 3. We compute the semantic similarity between two sentences by using
the IASK kernel function. The semantic similarity between two sentences can
be computed by Formula 7.

Sem(S1, S2) = IASK(S1, S2) (7)

5 The Overall Sentence Similarity Computation

Based on the coarse-grained sentence similarity computation and fine-grained
sentence similarity computation, the coarse-grained sentence similarity compu-
tation determines the interval of sentence pair according to the types of sentence
pattern for the sentence pair, the fine-grained sentence similarity computation
determines the accurate similarity value based on the syntactic similarity com-
putation and semantic similarity computation. The overall sentence similarity
computation formula can be defined as follows:

SS(S1, S2) = lowest + {highest − lowest}
×{α × Syn(S1, S2) + (1 − α) × Sem(S1, S2)}

(8)

Where SS(S1, S2) represents the overall sentence similarity between sen-
tence S1 and S2, lowest and highest represent the lowest and highest similarity
values according to the type of sentence pairs, respectively. Syn(S1, S2) and
Sem(S1, S2) represent the syntactic similarity and semantic similarity between
two sentences S1 and S2, respectively. α represents the balance coefficient to
determine the contributions of syntactic similarity and semantic similarity. In
our work, we set α = 0.35 according to the study of literature [21].

6 Experimental Results and Analysis

In this section, we first describe the dataset, which used for measuring our
method and the other methods, and then give the experimental results and
analysis regarding to our method.
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6.1 Datasets

We evaluate the proposed method of sentence similarity computation using two
different datasets. The first dataset is the preliminary benchmark dataset which
constructed by Li et al. [6], the author of [6] extracted 30 pairs of nouns from 65
pairs of nouns which presented in literature [23], and translated these 30 pairs of
nouns into 30 pairs of sentences using the Collins Cobuild Dictionary, only these
30 pairs of sentences are considered relevant for sentence similarity measurement
purpose. We used the Pearson’s correlation coefficient (r) to evaluate the pro-
posed method compared with other state-of-the-art sentence similarity methods.
The second dataset is some of sentence pairs which extracted from the Microsoft
Research Paraphrase corpus (MSRP) [24] which is a part of the SemEval 2012
competition dataset [25]. The MSRP dataset consists of 4076 pairs of training
sentences and 1725 pairs of testing sentences, and each sentence pair is assessed
by two people to determine whether the two sentences convey the same meaning
or not. We randomly select four positive and four negative pairs of sentences and
calculate their similarity using out proposed method to validate our method.

6.2 Experimental Results and Analysis

To evaluate the performance of the proposed method, two experiments are
designed with an aim to validate the proposed method in two different applica-
tions. The first experiment aims to evaluate the accuracy of sentence similarity
computation. The second experiment aims to assess the performance of judging
two sentences whether have the same meanings.

Experiment 1: In order to evaluate our method against the other state-of-the-
art approaches described in literature [26] on benchmark dataset, we used the
Pearson’s correlation coefficient between each method and human judgement as
well as the mean deviation from the human judgement to perform the compari-
son. LSS [27] is a method of sentence similarity which utilize WordNet as lexical
database to determine the word semantic similarity, and it is capable of identi-
fying highly similar meanings regard of their details. Latent Semantic Analysis
(LSA) is one of the most used in the literature [28] which is based on the sta-
tistical computing and singular value decomposition techniques. The method of
Sentence Similarity based on Semantic Nets and Corpus Statistics is denoted by
STASIS is presented by literature [6], this method use the word order similarity
and word semantic similarity to measure the overall sentence similarity. Omiotis
[29] is another sentence similarity computation method based on WordNet, it can
deal with synonymy and polysemy issues due to its capability of semantic similar-
ity. STS [5] is an modified version of the Longest Common Sub-sequence (LCS)
string matching algorithm, it is considered to be the most accurate algorithm in
terms of proximity to human judgement. Le et al. [30] proposes a model based on
attention of Constituency Vector tree (ACV-tree) to analyze the sentence sim-
ilarity. In addition to the syntactic structure and semantic relationship of the
sentence, the model also adds the weight information of words in the sentence to



Sentence Similarity Computation 49

Table 6. The comparison of six methods on standard benchmark dataset

SP Human LSS STASIS LSA Omiotis STS SS

1 0.010 0.180 0.329 0.510 0.1062 0.06 0.0399

5 0.005 0.198 0.287 0.530 0.1048 0.11 0.0683

9 0.005 0.280 0.209 0.505 0.1046 0.07 0.0329

13 0.108 0.166 0.530 0.535 0.3028 0.16 0.0682

17 0.063 0.324 0.356 0.575 0.2988 0.26 0.1353

21 0.043 0.324 0.512 0.530 0.2430 0.16 0.1014

25 0.065 0.220 0.546 0.595 0.2995 0.33 0.1274

29 0.013 0.220 0.335 0.505 0.1074 0.12 0.0677

33 0.145 0.324 0.590 0.810 0.4946 0.29 0.0820

37 0.130 0.280 0.438 0.580 0.1085 0.20 0.0920

41 0.283 0.324 0.428 0.575 0.1082 0.09 0.1066

47 0.348 0.198 0.721 0.715 0.2164 0.30 0.4567

48 0.355 1.000 0.641 0.615 0.5295 0.34 0.4210

49 0.293 1.000 0.739 0.540 0.5071 0.15 0.3872

50 0.470 0.800 0.685 0.675 0.5502 0.49 0.4877

51 0.138 0.800 0.649 0.725 0.5026 0.28 0.0952

52 0.485 1.000 0.493 0.695 0.5987 0.32 0.3055

53 0.483 0.471 0.394 0.830 0.4965 0.44 0.3972

54 0.360 0.800 0.517 0.610 0.4255 0.41 0.0454

55 0.405 0.800 0.550 0.700 0.4287 0.19 0.0728

56 0.588 0.800 0.759 0.780 0.9308 0.47 0.3828

57 0.628 1.000 0.700 0.750 0.6120 0.26 0.3740

58 0.590 0.800 0.753 0.830 0.7392 0.51 0.5604

59 0.863 1.000 1.000 0.985 0.9982 0.94 0.8643

60 0.580 0.800 0.663 0.830 0.9309 0.60 0.4332

61 0.523 0.800 0.662 0.630 0.3466 0.29 0.3746

62 0.773 1.000 0.729 0.740 0.7343 0.51 0.5179

63 0.558 1.000 0.639 0.870 0.7889 0.52 0.4477

64 0.955 1.000 0.998 1.000 0.9291 0.93 0.9284

65 0.653 1.000 0.831 0.860 0.8194 0.65 0.3597

the leaf node of the tree, which makes the model more similar to human thinking
manner. The author [31] uses word embedding to generate the three-dimensional
vector of sentences as the input of convolutional neural network (CNN), which
makes the model well extract the grammatical and semantic information of sen-
tences. Compared with the other models mentioned in the paper, only Le and
Yao considered the semantic and syntactic information of the sentence as well
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as our work. Therefore, we deliberately compare Pearson’s performance of the
three models in Fig. 1. We denote our proposed method by SS, the similarity
values of sentence pairs are listed in Table 6, the correlation of the compared
methods to human judgement is illustrated in Fig. 1, the mean deviation of the
compared methods from human judgement is illustrated in Fig. 2.
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From the Table 6, it can be seen that the similarity values of sentence pairs
are in accordance with the human judgement similarity values due to the fact
that our method use the type of sentence pair to determine the maximum and
minimum similarity value between each sentence pair. The proposed method
can guarantee that the calculated similarity value can further converge to the
human judgement similarity, therefore the computing results are more close to
the human judgement.
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As illustrated by Fig. 1, the correlation of our method denoted by SS with
the human judgement reaches to 0.87714, which is the best method in the com-
pared six methods. Due to our method take into account of the syntactic and
semantic kernel in computing the sentence similarity, furthermore, using the type
of sentence pair to further make the calculated similarity value close to human
judgement similarity value so as to improve the sentence similarity accuracy.

As illustrated by Fig. 2, our method SS can achieve the best results among
the six methods in terms of mean deviation between each method and human
judgement similarity. The main reason is that syntactic and semantic kernel
make contributions to the sentence similarity computation, moreover, the type of
sentence pairs can helpful to further amend for improving the sentence similarity

Table 7. The selected eight sentence pairs

No. Sentence pair

1 “Amrozi accused his brother, whom he called ẗhe witness̈, of
deliberately distorting his evidence.” “Referring to him as only ẗhe
witness̈, Amrozi accused his brother of deliberately distorting his
evidence”

2 “They had published an advertisement on the Internet on June 10,
offering the cargo for sale, he added.” “On June 10, the ship’s
owners had published an advertisement on the Internet, offering
the explosives for sale”

3 “The stock rose $2.11, or about 11%, to close Friday at $21.51 on
the New York Stock Exchange.” “PG& E Corp. shares jumped
$1.63 or 8% to $21.03 on the New York Stock Exchange on Friday”

4 “Revenue in the first quarter of the year dropped 15% from the
same period a year earlier.” “With the scandal hanging over
Stewart’s company, revenue the first quarter of the year dropped
15% from the same period a year earlier”

5 “Yucaipa owned Dominickś before selling the chain to Safeway in
1998 for $2.5 billion.” “Yucaipa bought Dominick’s in 1995 for
$693 million and sold it to Safeway for $1.8 billion in 1998”

6 “That compared with $35.18 million, or 24 cents per share, in the
year-ago period.” “Earnings were affected by a non-recurring $8
million tax benefit in the year-ago period”

7 “Gyorgy Heizler, head of the local disaster unit, said the coach
was carrying 38 passengers.” “The head of the local disaster unit,
Gyorgy Heizler, said the coach driver had failed to heed red stop
lights”

8 “Rudder was most recently senior vice president for the Developer
& Platform Evangelism Business.” “Senior Vice President Eric
Rudder, formerly head of the Developer and Platform Evangelism
unit, will lead the new entity”
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Table 8. The similarity values of eight sentence pairs extracted from MSRP corpus

Sentence pair Equivalent Syn(S1, S2) Sem(S1, S2) SS(S1, S2)

SP1 YES 0.6923 0.6875 0.6892

SP2 YES 0.4667 0.6638 0.5948

SP3 YES 0.2778 0.4024 0.3588

SP4 YES 0.7429 0.7423 0.7425

SP5 NO 0.0714 0.4157 0.2952

SP6 NO 0.2400 0.3554 0.3150

SP7 NO 0.3529 0.4444 0.4124

SP8 NO 0.0645 0.3380 0.2423

computation accuracy. The more our method is close to human judgement, the
lesser the mean deviation is.

Experiment 2: Since sentence similarity computation strongly depends on the
examined data. We randomly select four positive and four negative pairs of
sentences from the Microsoft Paraphrase Corpus, adopt the proposed method to
calculate the sentence similarity for each pair of sentences aim at demonstrating
the feasibility and validity of our method. The goal of this experiment is to find
some shortcomings of our method so as to improve it in the future works. The
eight sentence pairs selected are shown in Table 7. The sentence similarity values
are listed in Table 8.

For positive samples, we can observe that except for the sentence pair3, the
sentence similarity values of the other three sentence pairs are more than 0.5. For
positive sentence pair1, the syntactic structure and semantic information of the
two sentences are very similar, therefore the syntactic similarity and semantic
similarity between the two sentences are higher. For positive sentence pair2, the
syntactic structure of the two sentences are not very similar, but the semantic
information of the two sentences are very similar, the overall sentence similarity
are very high. For positive sentence pair3, the syntactic structure and seman-
tic information of the two sentences are lower according to the syntactic and
semantic kernels, due to the fact that the two sentences contain several of differ-
ent numbers which interfere with the syntactic and semantic kernel computation.
For positive sentence pair4, not only the syntactic structure of two sentences are
very similar, but also the semantic information of two sentences are very simi-
lar, moreover, both of two sentences contain the same number “15” to further
increase the overall similarity.

For negative samples, we can observe that all of the sentence pairs obtain
a relatively low similarity, due to these pairs express different meanings from
each other. For negative sentence pair5, although they have several common
words, their predicate verbs are different, one is “owned”, the other is “bought”,
their different verbs make their relation types which returned by Stanford Parser
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different, thus cause lower overall sentence similarity. For negative sentence pair6,
all of their subjects, predicate verb, and objects are different each other, although
they contain several of the same words such as “in the year-ago period”, the over-
all similarity of two sentences are still low. For sentence pair7, compared with
sentence pair6, the number of common words of two sentences is more than
sentence pair6, thus their overall similarity value is more than sentence pair6
similarity, but their objects are different each other, this situation cause the syn-
tactic and semantic similarity of two sentences low. For sentence pair8, because
their predicate verbs are different, both of syntactic similarity and semantic
similarity are relatively low, and we obtain the overall similarity of 0.2423.

7 Conclusions and Future Works

This paper presents a novel method to compute the sentence similarities through
imitating human thinking manner. We mainly use the Stanford Parser to obtain
the Typed Dependency Relation Triples, use the types of sentence pattern to
determine their maximum and minimum similarity values aim at approximately
computing sentence similarity from a coarse-grained perspective, and measure
their structure similarity by means of syntactic kernels and evaluate their seman-
tic similarity by means of semantic kernels which utilize the Wu and Palmer
similarity measure to calculate word similarity between two words from a fine-
grained perspective. Experiment 1 has demonstrated that our method is better
than the state-of-the-art methods in terms of Pearson’s correlation coefficient
and mean deviation, Experiment 2 only use the syntactic and semantic kernels
to compute the sentence similarity on part of MSRP corpus to validate our
method is effective and feasible.

Our method of sentence similarity computation agrees with human intuition
that firstly we determine if sentence pairs have the same sentence patterns, and
give them a interval value, secondly determine their structure similarity and
semantic similarity by means of syntactic and semantic kernels to obtain the
more accurate similarity value. The limitation of our method is the overall sim-
ilarity computation accuracy decreases with the increase of the number of their
contained digital numbers, just as illustrated in sentence pair3 in Experiment 2.
This shortcoming will be amended in our future work.

In the future, we intend to collect more information associated with the
semantic or syntactic of the sentences. Based on these information, convolutional
neural networks and recurrent neural networks are utilized in the process of
sentence similarity computation.
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Abstract. With the huge amount of available web services, it becomes
increasingly difficult to find target web services for users accurately and effec-
tively. For this reason, research in web service clustering has recently gained
much attention. Most existing clustering methods perform well when dealing
with long text documents. However, the textdescriptions of web services are in
the form of short text. Meanwhile, it is meaningful to consider word order
information in the textdescriptions of web services. Hence, we presented a
service discovery approach based on web service clustering considering this
issue. In our approach, web service discovery was divided into two parts: web
service clustering and web service selection. In the process of web service
clustering, the textdescriptions of web services were represented as vectors. In
order to make vector representations reflect as much as possible the semantic
information contained in the web service textdescriptions, we tried four different
unsupervised sentence representations. In another part, LDA was used to mine
topic semantic information of web services after user’s web request was placed
into a specific cluster according to its web service textdescription vector. The
final efficiency of web service discovery was used to measure the effectiveness
of our approach.

Keywords: Web service discovery � Web service description � Unsupervised
learning algorithm � Web services clustering � Semantic information

1 Introduction

With the development of web technologies, the number of web services is increasing
rapidly. Hence, finding suitable web services for users quickly and efficiently has
become the content of many scholars. In recent years, the development of semantic web
and machine learning algorithms have injected a lot of new vitality into the field of web
service discovery [1–4]. Semantic web makes it possible to access web resources by
content rather than just by keywords. OWL-S is a set of mark up language constructs
that can be used to define properties and capabilities of web services in computer
understandable way. It aims at providing an ontological description of web services to
facilitate dynamic and automated discovery. Several machine learning algorithms have
been applied in the field of web service discovery. However, it is still an open problem
and can be further improved.
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Using the definition of OWL-S language, each web service has a textdescription
attribute, as shown in Fig. 1. This attribute offers the function of web service in the
form of a sentence or short text, which provides a short but clear description of web
service. The previous methods usually consider this attribute as a lexical vector or
further introduce an external knowledge base to expand the lexical vector. However,
the word order information in them is also important which contains rich semantic
information.

Web service clustering [5] is an important step in web service discovery. A suitable
method of web service clustering can improve the efficiency of web service discovery.
The relevant web services are able to be returned to users if similar web services are
placed into the same cluster. Most existing clustering methods perform well when
dealing with long text documents. However, textdescription of web service is in the
form of short text. In this paper, we attempt to represent the textdescriptions of web
services as vectors for the purpose of more suitable web service clustering.

In this paper, we proposed an approach of semantic web service discovery which
considered word order information in the textdescription of web service. The textde-
scriptions of web services were expressed as vectors which were used for web services
clustering. These vectors not only contain the information of words, but also fully
consider word order. We tried four different unsupervised vector representation
methods to express the textdescriptions of web services. In our approach, web service
discovery was divided into two parts: web service clustering and web service selection.
In the process of web service clustering, textdescriptions of web services were first
represented as vectors. And then these vectors were used to cluster web services by
using K-means. In another part, LDA was applied to mine topic semantic information
of web service request and each web service in cluster which was located in before. At
last, the final web services were selected to be returned to user by calculating the
similarity of their document-topic distribution. We measured the effectiveness of our
approach through the final web service discovery. More details are shown in Sect. 4.

Our approach needs to answer two critical questions: (i) which unsupervised sen-
tence representation methods are used to represent the textdescriptions of web services,
and (ii) what these value of parameters should be, including cluster numbers, topic
numbers in LDA and some similarity thresholds.

As to the first question, four different methods were used to represent textde-
scriptions of web services in our approach, including TF-IDF weighted word2vec,
mean of word2vec, skip-thought and doc2vec. All of them are unsupervised sentence
representation methods.

Fig. 1. TextDescription attribute of web service.
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In terms of the second question, the best value of parameters, including cluster
numbers, topic numbers in LDA and some similarity thresholds, were selected
according to the final result of web service discovery. See more details in Sect. 5.
Recall and Precision were used as evaluation metrics in our approach, which will be
described in detail later.

In the reminder of this paper, we discuss related works in Sect. 2 and introduce
some techniques used in our method in Sect. 3, including LDA model and the four
different unsupervised sentence vector methods used in our paper. We describe the
process of our web service discovery approach in detail in Sect. 4. And then we
elaborate our experimental study in Sect. 5. The future work and conclusion are pre-
sented in Sect. 6.

2 Related Work

As mentioned before, web service clustering [6] is an effective solution to enhance the
performance of web service discovery. Many researchers focus on web service clus-
tering by applying various methods. There are a number of approaches proposed in
recent years for web service clustering.

Some relevant works have been presented by using information retrieval tech-
niques. Helmy et al. [7] proposed a text mining approach to automatically group
services to specific domains and identify key concepts inside service textual docu-
mentation. Heyam et al. [8] presented an intensive investigation on the impact of
incorporating feature selection methods (filter and wrapper) on the performance of four
state-of-the-art machine learning classifiers. The purpose of employing feature selec-
tion is to find a subset of features that maximizes classification accuracy and improves
the speed of traditional machine learning classifiers. Similarly, Elgazzar et al. [9]
cluster web services based on content, types, messages, ports, and service name from
WSDL documents. Approaches based on matrix factorization are also adopted to find
relations between services and operations by co-clustering them since the duality
relationship can help achieve better quality.

In order to enhance the accuracy of web services clustering, external knowledge
and predefined ontologies are also applied in many existing works, which are utilized to
compute the semantic similarity between Web services. More specifically, Pop et al.
[10] proposed an approach of web services clustering by using an ant-based method
based on semantic similarity. Du et al. [11] grouped web services into functionally
similar service clusters by calculating semantic similarity with wordnet. Towards the
sparseness of useful information in web services, Tian et al. [12] proposed a web
service clustering approach based on transfer learning from auxiliary long text data
obtained from Wikipedia. And they presented a topic model in order to handle the
inconsistencies in semantics and topics between service descriptions and auxiliary data.
Due to depend on ontologies and external knowledge, these approaches can accurately
cluster services.

In addition, probabilistic topic model Latent Dirichlet Allocation (LDA) receives
the attention of some scholars due to it can extract latent topic features of web services.
Chen et al. [13] proposed an approach that integrated tagging data and WSDL

58 Y. Shen and F. Liu



documents through augmented Latent Dirichlet Allocation (LDA). And further, three
strategies were presented to preprocess tagging data before they were integrated into
the LDA framework for clustering. Similar utilizing both WSDL documents and tags,
Wu et al. [6] proposed a hybrid Web service clustering strategy which extracted five
features from WSDL documents and computing the WSDL-level similarities and the
tag-level similarities among Web services. WSDL-level similarity and tag-level simi-
larity were combined into composite similarities for clustering Web services. Shi et al.
[14] proposed an augmented LDA model using the high-quality word vectors which
were obtained by Word2vec and then clustered into word clusters by K-means algo-
rithm. These word clusters were integrated into the LDA training process. The results
of experiment showed their approach had an average improvement of the clustering
accuracy with metrics they used.

Zhao et al. [15] proposed a clustering method based on the heterogeneous service
network model considering the relationship between service, user and provider for web
service classification to improve the accuracy of service recommendation. Based on
ontology and SVM, Rupasingha et al. [16] proposed a hybrid approach combining the
summary of hybrid term similarity (HTS) and summary of context-aware similarity
(CAS) methods to cluster WSDL files. SVM was used to calculate the semantic sim-
ilarity in a generated ontology of web services. Liu et al. [17] used the Naive Bayes
model to classify web services which can enhance service classification accuracy.

3 The Techniques Used in Our Method

3.1 Latent Dirichlet Allocation

Latent Dirichlet Allocation (LDA) [18] is a generative probabilistic model of a corpus
based on Bayesian theory, which views documents as bags of words. In LDA [18],
documents are represented as a set of latent topics, where each topic is characterized by
a distribution over words. LDA [18] generates the distribution of word-document-topic
and maps words and documents into a semantic space according to the analysis of the
co-occurrence information of words. The training process of the LDA model combined
with Gibbs sampling is shown in Fig. 2. The Gibbs sampling formula is shown in [18].

After the training process, the trained LDA model can be used to generate the
distribution of topic for new documents following the steps of Fig. 3.

Fig. 2. The training process of the LDA model.
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3.2 Word2vec

Word2vec [19] produces a distributed representation of words learned by two-layer
neural networks. Word2vec takes a large amount of text as its input and produces a
vector space, usually several hundred dimensions, in which each unique word in the
corpus is assigned a corresponding vector. Word vectors are located in the vector space,
which make words that share common context in the corpus very close to each other in
the space. Two model architectures (CBOW and skip-gram) are proposed for learning
continuous vector representations of words from huge data sets. In the CBOW archi-
tecture, the model predicts current word from a window of surrounding context words.
In the skip-gram architecture, the model uses current word to predict surrounding
window of the context word. For word2vec in our approach, we focus on the skip-gram
architecture.

3.3 Doc2vec

Inspired by word2vec, doc2vec [20] is proposed to achieve phase-level or sentence-
level representations, which can consider the ordering of the words and semantics of
the words. Doc2vec is an unsupervised framework that learns continuous distributed
vector representations for pieces of texts. Two model architectures (PV-DM and PV-
DBOW) are proposed for learning continuous vector representations of texts from huge
data sets. The architecture of PV-DM is similar to the architecture of CBOW in
word2vec. The only one change is the additional paragraph token that is mapped to a
vector and can be thought of as another word. In PV-DM, the paragraph vector is
concatenated with several word vector from a paragraph to predict the next word in the
given many contexts sampled from the paragraph. Because paragraph vectors are
learned from unlabeled data, they can work well for tasks that do not have enough
labeled data. The architecture of PV-DBOW is also similar to the skip-gram model in
word2vec. In PV-DBOW, the paragraph vector is used to predict the words from the
text window.

3.4 Skip-Thought

Skip-thought [21] is an unsupervised learning approach of a generic, distributed sen-
tence encoder. Combining the vocabulary expansion method proposed by [21], the off-
the-shelf encoder is proposed to produce highly generic sentence representations. And
further, the experimental result in [21] shows these generic sentence representations are

Fig. 3. The inference process of the LDA model.
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robust and perform well in practice. The skip-thought model is based on the skip-gram
model in word2vec model, which encodes a sentence to predict the sentences around it
instead of using a word to predict its surrounding context. A large collection of novels
written by yet unpublished authors were used for training the skip-thought model.
Three separate models including uni-skip, bi-skip and combine-skip were trained on
dataset. The uni-skip model is an unidirectional encoder with 2400 dimensions and the
bi-skip is a bidirectional model with forward and backward encoders of 1200 dimen-
sions each. The combine-skip model consists of the concatenation of the vectors form
uni-skip and bi-skip, having 4800 dimensions. After training on the dataset, the learned
encoder was used as a feature extractor to extract skip-thought vectors for arbitrary
sentences. Experiment shows that combine-skip is better than the uni-skip and bi-skip.
Hence, we use the combine-skip model to learn the skip-thought vectors of the
textdescriptions in web service.

4 Our Method

In this section, we introduce our web service discovery approach based on web service
clustering considering word order information in the textdescriptions of web services.
The architecture of our approach is shown in Fig. 4. As shown in Fig. 4, web service
discovery is divided into two parts: web service clustering and web service selection. In
the process of web service clustering, the owl-s web service documents are first parsed
to get the textdescriptions of web services which provide a short but clear description of
web services. And four different unsupervised sentence representations are used to
represent the textdescriptions of web services, including TF-IDF weighted word2vec,
mean of word2vec, skip-thought and doc2vec. TF-IDF is term frequency-inverse
document frequency, which is a statistical measure used to evaluate how important a
word is to a document in corpus. TF-IDF is composed by two terms: the normalized
Term Frequency (TF) and the Inverse Document Frequency (IDF). The Term Fre-
quency (TF) measures how frequently a term occurs in a document. The function of TF
is defined as:

TF tð Þ ¼ Number of times term t appears in a document
Total number terms in the document

ð1Þ

The Inverse Document Frequency (IDF) measures how important a term is. All
terms in documents are considered equally important. As we all known, some terms,
such as “am”, “are” and “that”, may appear a lot of times but have little importance.
Hence, it is necessary to weigh down the frequent terms while scale up the rare ones.
The function of IDF is defined as:

IDF tð Þ ¼ log
Total number of documents

Number of documents with term t in corpus
ð2Þ
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And the function of TF-IDF is defined as:

TF-IDF tð Þ ¼ TF tð Þ � IDF tð Þ ð3Þ

After obtaining the representing vectors for the textdescriptions of web services,
they are clustered using K-Means algorithm. And the clusters of web services are
obtained at this stage. When a web service request coming, it can be quickly located in
a particular service cluster by calculating the similarity of the vector of textdescription
between web service request and cluster centers. In this way, web service selection can
be performed only in the specific cluster, which can greatly reduce the selection space
and improve the speed of overall web service discovery.

Fig. 4. The architecture of our approach
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In the process of web services selection, the selection operation is performed only
in the specific cluster. For all web services in the specific cluster, the owl-s web service
documents are first parsed to get the information of service name, input and output. For
input and output vocabularies, their parent class vocabularies, ancestor class vocabu-
laries and subclass vocabularies are reasoned by using relevant ontology file. Service
descriptions which are obtained in the process of web service clustering and service
name undergo a series of pre-processing operations, including word segmentation,
word lemmatization and removing stop words etc., to obtain the initial vocabulary
vector. And then these initial vocabulary vectors are expanded by the wordnet dic-
tionary, adding the top 10 vocabularies of each vocabulary. The expanded vocabu-
laries, input vocabularies, output vocabularies, and the reasoned ontology vocabularies
are combined to obtain the final lexical vector. LDA is used to mine topic semantic
information according to the final lexical vector of web services in the specific cluster.
Finally, we calculate the similarity of document-topic distribution between web service
request and web services in the specific cluster. At last, some web services are returned
to the web service request which meet a certain threshold.

5 Experiment

5.1 Experiment Data

OWLS-TC4 is the fourth version of the OWL-S service retrieval test collection which
is intended to support the evaluation of the performance of OWL-S service match-
making algorithms. OWLS-TC4 provides 1083 semantic web services and 42 test
queries written in OWL-S 1.1 from nine different domains (education, food, medical
care, economy, weapons, simulation, travel, geography and communication). The
collection also provides ontology files used by web services and service requests. And
all relevance sets created for OWLS-TC4 in test collection are available. These rele-
vance sets are used to measure the effectiveness of our approach.

5.2 Evaluation Metrics

As mentioned before, web service discovery is divided into two parts: web service
clustering and web service selection in our approach. In the process of web service
clustering, we need to calculate the similarity between the vectors of web service
textdescriptions and the similarity between web service requests and cluster centers.
We use euclidean distance to measure this similarity. The euclidean distance between
x ¼ x1; x2. . .; xnð Þ and y ¼ y1; y2. . .; ynð Þ is defined as follows:

d x; yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx1 � y1Þ2 þðx2 � y2Þ2 þ � � � þ ðxn � ynÞ2

q
ð4Þ

In the process of web services selection, LDA is used to mine topic semantic
information. Hence, Jensen-Shannon (JS) is used to measure the similarity between the
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document-topic distribution. The JS similarity between two probability distributions P1
and P2 is defined as follows:

JSðP1jjP2Þ ¼ 1
2
KLðP1jjP1 þP2

2
Þþ 1

2
KLðP2jjP1 þP2

2
Þ ð5Þ

And KL is defined as follows:

DKL PjjQð Þ ¼
X

x2X P xð Þlog P xð Þ
Q xð Þ ð6Þ

And for evaluation, we use Recall, Precision, F1 to measure the final web service
discovery in our approach. These evaluation indicators are defined as follows:

Precision ¼ TP
TPþFP

ð7Þ

Recall ¼ TP
TPþFN

ð8Þ

F1 ¼ 2 � Precision � Recall
PrecisionþRecall

ð9Þ

TP is true positive, FP is false positive, FN is false negative. They are elements in
confusion matrix. For a binary classification problem, the confusion matrix can be
obtained as shown in Table 1. As shown in Table 1, row represents predicted class and
column represents actual class.

5.3 Baselines

For our approach, it is important to make the vector representations reflect the semantic
information contained in the web service textdescriptions as much as possible. Hence,
we measure the performance of the four unsupervised sentence representations (mean
of word2vec, TF-IDF weighted word2vec, doc2vec and skip-thought) according to the
efficiency of the final web service discovery.

5.4 Implementation

In our approach, K-Means and LDA methods are used to mine semantic information of
web services. Hence, the value of some parameters is critical to the efficiency of the

Table 1. Confusion matrix.

Positive Negative

True True positive (TP) True negative (TN)
False False positive (FP) False negative (FN)
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final web service discovery, including cluster numbers, topic numbers in LDA, JS
threshold and the parameter values of a and b in LDA. Some experiments were
performed to select the optimal values of these parameters according the efficiency of
the final web service discovery. In these experiments, skip-thought was used to rep-
resent textdescriptions of web service as vectors. Next we will describe these experi-
ments in detail.

Impact of Cluster Numbers (K). In our approach, K-Means is used to cluster vectors
of web service textdescriptions. The number of clusters (K) is important for web
service clustering and discovery. The best value of K was selected from 5 to 20
according to the efficiency of the final web service discovery. And other parameters
were randomly set according to experience. The results are shown in Fig. 5. Obviously,
Fig. 5 shows that the precision reach its highest point when the number of clusters K is
17. Therefore, we set K as 17 in our paper.

Impact of Topic Numbers (T). In our approach, LDA is used to mine topic semantic
information of web services after the user’s web request is placed into the specific
cluster. The number of topics (T) is important for LDA. The best value of T was
selected from 10 to 20 when the number of clusters (K) was 17. And other parameters
were randomly set according to experience. The results are shown in Fig. 6. Obviously,
Fig. 6 shows that the Precision, Recall and F1 reach their highest point when the
number of topics T is 15. Therefore, T was set as 15 in our paper.

Impact of JS Threshold. After the best value of T and K, the best value of JS
threshold was selected among (0.01, 0.02, 0.03, 0.04, 0.05). The JS is used to measure
the similarity of document-topic distribution between web service request and web
services in the specific cluster. And further, web services which satisfy the JS thresh-

0

5

10

15

20

25

5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

pe
rc

en
ta

ge
(%

)

Number of clusters

Precision Recall F1

Fig. 5. The result with different cluster numbers (K).
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old are returned to user request. The results are shown in Fig. 7. As Fig. 7 shown, the
performance of Precision, Recall and F1 are better than other values when JS is 0.04
though overall performance changes gently. Hence, JS threshold was set 0.04 in our
paper.
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Impact of a and b in LDA. a and b are hyperparameters in LDA. a represents
document-topic density and b represents topic-word density. The larger the a value, the
more the document is composed of more topics. Similarly, the larger the b value, the
more words make up the topic. Hence, the values of a and b are important for LDA.
After the best value of T, K and JS threshold, the best value of a and b was selected
among {1, 2, 3, 4} and the best value of b was selected among {0.4, 0.5, 0.6}. The
results are shown in Fig. 8. As Fig. 8 shown, the precision reach their highest point
when the a is 2 and b is 0.5. Therefore, we set a to 2 and set b to 0.5.

5.5 Results and Analysis of Web Service Discovery

We performed experiments in accordance with the procedure described in Fig. 4. After
preprocessing web services, four different unsupervised sentence representations were
used to represent the textdescriptions of web services as vectors. And then K-Means
algorithm was performed to cluster these vectors for web service selection. When
facing a web service request, LDA was used to mine topic semantic information
according to the final lexical vector of web services in the specific cluster. At last, some
web services are returned to the web service request which meet a certain threshold.
Results on experiments are demonstrated in Figs. 9, 10 and 11. We separately list the
each value of Precision, Recall and F1 of the final web service discovery for 42 web
service requests which are provided from data collection. The four different unsuper-
vised sentence representations include mean of word2vec, TF-IDF weighted word2vec,
doc2vec and skip-thought.

Figures 9, 10 and 11 show that the final performance of different web service
requests fluctuates greatly. Although the Precision, Recall and F1 of some web service
requests are very good, some web service requests have zero value. And all of the four
unsupervised sentence representation methods have zero value. Obviously, the per-
formance of web service discovery using skip-thought is the worst among four
unsupervised methods. We believe that this generic sentence representation

Fig. 8. The result with different a and b.
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skip-thought does not apply to the domain of web service. The skip-thought model was
trained with a large collection of novels written by yet unpublished authors. Although
vocabulary expansion method in skip-thought model can encode words that not seen as
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Fig. 9. The result of precision on web service discovery experiment.
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part of training. But the filed of novel and web services is quite different, which makes
the vocabulary expansion method not effective. In addition to this, the performance of
web service discovery using TF-IDF weighted word2vec is better than using word2vec.
We believe that the TF-IDF method can highlight important words and make them
have higher weights which are important for the expression of semantic information.
We can see that the performance of web service discovery using doc2vec is the best
among four unsupervised methods. Because the doc2vec method takes into account
word order, the vector representations contain more semantic information than other
methods.

In order to further analysis the experimental results, we select some different
number of web service request subsets among 42 service requests and use average
Precision, average Recall and average F1 to describe the final experimental results. We
select four web service request subsets and the number of web service requests is 10,
14, 17, 19 respectively. There are duplicate web service requests in these subsets. Due
to the performance of skip-thought is the worst, we only compare the remaining three
methods (word2vec, doc2vec and TF-IDF weighted word2vec). Results are demon-
strated in Fig. 12. The results shown in Fig. 12 are the same as those we summarized.
The performance of web service discovery using doc2vec is the best. Meanwhile, the
performance of web service discovery using TF-IDF weighted word2vec is better than
using word2vec. Because the doc2vec method can capture the word order information
of a sentence, while TF-IDF can highlight important words.
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Fig. 11. The result of F1 on web service discovery experiment.
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6 Conclusion and Future Work

We proposed a web service discovery approach using unsupervised learning algorithms
which is mainly divided into two parts: web service clustering and web service
selection. In the process of web service clustering, the textdescriptions of web services
are represented as vectors using four unsupervised sentence representation methods,
including word2vec, TF-IDF weighted word2vec, doc2vec and skip-thought. Mean-
while, K-Means is used to cluster these vectors. In the process of web service selection,
LDA is used to mine topic semantic information in a specific cluster when facing a web
service request. At last, some web services are returned to the web service request
which meet a certain threshold. In experiment, we selected the best value of K, T, JS
threshold, a, b according to the final performance of web service discovery. And then
we performed the experiment of whole web service discovery. The results indicate the
performance of web service discovery using doc2vec is the best among TF-IDF
weighted word2vec, doc2vec, word2vec and skip-thought. The performance of TF-IDF
weighted word2vec is better than word2vec. The reason we analyzed is that doc2vec
can capture the word order information of a sentence and TF-IDF can highlight
important words. Meanwhile, the performance of web service discovery using skip-
thought is the worst. The reason we analyzed is that the training data of skip-thought is
mainly focus on novels rather than words in web service fields. Hence, this generic
sentence representation model skip-thought model does not apply to the web service
discovery.

In future, we will concentrate on reducing web service discovery time and dis-
covering unsupervised sentence representations which are more suitable for web

Fig. 12. Results of subsets with different web service requests.
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services. Meanwhile, semantic web service described by owl-s also contains a lot of
other information. In this paper, we only use the common information (service name,
service description, input and output) in web services. Hence, we will focus on adding
other useful information in web service to improve the efficiency of service discovery.
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Abstract. Traditional location-based services (LBSs) only consider the
distance of the spatial object w.r.t the user. However, a spatial object
has not only the distance attribute but also the direction attribute. In
this paper, we propose a new spatial object query, i.e., the direction-
aware top-k dominating query (DirDom query). Given a user’s position
and his favorite direction, the DirDom query finds the top-k objects with
the highest dominant capabilities. The dominant capability of an object
is the number of the objects it can dominate. An object can dominate
another object if it is better considering both the distance and the direc-
tion. Here “better” means it is closer to the user and it is more consistent
with the user’s favorite direction. We design R-tree-based algorithms to
answer DirDom queries. We evaluate the correctness and the efficiency
of the algorithms by using real and synthetic datasets.

Keywords: Top-k dominating query · Direction-aware · Spatial
queries · Location-based services

1 Introduction

The existing direction-aware spatial queries either find the nearest points of
interests (POIs) in a specific direction range [3,10–13,15] or find the nearest
POIs distributing around the user [1,9,14,16]. Based on these existing work, we
propose a new spatial query, i.e., the direction-aware top-k dominating query
(DirDom query). The DirDom query recommends POIs according to the domi-
nant capabilities of the POIs. Given the user’s position and his favorite direction,
if a POI pi is closer to the user and it is more consistent with the user’s favorite
direction than another POI pj , pi dominates pj . The number of POIs that pi

can dominate is the dominant capability of the POI pi. The top-k POIs with the
highest dominant capabilities are the query answers.

Example 1. There are some coffee shops around the user in Fig. 1. The user
wants to buy a cup of coffee on his way home. The red arrow shows his favorite
direction. The user wants to find the best three coffee shops that are closer to him
c© Springer Nature Singapore Pte Ltd. 2019
H. Ning (Ed.): CyberDI 2019/CyberLife 2019, CCIS 1137, pp. 73–93, 2019.
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and more consistent with the direction towards home. As Fig. 1 shows, because
coffee shops p1, p2 and p3 have the highest dominant capabilities, the DirDom
query recommends them to the user. Details of all POIs are shown in the table in
Fig. 1 and let’s take p1 as an example to explain the table. The distance from p1
to q is 1.5 km and p1 deviates from user’s favorite direction by 3.2◦, which is p1’s
direction deviation. The dominant capability of the POI p1 is 17 and it is the
highest among all POIs. The area dominated by p1 is the shadow area in Fig. 1.
There are 17 POIs in the shadow area, all of which are dominated by p1. POIs
p2 and p3 aren’t in the shadow area and their respective dominant capability is
smaller than 17, so p1 has the highest dominant capability.

the user
coffee shops

1p
2p
3p
4p
5p

20p

Home

POIs Distance Direction DeviationDominant Capability
(11.01,9.13) 1.5 3.2° 17
(11.93,10.11) 2.6 2.6° 16
(14.01,12.34) 5.9 2.3° 12

6.9 12.9° 10
9.4 20.3° 7

(0.08, 7.37)

(13.7, 13.89)
(18.54, 11.92)

9.9 138.6° 0
......

2p

3p

1p
user

q

Fig. 1. Motivating example 1 (Color figure online)

The DirDom query has many applications. For example, in long-distance
transportation, the driver can use the query to find the gas stations that are on
his moving direction and closer to him. In computer games, the player can use
the query to find nearby enemies that are on his shooting direction.

The contributions of this paper are listed below:

– We propose the DirDom query, which is a new direction-aware spatial query.
– We propose two R-tree-based algorithms to answer the query.
– We evaluate the performance of the algorithms on both synthetic and real

datasets. The experimental results show that our algorithms can answer the
query correctly and efficiently.

The rest of our paper is organized as follows. Section 2 summarizes our related
work. Section 3 formally defines the DirDom query. Section 4.1 shows the baseline
algorithm and Sect. 4.2 gives the algorithm of calculating the dominant capa-
bility. Sections 4.3 and 4.4 introduce two R-tree-based algorithms, respectively.
Section 5 presents the experimental results.
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2 Related Work

The existing direction-aware spatial queries are limited to find POIs in a specific
direction range [3,10–13,15] and find the nearest POIs distributing around the
user [1,9,14,16]. The latter are direction-aware spatial skyline (DSS) queries.
Borzsonyi et al. first propose the skyline queries [4] in 2001 and then the skyline
queries are extended to the spatial skyline queries [5–8], which usually con-
sider the distance attributes when retrieving spatial objects for users. We call
these works the traditional spatial skyline (TSS). Different from the TSS queries,
the DSS queries consider not only the distance attribute but also the direction
attribute of the spatial object w.r.t. the user.

2.1 Direction-Aware Spatial Skyline

Guo et al. first propose the DSS queries in [1] and [9]. Considering the distance
and the direction attributes of the spatial object, DSS query finds all objects
that cannot be dominated by any other object from different directions around
the user. In DSS query, two objects are in the same direction if their included
angle w.r.t. the user is no more than a given angle threshold. The object closest
to the query point among all objects in the same direction can dominate the
other objects in that direction. This is different from the dominance relationship
proposed in our DirDom query. In some cases, the results of the DSS queries have
obvious low-directional diversity. On the basis of the DSS queries [1,9], aiming at
the limitation of the DSS queries, [16] makes an in-depth study of DSS queries.
[16] proposes using the directional zone to measure the directional similarity of
the spatial objects, which is different from [1] and [9]. Besides, Guo et al. in [14]
propose the DNN query, which guarantees a better directional diversity of the
query results.

2.2 Other Direction-Aware Spatial Queries

There are some other direction-aware spatial queries. [10] proposes the direction-
aware spatial keyword search (DESKS), in which, Li et al. design a new direction-
aware indexing structure to answer the DESKS. On the basis of [1,10,11,13]
design algorithms based on a grid structure to find the POIs that are constrained
by the direction, the distance and the keywords. Besides, [3] proposes a snapshot
and a continuous queries, which are all direction-aware spatial queries. [15] pro-
poses the direction-constrained k nearest neighbor (DCNN) query. In the DCNN
query, the spatial objects have their own orientations, which are different from
the above queries.

2.3 Top-k Dominating Queries

The top-k objects that can dominate the largest number of objects in a dataset
are the results of the top-k dominating query. Papadias et al. first put forward
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the top-k dominating query in [17]. However, it is considered an extension of the
skyline query, and the importance and practicability of the top-k dominating
queries aren’t realized. Later, some queries based on variants of the dominance
relationship [19–22] are proposed. However, these queries cannot be directly
applied to evaluate top-k dominating queries. Based on [17,18] has an extensive
study on the evaluation of the top-k dominating queries. Different from the
previous top-k dominating queries, our DirDom query considers the direction
attributes.

3 Preliminaries

In a two-dimensional Euclidean space, there is a user q and a set of POIs P.
The user q issues his position (xq, yq) and his favorite direction ωq. Notice that
a ray starting from (xq, yq) shows the user’s favorite direction. To measure the
direction, we use a polar coordinate system which has q as the reference point.
The included angle between the ray and the reference direction is his favorite
direction ωq. Each pi ∈ P has its distance ρi w.r.t. (xq, yq) and its direction
deviation φi w.r.t. ωq. The distance ρi is the Euclidean distance between pi and
(xq, yq). The direction deviation φi is defined as follows.

Definition 1 (Direction Deviation). The angular difference between ωpi
and

ωq is the direction deviation φi of pi.

Fig. 2. Examples of the definitions (Color figure online)

As Fig. 2(a) shows, the red ray shows the user’s favorite direction. The direc-
tion deviation of p1 is φ1 = 75◦, which is the included angle between the red ray
and qp1. In the same way, the direction deviation of p2 is φ2 = 65◦.

Definition 2 (Dominate). A POI pi(ρi, φi) dominates another POI pj(ρj ,
φj), iff ρi ≤ ρj and φi < φj or ρi <ρj and φi ≤ φj.
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We use symbol ≺ to denote the dominance relationship. For example, in Fig. 2(a),
since ρ2 < ρ1 and φ2 <φ1, p2 can dominate p1 (p2 ≺ p1).

Definition 3 (Dominant Capability). The dominant capability of pi is the
number of POIs which pi can dominate.

We use ci to denote the dominant capability of pi. We use Pi to denote all POIs
dominated by pi, i.e., pi ≺ Pi. For example, as Fig. 2(b) shows, p3 can dominate
{p1, p4, p6, p7, p9, p10}, because all of them are farther than p3 and their direction
deviations are larger than p3. We group these POIs into P3 and we use p3 ≺ P3

to denote the dominance relationships. Thus, the dominant capability of p3 is 6,
i.e., c3 = 6.

Definition 4 (Direction-Aware Top-k Dominating Query). Given a
user’s position (xq, yq) and his favorite direction ωq, a direction-aware top-k
dominating query (DirDom Query) finds the top-k POIs which have the highest
dominant capabilities.

We use (q, ωq, k) to denote a DirDom query, where q is the user’s position, ωq

is the user’s favorite direction, k is the number of results recommended. As
Fig. 2(b) shows, the results of the DirDom query (q, 30◦, 3) is {p3, p4, p8}, which
has the highest dominant capabilities c3 = 6, c4 = 3 and c8 = 3 Table 1.

Table 1. Symbols and descriptions

Symbols Descriptions

ρi pi’s distance

φi the direction deviation of pi

ωq user’s favorite direction

≺ dominance relationship

ci pi’s dominant capability

4 Direction-Aware Top-k Dominating Query

In this section, we propose the baseline algorithm to answer the DirDom query.
Additionally, two R-tree-based algorithms are also designed to answer the query.

4.1 Baseline Algorithm

In the baseline algorithm, we compare each POI in the POIs set with all the
other POIs. In the process of comparison, the dominant capability of each POI
is recorded and the top-k POIs with the highest dominant capabilities will be
found. At first, the list L is empty and we think the dominant capability (ci) of
each POI (pi) is 0. For each POI pi in P, we traverse every POI pj in P − {pi}.
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Algorithm 1. Baseline Algorithm
Input: q, ωq, k, P
Output: The top-k objects with the highest dominant capabilities

1 for pi in P do
2 ci ← 0
3 for pj in P − {pi} do
4 if pi ≺ pj then
5 ci+ = 1

6 if |L| ≤ k then
7 add (pi, ci) to L
8 else
9 (pmin, cmin) ← POI with the minimum dominant capability in L

10 if cmin < ci then
11 remove (pmin, cmin) from L
12 add (pi, ci) to L

Based on the Definition 2, if pi dominates pj , then the dominant capability (ci)
of pi increases by one (Lines 4 and 5). After the inner for loop, pi’s dominant
capability ci is calculated. If the number of the elements in L is smaller than k,
we add (pi, ci) to L. Otherwise, we find an element (pmin, cmin) in the current
list L (Line 9). Of all the elements in L, the dominant capability cmin of pmin is
the minimum. If cmin is smaller than ci, pmin must not be a result and pi may
be a result. Therefore, (pmin, cmin) will be removed from L and (pi, ci) will be
added to L. After the outer for loop, L stores the top-k POIs with the highest
dominant capabilities.

Algorithm 1 compares each object in the dataset with all the other objects.
When the number of POIs is very large, the baseline algorithm is time-
consuming. Consequently, we propose efficient R-tree-based algorithms to answer
the query.

4.2 Calculate Dominant Capability Fast

Each POI pi ∈ P has a distance ρi and a direction deviation φi. According to
pi’s direction ωpi

and the user’s favorite direction ωq, φi has three cases.

Fig. 3. Direction deviations and deviation angular ranges
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– Case 1: ωpi
− ωq ∈ [−π, π]. In Fig. 3(a), ωp1 = 80◦, ωq = 50◦ and φ1 = 30◦.

φi = |ωpi
− ωq| (1)

– Case 2: ωpi
− ωq >π. In Fig. 3(b), ωp2 = 350◦, ωq = 30◦, there is φ2 = 40◦.

φi = 2π − ωpi
+ ωq (2)

– Case 3: ωpi
−ωq < −π. In Fig. 3(c), ωp3 = 10◦, ωq = 340◦, there is φ3 = 30◦.

φi = 2π − ωq + ωpi
(3)

Definition 5 (Deviation Angular Range). The deviation angular range of
pi ∈ P is an angular range that the size of it is 2φi and the user’s favorite
direction is its angular bisector.

We use (ωq ↓ φi, ωq ↑ φi) to denote pi’s deviation angular range. According
to φi and ωq, (ωq ↓ φi, ωq ↑ φi) has three cases.

– Case 1: φi ≤ ωq, ωq + φi ≤ 2π. In Fig. 3(a), ωq = 50◦, φ1 = 30◦ ⇒ (20◦, 80◦).

(ωq ↓ φi, ωq ↑ φi) = (ωq − φi, ωq + φi) (4)

– Case 2: φi >ωq. In Fig. 3(b), ωq = 30◦, φ2 = 40◦ ⇒ [0, 70◦) ∪ (350◦, 360◦).

(ωq ↓ φi, ωq ↑ φi) = [0, ωq + φi) ∪ (2π + ωq − φi, 2π) (5)

– Case 3: φi < ωq, ωq + φi > 2π. In Fig. 3(c), ωq = 340◦, φ3 = 30◦ ⇒ [0, 10◦) ∪
(310◦, 360◦).

(ωq ↓ φi, ωq ↑ φi) = [0, ωq + φi − 2π) ∪ (ωq − φi, 2π) (6)

In a two-dimensional Euclidean space, each node of the R-tree is a minimum
boundary rectangle (MBR). Given a user’s position q and his favorite direction
ωq, the MBR mbri has some attributes w.r.t. q and ωq. The minimum distance
and let ψmin

i denote it; the maximum distance and let ψmax
i denote it; the

minimum direction deviation and let γmin
i denote it; the maximum direction

Fig. 4. Minimum (maximum) distance and minimum (maximum) direction deviation
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deviation and let γmax
i denote it. A MBR can be determined by its lower left

vertex coordinate (xl, yl) and its upper right vertex coordinate (xr, yr), and
xl <xr, yl <yr.

– The maximum distance of mbri.

ψmax
i = max(Di(q)) (7)

The set Di(q) stores the distance from q to each vertex of the MBR mbri. And
max(Di(q)) (min(Di(q))) is the maximum (minimum) distance among the four
distances. For example, the three MBRs in Fig. 4.

– The minimum distance of mbri.

ψmin
i =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0 q is in or onmbri

xl − q.x or q.x − xr yl ≤ q.y ≤ yr

yl − q.y or q.y − yr xl ≤ q.x ≤ xr

min(Di(q)) other cases

(8)

As Fig. 4 shows, in mbr1, ψmin
1 is the distance from q to the lower left vertex of

the mbr1; In mbr2, ψmin
2 = yl − q.y; In mbr3, ψmin

3 = 0.

– The maximum direction deviation of mbri.

γmax
i = max(Ai(q)) (9)

The set Ai(q) stores the direction deviations of mbri’s four vertexes w.r.t. q and
ωq. And max(Ai(q)) or min(Ai(q)) is the maximum or the minimum direction
deviation in Ai(q). For example, the three MBRs in Fig. 4.

Fig. 5. Motivating examples
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– The minimum direction deviation of mbri.

γmin
i =

{
0 ωq intersects the mbri

min(Ai(q)) other cases
(10)

For instance, the γmin
i = 0 in Fig. 4(a) and (c). In mbr2, the γmin

2 = min(A2(q)).
For an object pi(ρi, φi) ∈ P, we can get a deviation angular range and a

circle w.r.t. pi. The center of the circle is q and the radius of the circle is ρi. For
example, POI p6 in Fig. 5(a). On the basis of this, the Lemma 1 is defined as
follows.

Lemma 1. A POI pj is pi-dominated, iff pj is outside the deviation angular
range and the circle w.r.t. pi (pj , pi ∈ P, (i 	= j)).

Proof. For each POI pj(ρj , φj), if pj is outside the deviation angular range and
the circle w.r.t. pi(ρi, φi), there are ρj >ρi and φj ≥ φi or ρj ≥ ρi and φj >φi.
According to the Definition 2, pi dominates pj , i.e., pi ≺ pj . For each POI px ∈
P(i 	= x), if px(ρx, φx) is in the deviation angular range of pi, there is φx <φi,
then pi cannot dominate px. For each POI py ∈ P(i 	= y), if py(ρy, φy) is in the
circle of pi and outside the deviation angular range of pi, there are ρy <ρi and
φy >φi, pi cannot dominate py.

For example, in Fig. 5(a), P = {p1, p2, ..., p7} is a POIs set. We draw a circle
(i.e., the grey area) by taking q as the center and ρ6 as the radius. POIs p2 and
p5 are in the grey area. The blue area is the deviation angular range of p6. POIs
p1 and p3 are outside the blue and the grey areas. For POIs p1 and p3, there
are ρ6 < ρ1, φ6 < φ1, ρ6 <ρ3 and φ6 <φ3. Consequently, p6 dominates all POIs
outside the deviation angular range and the circle w.r.t. p6. Each POI in the
deviation angular range of p6 or in the circle of p6 cannot be dominated by p6.
For example, p4 is in the deviation angular range of p6 and p2 is in the circle of
p6, they cannot be dominated by p6.

Lemma 2. A MBR mbrk(ψmin
k , γmin

k ) and a POI px(ρx, φx), if ρx ≤ ψmin
k and

φx < γmin
k or ρx < ψmin

k and φx ≤ γmin
k , px dominates all POIs in mbrk.

Proof. For each POI pk(ρk, φk) in mbrk, there are ρk ≥ ψmin
k and φk ≥ γmin

k .
Because ρx ≤ ψmin

k and φx <γmin
k or ρx <ψmin

k and φx ≤ γmin
k , so ρx ≤ ρk and

φx < φk or ρx < ρk and φx ≤ φk i.e., px ≺ pk. Consequently, px dominates all
POIs in mbrk.

For instance, in Fig. 5(b), px dominates all POIs in mbrk. Therefore, when
calculating px’s dominant capability, the number of POIs contained in mbrk can
be directly calculated into the dominant capability of px.

Lemma 3. A POI px and a MBR mbri, if ψmax
i <ρx or γmax

i <φx, each POI
in mbri cannot be dominated by px.
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Proof. For each POI pi(ρi, φi) in mbri(ψmax
i , γmax

i ), there are ρi ≤ ψmax
i and

φi ≤ γmax
i . If ψmax

i <ρx or γmax
i <φx, each POI in mbri has ρi <ρx or φi < φx.

According the Definition 2, px cannot dominate all POIs in mbri. Consequently,
when calculating px’s dominant capability, mbri does not need to be checked.

For example, in Fig. 5(b), for mbrj , there is ψmax
j <ρx. For mbri, there is

γmax
i < φx. Therefore, when calculating px’s dominant capability, mbri and mbrj

don’t need to be checked. Because px cannot dominate any POI within mbri or
mbrj .

Algorithm 2. GetDC((ρi, φi),S, q)
1 Add root node to S
2 ci ← 0
3 while S is not empty do
4 node ← S.pop()
5 if node is a non-leaf node then
6 for mbri in node.childList do
7 Compute (ψmax

i , γmax
i ) and (ψmin

i , γmin
i )

8 if (ρi, φi) ≺ (ψmin
i , γmin

i ) then
9 ci+=the number of the POIs in mbri �Lemma 2

10 else if (ψmax
i > ρi) and (γmax

i > φi) then
11 add mbri to S �Lemma 3

12 if node is a leaf node then
13 for pj in node.childList do
14 if pi ≺ pj then
15 ci+=1

According to the Lemma 1, a R-tree-based algorithm (Algorithm 2) is
designed to quickly calculate the dominant capability ci of a POI pi ∈ P. Addi-
tionally, Lemmas 2 and 3 can be used to speed up the calculation of the dominant
capability. At first, only the root node of the R-tree is stored in the list S and ci

is 0. When S is not empty, we enter the while loop (Line 3). Line 4, removing
the element node from S and determining the type of node. If node is a non-leaf
node, the lines 6 to 11 will be executed. For each child mbri of node, we first
calculate (ψmin

i , γmin
i ) and (ψmax

i , γmax
i ) for mbri (Line 7). According to the

Lemma 2, if pi dominates all POIs in mbri, we execute the line 9. Based on the
Lemma 3, if ψmax

i <ρi or γmax
i < φi, then all POIs in mbri cannot be dominated

by pi and mbri will be not stored in S. If node is a leaf node, for each POI pj in
node, if pi dominates pj , the line 15 will be executed. After the while loop, pi’s
dominant capability ci will be calculated.
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4.3 RTree Based Algorithm

The R-tree-based algorithm uses a priority queue and it stores R-tree’s nodes
and their respective maximum dominant capability. The maximum dominant
capability of the R-tree’s node is taken as the priority. In the R-tree-based algo-
rithm, the top-k objects with the highest dominant capabilities can be retrieved
by traversing the R-tree once.

Algorithm 3. RTree Based Algorithm
Input: q, ωq, k
Output: The top-k objects with the highest dominant capabilities

1 i ← 0
2 Q.push((root, |P|))
3 while i < k do
4 mbri ← Q.pop()
5 if mbri is a non-leaf node then
6 for mbrj in mbri.childList do
7 Compute (ψmin

j , γmin
j )

8 dmax
j ←GetDC((ψmin

j , γmin
j ), S, q)

9 Q.push((mbrj , d
max
j ))

10 if mbri is a leaf node then
11 for pj in mbri.childList do
12 Compute (ρj , φj)
13 cj ←GetDC((ρj , φj), S, q)
14 Q.push((pj , cj))

15 if mbri is a point then
16 Print mbri and its dominant capability
17 i+=1

For each node mbri of the R-tree, we can calculate its minimum distance
ψmin

i and minimum direction deviation γmin
i . According to them, we can call

the function GetDC((ψmin
i , γmin

i ),S, q) to calculate the maximum dominant
capability dmax

i of mbri. Initially, the counter i is 0 and the priority queue Q
stores the root node of the R-tree and its maximum dominant capability. At the
beginning, the maximum dominant capability of the root node is considered to be
the size of the POIs set P. If i < k, entering the while loop. Line 4, the element
(mbri) with the highest dominant capability is popped from Q. If mbri is a non-
leaf node, we calculate (ψmin

j , γmin
j ) for each child mbrj of mbri (Line 7). Line

8, we call the function GetDC((ψmin
j , γmin

j ),S, q) to calculate the maximum
dominant capability (dmax

j ) of mbrj . Line 9, mbrj and its maximum dominant
capability are pushed into Q. If mbri popped from Q is a leaf node. For each POI
pj in mbri, we calculate the dominant capability (cj) of pj (Line 13). Line 14, pj

and cj are pushed into Q. If the element with the highest dominant capability
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is a point, then it is a result and the value of the counter i will increase by 1.
When i = k, we find all results and end the program.

4.4 Improve the RTree Based Algorithm

An improved R-tree-based algorithm is designed in this section. An object that
cannot be dominated by all other objects is a skyline object. The key of the
algorithm is how to find the top-k skyline objects with the highest dominant
capabilities. Because we can quickly calculate the dominant capability of an
object according to the Algorithm 2. Consequently, we can first find all skyline
objects, then calculate their dominant capabilities, and finally find the top-k
skyline objects with the highest dominant capabilities. Next, we introduce an
efficient way to quickly find the skyline objects.

Lemma 4. The POI with the minimum direction deviation among all POIs
closest to q must be a skyline object.

∀pi ∈ P, if pi ∈ NN(q) andφi = min(NNφ),∃ pi is a skyline object (11)

The set NN(q) stores q’s nearest neighbors. The min(NNφ) denotes the mini-
mum direction deviation all elements in the set NN(q) can produce.

Proof. If there is only one POI pi(ρi, φi) ∈ P closest to q, then the ρi is the
smallest one among all POIs in P. According to the Definition 2, all POIs in
P − {pi} cannot dominate pi. Consequently, pi is a skyline object. If there is
more than one POI closest to q, assuming pi(ρi, φi) ∈ P and pj(ρj , φj) ∈ P,
then ρi = ρj and they are the smallest among all POIs in P. According to
the Definition 2, all POIs in P − {pi, pj} cannot dominate pi and pj . If the
direction deviation of pi is smaller, i.e., φi <φj , then pi dominates pj and pi is a
skyline object instead of pj . Consequently, the POI with the minimum direction
deviation among all POIs closest to q cannot be dominated by all other POIs
and it must be a skyline object.

Lemma 5. The j +1th skyline object must be the POI with the minimum direc-
tion deviation among the nearest neighbors within the deviation angular range
of the jth skyline object.

∀pi ∈ P, if pi ∈ DNN(q) andφi = min(DNNφ),∃ pi is a skyline object (12)

The set DNN(q) stores q’s nearest neighbors within the deviation angular range
of the current skyline object. The min(DNNφ) denotes the minimum direction
deviation that elements in the set DNN(q) can produce.

Proof. Let’s assume that the current skyline object is pj ∈ P. We can get a
deviation angular range and a circle w.r.t. pj . The center of the circle is q and
its radius is ρj . According to the Lemma 1, all POIs outside this deviation angu-
lar range and the circle are pj-dominated. Therefore, the new skyline objects
must be within the deviation angular range of pj . According to the Definition 2,
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the POI with the minimum direction deviation among the nearest neighbors
within pj ’s deviation angular range cannot be dominated by all other POIs in
P. Consequently, the POI is a new skyline object.

For example, in Fig. 2(b), POI p3 is a skyline object and there is only one
POI p8 in the deviation angular range of p3. POI p8 cannot be dominated by all
other POIs and it is a new skyline object.

Lemma 6. MBRs outside the deviation angular range of current skyline object
shouldn’t be checked.

Proof. According to the Lemmas 4 and the 5, new skyline objects must be within
the deviation angular range of the current skyline object. Therefore, MBRs
outside the deviation angular range must not contain new skyline objects and
shouldn’t be checked.

Algorithm 4. GetSkyline(q, ωq)

1 M ← NNQ(q) �Lemma 4
2 if |M| == 1 then
3 s0 ← M[0]

4 else
5 s0 ← find the POI with the minimum direction deviation

6 compute ρ0 and φ0 for s0
7 c0 ←GetDC((ρ0, φ0), S, q)
8 que.push((s0, c0))
9 N ← DCNNQ(s0,q) �Lemma 5

10 while |N |! = 0 do
11 if |N | == 1 then
12 si ← N [0]

13 else
14 si ← find the POI with the minimum direction deviation

15 compute ρi and φi for si
16 ci ←GetDC((ρi, φi), S, q)
17 que.push((si, ci))
18 clear N
19 N ← DCNNQ(si,q) �Lemma 5

According to the Lemma 4, we can easily find the first skyline object and
based on the Lemma 5, we can find all skyline objects one by one. On the basis of
the two lemmas, the R-tree-based algorithm (Algorithm 4) is designed to quickly
find all skyline objects. At the same time, Lemma 6 is used to speed up the query.
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From line 1 to line 8, based on the Lemma 4, we use a nearest neighbor query
[2] (NNQ()) to find the first skyline object s0. The list M stores the results of
the function NNQ(q) (Line 1). If there is only one POI closest to q, then the
POI is a skyline object (Line 3). Otherwise, the POI with the minimum direction
deviation is a skyline object (Line 5). We call the function GetDC((ρ0, φ0),S, q)
to calculate the dominant capability (c0) for s0 (Line 7). We store s0 and its dom-
inant capability c0 in the priority queue que (Line 8). From the line 9 to the line
19, according to the Lemma 5, we use snapshot DCNN queries [3] (DCNNQ())
to find all skyline objects one by one. Given a query point q and a moving direc-
tion ω and an angle threshold θ, the snapshot DCNN query [3] finds the nearest
POIs within an angular range and the angular range is calculated according to
ω and θ. The list N stores all results of the function DCNNQ(si, q). They are
the nearest neighbors within the deviation angular range of si. We calculate the
number of the elements in N and enter the while loop (Line 10). From lines 11
to 14, the new skyline object si is found. We calculate the dominant capability
ci of si (Line 16). We store si and its dominant capability ci in que (Line 17).
We clear the list N and continue to call the function DCNNQ() until N is
empty. All skyline objects and their dominant capabilities are stored in que.

Lemma 7. POIs pi ≺ pj, if pj ≺ pk, then pi ≺ pk.

Proof. According to the Definition 2, if pj ≺ pk, there are ρj ≤ ρk and φj < φk

or ρj <ρk and φj ≤ φk. Because pi ≺ pj , there are ρi ≤ ρj and φi < φj or ρi <ρj

and φi ≤ φj . Therefore, there are ρi ≤ ρk and φi <φk or ρi <ρk and φi ≤ φk.
Consequently, pi ≺ pk.

Lemma 8. POIs pi ≺ pj, if pj ≺ Pj, then pi ≺ Pj.

Proof. If pj ≺ Pj , i.e., pj dominates each POI in the set Pj . According to the
Lemma 7, pi dominates each POI in Pj , i.e., pi ≺ Pj .

Lemma 9. An object with the highest dominant capability must be a skyline
object.

Proof. Assuming that pi ∈ P has the highest dominant capability (ci) and it
isn’t a skyline object, then pi is dominated by at least one object in P − {pi}.
Assuming pj ≺ pi, pj ∈ P−{pi}. Therefore, cj >ci, i.e., pi isn’t the POI with the
highest dominant capability, which is contrary to the hypothesis. Consequently,
the Lemma 9 is valid.

According to the Lemmas 7, 8 and 9, a heuristic conclusion can be drawn. A
POI dominated by the POI with the highest dominant capability is also likely to
have a higher dominant capability. Consequently, based on the Lemma 9 and the
heuristic conclusion, an improved R-tree-based algorithm can be proposed.

We first call the function GetSkyline(q, ωq) to get the priority queue que
(Line 1). If the number of the skyline objects is not bigger than k, all skyline
objects are stored in the list D (Line 6). And all skyline objects and their respec-
tive dominant capability are stored in a priority queue Que (Line 7). Otherwise,
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we execute the lines 9 to 13. Skyline object with the highest dominant capability
is first popped from the priority queue que. Consequently, skyline objects in D
are stored in descending order according to their respective dominant capability.
For each skyline object si in D, according to the idea of finding skyline objects,
the algorithm first finds a set Si for si (Line 15). The set Si stores POIs that
are dominated only by si in the dominant set of si. For each POI px in Si, we
call the function GetDC((ρx, φx),S, q) to calculate the dominant capability cx

Algorithm 5. Improved RTree Based Algorithm
Input: q, ωq, k
Output: The top-k objects with the highest dominant capabilities

1 que ←GetSkyline(q, ωq)
2 j ← 0
3 if |que| ≤ k then
4 while |que|!=0 do
5 (si, ci) ← que.pop()
6 add si to D
7 push (si, ci) to Que

8 else
9 while j < k do

10 (si, ci) ← que.pop()
11 add si to D
12 push (si, ci) to Que
13 j+ = 1

14 for si in D do
15 Si ←POIs only dominated by si in the set of POIs dominated by si
16 for px in Si do
17 cx ← GetDC((ρx, φx), S, q)
18 if |Que| < k then
19 push (px, cx) to Que

20 else
21 (smin, cmin) ← Que.pop()
22 if cmin < cx then
23 push (px, cx) to Que
24 if smin ∈ D then
25 remove smin from D
26 else
27 push (smin, cmin) to Que

of px (Line 17). If the number of the objects in the priority queue Que is less
than k, then (px, cx) will be pushed into Que (Line 19). Otherwise, the POI
with the minimum dominant capability (smin, cmin) will be popped from Que
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(Line 21). If cx of px is higher than cmin, (px, cx) will be pushed into Que (Line
23). If smin ∈ D, smin will be removed from D (Line 25). If cx ≤ cmin, we push
(smin, cmin) back into Que (Line 27). After the outer for loop, Que stores the
top-k objects with the highest dominant capabilities.

5 Experiments

We report the performance of the proposed algorithms in this section. All algo-
rithms are implemented in Python and carried out on the ubuntu 16.04 system.
There are three real datasets Pshanghai, Pkunshan and Pchangshu, which con-
tain 163031, 18549 and 9244 restaurants in three cities (Shanghai, Kunshan
and Changshu) of China. Figure 6 visualizes the distributions of the three real
datasets. The synthetic datasets are randomly generated (Table 2).

(a) Pshanghai (b) Pkunshan (c) Pchangshu

Fig. 6. Real datasets

Table 2. Synthetic datasets

Dataset size Region size Point density

1000 [0, 1000] ∗ [0, 1000] 1/1000

10000 [0, 1000] ∗ [0, 10000] 1/1000

100000 [0, 10000] ∗ [0, 10000] 1/1000

In our experiments, the baseline method (Algorithm1) is represented by
“BSL”. Let “DOM” denote the R-tree-based algorithm (Algorithm 3), which
is designed according to the maximum dominant capability of the R-tree’s node.
Let “SKY” denote the improved R-tree-based algorithm (Algorithm5), which
is designed according to the skyline objects. The comparing factors include the
dataset size and the fan-out size of R-tree’s node. If the type of the node is a
leaf node, then the fan-out size of the node is the number of the POIs within the
node. If the type of the node is a non-leaf node, then the fan-out size of the node
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(a) Synthetic datasets (b) Real datasets

Fig. 7. Experimental results of varying the dataset size (k = 3, f = 35)

is the number of the children of the node. For simplicity, let the symbol f denote
the fan-out size of the R-tree’s node. The unit of the query time is seconds.

Figure 7(a) and (b) show the experimental results of varying the size of the
datasets on synthetic and real datasets. The horizontal axis in (a) or (b) repre-
sents three synthetic datasets or three real datasets. The vertical axis represents
the query time in logarithmic form. From (a) and (b), we can find that the
“BSL” is the worst on both synthetic and real datasets, and the “SKY” is the
best. In addition, the “SKY” and the “DOM” are significantly better than the
baseline algorithm, and the “SKY” is significantly better than the “DOM”.

Because both the “SKY” and the“DOM” use R-tree as the index structure.
The fan-out value of R-tree’s node can affect these two algorithms. Figures 8 and
9 show the influence of varying the fan-out value on two algorithms. The fan-out
values we selected are 25, 35 and 45, respectively. The horizontal axis represents
the datasets, and the vertical axis represents the logarithmic query time.

(a) Experiments of the “DOM” (b) Experiments of the “SKY”

Fig. 8. Experiments of varying the fan-out size on synthetic datasets (k = 3)
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As shown in the Figs. 8(a) and the 9(a), on three synthetic and three real
datasets, when the fan-out value f is 25, the “DOM” has the highest query
efficiency. In addition, as shown in the Fig. 8(b), when f is 45, the “SKY” has
the highest query efficiency on three synthetic datasets. However, as the Fig. 9(b)
shows, when f is 35, the “SKY” has the highest query efficiency on three real
datasets.

(a) Experiments of the “DOM” (b) Experiments of the “SKY”

Fig. 9. Experiments of varying the fan-out size on three real datasets (k = 3)

Figure 10 shows the effect of varying the fan-out value f and the size of
the datasets on the calculation of the dominant capability (Algorithm2). As
shown in the Fig. 10, when the fan-out value is 35 and the synthetic dataset
size is 1000, our dominant capability function has the highest query efficiency.
However, when the fan-out value is 45 and the synthetic dataset size is 10000
or 100000, our dominant capability function has the highest query efficiency.
On three real datasets, the dominant capability function has the highest query
efficiency when the fan-out value is 35.

(a) Experiments on synthetic datasets (b) Experiments on real datasets

Fig. 10. Experiments of dominant capability calculation
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According to the function of calculating the dominant capability (Algo-
rithm2), the Algorithm 3 can find the top-k POIs with the highest dominant
capabilities by traversing R-tree once. The Algorithm5 needs to find the top-k
skyline objects with the highest dominant capabilities first, and then further
process these skyline objects to find the top-k POIs with the highest dominant
capabilities. So for the Algorithm5, traversing R-tree once can not solve the
problem. However, extensive experimental results demonstrate that the Algo-
rithm5 is more efficient than the Algorithm 3. Why?

This is because our calculation of the maximum dominant capability of the
R-tree’s node is inaccurate. We calculate the maximum dominant capability of
the node according to its minimum distance and its minimum direction devia-
tion. Although it ensures that the maximum dominant capability is greater than
the dominant capability of each POI within the node, the maximum dominant
capability calculated in this way is excessively higher than the precise maximum
dominant capability of the node. Each time the node with the highest dominant
capability is popped from the priority queue. We calculate the maximum domi-
nant capability for each child of the node and push each child and its maximum
dominant capability back in the priority queue. The inaccurate maximum dom-
inant capability will lead to no new child on the top of the heap. As a result,
many nodes need to be expanded to make a point at the top of the heap. Addi-
tionally, each expansion of the R-tree’s node will be accompanied by extensive
computations of the dominant capability.

Table 3. Analysis of the Algorithm 3

Real dataset DC-Count Node-Count Synthetic dataset DC-Count Node-Count

Pchangshu 218 12 1000 138 9

Pkunshan 312 18 10000 233 12

Pshanghai 396 20 100000 467 22

As the Table 3 shows, we calculate the approximate number of the nodes
expanded by the Algorithm 3 in a DirDom query and let “Node-Count” denote
it. We also calculate the approximate times of computing the dominant capability
in a DirDom query and let “DC-Count” denote it. In the experiments, k is 3
and the fan-out value is 35.

6 Conclusions

In this paper, we propose a new direction-aware spatial query, i.e., the direction-
aware top-k dominating query (DirDom query), which not only considers the
distance attributes but also considers the direction attributes of the spatial
objects. Given a user’s position and his favorite direction, the DirDom query
finds the top-k objects with the highest dominant capabilities. Higher dominant
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capability ensures that the query results are closer to the user’s position and
more consistent with the user’s favorite direction. We design efficient R-tree-
based algorithms to answer the DirDom query. Extensive experimental results
demonstrate the efficiency and the correctness of our algorithms.
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Abstract. The Internet has become one of the important channels for users to
obtain information and knowledge. It is crucial that how to acquire personalized
requirement of users accurately and effectively from huge amount of network
document resource. This paper proposes a personalized collaborative filtering
recommendation system for network document resource exploration using
knowledge graph which can solve the problem of information overload and
resource trek effectively. Extensive system test has been carried out in the field
of big data application in packaging industry. The experimental results show
that the proposed system recommends network document resource more accu-
rately, and further improves recommendation quality using knowledge graph.
Therefore, it can meet people’s personalized resource need more effectively.

Keywords: Knowledge graph � Recommendation system � Collaborative
filtering � Network document resource

1 Introduction

With the popularity of the Internet, network resources have become people’s first
choice to find information. As a kind of special resources of the Internet, the rapid
growth of network document resources make the problem of “information overload”
and “resources trek” more and more serious, preventing people from collecting and
obtaining information efficiently. For example, there will be more than 19 million
query results when the keyword “recommendation system” is given in Baidu library.
Massive and excessive information will be presented at the same time, which makes it
difficult for people to make correct and efficient choices and obtain the resources they
really want. As an essential means of information filtering, recommendation system is
one of the most effective methods to solve the current “information overload” and
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“resources trek” problems [1]. Collaborative filtering recommendation is the most
successful recommendation technology. The main idea of the algorithm is to calculate
similarity of users or items based on the user’s scores on items, and then predict the
target user’s possible score by referring to the score of similar users or similar items
and thereby generate recommendations. However, in practical applications, there is a
problem of data sparsity, that is, most users only give a small amount of score.

The emergence of knowledge graph [2] provides an effective way to design rec-
ommendation systems in big data environments. It is because that knowledge graph can
better enrich and represent the semantics of resources and thereby provide more
comprehensive and relevant information. It can enhance the semantic accuracy of the
data to further improve recommendation accuracy, and can solve the data sparsity
problem of recommendation technology as well.

Based on the traditional collaborative filtering recommendation, a personalized
collaborative filtering recommendation system for network document resource dis-
covery based on knowledge graph is proposed. Combining with collaborative filtering-
based recommendation and content-based recommendation based on knowledge graph,
the proposed system can push accurate information according to users’ needs proac-
tively and solve the “information overload” and “resources trek” problem as well. The
main contributions of this paper are as follows:

(a) A personalized collaborative filtering recommendation system based on knowl-
edge graph is proposed. The proposed system combines collaborative filtering-
based recommendation and content-based recommendation based on knowledge.
Recommendation results are all individually adjustable that can meet the users’
real need accordingly, which undoubtedly can improve the accuracy of the
recommendation.

(b) Recommendation quality is improved. The proposed system takes advantage of
knowledge graph to solve the sparsity of recommendation and improve the rec-
ommendation precision rate and recall rate. Therefore, the proposed system
provides practical value for personalized recommendation systems of network
document resource.

(c) System test has been accomplished in the field of big data application in pack-
aging industry. The experimental results demonstrate the personalized recom-
mendation results can meet people’s real needs more effectively.

The remainder of the paper covers background and related work discussions
(Sect. 2), the preliminaries of personalized recommendation system and detailed
illustration (Sect. 3), the design of personalized recommendation system and detailed
illustration (Sect. 4), the experiments and test results (Sect. 5), the conclusions and
future work (Sect. 6).

2 Related Work

2.1 Recommendation System

With the rapid growth of the Internet information, serious “information overload” and
“resource trek” problems have emerged. The recommendation system has received
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wide attention as a solution in academia and business. The recommendation system is a
subset of the information filtering system that predicts users possible preferences and
recommends to users, based on user preferences, habits, personalized needs, and
characteristics of information or objects (such as: movies, TV shows, music, books,
news, photos, web pages, etc.), and helps users to make quick decisions and improves
user satisfaction [3]. In recent years, with the continuous development of recommen-
dation system, according to the different selection methods, there are some recom-
mended algorithms: demographic-based recommendation [4], content-based
recommendation [5], collaborative filtering-based recommendation [6], knowledge-
based recommendation [7], model-based recommendation [8], association rule mining
for recommendation [9], social-based recommendation [10], hybrid recommendation
[11], and so on. With the increasing application forms and scenarios of the recom-
mendation system, the research and application of the recommendation system faces
some important issues. Such as: cold start problem, user niche problem, personalized
recommendation interpretability problem. The existing research focuses on construct-
ing a personalized recommendation service based on a data model that reflects user
interest characteristics. Hu [12] proposed a recommendation algorithm based on user
interest and topic model to solve the problems of data sparsity, cold start and user
interest acquisition. Hu et al. [13] proposed an enhanced group recommendation
method based on preference aggregation, incorporating simultaneously the advantages
of the aforesaid two aggregation methods, and effectively improved recommendation
accuracy. The authors [14–16] all proposed to satisfy the user’s preference, rely on the
user’s own attributes to make recommendations based on utility, and apply them in the
recommendation of papers, music, and electronic products. The goal is to maximize the
user’s interests, improve the accuracy, and ensure the quality of recommendation
services.

2.2 Knowledge Graph

The application of knowledge graph is coherently born to enrich and represent the
semantics of resources. It was proposed by Google in 2012 to describe the various
entities or concepts that exist in the real world and incidence relation between them.
Knowledge graph is not a substitute for ontology. Ontology describes data schema of
the knowledge graph, namely for knowledge graph building data schema equivalent to
establishing its ontology. Knowledge graph basing on ontology enriches and expands,
and the expansion is mainly embodied in the entity level. The knowledge graph is more
accurate to describe the incidence of various relationships in the real world. The
knowledge graph is a great promoter of the semantic annotation of digital resources,
and promoting the efficient acquisition of knowledge and information. At present,
Google, Sogou cubic, Baidu bosom, Microsoft Probase, etc. already preliminarily
applied knowledge graph system in the industry. Most of them are general knowledge
graph, which emphasizes the breadth of knowledge, and includes more entities. It is
difficult to have complete and global ontology layer to unified management, and mainly
used in the search business, and not high accuracy requirements. There are some
industry knowledge graphs, has high accuracy requirements, used for auxiliary com-
plex decision support, the rich and the strict data patterns, etc. The authors [17, 18]
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reviewed knowledge graph technology in academia. Hu [19] researched on the con-
struction of knowledge graph based on the application. Li et al. [20] proposed an
automatic knowledge graph establishment method and established a knowledge graph
of packaging industry. Chang et al. [21] summarized the application of knowledge
graph in recommendation system. In order to seek semantics support for searching,
understanding, analyzing, and mining, Wu et al. [22] proposed a more convenient way
which based on domain knowledge graph to annotate network document automatically.
The recommendation system based on knowledge graph enhances the semantic
information of the data by connecting users and users, users and items, and items and
items to further improve the accuracy of recommendation. Therefore, it has important
research significance and practical value, and gradually becomes one of the most active
branches on research recommendation system.

3 Preliminaries

3.1 The Computation Model of Word Vector

TF-IDF is a very significant concept and method in the field of information retrieval and
data mining. The figure of TF-IDF is inversely proportional to the times of the word that
exists in the whole gathered document, and is proportional to the frequency that appears
in the document. However, all of the document set are converged by all attribute
characteristics of instances, including the basic attribute and the domain attribute. In the
traditional TF-IDF model, it failed to reflect the contribution of the different attributes to
instance word vectors. Hence, this paper advocates to calculate the word vector by the
use of the upgraded TF-IDF model based on the contribution [22].

CTF is short for contribution of term frequency, which is defined as follows:

CTFðwiÞ ¼

Pn

j¼1
CðwijÞ �WðAttrijÞ

Pm

i¼1

Pn

j¼1
CðwijÞ �WðAttrijÞ

ð1Þ

As well as CIDF is defined as follows, which is short for contribution of inverse
document frequency.

CIDFðwiÞ ¼ logð

Pm

i¼1

Pn

j¼1
WðAttrijÞ

Pn

j¼1
WðAttrijÞþ 1

Þ ð2Þ

In addition, this formula CTF(wi) demonstrates the word frequency of the contri-
bution for wi, C(wij) represents the word frequency in the j attribute text for wi,W(Attrij)
represents the weight of the j attribute, and the formula CIDF(wi) demonstrates the
inverse document frequency based on the contribution for wi.
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Calculate the figure of the upgraded TF-IDF:

Wi ¼ CTF wið Þ � CIDF wið Þ ð3Þ

The network document refers to an article, including information, new, paper and
so on. Its format can be structured in types such as TXT and XML. It can also be
unstructured types such as WORD, PDF and other. Network document is presented
with an upgraded word model TF-IDF model based on the contribution in this paper:

d ¼ wd1;wd2; . . .;wdmð Þ ð4Þ

In this paper, the system has a user set, each user has own hobbies and interests.
Interests are grouped by subject. Users interests are collected by both manual and
automatic acquisition mode in this paper. Adding keywords by users themselves is the
manual mode. While automatic mode is that the system obtaining keywords through
processing user access records, and achieving adaptive updates in the interactive
process, and putting these keywords into the words library. User interest model is
presented with an upgraded word model TF-IDF model based on the contribution in
this paper:

u ¼ wu1;wu2; . . .;wunð Þ ð5Þ

3.2 Knowledge Graph Construction Method

The framework of knowledge graph construction method is shown in Fig. 1. It includes
the lifecycle of domain knowledge graph, which mainly has five processes, namely,
ontology definition, knowledge extraction, knowledge fusion, knowledge storage and
knowledge application respectively. Each process has own methods and tasks. For
example, D2RQ is used to transform the atomic entity table and the atomic relation
table into RDF in knowledge extraction; defined the knowledge fusion rules to com-
plete the knowledge fusion task while extracting knowledge with D2R and Wrappers,
the tasks are such as entity merge, entity linking and attribute merge.
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Fig. 1. The framework of knowledge graph construction method
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In this paper, the authors obtain the semantic annotation knowledge graph. The
semantic annotation helps the generation of sentence text and eliminates the ambiguity
and ambiguity of natural language text. The entity in the knowledge graph can be used
as a word segmentation dictionary. The semantics of entities, attributes and relation-
ships provide synonymy, inclusion, etc., and remove ambiguity and ambiguity, thus
provide standard, concise and comprehensive knowledge information.

4 The Design of Personalized Recommendation System

This paper designs a personalized collaborative filtering recommendation system of
network document resource based on knowledge graph. Through the knowledge graph,
the new meaning of the string is given, and the knowledge system related to the
keyword is systematically made, so that the recommendation is superior in quality.

4.1 System Architecture

Based on knowledge graph, combining the content recommendation algorithm and
collaborative filtering algorithms, this paper presents a collaborative filtering recom-
mendation system of network document resource, which has a five data flow part
comprising by data collection, data mining, data Fusion, data computing and data
application. Figure 2 gives the architecture of our proposed system.

It mainly includes the following parts:

(1) Data collection: Data sources include user behavior data, user interest data, system
historical data, resource evaluation data, and network data. These data are the
basis for building knowledge maps and recommending. They need to be pro-
cessed through the data mining part.

(2) Data mining: Performing data cleaning and analysis on the collected data. Then
the processed data is aggregated into the data fusion part.

Data collection

Data miningData FusionData computingData application

Behavioral data Interest data Historical data Network data

Topic recommendations 
based on interest graph

Content 
recommendations based 
on semantic annotation

Document 
library

Knowledge 
graph

Annotation
Library Data analysis

Data cleaning

UserCF 
recommendation 

based on 
knowledge graph

Evaluation data

Fig. 2. System architecture
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(3) Data Fusion: Data from different data sources are processed integration of
heterogeneous data under the same framework specification and stored in different
types of databases for use in the data calculation part.

(4) Data computing: Personalized recommendation results are obtained through user
interest graph topic association interest recommendation, semantic annotation
based content recommendation and knowledge map based UserCF recommen-
dation, and transmitted to the data application part.

(5) Data application: Display the recommended results to users according to the topic
of network document resources. At the same time, relevant data is fed back to the
data collection part.

4.2 The Description of Recommendation Algorithm

Topic Recommendations Based on Interest Graph. Through the user’s interest
graph, find other users associated with the user’s interests, and then combine the other
users who have acted in the document what the target user has acted on, and form a
similar interest user set U1. At the same time, through the user’s interest graph, the
user’s interest is extended to the topic layer, then perform the content-based recom-
mendation, and remove the document what the target user has acted on, and obtain the
corresponding document set L1.

Content Recommendations Based on Semantic Annotation. In the process of
constructing the domain knowledge graph, the documents and instances are semanti-
cally annotated to obtain the triplet <document, instance, similarity> annotation
library. Then, based on the user’s attention graph instance, perform the content-based
recommendation, and remove the document what the target user has acted on, and
obtain the corresponding document set L2.

UserCF Recommendation Based on Knowledge Graph
Computing User Interest Similarity. In the system, the user interest similarity is
defined sim, which is measured with the similarity between two user interest vector
q and vector d, seeing Eq. (6):

simðq; dÞ ¼
Pn

i¼1 Wi;qWi;dffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 W

2
i;q

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 W

2
i;d

q ð6Þ

wi,q represents the weight of the interest keywords i in user q, wi,d represents the
weight of the interest keywords i in user d, n is the number of the keywords in the user
interest set. The matrix of the user interest similarity is obtained by processing with
cosine similarity calculation between two user interest vector, seeing Table 1. The
similar interest user set U2 is obtained by computing the user interest similarity.
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Predicting User Document Behavior Evaluation. In the system, there is behavior
evaluation between the user and the document. Six behavioral characteristics were
selected as the users’ interest in the document to participate in the prediction score,
selecting the highest behavioral score. Implicit scoring principle [23] which is used for
reducing the degree of user participation in this paper. It marks 1 point when the user
downloads the document; it marks 0.8 point when the user transponds the document; it
marks 0.6 point when the user comments the document; it marks 0.4 point when the
user collects the document; it marks 0.2 point when the user clicks the document; it
marks 0.1 point when the user only browses the document; it marks ‘/’ when user does
not browse the document. All users and documents form a behavior evaluation matrix
at the same time, seeing Table 2.

Based on K users who are similar to the target user’s interest, find documents that
K users like but the target user has not touched, and predict the target user’s interest in a
document using the Eq. (7), and sort the documents according to the degree of interest
and get the document set L3 finally.

P u; ið Þ ¼
X

v2Sðu;KÞ \NðiÞ wuvrvi ð7Þ

wuv represents the interest similarity of two users u and v, rvi represents the interest
weight of the user v and the document i, S(u, K) represents K users most similar to user
u interests, N(i) represents having acted on document i.

Table 1. The matrix of two users interest similarity

u1 u2 u3 u4 u5
u1 1 0.2766 0 0.8620 0.1054
u2 0.2766 1 0.3931 0.1144 0.2082
u3 0 0.3931 1 0.6675 0.4932
u4 0.8620 0.1144 0.6675 1 0.3704
u5 0.1054 0.2082 0.4932 0.3704 1

Table 2. User document behavior evaluation

d1 d2 d3 d4 d5
u1 0.1 0.2 / 0.1 0.4
u2 0.3 0.1 0.6 0.1 /
u3 0.1 0.8 0.2 0.6 0.2
u4 0.6 0.6 1 0.8 1
u5 / 1 0.4 0.2 0.6
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5 Experiment and Evaluation

In order to verify the feasibility of the proposed system and its services, we conducted
experiments in packaging industry. The data in the experiments are collected from
government information, business information, industry information, academic papers,
global packaging patents and other data resources, which add up to more than 3 million
articles. We choose 28150 document resources for the experiment. Off-line experi-
ments aimed at 10 users and pretreated their web usage access logs.

5.1 Experiment Environment Configuration

The experiment environment configuration is as shown in Table 3. We build a
knowledge base of packaging knowledge graph covering information, policies, con-
ferences, standards, papers, patents, companies, products, universities, institutions and
experts. The instances in the knowledge graph are stored in MongoDB via Key Value.
The data of semantic annotation library are stored in ES in triples. Network document
resource are also stored in ES.

Input: domain knowledge graph KG, users set U, document set docs, < docu-
ment name, instance, similarity > triple list

Output: recommendation document set
0. for i = 1 to n do
1.     computing user interest similarity sim(q,d), and obtain a similar inter-

est user set U2
2.     for each user in users associated with the user's interests in KG do
3.         topic recommendations based on interest graph to obtain document 

set L1 and obtain a similar interest user set U1
4.     end
5.     for each individual ins in <document, instance, similarity> triplet list 

do
6.         content recommendations based on semantic annotation to obtain 

document set L2

7.     end
8.     for each document in docs the user u has not acted on do
9.         for each user in users of the intersection of U1 and U2 having acted 

on document j do
10.           predicting user document behavior evaluation P(u,j) to obtain 

document set L3
11.       end
12.   end
13.   do
14.       the intersection of L1, L2 and L3, then sort by TopN
15.   return recommendation document set
16.end
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5.2 Constructing Packaging Knowledge Graph

We construct a packaging knowledge graph [20], which is as shown in Fig. 3. For
example, the knowledge graph includes the following basic concepts, namely,
“packaging knowledge point”, “Company”, “Product”, “Organization”, “Patent”,
“Paper” and “Event”. Major relations include “has product”, “upstream”, “down-
stream”, “has patent”, and “executive”.

5.3 Algorithm Evaluation

In this paper, we adopt an evaluation method that calculating the precision rate, recall
rate and F-measure value.

Table 3. Experiment environment configuration

Name Versions

Operating system CentOS6.5
Java runtime environment jdk 1.8.0_141
Application server apache-tomcat-9.0.16
Mahout Mahout 0.9
Program development
platform

IntelliJ IDEA 13.1.2

Data bases MySQL5.6, mongodb-linux-x86_64-3.4.10 and
elasticsearch-5.4.2

Fig. 3. Packaging knowledge graph
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The Precision Rate calculation formula is as follows:

P ¼ The number of documents searched that users are interested in=The total number

of the documents searched ð8Þ

The Recall Rate calculation formula is as follows:

R ¼ The number of documents searched that users are interested in=The total number

of the documents ð9Þ

The F-measure Value calculation formula is as follows:

F1 ¼ 2� R� P
RþP

ð10Þ

Through the system implementation, we put part of the data of the matrix of two
users interest similarity and user document behavior evaluation in Tables 1 and 2, and
give recommendation results by using the traditional collaborative filtering recom-
mendation and proposed personalized collaborative filtering recommendation Based on
knowledge graph. The experimental results are as shown in Table 4.

From the results of Table 4, we can see that the improved personalized collabo-
rative filtering recommendation algorithm has higher precision rate, recall rate and
F-measure value than the traditional collaborative filtering recommendation algorithm,
indicating that the use of domain knowledge graph helps to enhance the semantic
information of data and improve the quality of recommendations.

6 Conclusion

With the explosive growth of information on the Internet, the mining of multi-source
heterogeneous data is a key issue in the recommendation system. The emergence of
knowledge graph brings a new opportunity for the integration processing of multi-
source heterogeneous data in the recommendation system. Therefore, the recommen-
dation system based on knowledge graph has become a new research field. In this paper,

Table 4. Experimental results

Algorithm Precision
rate

Recall
rate

F1
value

Traditional content-based recommendation 0.322 0.215 0.258
Traditional collaborative filtering recommendation 0.399 0.266 0.319
Proposed personalized collaborative filtering
recommendation Based on knowledge graph

0.605 0.403 0.484
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based on packaging industry knowledge graph, the authors, by joining the content-based
recommendation and collaborative filtering-based recommendation algorithms, provide
a technical implementation scheme for the personalized collaborative filtering recom-
mendation system of network document resource. The experimental results show that
the proposed system in this paper improves the recommendation quality.

The next step is to apply deep learning to learn and text eigenvector, researches on
personalized recommendation system based on emotion analysis, experiments in
packaging evaluation corpus, and constructs a complete packaging big data recom-
mendation system.
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Abstract. The semantic representation model of short texts has insuf-
ficient semantic representation ability, and the semantic representation
method of short text based on the combination of word embedding and
semantic weight is low in computational complexity and its performance
is even better than that based on complex structure such as RNN and
LSTM. This paper proposes a semantic representation model of short
text based on ELMO (Embeddings from Language Models). The inno-
vation of this model is: firstly, it is adopted the more advanced word
embedding model ELMO; secondly, it is designed the semantic keyword
extraction method of short text based on the topic model (Latent Dirich-
let Allocation, LDA); thirdly, the stochastic gradient descent (SGD) is
adopted, which is used to learn the semantic weights of semantic key-
words in short texts. The experimental results show that compared with
the existing short text semantic representation model, the representa-
tion model of short text, which is proposed in this paper, shows a high
semantic representation ability of short text in specific domain and in
the open domain.

Keywords: Short text representation model · ELMO · Topic model ·
Stochastic gradient descent

1 Introduction

Word vector can effectively capture the contextual semantic information and
grammatical information of words, and it realizes the vectorized representation
of words. It is a bridge for computer to understand human language. Therefore,
various types of word embedding models emerge one after another, such as word
embedding model based on statistical methods [1], word embedding model based
on neural network language model word2vec [2] and it is recently proposed word

Supported by Science and Technology on Optical Radiation Laboratory.

c© Springer Nature Singapore Pte Ltd. 2019
H. Ning (Ed.): CyberDI 2019/CyberLife 2019, CCIS 1137, pp. 107–118, 2019.
https://doi.org/10.1007/978-981-15-1922-2_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-1922-2_7&domain=pdf
https://doi.org/10.1007/978-981-15-1922-2_7


108 D. Yi et al.

embedding model based on deep learning ELMO [3]. Vector representations of
words are constantly emerging, which improves the semantic representations of
word vectors. However, the current research on efficient vector representations
for short texts (sentences, paragraphs, etc.) is still facing great challenges [4].

Currently, short text representation methods are based on complex net-
works (RNN, CNN) and word vector [11]. Le et al. [5] proposed an unsuper-
vised text representation method (paragraph2vectors) that uses a method simi-
lar to Word2Vec [2], and can learn from variable length text fragments (such as
sen-tences, paragraphs and documents) to a fixed length vector representation.
Kiros et al. [6] proposed a generalized distributed sentence codec for unsuper-
vised learning and trained the encoder-decoder model by using continuous text,
which attempts to reconstruct sentences around the encoded paragraph and the
sentences of share semantics and syntax information are mapped into a vector
representation. Tai et al. [7] proposed a Tree-Lstm text semantic representation
model based on tree structure, which introduced the standard LSTM structure
into the tree structure network topology and achieved a superior sequence struc-
ture. The sentence vector representation capability of LSTM.

However, compared with the text representation method based on complex
network, the methods based on word vector often have low computational com-
plexity and satisfactory results. Generally, it can be achieved by averaging or
maximizing the word vectors in short texts [8,9]. Wieting et al. [10] used a word
vector and a semantic pair dataset to construct a text representation model by
training the word average model. This method has excellent performance in nat-
ural language processing tasks, especially in text similarity, its performance is
better than unweighted word vector averaging and even better than text repre-
sentation models based RNN/CNN. Arora et al. [11] used a mainstream word
vector representation model in unlabeled corpus (such as Wikipedia) to repre-
sent text by weighted averaging of word vectors, while using principal component
analysis (PCA)/singular value decomposition (SVD) to fine-tuning, this text rep-
resentation method improves the performance of text similarity measurement
by about 10% to 30%. Boom et al. [12] constructed a short text representa-
tion model by weighted combination of inverse document frequency IDF and
Wode2Vec and proved its validity in short text matching tasks. On this basis,
a short text representation model based on Wode2Vec (Word2V ec SGD) was
proposed, that is, each word in the short text is given a corresponding weight by
a random gradient descent algorithm, and then the word vectors corresponding
to the respective words in the short text are weighted and summed to obtain a
vector representation of the short text.

Inspired by [12], this paper proposes a novel semantic aggregation technique
based on the latest word vector generation model ELMO to construct a short text
representation model. On the one hand, the semantic aggregation technique uses
the LDA to extract the semantic keywords in the short text, thereby reducing
the interference on words that are not related to the semantic expression of the
short text, and reducing the computational redundancy in the subsequent train-
ing process of the semantic weight parameters; on the other hand, the Stochastic
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Gradient Descent (SGD) is used to optimize the semantic keyword weights to
give corresponding weights according to the importance of semantic keywords
in short text semantic expression. The experimental results show that the pro-
posed short text semantic representation model has excellent ability of semantic
representation and domain adaptability.

2 Related Work

2.1 Word Embedding

ELMO [3] that is proposed recently can capture the semantic and syntactic
information of words, and can also consider the situation in which words can
express different meanings in the different context. Then, compared with the
mainstream word vector model Word2Vec [2], it solves the problem of polysemy,
and can obtain more accurate vector representation of words. The model is char-
acterized by the fact that the characterization of each word is a function of the
entire input. The specific method is to train the bidirectional long-term memory
network model (bi-Lstm) with the language model as the target, and then use
LSTM to generate the semantic vector of the words. The ELMO representation is
“deep”, that is, the word vector generated by ELMO is a function of the internal
characterization of all layers of bi-Lstm to get the rich representation of words.
The high-level LSTM can capture related features such as word semantics and
context, while low-level LSTM can find grammatical features. Therefore, this
paper will use the advanced word vector model ELMO to build a more semantic
characterization ability of the representation model of short text.

2.2 LDA

LDA model is a bayesian unsupervised probability model with three-layer struc-
ture of word, topic and document, which can model the underlying topic infor-
mation in the document [13]. The model makes the assumption that each word
is extracted from a potential topic, each article is the probability distribution of
the topic, and each topic is the probability distribution of the word.

Figure 1 shows the graph model of LDA, where V represents the number of
dictionaries in the training corpus and M represents the number of documents
in the training corpus, Nm represents the total number of words in mth the
document in the training corpus, and K represents the number of topics.θm
represents the probability distribution of all topics in the mth document,Zm,n

represents the nth topic in the mth document, Wm,n represents the nth word of
the mth document, ϕK represents the probability distribution of all words in the
nth topic; θm is the Dirichulet prior distribution of super-parameter α, recorded
as θm ∼ Dirichulet(α), ϕK is the Dirichulet prior distribution of super-parameter
β recorded as ϕK ∼ Dirichulet(β).

The purpose of the LDA is to find potential topics in the document. It can
be seen from Fig. 1 that the theme probability distribution θm (m = 1, 2, ...,
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Fig. 1. The graph model of LDA

M) of the document is obtained according to the dirichulet prior distribution
Dirichulet (α). Then, the probability distribution of each potential topic ϕK

(k = 1, 2, ..., K) in the document is obtained according to the Dirichulet prior
distribution. In other words, the generation process of each word Wm,n (n = 1,
2, ...) in any document Dm (m = 1, 2, ...M). Extract a topic Zm,n from the
multinomial distribution Multi(θm) corresponding to the document, and then
extract a word Wm,n from the multinomial Multi(ϕK) corresponding to the
topic Zm,n. If the process is repeated Nm times, the document Dm is produced.
This paper will use LDA’s powerful text topic modeling ability to propose a
short text semantic keyword extraction method based on LAD.

3 Short Text Representation Model Based on Novel
Semantic Aggregation Technology

In order to improve the semantic representation ability of short text represen-
tation model, this paper adopts the advanced word vector model ELMO, and
combines the semantic weighting scheme based on LDA and SGD to propose a
novel short text representation model (STRM-SAT). The flow chart of the algo-
rithm is shown in Fig. 2, including data preprocessing and semantic aggregation
techniques.

3.1 Data Preprocessing

Data preprocessing is the first step of the STRM-SAT algorithm, which is mainly
to perform lemmatization, word deduplication, and removing stop words on
short texts. Then, for any short text Text(w1, w2, . . . , wN ), N represents the
total number of words in the short text, and it is obtained the word sequence
Sequenceword(s1, s2, . . . , sM ) about the short text after the data pre-processing.
Where M is the number of words contained in the word sequence and M ≤ N .
This step mainly uses StanfordParser to do the above.
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Fig. 2. Algorithm flow of STRM-SAT

3.2 Semantic Aggregation Technology

This paper proposes a novel semantic aggregation technique, which based on the
advanced Word embedding model ELMO, and fused LDA and SGD, to construct
a vector representation of short text. It should be pointed out that there are some
words in the short text that are useless to their semantic expression or no clear
semantic meaning. These words appear in many short texts, so there is more
coincidence between non-related short texts. Deleting these words from short
texts or reducing their impact helps to reduce their interference with the overall
semantic expression of short texts. Based on this, the LDA is introduced in the
new semantic aggregation technology to design a short text semantic keyword
extraction method based on LDA. On the other hand, the SGD is introduced to
design a keyword semantic weight learning mechanism based on SGD.

Short Text Semantic Keyword Selection Mechanism Based on LDA.
The LDA can learn potential topic information from largescale corpus. Then, the
topic words is obtained through LDA for any short text, those topic information
can be regarded as a highsummary expression of short text semantic information.
Therefore, the semantic distance must be close between a word, which plays a
key role in the semantic expression of a short text, and the sequence of the topic
words.

Based on above, this paper constructs a semantic keyword extraction method
based on LDA to obtain semantic keywords in short text. The specific calculation
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steps are as follows: firstly, the topic word sequence Sequencetoptic(t1, t2, . . . , tK)
of the corresponding short text is obtained through the trained LDA model,
where K represents the number of topic words, and then the word vector
sequence F and H about A and B are respectively obtained according to the
trained ELMO; then, it is calculated the semantic distance between sm(0 <
m ≤ M) and Sequencetoptic, ie.

Dis =
1
K

K∑

k=1

vsm · vk
|vsm| × |vk| (1)

Therefore, the semantic distance between each word in the short text and
Sequencetoptic is sequentially calculated by formula (1) to determine the seman-
tic keyword sequence Sequencefeatures(f1,f2,...,fH) of the short text, where H
represents the total number of semantic keywords. After many experiments, it
is verified that H takes 20, and the words in Sequencefeatures are arranged in
descending order according to the semantic distance.

Keyword Semantic Weight Learning Mechanism Based on SGD.
Through the above steps, the semantic keywords of short text can be obtained.
However, the semantic keywords in Sequencefeatures are different in the seman-
tic expression of short text. Therefore, this paper uses the machine learning
algorithm to learn the corresponding weighting factors βg of semantic keywords,
g ⊆ [1, H], in the semantic expression of short text from the large-scale cor-
pus to obtain the short text semantic vector. The specific idea is as follows:
As shown in Fig. 3, the vector representation sequence V ec (vf1 , vf2 , ..., vfH ) of
Sequencefeatures(f1, f2, ..., fH) is obtained by the trained ELMO model. Next,
vfg is multiplied by its corresponding weighting factor βg, and summing and
averaging to obtain the feature vector of the short text. The calculation formula
is as shown in (2):

V =
1
H

H∑

g=1

βg · vfg (2)

In order to learn the weighting factor βg in Eq. (2), a loss function is defined
in this paper. For any short text pairs p(V1, V1), if p is semantically related,
maximize the semantic similarity between short texts in p; if p is semantically
uncorrelated, minimize the semantic similarity between short texts in p:

f(p) =
{

SC(V1, V2) , if p is related
−SC(V1, V2) , if p is unrelated

(3)

SC(·) is a function to measure the semantic distance between two short texts.
This paper uses the cosine of the short text feature vector to measure the seman-
tic distance:

SC(V1, V2) =
V1 · V2

V1 × V2
(4)
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Fig. 3. The calculation process of short text semantic aggregation

Next, the paper constructs the following objective function of the weighting
factor:

S(β1, β2, ..., βh) =
1

|D|
∑

p⊆D

f(p) + λ

h∑

j=1

β2
j (5)

where the corpus D is composed of short text pairs and the number of semanti-
cally related short text pairs is the same as the number of non-semantic related
short text pairs, and |D| represents the total number of short text pairs in D. In
order to maximize the objective function, this paper uses the stochastic gradient
descent algorithm (SGD). Figure 4 shows the changes in the semantic weighting
factors, which obtained by SGD. Obviously, as the index of semantic keywords
increases, the value of the weighting factor decreases gradually. This indicates
that the closer the semantic distance between the sequence of theme words of
short text and keyword, the weighting factor of this keyword is the larger, so it
is more important in the semantics expression of the short text.

4 Experiment and Result Analysis

Next, the short text matching task is used to verify the validity of the short
text representation model STRM-SAT proposed in this paper. The performance
of STRM-SAT in specific fields and open fields will be verified on the self-built
corpus and the public corpus respectively.

The control methods we used are described as follows:
XXX Mean: the model of short text representation is constructed by adding

and averaging the word vectors in the short text.
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Fig. 4. Trend of semantic weighting factor

XXX Idf: Constructing a short text representation model by using the inverse
document frequency (idf) of each word in the short text as the weight and the
word vector is multiplied by the corresponding weight to be added and averaged.

XXX Top30% Idf: the words in the short text are sorted according to their idf
values from large to small, and the word vectors corresponding to the first 30%
of the words are multiplied by the corresponding idf to be added and averaged,
and the short text representation model is constructed.

Among them, “XXX” represents the word vector model, we use Word2Vec,
ELMO 3072 and ELMO 1024 respectively. At the same time, we also use
Word2Vec SGD for control experiment.

4.1 Short Text Matching Experiment Based on Domain Corpus

The corpus used in this experiment was crawled from the official website of
PubMed and the official website of Journal of Neuroscience, mainly to verify the
semantic representation ability of the short text representation models in the
biomedical literature corpus.

Original corpus: The corpus used in this paper consists of two parts, one is
the abstract data set CorpuspubMed from the PubMed official website, and the
other is the full-text data set Corpusneurosc from the Journal of Neuroscience.

LDA training corpus consists of abstracts from the fields of depression,
epilepsy, cytology, clinical medicine, and computer science in CorpuspubMed.

Building a short text pairs corpus: the summaries of the papers associated
with the depression or depression drug entity is extracted from CorpuspubMed to
form a set A, and then the set B is consisted of a summary of different topics in A
is then extracted from the CorpuspubMed. Next, calculate the correlation of short
text pairs based on the method described in [10]. The rules of the construction
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of Corpus: firstly, calculate the correlation of any two short text pairs in A. If
the value is greater than 0.7, mark it as a semantically related short text pair
and join the Corpuspairs. Then, take a short text from each of A and B and
calculate the correlation. If the value is less than 0.3, mark it as a non-semantic
related pair and add it to the Corpuspairs. Finally, semantically related pairs
and non-semantic related pairs take 50,000 each to form the final Corpuspairs.
Corpuspairs is divided into training set TS1 and test set TS2 according to 4:1,
where TS1 is used to train SGD and TS2 is used for final short text matching
experiment.

The training corpus of ELMO and Word2Vec is composed of CorpuspubMed

and Corpusneurosc. In addition, the dimension of ELMO adopts the three-layer
feature and top-level feature respectively, and the corresponding vector dimen-
sion is 3072 and 1024, respectively, which are recorded as ELMO 3072 and
ELMO 1024, respectively. The dimension of the Word2Vec word vector is 300.
Then, the results of this experiment are shown in Table 1.

Table 1. Comparison of experimental results.

No Algorithm Precision

1 Word2Vec Mean 73.87%

2 Word2Vec Idf 71.13%

3 Word2Vec Top30% Idf 78.39%

4 Word2Vec SGD 80.59%

5 ELMO 1024 Mean 74.12%

6 ELMO 1024 Idf 70.87%

7 ELMO 1024 Top30% Idf 80.31%

8 STRM-SAT 1024 81.17%

9 ELMO 3072 Mean 73.57%

10 ELMO 3072 Idf 74.67%

11 ELMO 3072 Top30% Idf 80.74%

12 STRM-SAT 3072 83.32%

According to Table 1, the model of short text representation using ELMO is
better performance than the model of short text representation using Word2Vec
in the task, and the higher the dimension of the ELMO, the better the perfor-
mance of the short text representation model, which shows that on the one hand,
the word vector generated by ELMO has more semantic representation ability
than the word vector generated by Word2Vec; on the other hand, the higher the
dimension of ELMO, the richer the semantic information can be captured and
the more powerful the semantic representation ability.

In this experiment, XXX Top30% Idf improved 5%–7% performance com-
pared to XXX Mean, while Word2Vec SGD and STRM-SAT with finer semantic
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weighting schemes showed higher performance, on the one hand, the weighted
combination of word vector and inverse document frequency is effective, on the
other hand, the weighting scheme used in Word2Vec SGD and STRM-SAT uses
the machine learning method to obtain more accurate weights, therefore, so, the
better performance has been achieved.

Compared with Word2Vec SGD, STRM-SAT performed better in this exper-
iment. On the one hand, STRM-SAT eliminates these words that are useless or
no clear semantic meaning for short text semantic expressions through the LAD.
These words appear in many short texts, so there is more coincidence between
unrelated short texts. These words are deleted from short text or reduced their
impact to helps to increase the values of similarity between similar short text
pairs and reduces the values of similarity between non-similarity short texts. On
the other hand, STRM-SAT adopts a more advanced word vector model ELMO,
which not only can effectively capture the semantics of words and the gram-
mar of words, but also can generate corresponding word vector representations
according to the meaning of words in different contexts. Therefore, the word
vectors, which is generated ELMO, are of higher quality, which is critical to the
semantic representation of the STRM-SAT.

4.2 Short Text Matching Experiment Based on Open Domain
Corpus

ELMO: The model is from the official website of ELMO (https://allennlp.org/
elmo). ELMO’s training corpus is from Wikipedia (1.9B) and WMT 2008–2012
(3.6B). The dimensions of the ELMO used in this paper are 3072 and 1024,
respectively, which are recorded as ELMO 3072 and ELMO 1024, respectively.

Word2Vec: The model comes from its official website (http://code.google.
com/archive/p/word2vec/), its training data comes from the Google News
dataset (100 million words), and the dimension of vector is 300.

The training data of LDA uses the Wikipedia corpus used in [14]. The SGD
training corpus uses the SemEval Semantic Text Similarity Task (2012–2015)
data set used in [11]. The test data used in this experiment were from the
SemEval Twitter task [15] and the SemEval semantic relevance task [16]. The
experimental results are shown in Table 2.

As can be seen from Table 1, Word2Vec SGD, STRM-SAT 1024, and
STRM SAT 3072 achieved good results, which is consistent with the results
of short text matching experiments based on specific domain corpus. Further
analysis shows that the weighted word vector method exhibits better semantic
representation ability than the unweighted word vector method, and the vector
representation of short text is obtained by way of the machine learning based
semantic weighting scheme that is the best semantic representation ability. In
addition, the STRM-SAT proposed in this paper has achieved the best results
in the experiment due to the more effective word vector model ELMO and the
semantic keyword extraction method based on machine learning.

Through the above experiments, the performance of STRM-SAT proposed
in this paper is higher than other comparison methods, whether it is in specific

https://allennlp.org/elmo
https://allennlp.org/elmo
http://code.google.com/archive/p/word2vec/
http://code.google.com/archive/p/word2vec/
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Table 2. Comparison of experimental results.

No Algorithm Precision

1 Word2Vec Mean 80.10%

2 Word2Vec Idf 80.42%

3 Word2Vec Top30% Idf 81.11%

4 Word2Vec SGD 84.42%

5 ELMO 1024 Mean 78.23%

6 ELMO 1024 Idf 81.67%

7 ELMO 1024 Top30% Idf 81.71%

8 STRM-SAT 1024 86.37%

9 ELMO 3072 Mean 79.88%

10 ELMO 3072 Idf 81.17%

11 ELMO 3072 Top30% Idf 84.55%

12 STRM-SAT 3072 87.11%

domain or in the open domain test corpus. This shows the superiority of STRM-
SAT, and also shows that STRM-SAT has strong domain adaptability.

5 Conclusion

This paper explores the semantic aggregation technology based on the advanced
word vector generation model ELMO to construct the short text semantic rep-
resentation model STRM-SAT, and designs the short text semantic keyword
extraction method based on LDA and the keyword semantic weight learning
mechanism based on SGD, which tries to combine the semantic information of
the word vector in an optimal way to realize the Precise expression of short text
semantic information. The order information of word plays an important role in
semantic expression of short text. Therefore, in the future work, we will try to
integrate the order information of word into the vector representation model of
short text to realize the all-round modeling of short text from semantic to word
order.
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Abstract. It is important for monitoring and predicting equipment
failures. The existing fault prediction method has poor efficiency and
accuracy on processing imbalanced data. This paper proposes a feature
pattern-based LSTM method (called FLSTM, Feature based Long Short
Term Memory) to analyze failures through processing imbalanced data.
The method constructs a time-series feature matrix as the input to the
LSTM model. In addition, we propose a failure prediction system based
on Hadoop environment. The experimental results show that the FLSTM
can improve failure prediction with imbalanced big data and the failure
prediction system performs well.

Keywords: LSTM · Big data · Imbalanced data · Failure prediction

1 Introduction

Predicting failure is important for industry equipment. With the rapid devel-
opment of Industrial Internet of Things, a large number of real-time data are
collected, which provides useful data for failure prediction [1,2]. There are lots
of approaches to predict equipment failure, mainly including two types. The first
one is traditional machine learning based approach. Chatrabgoun et al. [3] uses a
statistical method to predict the probability of equipment failure with Bayesian,
which requires a large amount of fault data and the same occurrence environ-
ment. However, the environment may change over time. With the development of
deep learning, failure prediction with neural network has been developed. Nadai
et al. [4] combines neural network with radial basis function to predict equipment
failure, and achieves good results. But this method does not consider the time
factor. As a typical time series data, the time factor should be applied. Therefore,
Zhang et al. [5] proposed LSTM (Long Short Term Memory) [6] based method,
and also graph neural network based approach [7], which improve the accuracy
of fault prediction. However, due to the intrinsic LSTM structure, massive data
c© Springer Nature Singapore Pte Ltd. 2019
H. Ning (Ed.): CyberDI 2019/CyberLife 2019, CCIS 1137, pp. 119–129, 2019.
https://doi.org/10.1007/978-981-15-1922-2_8
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will make it difficult to train the LSTM model. At the same time, it requires
data balance between positive and negative samples, or else, it is difficult to
achieve good prediction performance. For massive unbalanced data, there still
lack effective methods.

Taking air conditioner compressor as an example, there are 44 embedded
sensors recording the operating parameters every half minute. These raw data
have the following characteristics: (1) the data on the normal state are more
than that on the failure state, which cause data imbalance; (2) the data col-
lection is endless if the air conditioner is working. How to deal with massive
continuous data and seriously unbalanced data has become a problem hindering
the development of failure prediction.

To address these two challenges, this paper proposes a method based on
feature patterns to extract failures in order to effectively process imbalanced
big data (i.e., FLSTM). FLSTM aims to process imbalanced big data through
reducing horizontal and vertical dimensions, it uses Tsfresh [8] to construct the
time series matrix, and make failure prediction with the LSTM. For processing
the failure prediction with big data well, a Hadoop1 and Dask2 based fault
prediction system is also designed.

The contributions of this paper include:

– We propose the FLSTM method integrating feature pattern analysis with the
LSTM to predict equipment failures.

– The FLSTM enables to process imbalanced data and improve failure predic-
tion accuracy.

– We design an equipment failure prediction system based on Hadoop and Dask
framework. The system can efficiently process big data and accurately make
equipment failure prediction at real time.

The remainder of this paper is structured as follows. Section 2 shows the
related works about equipment failure prediction. Section 3 presents the FLSTM
method for failure prediction with imbalanced big data. Section 4 describes the
device failure prediction system based on Hadoop environment. Section 5 draws
a conclusion and presents the future work.

2 Related Work

There are lots of traditional machine learning based methods for failure pre-
diction. Hyun-Keun et al. [9] proposed an open-switch fault detection method
based on the spectrum analysis of the measured voltage and the current in the
converter. Chatrabgoun et al. [3] proposed the Bayesian network pair-copula
construction to solve the problem of asymmetric features and have good per-
formance. Daneshkhah et al. [10] proposed the concept Partial Expected Value
for Perfect Information to optimize the sensitivity analysis method and finally

1 http://hadoop.apache.org/.
2 https://dask.org/.

http://hadoop.apache.org/
https://dask.org/
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perform well for life-cycle management problem. But the above methods cannot
handle high-dimensional data and has bad adaptability to other equipment data.
Yuan et al. [11] combined two data-driven models and considered various data
factors to predict transformer failures. This method only calculates data features
such as average, variance, etc. with small-scale data.

The rapid development of deep learning promotes the development of fail-
ure prediction. Nadai et al. [4] proposed a Neural Network based on Radial
Basis Function to support decision-making regarding operational performance
of equipment. After training, the Neural Network was able to detect abnormal
operational condition for hydro generator. Mei et al. [12] compared three RNN
(Recurrent Neural Network) models for failure prediction with aero-engine data,
and the experimental results show that the LSTM (Long Short-Term Memory)
and GRU (Gated Recurrent Unit) models perform better than the conventional
RNN. However, the LSTM is limited in processing imbalanced big data. Malho-
tra [13] proposed an LSTM-based life prediction model, which could not predict
the type of future failures, and hard to address imbalanced data.

In order to serve the industrial site well, the failure prediction system is also a
key requirement. Wang et al. [14] designed a laboratory equipment management
and failure prediction system based on Web Service. Liu et al. [15] applied the
Hadoop platform to the power equipment condition monitoring system, and
proposed a Hadoop data storage query model based on virtualization technology.
These existing systems are not efficient enough to process predict fault at real-
time.

3 FLSTM Based Approach for Fault Prediction

The FLSTM based approach consists of five phases: data preprocessing, data
dimension reduction, data skew processing, model design and model evaluation.

Data preprocessing mainly resolves missing and outliers in data, and normal-
izes the data.

Data dimension reduction reduce data dimension from 44 to 13 dimensions.
Data skew processing solves the problem that the failure data is seriously

less than normal data.
FLSTM model design first makes data discretized, and then extracts the

potential data patterns separately.
Model evaluation compares FLSTM with multiple models for accuracy and

time consumption.
The following describes these steps in details.

3.1 Data Preprocessing

Outliers and Missing Values Processing. We firstly use expert experience
to eliminate outliers and then fill them in the following way.

Assume that the data dimension is m ∗ n, where n is the number of features
of the data, and each line is a data sample. This paper fills the outliers with the
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value of most similar samples. And sample similarity is calculated by Eq. 1, where
y is the sample with outliers, x is the normal samples, and xn and yn are the
remaining feature values after the outliers are removed from the samples. When
the most similar samples are found, the outliers are replaced by the characteristic
values of similar samples.

d(x, y) =
√

(x1 − y1)2 + (x2 − y2)2 + · · · + (xn − yn)2 (1)

Normalization. There are two common normalization methods. One is to con-
vert a number to a binary value between (0, 1), that is, 0–1 normalization. The
other is the Z-score normalization. We adopt Z-score method in the paper since
we could not determine the maximum and minimum values of the experimen-
tal data, and they are approximate to the Gaussian distribution. In Eq. 2, μ
represents the mean and σ represents the variance.

x =
x − μ

σ
(2)

3.2 Dimension Reduction

There are 44 dimensions for the raw air conditioner data set. The FLSTM uses
feature selection and data reduction to reduce dimensions.

The first step is to screen features based on their correlation coefficients and
variances. The second step chooses the VarianceThreshold3 +PCA method for
data dimension reduction. We finally reduce the 44 dimensions to 13.

3.3 Data Skew Processing

There are currently five main methods for data skew processing: sub-sampled,
oversampling, hybrid method of sub-sampled and oversampling, integrated learn-
ing and batch generation method. For the air conditioner compressor data, the
normal data are much more than the failure data. Data preprocessing only by
oversampling will amplify the impact of failure data noise on the model. There-
fore, we choose the hybrid method for data skew processing.

SMOTEENN [16] and SMOTETomek [17] are combined methods of oversam-
pling and sub-sampled. The performance of experiments show that combined
method does not greatly improve the overall F1-score, but has a low RMSE.
The SMOTEENN method reduces the normal data and increases the failure
data, which can reduce the calculation overhead of the subsequent algorithm.
Therefore, the paper finally selects the SMOTEENN algorithm as the data skew
processing method.

3 https://scikit-learn.org.

https://scikit-learn.org
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Fig. 1. Structure of FLSTM

3.4 FLSTM Model Design

Figure 1 presents the FLSTM network. First, the FLSTM uses the Tsfresh for
extracting features and selects 8700 features to represent a day’s data which m
is the number of days. The FLSTM combine multiple selected features with 8700
dimensions to construct time series, and the number used in Fig. 1 is 2, that is
the Si and Si+1 in Fig. 2. Finally, LSTM reshape the time series and training
the network to realize failure prediction.

Fig. 2. Data processing flow of FLSTM
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After data reduction by ArianceThreshold+PCA, the data collected at one
time would be 13 dimension. Then the processed data can be imported into
FLSTM. Figure 2 presents the data processing flow of FLSTM, in which Dtn

represents the data with 13 dimensions collected at time tn. We set the time
interval between t(n − 1) and tn to 30 s. Therefore, there are 2880 points in a
day. In order to construct the time series, this paper uses the data of 2880 times
to construct a time series matrix, that is, the data of 24 h. For example, the
time series matrix M0 which consists of data from 0 to nth (n = 2880)times is
[Dt0,Dt1, . . . , Dtn]. And the time-series matrix is updated with a sliding window
of size step. For clear description, the step in Fig. 2 is 2 times, which is 1 min for
air conditioning data as data are collected every half minute. For example, M1

and Mk are shown as follows.

M0 = [Dt0,Dt1, . . . , Dtn] (3)

M1 = [Dt0+step,Dt1+step, . . . , Dtn+step] (4)

Mk = [Dt0+k∗step,Dt1+k∗step, . . . , Dtn+k∗step] (5)

For each Mk, the feature is extracted by Tsfresh to generate a correspond-
ing representation vector Si which dimension is 8700 ∗ 1. In order to make the
Tsfresh extracted vector have timing characteristics, this paper uses multiple Si

to construct the feature matrix Tsj of the timing vector. For example, Ts0 and
Ts1 are shown as follows.

Ts0 = [S0, S1, . . . , Sv] (6)

Ts1 = [S1, S2, . . . , Sv+1] (7)

Where v is the number of time series vectors for constructing the feature
matrix, and v is 2 in Fig. 2 for air conditioning data.

Finally, Tsj constitutes the data set as the input of LSTM. The hidden layer
of the model contains multiple LSTM layers, and the number of neurons in each
layer is the same. There is a drop layer between every two LSTM layers. The
output layer of the model is a fully connected layer, and the final output of the
model is derived from a sigmoid function.

3.5 Model Evaluation

We conducted the experiment with the following hardware configurations:
Intel(R) Core(TM) i7-6700K CPU @ 4.00 GHz, GeForce GTX 1070, 16G mem-
ory.

We compared the FLSTM method with XGBoost [18], Tsfresh+XGBoost,
and LSTM, We used 70% data as the training set and 30% as the test set.
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Fig. 3. P-R values with various algorithms

Figure 3 shows the P-R (Precision vs Recall) values with various algorithms.
The area enclosed by the curve, the x-axis and y-axis indicates the algorithm
accuracy. The larger the area is, the higher the accuracy. We cannot determine
the area since the P-R curves in Fig. 3 have multiple intersections. Therefore,
we introduce the Break-Even Point to differentiate the areas. The Break-Even
Point refers to the point where the P value is equal to the R value. The larger the
Break-Even Point is, the more accurate the algorithm is. The Break-Even Point
values of FLSTM, LSTM, Tsfresh+XGBoost and XGBoost in Fig. 3 are 0.916,
0.883, 0.858, and 0.850. It means that FLSTM performs the best and XGBoost
has the worst performance.

Table 1. Performance comparisons

FLSTM LSTM Tsfresh+XGB XGB

Time/s 3.254 0.0219 3.233 0.000216

Table 1 presents the performance of different algorithms with the average
10,000 operations. The experimental results show that when the Tsfresh is not
used, the algorithm time is controlled within 0.1 s. When Tsfresh is used, the
overall running time of the algorithm increases about 3 s. The operation speed of
Tsfresh+XGBoost is slightly faster than that of FLSTM. The overall accuracy
of LSTM is higher than XGBoost, but the time consumption is also higher than
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XGBoost. In summary, XGBoost has the least time consumption and FLSTM
has the best algorithm accuracy.

4 An FLSTM-Based Failure Prediction System

4.1 System Design

We design a FLSTM-based failure prediction system, which consists of a data
layer, a service layer, a communication layer and a presentation layer, as shown
in Fig. 4.

Fig. 4. System architecture

The data service module adopts a WEB-Server to avoid program failure
problems caused by the interaction of multiple hosts and multiple environments,
and realizes the push-pull combination of data in the form of two-way services.

Data asynchronous processing, message loss re-transmission, and resum-
ing from break-point are realized while ensuring high-speed data transmission,
thereby ensuring reliability and stability of bidirectional data transmission. The
module not only pulls data from the cloud platform, but also feeds back the
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results of the data prediction back to the cloud platform. In addition, the data
service module and the data processing layer are isolated, and socket communi-
cation is used between these two layers.

The data analysis module is implemented in the service layer, where data
processing and feature extraction are based on the Dask distributed computing
framework, and the prediction is based on the Keras4 framework. The main func-
tions of data processing are: data missing padding, detection and replacement of
outliers, data normalization and data dimension reduction. The main function of
the feature extraction and selection module is data feature extraction and selec-
tion. The main functions of data prediction are training, testing and operation
of the prediction algorithm. In addition, the module supports features such as
model replacement and data persistence. The data storage module is responsible
for data storage services such as saving the model, saving the predicted results,
and saving the extracted features. Since the amount of data will increase with
time, this paper uses HBase5 and HDFS [19] as the data storage.

4.2 Evaluation of the System

The input of this FLSTM is a (4*2880)*13-dimension matrix. This paper tests
the system under two conditions: the first is to send multiple task requests
to the distributed computing platform at the same time with same computing
content; the second is to send multiple task requests to the distributed computing
platform at the same time with different computing content. The experimental
conditions and test results are shown in Tables 2 and 3.

Table 2. The test results under the first condition

Concurrency 1 2 3 4 5 6 10

Nodes 13 13 13 13 13 13 13

Time/s 3.39 3.46 3.54 3.55 3.53 3.49 3.65

It can be seen from Table 2 that the number of submitted tasks in the same
period is 1, 2, 3, 4, 5, 6, and 10, and the experimental results are all running
time averages of 100 times.

Table 3. The test results under the second condition

Concurrency 1 2 3 4 5 10 11

Nodes 13 13 13 14 15 17 17

Time/s 3.3 6.2 8.7 10.6 12.8 27.3 30.0

4 https://keras.io/.
5 https://hbase.apache.org/.

https://keras.io/
https://hbase.apache.org/


128 L. Xu et al.

It can be seen from Table 3 that when the number of submitted tasks
increases, the time consuming starts to rise gradually. When the platform can
process multiple tasks concurrently, the average task takes about three seconds.
In order to ensure that the task can obtain the calculation result within the
effective time (the data collection interval is 30 s), the distributed computing
platform submits at most 10 different tasks at the same time.

5 Conclusion

We propose the FLSTM approach, a feature-based LSTM for equipment failure
prediction. The FLSTM integrates feature extraction and prediction algorithms
to improve equipment failure prediction. The experimental results show that the
accuracy of the FLSTM is improved compared to LSTM, with good performance
for industrial usage. We deployed the FLSTM-based failure prediction system
to an IoT company which has been work reliably for over half a year and shows
the effectiveness of the solution.

In the future, we will continue the current research from two aspects: (1) min-
imizing the calculation for non-primary features; (2) reducing the data dimension
while keeping the accuracy.
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Abstract. In the face of a large number of academic paper and authors in various
fields, building an intuitive and effective map about authors’ influence and rela-
tionship can help us quickly screen and search for influential authors from a large
number of authors, and then can be applied to author ranking, author recom-
mendation and other systems. A method of building an author influence map is
proposed in this paper. By introducing entropy weight method, each factor’s
contribution to evaluating an author’s influence can be quantified. Based on data
field theory, an author’s influence in a specific field can be accurately evaluated.
The relations between authors include cooperation relationship and reference
relationship. In addition, this paper constructed the author influence map in the
field of information retrieval, which proved the effectiveness of the method.

Keywords: Author influence map � Data field � Cooperation relationship �
Reference relationship

1 Introduction

With the rapid development of information science and technology, information and
data are exploding. It is an urgent problem to solve how to extract information
effectively and discover knowledge in the face of massive information data. Knowledge
Map uses the symbolic form to describe concepts and their relationships in the physical
world. Through the analysis and process of structured knowledge, they are displayed
graphically. With the development of scientific research in the field, a large number of
scientific research results and academic papers have emerged. Faced with a large
number of academic authors and complicated author relations, it is particularly
important to construct the author influence map. Based on author map, we can explore
the potential relationship between authors effectively and build a personalized rec-
ommendation system for authors. It also helps to analyze the research ability of indi-
vidual authors, academic rankings, etc.

The work of building the author map focuses mainly on the evaluation of the
author’s influence and the author’s relationship. H-index is a popular evaluation
method in recent years and has been applied in the impact assessment of author and
academic journals [1, 2]. A large h-index usually means that the author has great
influence. Mccarty suggests that the highest h-index can be achieved by working with
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many co-authors, at least some with high h-indexes themselves [3]. It has become a
popular scientific measurement method because of its simplicity and intuitiveness.
Kudelka proposed a new author evaluation measure named a h-index based on h-index
to evaluate the citation quantity received by individual scientists [4]. In addition,
authors’ influence can also be analyzed based on the number of publications, the
number of co-authors and the times cited. However, the author influence is not only
reflected in the amount of static data, but also in the behavior that the author’s point of
view is noticed and communicated [5]. Meanwhile, the influence spreads through the
relational path of cooperation and citation between authors, on which the authors
should have similar academic interests. Author’s cooperation network and citation
network such as PageRank algorithm based on network structure can also be used to
evaluate the author’s influence. PageRank-based methods for evaluating authors’
influence, namely Pub Rank, Star Rank and WMI Rank were introduced in [6]. An
optimized topic-related PageRank algorithm was used to measure the ranks of publi-
cations and authors [7]. The study of the authors’ relationship is mainly based on co-
citation relationship and cooperation relationship. The citation content of authors was
applied to measure the similarity between co-citation authors and construct the co-
citation map of authors [8]. Based on all papers published in SIGMOD from 1975 to
2002, the author’s cooperation relationship map was constructed [9]. Xu selected
papers from 2005–2014 in CNKI series database, and used social network analysis
method to study the author cooperation relationship of the digital publishing [10].

Author map not only can reflect the authors’ influence but also reflect the rela-
tionships between them intuitively. Although some research achievements have been
made, only a single factor, such as the number of publications or citations, has been
considered in the evaluation of the authors’ influence. Based on data field theory and
entropy weight method, we put forward a method to construct author influence map,
which evaluates the number of publications, the order of author’s signature, the level of
the publisher, the reference relationship among authors and the amount of citation
comprehensively. Firstly, the entropy weight method is used to evaluate the author’s
contribution comprehensively by analyzing the different weight of the factors such as
the quantity of publication, author’s signature order, the level of the publisher and so
on. Second, data field theory is introduced to measure the author’s influence. Finally,
the author influence map (AIM) which contains reference relationship, cooperation
relationship and influence can be constructed.

The rest of this paper is organized as follows. The secondly section introduced the
definition of AIM. The third section elaborates on the key techniques of measuring
author’s influence and the method of evaluating the author’s relationship. The fourth
section gives the experimental analysis and conclusion. The fifth section gives a
summary of this paper.

2 Formal Definition of AIM

This paper presents an Author Influence Map (AIM) in academic fields. The AIM
reflects the author’s influence, cooperation relationship and reference relationship
among different authors. The nodes in the AIM reflect the author’s influence, and the
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connection between nodes indicates the relationship such as reference relationship and
cooperation relationship.

Definition 1: Author Influence Map (AIM).
AIM = <A, R> , where

• A = {ai} is the set of nodes, each element represents the author of a particular
academic field.
– ai ¼ \a ni; a pi [ , a ni indicates the name of author ai, and a pi indicates

the influence of author ai.
• R is a set of relations between authors, R = QR[CR, where

– QR = {<aj ! ai>} denotes the reference relationship between authors, and the
element <aj ! ai> denotes that author aj refers author ai’s paper.

– CR = \ai; aj [
� �

denotes the cooperation relationship between authors, and
the element <ai, aj> denotes author ai and author aj have completed at least one
paper together.

It can be seen that the key issues in building AIM are: mining and measuring
relations among authors, measuring authors’ influence, which will be introduced in
Sects. 3.1 and 3.2.

3 Construction of Author Influence Map Based on Data Field
Theory and Entropy Weight Method

3.1 Mining Relations Between Authors

Reference Relations among Authors. There are reference relationships between
different authors, which are directed relationships.

raj!ai ¼
Caj!ai

MAX
ð1Þ

Formula (1) denotes the calculation method of reference weights between them.
Where aj ! ai denotes author aj quotes author ai’s papers. raj!ai denotes the weights
of author aj refers to author ai’s papers. If raj!ai is larger than raj!ak , it denotes that the
author aj refers to author ai more closely than author ak. Caj!ai denotes the times of
author aj refers to author ai’s papers, and MAX is the largest times in all reference
relationships.

Cooperation Relations Among Authors. In a scientific research paper, there will be
multiple co-authors, so these authors constitute cooperation relationships. The coop-
eration weights between authors indicate the degree of cooperation between authors,
which is not only related to the times of cooperation between them, but also to the
degree of cooperation in a single paper. The degree of cooperation can be measured
through the author’s contribution in a single paper. The order of authors’ signature,
whether they are the first authors or not, and whether they are a corresponding author
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all can reflect the degree of authors’ contribution. Therefore, the effective measurement
of authors’ contribution in a paper is the key to calculating the degree of cooperation
between authors.

Contribution Degree of Authors in Different Signature Order. At present, there are
many studies on the authors’ contribution in different signature order. This paper
adopts linear model [11, 12]. As shown in formula (2).

C s; nð Þ ¼ n� sþ 1ð ÞPn
s¼1 n� sþ 1ð Þ ¼

n� sþ 1
1
2 n nþ 1ð Þ ð2Þ

where n denotes the number of collaborators and s denotes the author’s signature order.
Without considering the corresponding authors, the author’s contribution decreases
linearly with the increases of the author’s signature order, and the degree of decline is
related to the number of authors. The degree of decline can be described in formula (3).

DC ¼ 2
n nþ 1ð Þ ð3Þ

The value of n gets larger; the degree of decline get smaller. However, the value of
n should not be too large, because DC varies little if n is too large. So the model can not
accurately describe the impact of the number of collaborators on the contribution
degree of authors.

The corresponding author is usually the first author of the paper, but some corre-
sponding authors are not the first author. So the formula can be modified as follows
after adding the factor of the corresponding author [12].

C s; n; p; t;mð Þ ¼ nþ 1� s1�m

1
2 n nþ 1ð Þþ p t � 1ð Þ ð4Þ

where s denotes the author’s signature order, n is the number of authors in a paper. If
there are corresponding authors, p is 1. Otherwise, p is 0. t denotes the corresponding
author’s signature position, m denotes whether the current author is the corresponding
author, if true then m = 1, otherwise m = 0.

Degree of Cooperation Between Authors. The co-authors in each paper can form many
cooperation relationships, but their cooperation degrees are different. The cooperation
weight is the sum of multiple cooperation degree behaviors between authors. The
cooperation degree of single cooperation is measured by the author contribution model
mentioned above. We referred to the calculation method of cooperation degree in [12].

Wk
i;j ¼

2 nþ 1ð Þ � S1�mi
i þ S1�mj

j

� �

n nþ 1ð Þþ 2p t � 1ð Þ ð5Þ

where Wk
i;j indicates the degree of cooperation between author i and author j in paper

k. Based on the cooperation degree of a single co-authored paper, the total cooperation
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degree between authors can be calculated, and the calculation formula is shown as
follows.

Wi;j ¼
X

k
Wk

i;j ð6Þ

where Wi;j denotes the total cooperation weights between author i and author j.

3.2 Assessment of Authors’ Influence Based on Data Field

The author’s influence is related to two aspects: the author’s “quality” weights and the
reference weights between authors. The specific flowchart of the author’s influence
process of the mechanism is shown in Fig. 1. Author’s “quality” is the reflection of the
author’s own characteristics in academic research, which is related to the amount of
publication, the publisher level and the order of signature. In a certain field, the more
papers the author published, the higher the order of signatures in each paper and the
higher the publisher level of the paper all will produce the greater “quality” for each
author. Therefore, the author’s “quality” weights are the comprehensive evaluation
results of the several above indicators. We will describe in detail later about the
calculation method of “quality” weights. The reference weights are related to the times
of reference between them. Inspired by the idea of the physical field, we try to
introduce the interaction between particles and the description method of their fields
into abstract numerical space [13] and use data field theory to measure the author’s
influence. The above two aspects are considered comprehensively in the method.

Fig. 1. Flowchart of overall process of author influence map
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The Data Field of Authors. According to the data field theory, there are several
entities in a range, and each entity will produce a field of potential energy. These fields
also affect the surrounding entities. The size of the potential energy field of each entity
is not only related to its own quality but also affected by the superposition of potential
energy fields around it. The affection of the potential energy field around the entity is
related to the distance between them. The smaller the distance, the greater the affection.
Be applied to the academic field, and each author represents an entity which generates a
data field. And they also are in the field produced by other authors and affected by the
data field of other authors. The size of the data field of each author is not only related to
its own “quality” factors but also related to the superposition the data field of the
authors around him. The authors around him are the authors who quoted his papers.
The larger the reference weights, the smaller the distance between them, and the greater
the affection of the reference authors. Therefore, the value of the authors’ data field is a
sum of his own field and others’ superposition field. The author’s influence can be
expressed by the value of the data field. We use the Gauss formula to calculate the
value of each author’s data field.

P aið Þ ¼ Wai

Xn

j¼1
Waj � e

� dis aj!aið Þ
r

� �2

ð7Þ

dis aj ! ai
� � ¼ 1� raj!ai ð8Þ

where P aið Þ denotes the data field of author ai, r is the balance parameter, dis aj ! ai
� �

denotes the distance between author aj and author ai, and raj!ai denotes the reference
weights between author aj and author ai. Wai represents “quality” weights of author ai,
and the next section describes in detail the calculation method of “quality” weights.

Evaluation of Author’s Quality Based on Entropy Weight Method. The author’s
“quality” is mainly related to the number of papers published, the order of signatures in
papers and the publisher level of papers. In this paper, we mainly analyze the three
factors. To measure their contribution to the comprehensive evaluation of authors’
“quality”, we used the method of entropy weight.

The concept of information entropy is a measure to describe the degree of infor-
mation disorder in a system. If the information entropy of an indicator is greater, the
uncertainty of information will be greater and the amount of information provided will
be smaller, so the contribution of the indicator will be smaller in the multi-indicator
comprehensive evaluation. On the contrary, the smaller the indicator’s information
entropy is, the larger the amount of information it provides and the larger the contri-
bution it provides in the comprehensive evaluation. In this paper, the author’s publi-
cation quantity, the publisher level and the order of signature are taken as the indicators
to evaluate the author’s “quality” comprehensively. Author’s publication quantity and
publisher level can be obtained directly. And the order of authors’ signatures needs to
be treated as the contribution degree of authors because the signature order can reflect
the author’s contribution degree correctly in a paper. The higher the order of the
author’s signature is, the greater the contribution degree is. The contribution degree
decreases linearly with the increase of the order of signatures [13].
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Suppose AC ¼ a1; a2; a3. . .anf g represents a set of authors. The author ai’s publi-
cation quantity is Xi1, publisher level is Xi2 and contribution degree is Xi3, and
Yi1,Yi2,Yi3 are the results after normalization. Then the information entropy of three
indicators is calculated as shown in formula (9).

Hj ¼ �ln nð Þ�1
Xn

i¼1
Yij ln Yij; j ¼ 1; 2; 3; i ¼ 1; 2; 3. . .n ð9Þ

where j denotes the above three indicators, and n denotes the number of authors set AC.
After calculating the information entropy of each indicator, the entropy weight of

each indicator is clear. It can be calculated by formula (10).

wj ¼ 1� Hj

k � RHj
; j ¼ 1; 2; 3; k ¼ 3 ð10Þ

Obviously, when the information entropy Hj of indicator j reaches its maximum 1,
and the entropy weight wj is 0. It denotes that indicator j can hardly provide useful
information when determining the author’s “quality”, so it occupies fewer weights in a
comprehensive evaluation. After the entropy weights of the three indicators are
obtained, the value of authors’ “quality” can be obtained by formula (11).

WAi ¼
Xk

j¼1
wjYij; i ¼ 1; 2; . . .n; k ¼ 3 ð11Þ

where WAi denotes the authors’ “quality”.

4 Experimental Analysis

This paper takes information retrieval as the target research field and takes the aca-
demic papers published in ACM SIGIR1 conference and their authors as our experi-
mental objects. We selected papers and authors from 2006 to 2015, and obtained a total
of 2241 papers and 3207 different authors, including 7548 pairs of cooperation rela-
tionships and 29774 pairs of reference relationships (excluding self-citations). For the
authors who have repeat names, we distinguish them mainly through the model of
“author + institution”.

4.1 Assessment of Authors’ “Quality”

Measuring the author’s “quality” is the key to calculate the author’s influence. Due to
the source data in the experiment are all from SIGIR, so the indicator of publisher level
is not considered in this paper. We extracted all authors who appeared in the paper of
ACM SIGIR conference from 2006 to 2015 as the author set AC ¼ a1; a2; a3. . .anf g.
And the number of each author’s papers can be obtained from the ACM database. We
extracted the paper and the author’s signature order from SIGIR conference in 2006 to

1 https://dl.acm.org.
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2015. Then according to the method of authors’ contribution mentioned in Sect. 3.1,
we can conclude the total contribution degree of every author.

Different indicators occupy different importance in a comprehensive evaluation.
This paper reflects the evaluation weights of each indicator through information
entropy and entropy weights. The results are shown in Table 1.

It can be seen that the information entropy of the amount of publication is a little
smaller and the entropy weights is a little larger. Then the author’s “quality” value is
calculated based on the entropy weight method. We select author threshold as the core
authors according to Price Formula.

Mp ¼ 0:749
ffiffiffiffiffiffiffiffiffiffiffiffi
Np max

p ð12Þ

The total number of authors Np max is 3207, and the number of selected core authors
is Mp ¼ 42. Due to space limitations, Fig. 2 shows the “quality” value of the top 20
authors.

Table 1. Information entropy of publication quantity and contribution degree.

Publication Contribution degree

The information entropy 0.91 0.93
The entropy weights 0.57 0.43

0

0.2

0.4

0.6

0.8

1

1.2

Fig. 2. Authors’ “quality” weights
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The author’s “quality” only reflects the author’s own characteristics, but not
enough to reflect the author’s influence. In order to reflect the authors’ influence more
accurately, we should also consider the impact of the author, who has a reference
relationship with him.

4.2 Evaluation Results of the Author’s Domain Influence

After the reference relationship and weights between authors are extracted and the
author’s “quality” is obtained, then we calculate the author’s data field value by for-
mula (7). The data field value of authors can reflect the author’s influence.

Then we compare the authors’ influence with their “quality” weights. The top 20
authors’ influence values and top 20 authors’ “quality” weights are shown in Fig. 3.

It can be seen that some authors are in the “quality” ranking top 20, while they are
not necessarily in influence ranking top 20. Han J, for example, ranked first in authors’
“quality”, but his influence ranked 157th. It was found that Han J was cited by only 10
people and cited 10 times in the ACM SIGIR conference from 2006 to 2015. And
Garcia-molina H dropped from 11th in the “quality” ranking to 312th in the influence
ranking. We find that he is cited by only 4 people, with a total of 4 times. In addition, he
only co-authored papers with 5 people during this period. That indicated they were
weakly correlated with the surrounding authors during this period. So their academic

Fig. 3. Comparison of authors’ “quality” and influence

138 J. Yu et al.



influence should be lower. However, Agichtein E and Dumais S rose from the 50th and
28th positions in the “quality” ranking to the 5th and 7th positions in the influence
ranking respectively. By analyzing the times of citation, it can be found that Agichtein E
is cited by 323 authors for 579 times, and Dumais S was cited by 265 authors for 426
times. In terms of the number of collaborators, they have co-authored papers with 35 and
31 people respectively during this period. It is obvious that they have closer connection
with the surrounding authors. So they should have more influence.

From the analysis above, we can draw the following conclusions:

1. Authors’ “quality” and authors’ influence reflect different dimensions. The “quality”
reflects the author’s own characteristics, such as the number of author’s papers and
the order of signature. While the influence not only reflects the author’s “quantity”,
but also reflects the reference degree from other authors who quoted him.

2. The higher the author’s “quality” is, the more articles are published by the author,
and the higher the order of the author’s signature is. However, he doesn’t have to be
cited more by other authors, so his influence doesn’t have to be greater.

3. Influence based on date field emphasizes the authors’ influence on other authors and
reflects the real influence situation better.

5 Conclusions

This paper mainly studies the method of constructing author influence map and the
mining of author reference relationship and cooperation relationship. For the mea-
surement of author influence, we use the author data field method, which not only
considers the author’s own characteristics related to influence, but also considers the
superposition impact of the authors who quoted him. The effective evaluation of the
authors’ “quality” is the premise to measure the author’s influence. We use entropy
weight method to measure the “quality” of authors, which can effectively evaluate the
different importance of each indicator in the comprehensive evaluation. In the aspect of
cooperation relationship and weights between authors, we introduce the method of
calculating authors’ contribution degree in different signature order to measure authors’
cooperation weights. Through experimental analysis, we explore the relevance between
authors’ influence and authors’ “quality”, and realize the data field method reflects the
authors’ influence more accurately. This will provide a reliable way to construct the
author influence map.

This paper aims at the research of author influence and relationship map. In the
future work, we will expand the research areas and paper databases. In addition, we will
apply the author influence map to the personalized information service recommendation
and build the personalized service recommendation system for academic authors.
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Abstract. As the Internet entered the 2.0 era, online users have become
the main part of public opinion, and significant events happened around
the world quickly disseminate through the Internet. Some negative com-
ments usually are mixed into posts and articles. If let public opinion
develop at will, some serious social events may trigger very fierce online
volatility and they will have adverse effects on social stability. Therefore,
to simulate the propagation mode of topic events on the Internet, and to
predict the trending of public opinion on the entire Internet, this paper
constructs a new type of model based on the idea of cellular automata and
applies it to the online public opinion situation deduction. We arrange
the nodes in new ways. An individual user is represented by a cell node
in our model, and we build the cellular space based on directed graph to
represent social network topology that users follow about each other in
an innovative way. We delineate the users’ portrait based on the users’
attributes, design evolutionary rules based on the behaviors of users on
the Internet and the law of information dissemination. Experiments with
real data of online users showed that the proposed model in this paper
had excellent performance, it not only reflected the law of information
dissemination on the Internet, but also its deduction result was similar
to the trending of real historical events.

Keywords: Public opinion · Cellular automata · Graph calculation

1 Introduction

Public opinion is a collection of statements, attitudes, and beliefs expressed by a
considerable number of people in society on a particular topic. It usually involves
major social issues such as public safety, social peace, and social life. As an online
platform for the public to accept information and express opinions, the Internet
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gathers people’s attitudes, opinions and emotions about social phenomenon and
problems which show people’s needs and wishes. With the rapid development
of online new media and social network platforms, the convenience of posting
comments on the Internet is constantly improving, and the situation of online
public opinion play an increasingly important role on social stability. Predict-
ing the trending of public opinion and finding key accounts on the Internet are
important for governments, and governments could guide information dissemi-
nation on the basis of knowing what the consequences of relevant decisions may
be. Our work also could make a certain purification of the network environment
to reduce the negative impact of some information.

To simulate the rules and patterns of users’ behavior and information dissem-
ination on the Internet, this paper constructs online public opinion deduction
model based on an innovative cellular automata. The model characterizes real
user data, innovatively constructing a cellular space using a directed graph data
structure and deducting the process of public opinion evolution by designing
evolutionary rules. In the process of deduction, the public opinion situation at
every moment is monitored and predicted.

2 Related Work

With the explosive growth of the influence of online public opinion, the online
public opinion forecast has not only become the focus of journalism communi-
cation and political science in the social sciences, but also attracts the exten-
sive attention of computer science, system science and psychology. As a cross-
disciplinary complex issue, various public opinion analysis has been studied by
many researchers based on their own theoretical basis and research methods [38].

At present, the main research directions in the field of public opinion anal-
ysis include hot topic data acquisition, hot topic detection and online public
opinion situation forecast [33]. Hot topics refer to topics that most online users
are concerned about in a certain period. Online hot topic detection generally
follows three steps: data collection, data cleaning, natural language processing
and topic identification [9,14,29]; The research content of the public opinion
forecast is quite broad, including the prediction of hot event [10,18,25,40,41],
the warning of serious events [7,27,31,37,42], and the prediction of public opin-
ion trending [15,21,39]. In order to achieve different public opinion prediction
purposes, scholars have adopted a variety of methods to practice, including pub-
lic opinion forecast based on big data, public opinion forecast based on neural
network and public opinion situation deduction based on the propagation model.

2.1 Public Opinion Forecast Based on Big Data

Public opinion forecast based on big data mainly relies on the analysis of a large
amount of data, using statistical and probabilistic knowledge to explore the
changing law of the public opinion situation. Shang et al. [24] used the Hadoop
platform and their data mining algorithms’ set called “Mahout” to make special
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extractions of lyrical texts, to analyze what public opinion will happen next, and
to provide better decision support for governments and enterprises. Fan et al. [6]
proposed a hot public opinion detection model based on quantitative comment
and emotion, in this model, web opinion mining was applied in presence of report
vector, by constructing the web opinion dictionary, the inclination and intensity
of web comment were quantitated by the form of vector. Lian et al. [16] built a
multi-dimensional factor index system based on a large amount of public opinion
data, multivariate logistic regression analysis was used to explore the relationship
between the types of online public opinion events and the characteristics of
public opinion, and then predict the public opinion characteristics of events in
the public opinion latency of the same type of events; Maclennan et al. [19]
predicted the attitude of New Zealanders towards alcohol policy through survey
sampling; Krueger [13] used Gallup World Poll data to predict public attitudes
toward terrorist attacks; Ceron et al. [1] obtained the emotional orientation data
of netizens on Twitter in the 2012 French election, and used statistical analysis
methods to predict the results of the election. Xia et al. [30] monitored the
anomalous events by monitoring the abnormal data of the network in the big
data environment.

The public opinion forecast based on big data extracts features from exist-
ing events by statistics and constructs feature models. These methods predict
the possible trending of new events by comparing the features of new events
with existing feature models. However, the models based on statistics simplifies
the actual complexity of public opinion, they cannot fully describe, restore and
explain the details of events [33]. Due to the law based on statistics from his-
torical data, the prediction on the similar event is accurate, while the prediction
on different kind of event may be Ineffective, which is the limitation of those
methods.

2.2 Public Opinion Forecast Based on Neural Networks

Public opinion forecast based on neural networks uses the prediction ability of
the neural network to predict hot event. Chen et al. [3] constructed a hybrid
prediction model combining convolution neural network with corpora to predict
the vegetable price fluctuation in China’s market. Chachra et al. [2] used deep
convolution neural networks (DCNN) to model sentences and perform sentiment
analysis, then predict the possible changes in the public’s emotions in public
opinion. Sun et al. [26] designed an online public opinion model based on adaptive
learning rate of recurrent neural network, it selects a variety of features based
on the characteristics of comments to construct a cyclic neural network sequence
generation model, the results of the public opinion forecast were evaluated based
on the Baidu index; Huang et al. [10] used the strong global search ability of
genetic algorithm and the local search ability of particle swarm optimization
algorithm to optimize the weight of BP neural network, the online public opinion
prediction model optimized by hybrid algorithm is constructed to accelerate the
convergence speed of the neural network. Isa et al. [11] utilized the strengths
of the self-organizing map (SOM) to overcome the inadvertent dimensionality
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reduction resulting from using only the Bayes formula to classify, combining the
hybrid system with ranking techniques further improves the performance of the
proposed document classification approach; Chen et al. [12] used multi-output
neural network to design a public opinion index fitting optimization model to
predict unknown Microblog users’ gender and the number of fans.

Microblog is the main experimental data source for scholars to study pub-
lic opinion. However, comments in Microblog are randomized, fragmented, and
language unstructured, the feature extracted from text is not accurate, which in
turn affects the output of neural networks [34], due to the random nature of such
features of the Internet, it is difficult to establish a model by neural networks
with wide applicability. Furthermore, public opinion forecast based on neural
networks uses historical data as a training set, so the prediction on new types of
events is poor.

2.3 Public Opinion Situation Deduction Based on the Propagation
Model

Public opinion situation deduction based on the propagation model uses the law
of information dissemination, studying the propagation mode of information
on the Internet, the information dissemination simulation and user behavior are
used to deduct and predict the online public opinion situation. Liu et al. [17] con-
structed Internet opinion propagation model by improving the classical disease
spreading Susceptible-Infective-Recovered (SIR) model, based on this model, the
parameter inversion algorithm was used to predict the online public opinion’s
trending of actual cases. Ha et al. [8] refined the mode of transmission of infec-
tious diseases and established a public opinion model for top-down research;
You et al. [35] used the infectious disease model combined with the influence of
Microblog users’ forwarding behavior on the information dissemination mecha-
nism, they constructed an evolution equation group with Microblog propagation
characteristics to predict the spread of Microblog information. Yang et al. [23]
according to the behavior characteristics of the user’s social information, intro-
duced the interest degree and intimacy into the process of public opinion propa-
gation and proposed the IC-SEIR online public opinion propagation model, and
predicted the user relationship on the Internet.

In 1966, John Von Neumann [22] proposed the Theory of Self-Reproducing
Automata, inspired by the self-replication of cells, he built a simple machine with
self-replicating features and general computer capabilities using mathematical
abstract models. In 1968, Codd [4] used a two-dimensional cellular automa-
ton to implement self-replicating features, simplifying Von Neumann’s original
extremely complex model. In the method of the propagation model, some schol-
ars built a public opinion propagation model based on cellular automata. Wang
et al. [28] abstracted the individual of a certain grid space into a cell with sen-
timental tendencies, set the degree of opinion preference and other attributes
described as discrete values, and predicted the phenomenon of group opinion
reversion on the Internet; Mao et al. [20] proposed a cellular automata model
based on fuzzy inference theory for online public opinion aggregation, which
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defined three kinds of public opinion attributes: attention degree, attitude com-
munity and environmental adaptation intensity, through the simulation exper-
iment, the aggregation effect of online public opinion under two different fuzzy
demarcations is obtained; Yu et al. [36] proposed a WeChat public opinion prop-
agation mechanism model based on adaptive neuro-fuzzy inference system and
cellular automata, and used simulation experiments to predict the changes of
users’ attitudes toward public opinion events during WeChat propagation. Deng
et al. [5] based on the cellular automata model to quantitatively study the influ-
encing factors of network information dissemination and explored the impact
of these factors on public opinion communication and intervention mechanisms;
Li et al. [32] established a cellular automata model based on decision theory,
using the relative income model as the evolutionary rule, designing a traversal
algorithm for the evolution of cell states at the same time, which can achieve
the propensity of public opinion.

Public opinion situation deduction based on the propagation model starts
from the characteristics of user nodes and information dissemination rules, con-
structing a lyric situation deduction model close to the real Internet operation
law. However, the relevant research stays in the theoretical stage, and only sim-
ulation experiments are used to the operation model. There is also no clear
calculation method for the determination of the node feature value. The model
used for online public opinion prediction is relatively simple, and lack a more
accurate and comprehensive prediction system [33].

To solve the above problems, this paper proposes online public opinion deduc-
tion model based on an innovative cellular automata. We calculate the values
of several attributes of cell nodes based on users’ historical comments, and con-
struct the cellular space using the directed graph data structure and the specific
evolutionary rules for the first time. The proposed model can forecast multiple
indicators such as hot event, emotional tendency, and proportion of comment
types.

In Sect. 3, the related knowledge of the standard cellular automata is intro-
duced, then various attributes of the cell node, calculations for attributes, cellu-
lar space, neighbor set and specific evolutionary rules are defined; In Sect. 4, the
reliability and authenticity of the proposed model are verified by experiments on
real Microblog user data; In Sect. 5, we summarize our work in this paper and
give some future work.

3 Online Public Opinion Deduction Based on the
Thought of Cellular Automata

The standard cellular automata is a four-tuple composed of cell node, cellular
space, neighbor set, and evolutionary rule. The mathematical expression is as
follows:

A = {C,La, Nn, f} (1)

where A denotes a standard cellular automata system; C denotes a set of cell
nodes; La denotes a cellular space, a is the dimension of the cellular space; Nn
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denotes a set of cell nodes’ neighbors, and n is the number of cell nodes in a
neighbor set; f represents the evolutionary rule of the cellular automata system.

Each cell node C contains a state set S, S contains a plurality of states.
At each moment, the cell node is in a certain state in S, and the deduction
process of the cellular automata is the transformation process of all cell nodes
from one state to another. The nodes in the cellular space La are arranged in a
variety of ways, such as one-dimensional, two-dimensional, and three-dimensional
arrangements, and a represents the dimensions of the arrangement. Since it is
impossible to construct a cellular space that is infinitely extended in multiple
dimensions in a computer, it is necessary to define different boundary conditions
of the cellular space, mainly three types: periodic type, reflective type and custom
type. All cell nodes adjacent to a cell are considered as neighbors of the cell,
neighbor nodes are included in the neighbor set Nn of the cell node, and n
represents the number of neighbor nodes, taking two-dimensional cellular space
as an example, the common neighbor set has 3 cases such as 4-node neighbor
set, 8-node neighbor set, and 24-node neighbor set. Any other cell nodes in the
range are regarded as neighbor nodes of this cell node, during the deduction of
the cellular automata, the state of a node is affected by its neighbors.

The evolutionary rule f in the cellular automata is the core of the cellular
automata deduction. The formula is defined as:

st+1
i = f(sti, N

t) = f(sti, s
t
1, s

t
2, ..., s

t
n) (2)

where sit, s1t , s2t ,...,s
n
t represents the state of the cell node i and its n neighbor

nodes in the neighbor set at time t. The state of each cell node at the next
moment is determined by the state of the previous moment itself and all its
neighbor nodes. The cell nodes in the cellular automata will change their state
with discrete time according to the defined evolutionary rules, thereby realizing
the deduction of the cellular automata.

The online public opinion deduction model based on an innovative cellular
automata proposed in this paper uses cell node to simulate the user node on
the Internet, constructing the neighbor set and cellular space of cell node based
on the followers of each user node in the social network. Then we designed
evolutionary rules based on the propagation of information on the Internet, the
change of user’s emotional value, the degree of user acceptance of information,
etc. Therefore, in order to be close to the operation law of the real Internet, it is
necessary to adjust the four basic attributes of the standard cellular automata.

3.1 Cell Node

In our model, the cell node is used to characterize the users on the Internet.
To enable the cell nodes to reflect the situation of the entire Internet, we add
a feature set P = {I, Iv, Sp, Mu, Il} for each cell node. The set elements are
users’ node influence I, autonomic opinion index Iv, comment firmness index
Sp, emotional tendency degree Mu, and interest list Il. The values of the set
element in P are determined based on users’ own historical comments, they will
affect the user’s reaction to different public information.
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Node Influence: Node influence I reflects the importance of the user on the
Internet, it is judged based on the user’s activity W1 and the user’s comment
degree of propagation W2, wherein W1 is calculated based on the user’s total
number of comments X1 and the total number of original comments X2. X1

indicates the number of comments published and forwarded by the user, X2 rep-
resents the number of comments made by the user himself. The user’s comment
degree of propagation W2 is based on the number of comments being forwarded
X3, number of comments being commented X4, the number of original comments
being forwarded X5, number of original comments being commented X6 and the
number of comments being liked X7. Each part is given a different weight when
calculating the node influence, as shown in Table 1:

Table 1. The weight of different parts of the node influence calculation

Variable Weight Variable Weight

W1 0.2 X1 0.3

X2 0.7

W2 0.8 X3 0.2

X4 0.2

X5 0.25

X6 0.25

X7 0.1

Standardization: X ′= ln(X+1)

Based on the weight ratio of each part in Table 1, the formula for calculating
the node influence is shown in Eq. (3):

I = (0.2 × W1 + 0.8 × W2) × 160 (3)

The user’s activity W1 calculation formula is as shown in Eq. (4), and user’s
comment degree of propagation W2 calculation formula is as shown in Eq. (5):

W1 = 0.3 × ln(X1 + 1) + 0.7 × ln(X2 + 1) (4)

W2 = 0.2 × ln(X3 + 1) + 0.2 × ln(X4 + 1) + 0.25 × ln(X5 + 1)
+ 0.25 × ln(X6 + 1) + 0.1 × ln(X7 + 1)

(5)

Autonomic Opinion Index: Some users are the main body of the public
opinion. When significant event happens, these users will actively express their
opinions to participate in public opinion events. User’s autonomic opinion index
Iv is used to measure the probability that a user will actively express his or
her own opinion when participation in an event. Autonomic opinion index is
calculated as follows:

Iv =
X2

X1
× 100 (6)
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Comment Firmness Index: Comment firmness index Sp reflects the extent to
which users’ own opinions are easily influenced by their neighbors. To calculate
Sp, we designed the following process:

Process 1. Comment firmness index calculation

(1) Get top 10 keywords of user’s each comment, and obtain the keyword data set
Dw, where each record contains the corresponding comments, the length of Dw is
equal to the total number of comments of the user;

(2) Construct comments-keyword matrix W = (aij), it contains n m-dimensional
vectors, where n is equal to the length of the keyword data set Dw, m is equal to
the number of all non-repeating keywords appearing in Dw, each dimension
corresponds to one keyword, and the value of aij takes 0 or 1, 0 means that the
keyword corresponding to the dimension i in the j-th sentence does not appear,
and 1 indicates that the corresponding keyword appears;

(3) Use the PCA dimensionality reduction algorithm to reduce the
comments-keyword matrix W to the n × 2 matrix WPCA = (bij), the matrix
contains n 2-dimensional vectors (bi1, bi2), bi1 and bi2 are the m-dimensional
vectors in W Results after dimensionality reduction;

(4) Set the scanning radius eps and the minimum inclusion point minPts, use the
DBSCAN clustering algorithm to cluster two-dimensional vectors in the WPCA to
obtain the cluster number Cn;

(5) Calculate user’s comment firmness index based on formula:Sp = 1
Cn

× 100%

Interest List: Every user on the Internet has their own areas of interest, and
users are more likely to accept comments in areas of their own interest. The
interest list Il is a q-dimensional vector, each dimension of the vector corre-
sponds to a domain, and each dimension has a value between 0 and 1, the larger
the value, the more interested the user is. The interest list can be established
by counting the number of occurrences of keywords in different fields in user’s
total comments. The more occurrences of keywords in a certain field, the more
interesting the user is to the field. The value of the i-th dimension in the interest
list is as follows:

Ili =
Kwi

Kwmax
(7)

Kwi indicates the number of occurrences of keywords in the i-th interest area in
user’s total comments, Kwmax indicates the maximum number of occurrences
of keywords in each field in the q domain in the user’s comments.

Emotional Tendency Degree: Emotion is divided into three categories: pos-
itive, neutral, and negative. User’s emotional tendency degree Mu indicates that
the user is prone to emotional tendencies when touching a topic event, and what
sentiment tends to be expressed when the comment is posted. To calculate user’s
emotional tendency degree, the following process is designed:
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Process 2. Emotional tendency degree calculation

(1) Collect positive words, negative words, negative words, and degree adverbs;

(2) Obtain all the comments published and forwarded by the user, and initialize the
emotional value of each comments M = 0;

(3) For each of the user’s comments, use the word segmentation to segment the
words, remove the stop words, meaningless words and punctuation marks;

(4) Traversing the sequence of words obtained after each sentence is processed in
step 3. If a keyword appears in the positive word lexicon, it is judged whether the
previous word is a fixed word or a degree adverb. If it is a negative word, the value
of M is decreased by 1. If it is a degree adverb, add the value of M to 2. If it is not
a negative word or a degree adverb, then the value of M is increased by 1. If a
keyword appears in the negative word lexicon, the previous word is judged.
Whether the word is a degree adverb, if it is a negative word, the value of M is
increased by 1. If it is a degree adverb, the value of M is decremented by 2. If it is
not a negative word or a degree adverb, the value of M is decremented by 1;

(5) Calculate the emotional value of each comments of the user based on step 4,
user’s emotional tendency degree Mu = 1

n

∑n
i=1 Mi, where n is the total number of

comments for the user and Mi is the emotional value of the user’s i-th comment.

3.2 Neighbor Set and Cellular Space

Users on the Internet have a list of users who are followed by themselves, and each
user will also be followed by other users from their fan lists. In the neighbor set
Nn of the standard cellular automata, n cannot obtain a fixed value to represent
the number of neighbors of each user on the Internet. Moreover, the cellular
space La of the standard cellular automata is also difficult to show the intricate
follow relationship on the Internet.

In our model, the directed graph data structure is used to represent the
following relationship between users on the Internet. Cellular space L = (V , E),
where V = {C0, C1,...,Cn} is a collection of cell nodes in the cellular space, n is
the total number of cell nodes in the cellular space, E = {〈Ci, Cj〉(0 < j, j ≤ n
and i �= j)} is a set of directed edges between different cell nodes in the cellular
space, the direction Ci points to Cj , indicating that the user Ci is followed by
the user Cj . E can be established by the following relationship between users on
the real Internet, and the nodes connected to all the ingress sides of the node
constitute the set of neighbor nodes of the node. The size of this type of cellular
space is determined by the number of cell nodes and directed edges, so there is
no need to design a boundary mode of cellular space.

3.3 Evolutionary Rule

To simulate the law of users’ behavior on the real Internet, the evolutionary rules
are formulated in four aspects: participation state, emotional change, comments
publication and forwarding, loss of interest.
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Participation Topic State: Entering the participation state indicates that the
user is in contact with a topic event and generates interest, which in turn will be
noted, forwarded, and published.There are three actions after the user participates
the participation state: onlookers, forwarding comments, publishing comments.
Onlookers indicates that the user will pay attention to and read the relevant com-
ments on the topic event, but does not carry out any information dissemination;
Forwarding comments indicates that the user will forward the relevant comments
of his neighbor node, and the forwarded comments will be browsed by the user’s
fans; Publishing comments indicate that the user will publish relevant statements
on his own, and the published comments can be transmitted through the neighbor
nodes of the user. Based on the above rules, we defined evolutionary rule 1 for cell
nodes entering the state of participation topics.

Evolutionary rule 1. Participation topic state

(1) Let the topic vector of the topic event be T , T is a q-dimensional vector, each
dimension corresponds to an area of interest, and the value is 0 or 1, 0 means that
the topic event does not involve the interest area corresponding to the dimension,
and 1 indicates the topic relates to the area of interest of the dimension, wherein
each dimension of T is the same as the area of interest corresponding to each
dimension in user’s interest list Il;

(2) If a user in user C’s neighbor set forwards and publishes a comment about the
topic event, then subtract topic vector T and user’s interest list Il, if the value of a
certain dimension in the subtracted result vector is smaller than the interest
difference threshold I t, the user C will enter the participation topic state at the
next moment;

(3) If more than 70% users of user C’s neighbor set forward and publish the related
comments of the topic event, user C will enter the participation state at the next
moment;

(4) If a user of user C ’s neighbor set has more than two higher levels of node
influence than C, the number of this kind of users that forward and publish related
statements reaches 20% of the total number of neighbor nodes, then user C will
enter the participation state at the next moment;

Emotional Change: When users participate in online public opinion events,
they will have certain opinions on the events based on their own emotional
tendency. Because of the exchange of information, user’s emotional tendency will
also be affected by the opinions of other comments. Based on the above rules, the
evolutionary rules of emotional changes of users’ participation in online public
opinion events are designed in evolutionary rule 2.
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Evolutionary rule 2. Emotional change
1) If a user C will post a comment at the next moment, the comment will carry an
emotional value, which is the same as the emotional tendency degree Mut+1 of the
user C at the next moment t + 1, the emotional value carried by the user-forwarded
comments will not change during the forwarding process;
2) The emotional tendency degree Mut+1 of user C at the next moment does not change
under a certain probability, and the probability is equal to the comment firmness index
Sp of user C. If the probability condition is not satisfied, the calculation formula of the
emotional tendency degree Mut+1 of user C at the next moment is as follows:

MuC
t+1 = MuC

t + α
1
m

m∑

i=1

(Mui
t − MuC

t ) (8)

MuC
t represents the emotional tendency degree of user C at current moment

t, m is the number of users in user C’s neighbor set that have been forwarded or
published comments and whose node influence is greater than C, Mui

t indicates
emotional value of i-th user in C’s neighbor set have been forwarded or published
comments, α is the influence weight of the neighbor, it is used to adjust the
influence degree of the neighbor node on the user.

Loss of Interest: Users will not always participate in the online public opinion
event. After reaching certain conditions, users will lose interest in topic event, and
then withdraw from the participation state, and no longer publish and forward
relevant comments. Therefore, we designed evolutionary rule 3 for users about
when will they loss interest to an event.

Evolutionary rule 3. Loss of interest

(1) Set a unified interest demise time limit Id t. After the user enters the
participation state, the iteration will exceed the Id t time and the participant will
be permanently logged out of the participation state;

(2) If the number of users in user C’s neighbor set who forwards and publishes the
relevant comments is less than 20% of all the neighbors, user C temporarily
withdraws from the participation state at the next moment;

(3) If the situation in step 2 is continuously iterated β times in the neighbor node of
user C, the user C will permanently exit the participation state at the next moment.

User exits events are divided into two situations: temporary and exit perma-
nent exit. After temporarily exiting the topic participation state, the user can
still re-enter the participation state according to the conditions in the evolu-
tionary rule 1. For permanent exit, users will permanently withdraw from the
participation and not enter the participation state during the deduction.

Comments Publication and Forwarding: When users participate in topic
events, they will have a certain probability to actively express their opinions or
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forward the comments of neighbor users, and users tend to forward comments
that are similar to their own opinions. To simulate the user’s actions and com-
ments, the following evolutionary rules are designed in evolutionary rule 4.

Evolutionary rule 4. Comments publication and forwarding

(1) The user can perform both the comments publication and comments forwarding
at the same time;

(2) If user C is in the participation state, it has a certain probability that the
relevant comments will be published at the next moment, and the probability value
is equal to user’s autonomic opinion index Iv;

(3) If user C is in the participation state, and the user whose node influence is
greater than user C in its neighbor set forwards and publishes relevant comments at
the current moment, the absolute value of the difference between emotional value of
user C’s neighbors comments and emotional tendency degree Mu of the user C is
less than a certain emotional difference threshold Mu t, then user C has a certain
probability that the relevant comments will be forwarded at the next moment, and
the probability value is (1 − Iv);

(4) If user C is in the participation state, and in step 2 and step 3, the user fails to
reach the requirement of speaking and commenting, the user will continue to
maintain the participation state at the next moment when the condition of the
demise of interest is not reached.

4 Experiments

To verify the practicability of the online public opinion deduction model based
on an innovative cellular automata, the cell nodes are constructed by real user
information obtained from the Microblog network, and the cellular space is con-
structed according to the follow relationship between users. Experiments were
carried out based on the cell node attributes, states, cellular space and evolu-
tionary rules proposed in this paper.

4.1 Data Collecting

We used web spider to get users’ information centered on the account called
“People.cn” randomly from the Microblog as experiment data. User information
includes user name, user location, gender, fan volume, number of users followed,
following list, total number of comments, account creation time, and personal
description. At the same time, obtaining all the Microblog comments of each user,
the Microblog comments includes the comments text, post time, the number of
comments being commented, the number of comments forwarded, the number
of comments liked, the title of the comments topic, the author of the comments
published, and the original tag.

We collected a total of 1442 user nodes and 2,568,023 comments, and 14,676
follow relationships between users. To protect the privacy of users, the personal
username information involved in this article are desensitized.
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4.2 User Portrait

Based on the personal information of all users and all comments, combined
with the calculation algorithm described in Sect. 3.1, each user’s node influence,
autonomic opinion index, comment firmness index, emotional tendency degree,
and interest list are calculated.

In step 1 for calculating the comment firmness index, we set the scanning
radius eps = 0.5 in the step 4, and the minimum inclusion point minPts = 10.

When calculating the user’s interest list, the keywords of eight interest areas
which are college, military, finance, international, audio, sports, society and
games are collected based on the Sogou vocabulary. Therefore, when the q-
dimensional vector is used to represent the interest list, where q = 8.

In step 2 for calculating the user’s emotional tendency degree, the positive
words, negative words, and degree adverbs used are combined with Tsinghua
University Li Junzhong Wen Yiyi Dictionary, Taiwan University NTUSD Sim-
plified Chinese Emotion Dictionary, and CNKI Hownet Emotion Dictionary.

Based on the value of the above parameters, in the 1442 user nodes used
in the experiment, the node with the most influence is “-Qianshan***”, and
its node influence is 2472.26. The node influence is discretely divided into 4
levels based on the maximum value of node influence in the cellular space, the
correspondence between the node influence level and node influence is shown in
Table 2:

Table 2. Discrete node influence level

Node influence level Node influence I

Level 1 I ≤ 619

Level 2 619 < I ≤ 1238

Level 3 1238 < I ≤ 1857

Level 4 1857 < I

The node influence level is marked to each node which can be used for the
evolutionary rule 1. The calculated values of the user images of the “People.cn”
users obtained by calculation are shown in Fig. 1:

Fig. 1. User portrait of “People.cn”



154 X. Liu et al.

4.3 Network Topology

Based on user’s follow list, the topology based on the directed graph is con-
structed as the cellular space. Each node in the cellular space represents a
Microblog user, and the edge in the cellular space represents the following rela-
tionship between the Microblog users. A user node will receive information from
the user he followed. The cellular space constructed in this experiment is shown
in Fig. 2.

Fig. 2. Cellular space

The size of nodes in Fig. 2 represents different node influence levels of the
underlying cell node, and the larger the node, the greater the influence of node.

4.4 Experimental Process and Results Analysis

The experimental process first sets the topic information of the online event that
will be propagated in the cellular space. The comment information includes the
topic vector T , the initial comment tendency, and selects the initial cell node for
the dissemination of comments with different node influence level randomly. In
the process of evolution, let the interest difference threshold I t = 0.1 in step 2 of
the evolutionary rule 1; in the evolutionary rule 2 step 2, the neighbor influence
weight α = 1; in the first step of the evolutionary rule 3, the interest demise time
limit of the cell node Id t = 30, and β = 3 in the evolutionary rule 3 step 3; in
the step 3 of the evolutionary rule 4, the emotion difference threshold Mu t =
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3. Several comparative experiments were carried out to observe and record the
changes in the situation such as event heat, emotional tendency and comments
during the deduction.

Different Initial Comment Topics: To observe the spread rate of different
topics on the Internet, we set different initial public opinion topics. Firstly, the
initial cell nodes are selected to spread the comments, and 30 four-level node
influence nodes including “People’s Daily” and “CCTV News” were selected as
the initial propagation cell nodes. Two topic vectors T1 and T2 were constructed,
where T1 indicates that the initial topic event involves the “military” field, and T2

indicates that the initial topic event involves the “game” field. The propagation
of two kinds of initial comment information in the cellular space is shown in
Fig. 3.

Fig. 3. The spread of different initial comment information in the cellular space

The number of users who participate in the “military” event shown in
Fig. 3(a), in the first 20 iterations of the model, a large number of cell nodes
in the cellular space quickly entered participation state. In the 30-step iteration,
the number of participants in the event was the most. In the 40th iteration, the
event heat decreased, and the nodes in the cellular space successively exited the
participation state. The number of users who participate in the “game” event
shown in Fig. 3(b). Since the user information collected in this experiment was
centered on the account called “People.cn”, users were less interested in the game
field. Figure 3(b) showed the maximum number of participants in the iteration of
step 3 with only 83 people, the event heat disappeared after the iteration of step
12, the number of onlookers in the whole event was relatively large, and there
were few related comments. By comparison, it can be found that the content
of comments in different areas of interest was significantly different in the user
group involved in the experiment. For topic events of interest to the user, most
users mainly participate in the topic due to hobbies, and the remaining users
were affected by their neighbors who were involved in the topic, while topics
that are not of interest to the user group were difficult to be propagated, and
the event heat was falling fast.
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Different Initial Propagation Nodes: To verify the influence of cell nodes
with different influences on information dissemination efficiency, this group of
experiments set up different initial propagation nodes for 4 groups of exper-
iments. Based on 4 levels of node influence, each group of experiments selects
some nodes as the initial propagation node to propagate information. The initial
comment involve the field of “finance”. The trend of user participation in each
group of experiments was shown in Fig. 4.

Fig. 4. The influence of different node influence on information dissemination

In Fig. 4(a), 25 nodes with level 4 node influence, including “People’s Daily”
and “CCTV News” were selected as the initial comment propagation nodes. Dur-
ing the first 20 iterations, the number of people entering the participation state
increased rapidly, and the number of people participation in the topic reached
the maximum of 773 during the iteration of step 30; In Fig. 4(b), 25 nodes with
level 3 node influence were selected as the initial comment propagation nodes,
the number of people entering the participation state after the iteration of step
10 began to increase rapidly, and the number of people participation in the
topic reached the maximum of 735 during the iteration of step 35; In Fig. 4(c),
25 nodes with level 2 node influence were selected as the initial comment prop-
agation node, during the first 20 steps of the iteration, the propagation rate of
the topic event is slow. In the 20th step iteration, since a small number of cell
nodes with level 4 node influence enter the participation state, the propagation
rate of the topic event has a certain increase; In Fig. 4(d), 25 nodes with level 1
node influence were selected as the initial comment propagation nodes, during
the first 25 steps of the iteration, the propagation rate of the topic event was
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relatively slow, before the topic event heat disappeared, only 446 users in the
cellular space had entered the topic of participation, and in the early stage of
the topic event.

Through the comparison experiments of this group, it can be found that the
users with greater node influence were conducive to the dissemination of infor-
mation. If users with low node influence were selected as the initial propagation
node, the slower the propagation rate in the early stage of propagation. How-
ever, in the process of communication, if a node with a large node influence
participates in the topic event, it will help the information dissemination.

Analysis of Public Opinion Trending Prediction Results: To further
verify the reliability of the derivation model, this group of experiments will be
deduced. The results were compared with the trend of the number of partici-
pants in the historical real events. The selected event was “The US White House
officially signed a trade memorandum to China on March 22, 2018”. The inci-
dent was initially reported by multiple Microblog accounts such as “Financial
Circle” and “Sina.com” and caused a sensation in the Microblog.

In this set of experiments, setting the initial topic vector T involves the fields
of “international” and “finance”. According to the Microblog comments, there
were 53 initial propagation nodes including “Financial Circle” and “Sina.com”
reported the news on March 22, 2018. During the deduction, the number of
people who published and forwarded to each iteration was recorded as the result
of the deduction. For comments we got, the number of users who published and
forwarded relevant comments from 0:00 to 12:00 and 12:00 to 24:00 during the
period from March 22, 2018 to April 10, 2018 was counted as the actual trend
of participants. The result obtained by comparing this trend with the deduced
result was shown in Fig. 5.

Fig. 5. Comparison of actual results and deduction result

In Fig. 5, the abscissa was a time series, the suffix was “0” for the period
from 0 to 12 o’clock, and the suffix was “1” for the period from 12 o’clock to
24 o’clock. By comparison, it can be found that in the early stage of the event,
the proposed model in this paper can accurately reproduce the propagation rate
of historical events in the user group involved in the experiment. In the stage
of event extinction phase, the time of extinction caused by the deduction model
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was slightly delayed, but it was basically consistent with the actual situation at
the time when the event completely disappears.

5 Conclusion and Future Work

In this paper, we constructed an online public opinion deduction model based on
cellular automata. Our model used cell nodes to represent individual users on the
Internet, we designed five attributes that can affect users’ behavior in significant
events, and we used users’ historical comments to calculate these attribute values
to delineate users’ portrait. And a topology structure was constructed based on
the users’ following relationship in the social network, and the topology structure
was used to represent the cellular space in the model for the first time. More
importantly, a set of evolutionary rules that can simulate users’ behavior and
information dissemination law of the real Internet was designed. The experiment
results showed that the deduction model proposed in this paper can observe the
characteristics of multiple public opinion events in the cellular space, and the
evolution process is similar to the user activity on the Internet.

The online public opinion deduction model based on an innovative cellular
automata proposed in this paper was highly flexible. Cellular space based on
the directed graph structure can be applied to any social network structure, and
there are many parameters and thresholds can be set freely to adapt to specified
Internet user group in the cell node feature calculation process and evolutionary
rules proposed in this paper.

Due to the randomness of human behavior, the deduction model proposed
in this paper is difficult to predict random events and turning points of some
events. In the future we will optimize the performance of our model on time
complexity and space complexity.
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Abstract. Blockchain technology has been widely concerned by scholars and
industry since it was put forward, and Banks, Internet of Things, Supply Chain,
Government and Medical Industry have proposed using blockchain technology
to solve their problems, respectively. However, there are some difficulties in the
deployment of blockchain products. One important reason is privacy protection.
In order to protect blockchain privacy, discretionary access control method is
proposed, and the corresponding model and algorithm are given. Encryption
algorithm is used to encrypt the blockchain transaction transactions to privacy
transactions. The encryption key and access rights are encapsulated by Lagrange
polynomial to form secret information sent to authorized users. Extracting
enough secret information, authorized user groups work together to calculate the
decryption key, and then obtain the transaction transactions plaintext and finally
implement consensus mechanism to verify the transaction. Secret information
safely self-destruct immediately if exceed effective time. Authorized users and
effective time are entirely determined by the owner of the transaction. This paper
realizes key distributed securely, achieves discretionary access control and fine-
grained access control and provides strong privacy protection.

Keywords: Privacy � Blockchain � Discretionary access control

1 Introduction

Bitcoin has attracted the attention of many scholars since it was put forward. Block-
chain technology is the underlying technology of encrypting encrypted digital cur-
rency. It is composed of distributed database system (also known as distributed ledger),
peer-to-peer network (P2P) and applications. It has been applied to banking, Internet of
Things (IoT), key supply chain, government, medical and other industries. The ledger
is completely open, and users’ privacy is protected only through virtual name, which
hides identity information to some extent.

Privacy in blockchain [1–3] mainly considers transaction privacy and identity
privacy. Transaction privacy mainly refers to the content of transaction transactions
including transaction amount or transaction mode only accessed by designated users
[3]. Identity privacy mainly refers to the inability to track the relationship between
participants and infer the relationship between participants’ real identity and
transactions.
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With the increasing of blockchain technology application, the privacy problems
revealed behind it become more and more serious. Scholars have found that trading
chart analysis [2, 5], network graph analysis [4, 5], trading fingerprint identification [6],
DoS attack [7], address clustering [5, 8], Sybil attack [9] and other methods can achieve
the de-anonymity of Bitcoin.

In order to protect users’ privacy, mixing services divided into centralized mixing
services and decentralized mixing services, ring signature and non-interactive zero-
knowledge proof were proposed.

The structure of centralized mixing services [3, 10] is shown in Fig. 1.

The sender encrypts the message(M) with receiver’s public key(KPR), encrypts the
ciphertext and the receiver’s address(R) with the mixer’s public key(KMR), then sends it
to the mixer. The mixer sends the message decrypted with his private key(KMS) to the
receiver. At last the receiver decrypts the ciphertext with his private key(KRS) to get the
M. The whole process is expressed as follows:

EKMP EKRP Mð Þ;Rð Þ ! DKMS EKMP EKRP Mð Þ;Rð Þð Þ ! DKRS EKRP Mð Þð Þ

Sender

Mixer

Receiver

Fig. 1. Architecture of centralized mixing services

CoinJoin Transaction

Input:20

Input:10

Output 1:15

Output 2:5

Output 1:6

Output 2:4

User A

User B

User C

User D

Fig. 2. Decentralized mixing services [3]

162 J. Yang et al.



Centralized mixing services protect identity privacy, but needed to wait for enough
participants to online perform interactive mixing services, so the delay is quite high and
the sender needs to pay an expensive cost. Its privacy security depends on the loyalty of
the mixer. Decentralized mixing services (as shown in Fig. 2 [3]) is divided into
Coinjoin [11] and Secure Multi-Party Computation (MPC) [12], removing third-party
mixer, but there is still high latency, don’t protect transaction privacy and don’t provide
fine-grained access control.

Monero [13] represented using ring signature technology uses digital signature
technology rather than any central manager, and protect transaction privacy and
identity privacy at the same time. However, Feng Q [3] point out that it requires
thousands of bytes of space to storage transaction transactions and there only limited
external output in actual transactions, as the size of signatures is proportional to the
number of participants.

Zerocoin [14] uses non-interactive zero-Knowledge proof to hide the relationship
between payment source and transaction to protect users’ privacy. Zerocash [15]
improves Zerocoin [14], providing both identity privacy and transaction privacy. It
achieves strong anonymity and provides the highest level of privacy protection so far,
but at the expense of the high computational cost to generate transaction proof.

In order to solve the privacy problem of blockchain, this paper combining
encryption algorithm, and authorization strategy proposes security discretionary access
control method (SDAC) and implements the corresponding algorithms, which simply
and efficiently achieve transaction encryption, fine-grained autonomous access control
and access time control, thus realizing strong privacy protection of blockchain. The
contributions of this paper are as follows:

• An effective authorization method is designed to realize blockchain discretionary
access control.

• The number of elements in the authorized users’ set can be controlled by trader to
realize fine-grained access control.

• For the first time, the simple and efficient algorithms are used to encrypt blockchain
transaction transactions while protecting both transaction privacy and identity
privacy.

2 Basic Knowledge for SDAC

2.1 Threshold Secret Sharing

Secret sharing is an important issue in the field of information security, and an
important method for key management. Shamir [16] first proposes threshold secret
sharing method (t, n) (0 < t � n). Secret S is divided into n parts, which are shared by
n participants. Each participant keeps one part. Only when more than t participants
cooperate with each other, the secret S can be recovered. When less than, it cannot.
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2.2 Lagrange Polynomial

A polynomial in the form:

f xð Þ ¼ an�1x
n�1 þ an�2x

n�2 þ � � � þ a1xþ a0 ð1Þ

is called Lagrange polynomial. N different points can reconstruct an n − 1 Lagrange
polynomial:

F xð Þ ¼
Xn�1

k¼0
lk xð Þyk ð2Þ

where,

lk xð Þ ¼
Y

0� j� n�1;j6¼k

x� xj
xk � xj

ð3Þ

3 SDAC Core Goals and Related Assumptions

In this section, the basic definitions, core goals and assumptions of SDAC are given in
turn.

3.1 SDAC Basic Definition

(1) Definition 1. Privacy Transactions: It denotes an encrypted data structure con-
sisting of input and output. Detailed data structure is given in Sect. 5.1.

(2) Definition 2. Blockchain Self-Destroy Object (Csdo): It denotes an encrypted
string used to encapsulate secret information and reconstruct the decryption key,
and may be leaked during the transmission in P2P network.

(3) Definition 3. Validity Period: It denotes a lifetime and authorized users can access
data objects, during it, but beyond the critical point, immediately cannot. SDAC
method protects blockchain privacy security during and after the lifetime of self-
destructive objects.

3.2 SDAC Core Goals

(1) Discretionary Access Control. It refers to that the owner of transaction transac-
tions decides to authorize users who can scan it without relying on any other entity
or user, but unauthorized users cannot.

(2) Fine-grained Access Control. A transaction can be visited by a user set, and
different transaction transactions can be visited by different user sets. The number
of elements in the authorized user sets can go from zero to any value.
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(3) Strong privacy protection. Protect both transaction privacy and identity privacy at
the same time.

(4) Low Computability and Efficiency. Transaction generated is more efficient than
Monero. Computational cost of SDAC method is lower than Zerocash.

3.3 SDAC Assumptions

(1) Blockchain Client Security and Trusted. Blockchain client can execute script
program and consensus mechanism correctly.

(2) Authorized Users Trusted. Authorized users are related to transaction. In order to
ensure their own benefits, they are credible during the validity period.

(3) Cipher and Cryptographic Algorithm Trusted. They are the basis of this paper.

4 SDAC Model and Description

4.1 SDAC Model

The SDAC model is shown in Fig. 3. The model consists of three entities: privacy
owner, users of the system and potential attackers.

• Privacy Owner: Sender and receiver of transaction.
• All Users: All participants in blockchain system, which are divided into authorized

users and unauthorized users. Authorized users are allowed to access privacy
transaction transactions, responsible for verifying transactions and implementing
consensus mechanism. The R ¼ riji 2 Nf g denotes the set of authorized users,
which can be encrypted to group.

E/D broadcast

encapsulation de-encapsulation

extract

Different 
Transactions

Cm
all

Users

Key

Potential 
Attackers

broadcast

Fig. 3. SDAC model
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• Potential Attackers: All users in the system are likely to be attackers at different
time. Authorized users attempt to save Csdo to recover the decryption key at any
time. Other users attempt to launch various attacks on P2P networks and authorized
users in order to get Csdo.

The first stage: Transaction transactions encrypted, key encapsulated and dis-
tributed phase (corresponding to the right and down direction’s arrow in Fig. 3). The
privacy owner divides the transaction transactions according to different access rights,
encrypts the transactions with the key to form a privacy transaction and broadcasts it to
the blockchain system. The encryption algorithm uses the Advanced Encryption
Standard (AES). The privacy transactions with the same access rights use the same key
and with different access rights use different keys. The keys are encapsulated to form
Csdo and then send the Csdo to authorized users.

The second stage: Key de-encapsulated, transaction transactions decrypted, and
consensus mechanism implemented phase (corresponding to the arrow up and left in
Fig. 3). This stage mainly is traversed phase by the authorized users (reverse process of
the first stage). Authorized users get decryption key through a series of processing, then
decrypt transaction transactions to plaintext and then implement consensus mechanism.

4.2 SDAC Description

Transaction Establishment: The traders make a deal, give the parameter s, call setupðsÞ
to generate the plaintext of the transaction transactions locally.

Generate the Key: The traders give the security parameter к and Ke which is the
receiver key of the previous round of generating privacy transactions, call setkey j;Keð Þ,
generate the receiver key Ke

0
, and at last generate the secret information S which is

presented access rights.
Generate Privacy Transactions: Call Esecretðm; SÞ, encrypt the transaction trans-

actions plaintext into Privacy Transactions Cm and broadcast it to the whole blockchain
system.

Authorizing Access: Giving the R, threshold d and time stamp t, call
SDACARðR; d; S; tÞ to get Csdo, call SDACEðRÞ to get group and then broadcast Csdo

and group to the whole blockchain system. Because secret S has been encrypted by
access user’s public key, unauthorized user(s) cannot decrypt it, thus achieving strong
discretionary access control.

Transaction Authentication: Authorized user(s) take out Hash(source), if it is the
same as some transaction’s hash, then continue to perform the following operations,
otherwise, judge it is false transactions and vote to refuse it. Look up the global book-
keeping, if the Hash(source) is the same as Hash(source) of other privacy transactions,
judge it is double-spent attack and vote to refuse it too. Call SDACgetkey Csdo; groupð Þ
function, reconstruct secret S, call decryption algorithm, get transaction plaintext, and
then implement consensus mechanism.
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5 SDAC Algorithms

SDAC combines blockchain, authorization strategy and information encryption to
achieve security discretionary access control method for blockchain. The main symbols
and description of SDAC algorithm are shown in Table 1.

5.1 SDAC Data Structure

For simplicity, the transaction transactions plaintext m in SDAC is similar to Bitcoin, as
shown in Fig. 4. The ini (i < N+) is the total benefit of UserA through every mining or
trading. The input and output meet:

sum nið Þ ¼ sum Njð Þþ num ði; j 2 N þÞ ð4Þ

The m is consist of Hash sourceð Þ; Time; ni; Sign;Fi;Ni; pb; Ti, namely:

m ¼ ðHash sourceð Þ; Time; ni; Sign;Fi;Ni; pb; TiÞ ð5Þ

Table 1. Main symbols in SDAC Algorithms

Symbol Description Symbol Description Symbol Description

In Transaction
input

Out Transaction output E Encryption
algorithm

Hash Hash function Ke/Ke′ Key D Decryption
algorithm

Change Change
output

sign Transaction’s
signature

ni/Ni Input/output
amount

Transaction

in1: n1

in2: n2

inn: nn

…U
ser A

out1: N1

out2: N2

…

User B

User C

…

change: num

out2: NN User N

Fig. 4. Transactions
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where, Hash sourceð Þ denotes the hash value of the source, Time denotes the time when
the transaction transactions is generated, Sign is the sender’s signature of the trans-
action transactions, Fi denotes that the input comes from the Fith output of the previous
transaction transactions, pb denotes receivers’ public key, Ti denotes that this is the Tith
output.

Cm denotes Privacy transactions, which consist of input and output. The input data
structure of Cm in SDAC method is shown in Fig. 5. The output structure of Cm is
shown in Fig. 6. EKeðÞ=EKe0 ðÞ denotes that using key Ke=Ke

0
to encrypt.

5.2 SDAC Algorithms Constructions

(1) Transaction establishment algorithm: setup sð Þ ! m.
(2) Randomized algorithm: RandomðÞ ! ð0; 1Þk.
(3) Key generation algorithm: setkey jð Þ ! S.

Hash(source)

Fig. 5. Structure of input

Fig. 6. Structure of output
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(4) Privacy transactions generation algorithm:Esecretðm; SÞ ! Cm.

(5) Authorized user sets encryption algorithm: SDACEðRÞ ! group.

(6) Authorization algorithm: SDACARðR; d; S; tÞ ! Csdo
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(7) Key recovery algorithm: SDACgetkey Csdo; groupð Þ ! S

(8) Plaintext recovery algorithm: Dsecret Cm; Sð Þ ! m
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6 SDAC Comprehensive Analyses

SDAC method encrypts transaction transactions’ data structure of blockchain. Com-
paring with other methods, we analyzed the advantages and disadvantages of this paper
shown in Table 2.

(1) Security. The security of SDAC depends on the security of cryptography. An
attacker may capture Csdo when it is in the P2P network communication and
launch a Sybil attack. Even if achieving the attack, the attacker can recover the
S using ECC decryption algorithm only if he gets at least d different authorized
users’ private key and then uses AES decryption algorithm and S to get trans-
action transactions plaintext. Both encryption methods can effectively resist
known attacks. According to modern cryptography, Both AES algorithm and
ECC algorithm can resist the existing attacks under the existing conditions if the
private key doesn’t be leaked. So SDAC method is security.

(2) Strong privacy. Strong privacy need consider both transaction privacy and identity
privacy.

For the sender:

EKe Time; ni; Signð Þ

For the receiver:

EKe0 Ni; pbð Þ

So, the transaction transactions content and transaction amount are hidden, that is
SDAC method provides transaction privacy protection.

For the keys:

S ¼ ðKe;Ke0 Þ

fi pbið Þ ¼ ad�1pb
d�1
i þ � � � þ a1pbi þ S

Table 2. SDAC compared with other schemes

Method Strong
privacy

Delay Key/evidence
management

Discretionary
access control

Fine-grained
access control

Coinjoin No High Complex No No
MPC Yes High Simple No No
Menoro Yes High Complex No No
Zerocash Yes High Complex No No
SDAC Yes Lower Complex Yes Yes
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Where, i 2 fij0 � i � k R kg.

8fi pbið Þ; 9EECCpb fi pbið Þð Þ

For different transaction:

S 6¼ S
0

fi pbið Þ 6¼ f
0
i ðpbiÞ

8pbi; 9EECCpbðfi pbið ÞÞ 6¼ EECC
0
pbðfi pbið ÞÞ

To every user, different transaction has different keys, and encrypted amount is
different. So, the relationship between participants can’t be tracked and the relationship
between participants’ real identity and transactions can’t be inferred, that is SDAC
method provides identity privacy protection.

So, SDAC method achieves strong privacy protection.

(3) Delay. Transactions do not require third party trusted institutions, and there is no
waiting delay caused by online mixing. There is no need to compute public
functions used for encryption, so there is no computation delay caused by multi-
party secure computing. There is no no computation delay caused by calculating
evidence of non-interactive zero knowledge. The owner only needs to sign the
transactions once using the Elliptic Curve Digital Signature Algorithm (ECDSA),
so the efficiency of signature is higher than that ring signature. The owner
encapsulates the key to Csdo with Lagrange polynomial and then encrypts it into
Csdo by ECC, and authorizes the user de-encapsulates Csdo and decrypt Cm, so
calculation delay is caused.

(4) Key management. With SDAC method, using different secret key every time, the
owner need store a large number of keys, which caused complex key manage-
ment. In order to reduce it, they can delete it after transaction transactions
comfirmed.

(5) Discretionary access control and fine-Grained access control.

ES mð Þ ¼ Cm

fi pbið Þ ¼ ad�1pb
d�1
i þ � � � þ a1pbi þ S

EECCpbi fi pbið Þð Þ ¼ f
0
i ðpbiÞ

8ri 2 R; 9DECCpr f
0
i ðpbiÞ

� �
¼ fi pbið Þ

8rj 62 R;DECCpr f
0
i pbið Þ

� �
¼ fj pbj

� � 6¼ fi pbið Þðj[ 0Þ
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S
0 ¼

Xd

j¼0

lj pbj
� �

fj pbj
� �

fj pbj
� � 6¼ fi pbið Þ

S
0 6¼ S

DS0 ðCmÞ 6¼ m

Namely, unauthorized users cannot scan transaction transactions.
8rj 2 R is determined by the owner, so SDAC can achieve discretionary access

control.

k R k � 0^ k R k2 N

Namely, SDAC can achieve fine-Grained access control.

(6) Low computability and efficiency. The computability and efficiency of SDAC
method depend on the computability and efficiency of cryptographic algorithm.
The method only use ECDSA once, needn’t sign by all participants, which have to
in ring signature method, so the size of storage space is smaller than it and the
output of transaction transactions don’t limit by the number of participants. The
method only uses AES algorithm to encrypt and decrypt transaction transactions
and authorized users set once, only uses ECC algorithm to encrypt and decrypt Csdo

once, respectively. AES algorithm has the characteristics of high efficiency and fast
speed. ECC algorithm operates on keys and secret components, having with only a
few bytes. From the perspective of cryptography, under the same conditions, the
AES algorithm and ECC algorithm working together are two orders of magnitude
better than non-interactive zero-Knowledge proof in terms of computational
complexity and efficiency.

7 Conclusion

Based on blockchain privacy protection, combining AES, ECC encryption algorithm,
ECDSA, Lagrange polynomial and authorization strategy, this paper proposed the
SDAC method and implements the corresponding algorithms. SDAC method encrypts
the transaction transactions data structure of blockchain, and then transmit the
encrypted and encapsulated key to authorized users. They decrypt and de-capsulate to
get the key then recover the transaction transactions to implement consensus mecha-
nism. SDAC method can realize fine-grained access control, discretionary access
control transaction transactions and strong privacy of blockchain, thus achieving the
goal of design protection. Compared with Menoro, SDAC method is more efficient to
generate transactions. Compared with Zerocash, its computational cost is lower. The
next step is to reduce the complexity of key management.

Discretionary Access Control Method to Protect Blockchain Privacy 173



Acknowledgment. This work was supported by Project 61403183 of the National Science
Foundation of China, Project 2017JJ4048 of the Hunan Provincial Natural Science Foundation of
China, Project 18A230 of the Hunan Provincial Education Office Science Research of China.
Project 20183350502 and 20191550502 of the Hunan Provincial Finance Office Science
Research of China.

References

1. Bertram, S.: A privacy-preserving system for data ownership using blockchain and
distributed databases. arXiv preprint arXiv:1810.11655 (2018)

2. Chen, L.: Unraveling blockchain based crypto-currency system supporting oblivious
transactions: a formalized approach. In: Proceedings of the ACM Workshop on Blockchain,
Cryptocurrencies and Contracts, pp. 23–28. ACM, Abu Dhabi (2017)

3. Feng, Q.: A survey on privacy protection in blockchain system. J. Netw. Comput. Appl.
(2018)

4. Koshy, P., Koshy, D., McDaniel, P.: An analysis of anonymity in bitcoin using P2P network
traffic. In: Christin, N., Safavi-Naini, R. (eds.) FC 2014. LNCS, vol. 8437, pp. 469–485.
Springer, Heidelberg (2014). https://doi.org/10.1007/978-3-662-45472-5_30

5. Reid, F.: An analysis of anonymity in the bitcoin system. In: Altshuler, Y., Elovici, Y.,
Cremers, A., Aharony, N., Pentland, A. (eds.) Security and Privacy in Social Networks,
pp. 197–223. Springer, New York (2013). https://doi.org/10.1007/978-1-4614-4139-7_10

6. Androulaki, E., Karame, G.O., Roeschlin, M., Scherer, T., Capkun, S.: Evaluating user
privacy in bitcoin. In: Sadeghi, A.-R. (ed.) FC 2013. LNCS, vol. 7859, pp. 34–51. Springer,
Heidelberg (2013). https://doi.org/10.1007/978-3-642-39884-1_4

7. Biryukov, A.: Bitcoin over tor isn’t a good idea. In: 2015 IEEE Symposium on Security and
Privacy, pp. 122–134. IEEE (2015)

8. Liao, K.: Behind closed doors: measurement and analysis of CryptoLocker ransoms in
Bitcoin. In: 2016 APWG Symposium on Electronic Crime Research (eCrime), pp. 1–13.
IEEE (2016)

9. Bissias, G.: Sybil-resistant mixing for bitcoin. In: Proceedings of the 13th Workshop on
Privacy in the Electronic Society, pp. 149–158. ACM (2014)

10. Chaum, D.: Untraceable electronic mail, return addresses and digital pseudonyms. In:
Gritzalis, D.A. (ed.) Secure Electronic Voting, pp. 211–219. Springer, Boston (2003)

11. Joinmarket-Coinjoin. https://bitcointalk.org/index.php?topic=919116. Accessed 2016
12. Ziegeldorf, J.H.: Coinparty: secure multi-party mixing of bitcoins. In: Proceedings of the 5th

ACM Conference on Data and Application Security and Privacy, pp. 75–86. ACM (2015)
13. Monero Homepage. https://getmonero.org/. Accessed 10 Sept 2019
14. Miers, I.: Zerocoin: anonymous distributed e-cash from bitcoin. In: 2013 IEEE Symposium

on Security and Privacy, pp. 397–411. IEEE (2013)
15. Sasson, E.B: Zerocash: decentralized anonymous payments from bitcoin. In: 2014 IEEE

Symposium on Security and Privacy, pp. 459–474. IEEE (2014)
16. Shamir, A.: How to share a secret. Commun. ACM 22(11), 612–613 (1979)

174 J. Yang et al.

http://arxiv.org/abs/1810.11655
http://dx.doi.org/10.1007/978-3-662-45472-5_30
http://dx.doi.org/10.1007/978-1-4614-4139-7_10
http://dx.doi.org/10.1007/978-3-642-39884-1_4
https://bitcointalk.org/index.php?topic=919116
https://getmonero.org/


Secure Healthcare Data Aggregation
Scheme for Internet of Things

Muhammad Azeem and Ata Ullah(&)

Department of Computer Science, National University of Modern Languages,
Islamabad 44000, Pakistan

muhammadazeem0493@gmail.com, aullah@numl.edu.pk

Abstract. Internet of things (IoT) involves massive number of smart devices
that can communicate across different networks to exchange data. IoT enabled
smart healthcare data is aggregated for transmitting to FoG server. Healthcare
data is sensitive in nature, so there is a need to provide protection against various
security attacks. This paper presents a secure healthcare based data aggregation
(SHDA) scheme to transmit sensitive data from sensor nodes to collector nodes
that further transmit to the FoG node. It includes a proposed model for data
collection from sensing devices and aggregate at collector nodes. Next, we
present the message receiving algorithm at collector node and message extrac-
tion algorithm at FoG node. SHDA is simulated using NS2.35 in Fedora Core
16 where TCL is used for node deployment and C language is used for message
handling among devices. AWK script are used to get the results of simulations
from trace files. Results prove the dominance of our scheme as compared to
counterparts in terms of communication cost, computation cost and energy
consumption.

Keywords: Privacy � Security � Healthcare � Data aggregation � FoG
computing � IoT

1 Introduction

The evolution of healthcare Internet of things (IoT) introduce an interconnection
between patient, medical professionals, medical sensors and trusted servers [1].
A healthcare IoT improve the quality and efficiency of patient medical treatment [2, 3].
Smart sensing devices and medical instruments and wearable medical devices are
helpful for remotely monitoring healthcare data in smart healthcare IoT network [4].
Medical cyber physical system composed of a network of medical sensing devices and
provides high quality of healthcare services [5]. In IoT enable smart healthcare based
WSNs are helpful in monitoring patient health. Sensing devices are used for measuring
patient health like temperature, blood pressure, glucose and heartbeat [6]. Patient
sensitive data aggregated through smart wearable sensing devices and this aggregated
after processing received to doctor or medical consultant to observe the present health
condition of patient. Sensing devices are broadly appropriate in physical world sce-
narios [7, 8].
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In IoT based healthcare system, FoG node basically a device with capability of
temporarily data storage, data computation and network connectivity. FoG layer pro-
vide low latency and high response time in this way increasing the capability of
healthcare systems [9]. In FoG based healthcare architecture sensing nodes aggregate
patient data and transmit this collected data on FoG server and after some processing on
locally store data. FoG server upload this locally store and processed data on cloud
server [10]. FoG computing provides local data analysis on aggregated data from smart
sensing devices. In smart healthcare architectures implementation of FoG node reduce
computation overhead at cloud server [11]. Middleware between cloud and IoT devices
known as FoG is a right choice when services require fast response, data filtration, pre-
processing, security and privacy [12].

In smart healthcare technology provides mechanism to remotely monitor healthcare
data from wearable sensors. In this way security and privacy are backbone of the smart
healthcare so security threads and privacy requirements are the primary challenges in
smart healthcare [13]. Technologies like smart phones and wearable devices turned
healthcare into smart personal healthcare [14, 15]. In IoT based WSNs mobile phones
gain a lot of attention worldwide. Mobile phones used sensor node and collector node
but mobile phone as a sensor node is a challenging due to mobility of sensor nodes. On
the other-hand mobile phone is a right choice to use as a collector node that helps to
easily communicate with medical consultants and doctors [16]. IoT smart healthcare
applications provide benefit for personal human healthcare. On the other-side security
and privacy are still challenging issue in smart personal healthcare [17]. In healthcare
scenario secure data aggregation and data transition to the trusted server are still
challenging issue. In wireless body area network sensing devices are attached to the
body of the patient and these devices aggregate secure data and transfer over the server
and medical professional access this data in this scenario remotely secure data trans-
mission and privacy of the patient and medical professional are the main challenges in
remote healthcare [18].

The main problem is secure data aggregation from smart devices (SDs) to FoG
node. In aggregation scenario, collection and transmission of data are challenging
issues and security of data in healthcare also a challenging task because while
aggregating and sharing data high risk of security threads. This paper introduces a FoG
based secure healthcare based data aggregation scheme. In our work, peer to peer
communication involves wearable SDs that exchange data to collector nodes (CNs).
Next, the CNs share data to FoG server efficiently to reduce communication cost.
Moreover, FoG node sends query request through CNs and the SDs that have
responded to fulfill query scenario.

This paper presents a proposed scheme on privacy preserved and secure healthcare
data aggregation FoG based scheme. Our proposed work is simulated using NS2.35 in
Fedora Core 16. TCL and C languages are used for node deployment and message
sharing. We formulated AWK script to get the results of simulations from trace files.
Our main contributions in this work are as follow.

(1) We have explored an extensive amount of literature to discuss different schemes
for data aggregation. Schemes are categorized into secure aggregation schemes
and secure healthcare based schemes.
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(2) Next, we present the secure healthcare based data aggregation scheme (SHDA). It
formulates a system model where sensing devices and FoG nodes are shown.

(3) Next, we propose Message Receiving Algorithm (MRA) for collector node and
Message Extraction Algorithm (MEA) for FoG node.

(4) Finally, simulation scenario is explored to extract results.

Rest of the paper is organized as follows; Sect. 2 explores the literature review for
various secure healthcare data aggregation schemes. In Sect. 3, we present our pro-
posed model for SHDA along with message receiving and extraction algorithms.
Section 4 explores results and analysis whereas Sect. 5 concludes our work.

2 Literature Review

In this section, we discuss various privacy preserved secure aggregation schemes and
also healthcare based secure aggregation scheme. In this way, we further divided this
section into two sections first section contain secure aggregation schemes and second
section contain healthcare base secure data aggregation schemes.

2.1 Secure Data Aggregation Schemes

In this section, we discussed data aggregation schemes. In discussion, we briefly
describe the main key features of these schemes and their contributions in physical
world. This portion includes only secure data aggregation schemes. We also discussed
methods and techniques of secure data aggregation schemes.

Huang et al. [19] formulate a control and secure data access scheme. It depends
upon ciphertext attribute based encryption and attribute based signature in IoT enabled
FoG computing. In attribute based data encryption scenario, sensing nodes share
ciphertext to FoG server. FoG server perform encryption and decryption data and
further upload data to cloud server and in data receiving perspective a user can access
data whose attribute satisfy the required polices. The system provides secure data
access control and secure update ciphertext. Wang et al. [20] introduce a secure
aggregation scheme (ASAS). This proposed architecture using pseudonyms and
homomorphic encryption to preserved the privacy of aggregated data and protect the
identity of sensing nodes. This scheme provides low computational overhead at cloud
server and saves bandwidth between FoG and cloud servers. In contrast energy con-
sumption and communication cost increased. End nodes anonymously share data to the
FoG server and while preserving the integrity of received data from end nodes and
share data to the cloud server.

Guan et al. [21] discussed a device oriented privacy preserved data aggregation
scheme. This work provides pseudonym certificate autonomous update and privacy for
aggregated data. In limited devices scenario, it provides high performance. In this
formulated work, End nodes aggregate data from smart devices and share this data to
the FoG node and it performs local processing on data and share this locally processed
data to the cloud server. On Cloud server further processing and analysis are per-
formed. Independent certificate services like trusted certification and local certification
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authority both of them provide secure and privacy preserved data collection. Lu et al.
[22] proposed a lightweight and privacy preserved data aggregation scheme. In this
system to aggregate data at one device combine homomorphic encryption and Chinese
Remainder Theorem. At network edges one-way hash chain technique is used to filter
aggregated data from false data injection attacks. In this way network filter data locally
at the edge devices and send it to the control center. Sensing devices are subdivided
according to their functionality. proposed scheme efficient because of low computa-
tional and communication cost.

2.2 Healthcare Based Secure Data Aggregation Schemes

In this section, we discussed data aggregation schemes. In discussion, we briefly
describe the main key features of these schemes and their contributions in physical
world. This portion includes only secure healthcare based data aggregation schemes.
We also discussed methods and techniques of schemes as follows.

Ullah et al. [23] introduces an efficient healthcare data aggregation scheme. It uses
secure heterogeneous IoT based compression mechanism. Secure data transfer from
sensing node to collector node and message receiving algorithm used to receive data at
collector node. Compression performed on received data at collector node in this way
reduce data size and low energy consumption for communication. This work use peer
to peer communication between sensing nodes and node to node between collector
nodes. Data received from sensing nodes is transmit to the FoG node and at FoG node
message extraction algorithm use to collect data from collector nodes and after col-
lecting data at FoG node in specific time stamp perform some local processing on
aggregated data and then share this processed data over the cloud server. Hamza et al.
[24] presents a lightweight authentication scheme for smart healthcare system. Pro-
posed work focus on the security of healthcare system and using HMAC to authenticate
the collected data during data transmission. In system model wearable sensor nodes
attached with the patient body and this aggregated data send on edge node and edge
node further share this data with the base station or FoG server. In this way for secure
data aggregation proposed scheme provide authentication for sensitive healthcare data
both at sensing devices and FoG server. This scheme only applicable for devices
security of healthcare system. Mahmood et al. [25] introduces secure authentication
and prescription safety scheme. It ensures security and privacy of both patient and
medical consultants while remotely conversation. It also provides anonymity and un-
traceability of patient and doctor during session key generation and secure data
transmission to the reliable server. Proposed work uses symmetric key to authenticate
the participants and provide secure data transmission between patient and the medical
consultant. Moosavi et al. [26] presents an efficient and secure authorization and
authentication architecture for healthcare. Privacy and security plays a vital role while
transmission of patient sensitive medical healthcare data. The aim of their work is the
secure authentication and authorization of the remote patients and healthcare profes-
sionals. Proposed work used distributed smart healthcare gateway to authenticate and
authorized the remote users in this way reduce the overhead of medical sensors so they
are not performing these security protocols. Proposed architecture is more secure than
the centralized delegated architecture because between smart healthcare gateway and
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medical sensor nodes it uses secure key management scheme and it depend upon the
DTLS handshake protocol. Proposed solution provide scalable and reliable security for
end-to-end healthcare systems.

Haiping et al. [27] introduces healthcare system (HES) framework that collect data
from the medical sensors of wireless body area network. This collected data transmit
through the wireless sensor network and this medical data through gateway uploaded in
the wireless personal area network. The main features of proposed work are easily
deployed wireless sensor networks, direct communication between edge devices and
medical devices and privacy preserving approach. HES framework involves the GSRM
scheme for secure data transmission and key distribution and HEBM scheme expert
system analyze medical data and formulate the results automatically and also provide
privacy for medical data. Yang et al. [28] formulate a lightweight break glass access
control (LiBAC) system this system provides to paths one for normal condition and
other for emergency situation for accessing encrypted healthcare data. In normal
condition attribute based access policy user use secret key access and decrypt the
medical data. On the other-hand in emergency condition break glass access is a
password based access and password set by a patient shared with the emergency
contact persons (ECP) in this way these person decrypt secret key using password and
timely decrypt the patient medical data. Proposed framework is lightweight so consume
less space and low transmission overheads.

3 Proposed Solution

We present the system model and proposed secure data aggregation algorithm. We also
present a smart healthcare based secure data aggregation scheme. In our case proposed
work reduce storage cost and computation cost at cloud server comparing proposed
schemes with those schemes discussed in literature review section.

3.1 System Model

In our proposed system model, we present a communication architecture for smart
sensing devices in smart healthcare scenarios and elaborate it in Fig. 2. Proposed
healthcare model consist of different types of wearable smart sensing devices (SD).
Like peer to peer communication SD aggregate medical data and transmit sensitive data
to an assigned collector nodes (CN). Suppose in our work all SD may not transmitting
data in cyclic way and may be transmit data on request of FoG server or selected
threshold delay. It helps to avoid sensing hindrance in case of large no of sensing
devices exchange sensitive healthcare data. In this model, medical SD sending sensitive
data to CN and collector nodes sending received data to the FoG server. In Fig. 1, we
only show four CNs to elaborate basic concept of CN to SD data aggregation and CN
to CN data aggregation. In physical world scenario large number of CN are present and
some CN nodes directly send collected data to the FoG server. CN1 and CN3 are
directly send data to the FoG server. On the other-hand, if CN cannot send data directly
to the FoG server so aggregated data is send to the FoG server through neighboring
CN. For example, we assume CN2 can exchange data with CN4 and CN4 used as an

Secure Healthcare Data Aggregation Scheme for Internet of Things 179



intermediate node and transfer this data to the FoG server in this way CN4 also directly
get data from the SD and also exchange data with the neighboring CNs. In peer to peer
communication scenario, if intermediate CNs are far away from the FoG server and
size of data carrying by intermediate nodes increased after sending from any individual
node in this way communication cost highly increased. On the other-side data mostly
not compressed it increases the over-head at FoG and Cloud server. We assume if
devices transmit the data in cyclic way and large amount of devices transmitting
healthcare sensitive data it will cause hindrance in sensing procedure. It’s a challenging
issue to formulate a green sensing mechanism to avoid sensing hindrance.

In our proposed model, Collector nodes received the aggregated from other CNs
and concatenate the received aggregated data and moves towards sensor nodes. FoG
part in data aggregation. In this scenario, records are easily maintaining on the basis of
device ID in FoG server.

3.2 Secure Healthcare Based Data Aggregation (SHDA) Scheme

In our proposed section, we formulate solution for identified problem by presenting
secure healthcare data aggregation scheme. Our proposed work further divided into
three phases SD sensing data and transfer to CNs, message receiving at CN and
extraction at base station. We elaborated our proposed scenario with two algorithms

FoG Server

Local Storage Cloud Storage

Cloud Server

CN1

CN2 CN3 CN4

CN-to-CNP-to-P CN-to-server

Fig. 1. System model for FoG-oriented smart data aggregation in IoT
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first message receiving algorithm at CN and message extraction algorithm at FoG node.
In this section Table 1, shows the list of notations.

FoG server formulate data according to the required format and upload to the cloud
server after aggregating data from multiple regions in certain threshold time. In Phase-1
sensing devices share sensing data to the CN. In this way, SDs encrypting data using
preloaded keys and share these keys with FoG node and start sharing data to CNs while
doing this only those SDs share data which satisfied the required conditions. ANs
directly share data with FoG server only when it is one-hop away from FoG server.
otherwise CNs share data with intermediary CN to transmit data over FoG server. An
intermediate CN collect data and use delimiter to differentiate with its own data and
aggregated data from other CN.

In our proposed SHDA scheme, sensor nodes collect healthcare parameter values
(HPV ). Cipher text Ci = EkSDi�CN{IDSDi ;HPV ; TSSDi ;HðIDSDi jjHPV jjTSSDiÞ} is obtained
by using symmetric key. It concatenates IDSDi jjHPV jjTSSDi values and sensor nodes
send data at CN. In phase-2, we introduce MRA at CN which shown in Algorithm 1. It
received message from sensing nodes and also received from the other aggregated
nodes. In Algorithm 1, CN receives the message from all sensor nodes. In message
receiving algorithm decrypt the ciphertext (Ci) to get IDSDi ;HPV ; TSSDi as Mi. It also
concatenate values. After that calculate the time stamp of data (TSCN - TSSDi ) < Dt. If
condition true so message is fresh otherwise discard it. In case, condition is true
calculate the hash of the received parameters H′(Cv) equals H(Cv). In this way, if
condition false so message discarded because of data integrity violation. On the other-
hand, if condition true aggregated message concatenate with Mi to get aggregated
message at collector node (Am).

Table 1. List of notations

Notations Description

IDSDi ID of sensing devices
HPV Healthcare parameter values
TSSDi Sensing devices time stamp
n Total number of SDs transmit data to CN
Ci Ciphertext at SDs
Mi Decrypted message sending from sensing devices to CN
H(Cv) Hash of concatenated values
Am Aggregated message at CN
MFS Decrypted message from CN to FoG node
ListMSDi List of messages from sensing devices
EkSDi�CN Symmetric key between CN and sensing devices
EkCNi�FS Symmetric key between FoG node and CN
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In phase-3, introduces proposed message extraction algorithm at FoG node shown
in Algorithm 2. In this proposed algorithm, CCNq = EkCNi�FS {IDCNq ;Am; TSCNq ;HðIDCNq

jjAmjjTSCNqÞ} Aggregated message received from the collector node at the FoG node.
At FoG node while using (MEA) get MFS by separating IDSDi ;HPV ; TSSDi and also and
also IDSDi jjHPV jjTSSDi concatenate values. In next step of algorithm, we calculate the
time stamp of data (TSFS - TSCNq ) < Dt. If condition true so message is fresh otherwise
discard it. In case, condition is true calculate the hash of the received parameters H´(Cb)
equals H(Cb). In this way, if condition false so message discarded because of data
integrity violation. In next step, if condition true then loop count from 1 to n and q = 1
to n and ListMSDi is a list of messages received from sensing nodes and split received
data and using colon as a delimiter. In the end extract the health parameter values
(HPV ) from list of messages received from sensing devices ðListMSDi ).
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4 Results and Analysis

Our work validated through simulation by installing multiple sensors in a specific area
and separately formulate each type of node by placing suitable class with functions for
receiving, sending, encrypt and decrypt algorithms. We simulated our proposed scheme
using NS2,35 on Fedora core and TCL files have configuration of nodes, deployment
of nodes. Separate classes are created using C language for applying the sending and
receiving functionality of SDs and CDs and also provide functions for applying
encryption and decryption. Our proposed scheme used AWK script files to attain values
of results from trace files. We compared our scheme with other schemes and this
comparison shows the supremacy of our scheme.

In Fig. 2, we calculate the communication overhead at low power devices like SDs.
shown the supremacy of SHDA scheme while comparing with ASAS and APPA
schemes. Results prove that our proposed scheme has low communication overhead as
compared with other two schemes at low power devices. Using simulated values
presents the communication cost with no of packets. In Fig. 3, we calculate the
computation cost in terms of data aggregation at CNs. Our proposed SHDA scheme
shown supremacy in terms of computational cost while comparing with APPA and
ASAS. Results of simulation show that our proposed scheme has less computation cost
as compared with other two schemes. Presents the computation cost with number of
smart devices. In Fig. 4, we compare energy consumption with time at CNs. Proposed
scheme SHDA compare with APPA and ASAS schemes. Simulation results show the
supremacy of our proposed scheme and provide less energy consumption.

Fig. 2. Communication cost
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5 Conclusion

Our proposed SHDA scheme ensures the security of data while transmitting from SDs
to CN that further transmits to FoG server. MRA and MEA algorithms receive and
extract the data at collector and FoG nodes, respectively. In this case, the collector node
can directly transmit to FoG node when one-hope away, otherwise, intermediate nodes
are involved. During extraction, delimiter is used to differentiate between data sending
devices like SDs and CN, respectively. Our proposed work validates through

Fig. 3. Computation cost

Fig. 4. Energy consumption
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simulation using NS 2.35 in Fedora Core 16. We use TCL for node deployment and for
message handling we use C language. Results are extracted using AWK script from
multiple trace files as per deployment scenarios. trace files using. Results prove the
supremacy of proposed SHDA scheme in terms of less communication cost, less
computation cost and less energy consumption.
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Abstract. The proliferation of the Internet of Things (IoT) has led to
a rapid increase in SSDP (Simple Service Discovery Protocol) reflection
attacks. However, there is very scarce work on defending these attacks,
with only some engineering advices on shutting down attacked services.
This paper proposes a comprehensive approach to defend SSDP reflection
attacks, which is called multi-location defence scheme (MLDS). MLDS
operates at multiple places, working throughout the attacking link, start-
ing from attack sources to victims, without prior detecting attacks.
Attackers usually utilized bots in a botnet to launch attacks, but bots
can act as defenders to carry out defence strategies in our MLDS, which
is an unconventional approach to make the defence effective. Finally, we
analyzed thoroughly packet traffic situations when deploying MLDS to
different defence locations.

Keywords: Denial-of-service · DRDoS · SSDP reflection attack · TTL

1 Introduction

Countless devices have connected to the Internet, leaving the Internet of Things
(IoT) exposed to many security threats without proper security mechanisms.
Opened services on IoT devices may be exploited to launch different malicious
attacks like the Denial-of-service (DoS) attacks [11], in the format of Distributed
Denial of Service (DDoS), or the distributed reflective denial-of-service (DRDoS)
[1], for financial, political or purely destructive motivations. During the DoS
attack, attackers disrupt services of victims, which can be targeting servers or
networks.
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The DDoS attack is proliferating in the Internet of Things age. These attacks
usually result in heavy network traffic or heavy load on victims. On October
21st in 2016, a series of DDoS attacks caused widespread disruption of legit-
imate Internet activities in the US [24]. These attacks were made possible by
a large number of unsecured Internet-connected devices, such as home routers
and surveillance cameras. According to the statistics from Kaspersky Lab [17],
50% of DDoS attacks led to noticeable disruptions of services and 24% of DDoS
attacks resulted in services being completely unavailable.

In a DRDoS attack, an attacker makes fake requests by replacing source IP
address with the IP address of the selected victim. He sends those fake requests
to service providers which then send service response packets to the spoofed IP
address. The sizes of those response packets from service providers in DRDoS
attacks are always many times larger than that of request packets. Therefore
service providers are also called reflectors or amplifiers, which may be various
networked devices, such as PCs, printers, routers, WiFi access points, mobile
devices, cameras, and so on. Vulnerable service providers are carefully selected
as amplifiers by attackers, where response packets are much larger compared
with request packets.

Attackers try to find vulnerabilities in various Internet protocols or services
to amplify responses from service providers in order to significantly increase
communication traffic. Rossow analyzed 14 protocols susceptible to bandwidth
amplifications and gave a bandwidth amplification factor (BAF) to every pro-
tocol [23]. He found that UPnP enabled hosts can respond with a reply packet
per service on Simple Service Discovery Protocol (SSDP) discovery requests.

According to the bi-annual DDoS Threat Report from NSFOCUS [22], the
proliferation of IoTs is responsible for increased SSDP reflection attacks. From
the Akamai’s report on DDoS attacks (Q3 2016 to Q2 2017), the number of
DDoS reflector source IPs with different kinds of Internet protocols is shown in
Table 1. SSDP is the protocol most frequently used for reflection attacks in three
of the four quarters [3].

Table 1. DDoS reflector source IP count

Protocol 2016 Q3 2016 Q4 2017 Q1 2017 Q2

SSDP 120800 508434 465979 426375

NTP 409646 299855 268338 267376

SENTINEL 34488 36119 50051 59270

CHARGEN 43304 47810 38848 39792

QOTD 27556 40474 30874 30026

RPC 36011 37657 31966 29858

TFTP 16313 22458 19670 18058

SSDP is part of the Universal Plug and Play (UPnP) Protocol standard. This
protocol allows Internet devices to seamlessly discover each other’s services. It
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uses User Datagram Protocol (UDP) as the underlying transport protocol, which
is based on HTTPU (HTTP UDP). Attackers have been abusing these protocols
to initiate DRDoS attacks, amplifying and reflecting network traffic to their
targets. Request packets from attackers are multicasting to service providers.
SSDP uses 239.255.255.250 as its target IP address, which is a local multicast IP
address. The request packets from SSDP clients to SSDP servers are transferred
by multicasting to 239.255.255.250:1900 in local area network.

The United States Computer Emergency Readiness Team (US-CERT) first
issued a warning about SSDP in January 2014 [26], and in October 2014 it was
used to generate 54 Gbps of traffic in a single attack. PLXsert has observed the
first use of the DRDoS attack that abuses SSDP [2]. The threats come from
millions of networked devices which can be abused as reflectors by attackers.

For a regular SSDP service (shown in the left part of Fig. 1), a request sender
will receive responses from service providers. But if an attacker want to conduct
a SSDP reflection attack, he will first collects vulnerable hosts/devices on the
Internet as bots to establish a botnet, the attack can control the request sender
and spoof the IP address of requests packets using the victim’s IP address as
follows (shown in the right part of Fig. 1). A botnet known as a zombie army is
a number of Internet computers that, although their owners are unaware of it,
have been set up to send malicious packets to attack victims, which are servers
or networks on the Internet. Second, the attacker will send both commands
and vulnerable device lists to those bots in the botnet. According to the com-
mands from the attacker, each bot sends a SSDP request with forged source IP
address, which is the IP address of the target, to those vulnerable devices. The
actual response receiver is not the requests sender, instead the victim become
the receiver. Then massive responses from those vulnerable devices will bom-
bard the server, which leads to a peak stage when massive packets are beyond
the processing capabilities of the server. And in a SSDP reflection attack, the
attack will exploit lots of request sender on the Internet as bots to establish a
botnet, which is a challenge, especially for a large-scale botnet.

Work on defending SSDP reflection attacks. We found only some simple sug-
gestions: UPnP requests should be blocked or UPnP service should be disabled
to reduce SSDP reflection attacks is scarce. This limits the availability of regular
UPnP services. On the other hand, we can get some ideas from some work on
DDoS attacks. For example, Pack et al. [20] proposed to set parameters on servers
and routers to disable services when there are attacks. Yan et al. proposed an
algorithm that can use different time slice allocation strategies according to the
intensity of DDoS attacks to ensures protection to a normal switch under DDoS
attacks [29], which work on the victim side. Peng et al. presented an approach
where reflectors monitor incoming packets and warn other potential reflectors
when any abnormal traffic is observed [21]. This approach works on the service
provider side. These works motivate us to think an integrated approach can be
used at multiple locations to design a multi-location defence scheme (MLDS),
which can work collaboratively at different locations. The majority of the exist-
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Fig. 1. Regular SSDP services (a) and exploited SSPD services with defending deploy-
ments (b)

ing defence mechanisms are designed based on the fact that attacks have to be
detected. MLDS doesn’t need to do this.

On the other hand, the existing defence schemes against DRDoS attacks do
not consider deploying defence mechanisms to the source of attacks, because
attackers are in control of the source of attacks. When we take a closer look at
the SSDP reflection attacks, we can see that it is possible to deploy a defence
mechanism to the source of the attack, and this will be much effective. To take
the target out of service, an attacker usually utilizes a controller to instruct
bots to launch an attack. The controller is under the control of the attacker
for a SSDP reflection attack, but those bots exploited by the controller are not
fully controlled by the attacker. This means regularly used service on those bots
can be utilized to defend the victim. In MLDS, SSDP reflection attacks can be
mitigated not only by reducing the amplification at reflectors and limiting the
number of received response packets, but also by limiting requests at the source
of attacks. We try to take full advantage of all possible resources throughout the
attack link, especially the ones at the source of the attack.

The contributions of the paper include:

– We propose a comprehensive defence scheme called MLDS for SSDP reflection
attacks. It has three main features:

• MLDS working throughout the attacking link, starting from attack
sources to victims

• MLDS not depending on detecting attacks
• MLDS is adopting an unconventional way of defence to make bots acting

as defenders to carry out defence strategies, which makes MLDS very
effective.



A Multi-location Defence Scheme Against SSDP Reflection Attacks 191

– According to the above characteristics, We thoroughly analyze traffic situa-
tions in the whole attack link when MLDS is deployed to different locations.

The remainder of the paper is as follows: Sect. 2 reviews related work on defence
schemes. Section 3 presents the MLDS details, illustrates the DRDoS attack
model in LANs, and then calculates the traffic for each attack location. Section
4 gives the conclusion and future work to be done.

2 Related Work

Work on defending SSDP reflection attacks is scarce. Pack et al. [20] just focused
on setting parameters on servers and routers such as disabling underlying ser-
vices. However, there are quite some works on defending against DDoS attacks
[8,19,24], which can give us some hints. In this study we classify defending
schemes for DDoS attacks into four categories according to the deployment loca-
tion of the defending schemes.

A. Defending on routers

Ioannidis and Bellovin used Pushback added to upstream routers to drop attack
packets with attack signatures that consist of selected prefixes of destination
addresses [13]. If this method is used to resist SSDP attacks, dropping SSDP
packets may affect normal services of UPnP.

Wang and Reiter proposed a distributed puzzle mechanism in which routers
distribute puzzles to clients to require puzzle solutions to consume clients’
resource, that is, clients as bots need more resources for attacks. Routers coop-
erate with each other to check network traffic and then defend networks against
flooding attacks [27].

Pack et. al. used ACL (Access Control List) rules to distinguish attack packets
from legitimate traffic based on source addresses in packets. These ACL rules
were deployed on routers [20].

Dietzel et. al. proposed a blackholing technique that allows a peer via BGP
(Border Gateway Protocol) to announce a prefix to another peer which then
discards packets destined for this prefix among Internet Exchange Points to
mitigate the effectiveness of DDoS attacks [7].

Mirkovic et al. proposed D-WARD which can gather two-way traffic statistics
and detect attacks, and then adjust rate limit rules for suspected source addresses
to modify associated traffic flows [18].

Chen and Park [6] proposed an Attack Diagnostic (AD) system in which
DoS attacks are detected near the victim, and packet filtering is executed at the
router close to the attacker. The victim can trace back attack traffic to attack
sources and then issues messages that command AD-enabled routers to filter
attack packets close to the source.

Huistra proposed that amplification attacks can be detected specifically by
monitoring Domain Name System(DNS) packet sizes as well as the number of
packets across multiple routers in which the victim and the source of the attack
can be discerned [12].
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Wei et al. proposed a method to locate suspicious flows on an upstream router
then discard these flows on the routers [28].

B. Adding dedicated equipment

Kambourakis et al. deployed a monitor to record both DNS requests and
responses using the IPtraf tool, which is a console-based network statistics util-
ity for Linux. It collects a variety of statistics such as TCP connection packet
and byte counts [15].

Kim et al. proposed PacketScore in which they prioritized packets based on
a per-packet score to estimates the legitimacy of a packet given the attribute
values it carries.They used a DDoS Control Server (DCS) to collect reports from
routers across the Internet [16].

Saied et al. proposed a method to detect and mitigate known and unknown
DDoS attacks in real time environment. They used artificial neural network
(ANN) to detect DDoS attacks based on specific characteristic features (pat-
terns) that separate DDoS attack traffic from genuine traffic [25].

Monowar et al. empirically evaluated several major information metrics such
as namely, Hartley entropy, Shannon entropy, Renyi’s entropy, to detect both
low-rate and high-rate DDoS attacks.These metrics can be used to describe char-
acteristics of network traffic data, and they proposed a model to detect both
low-rate and high-rate DDoS attacks [5].

C. Defending at service providers

Peng et al. proposed that each potential reflector could be used to monitor
incoming packets and broadcast warning messages to other potential reflectors
if any abnormal traffic was detected [21].

Alqahtani et al. proposed a DDoS attack detection approach for service
clouds and developed efficient algorithms to resolve the originating service for
the attack. The detection approach is composed of four levels such that each level
detects symptoms of DDoS attacks from its local data. The detection results of
all levels are collaborated to confirm the victim and attacking services. They
evaluated their proposed solution using a random dataset [4].

Uzair et al. have combined Ethereum with the traditional IoT to form a
decentralized IoT infrastructure that not only prevents malicious devices from
accessing servers, but also solves DDoS attacks by using static resource allocation
of devices [14].

D. Defending at victims

Yan et al. proposed an effective software-defined networking controller scheduling
method to mitigate DDoS attacks. The algorithm can adopt different time slice
allocation strategies according to the intensity of DDoS attacks, and use SDN
controllers to handle the traffic of different switches, so as to better protect the
switches from DDoS attacks in the network [29].

Gilad et al. presented an approach using CDN (content distribution net-
work) that adopts a CDN-on-Demand, software-based defence scheme for small
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to medium websites to resist powerful DDoS attacks, at a fraction of the cost
of commercial CDN services. When excessive load is detected, CDN-on-demand
provides services to clients from proxies that are automatically deployed on var-
ious cloud service providers [10].

Attackers usually utilize a botnet to launch DRDoS attacks. From the sur-
vey, we haven’t found other work that utilized bots in a botnet to defend against
reflection denial-of-service attacks, as it is not a conventional approach to make
the bots controlled by the controller in a botnet acting as a defender. Usually
the user isn’t aware that his computer is executing the controller’s instruction
as his computer still works well normally. Therefore, we have opportunities to
utilize the communication function at bots, which is not restricted by the con-
troller, so as to limit the number of requests sent to service providers. That is
to say, we can add applications or set parameters on these bots to carry out our
defence strategies. Additionally the majority of the existing defence mechanisms
are designed based on the fact that attacks have to be detected. Our proposed
scheme can be deployed directly to different locations without prior detecting
the attacks.

3 Multi-location Defence Scheme

Intuitively, we can design an integrated defence mechanism, working throughout
the attacking link, starting from the attack source to the victim. Deploying
defence mechanisms to the source of attacks can make the defence very effective,
because that is the place where attacks are launched. Additionally, we can make
full use of limited resources in the attack sources in an unsafe environment to
enhance the security of IoTs.

3.1 Deploying Defence Scheme at Multiple Locations

According to the process of a SSDP reflection attack discussed in introduction,
to defend against SSDP reflection attacks, we deploy different defences schemes
at multiple locations including the request sender, the service provider and the
victim.

For a SSDP reflection attack, after request senders receive the instruction
from the controller, they will send discovery packet requests to service providers
using SSDP at an unusually high frequency, which is different from that of
regular users. So it will be effective to deploy defence at request senders which
are attack sources. We limit the number of requests at request senders when they
are partially controlled by the controller in a preset time interval. In this way,
the traffic from request senders to service providers and victims will be reduced.

After the SSDP requests are received, service providers will send their
responses to the spoofed IP address, and the size of the response is many times
that of the request. We set the time interval between the same two response pack-
ets to the same target at each reflector, which can limit the number of response
packets sent from reflectors, and then reduce the reflectivity of service providers.
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Another approach at reflectors is setting the Time-To-Live (TTL) value to a rea-
sonable value to limit the distance the packets propagate on the Internet, which
can ensure the remote responses can’t reach the victim. UPnP enable seamless
connection in a home network or a business network or between two home or
small business networks thus allowing UPnP devices in a home or small business
network discover and interact with UPnP device in another home or small busi-
ness network using SSDP [9]. According to the scenarios where SSDP is applied
TTLs can be set to suitable values to avoid the underlying responses reaching
the victim.

When an attacker launches a SSDP reflection attack, the target of the attack
is the response receiver. Therefore in our MLDS, the response receiver will drop
the same packets from the same service providers with no side-effects to nor-
mal services. This can reduce the processing time of SSDP reflection attacks in
MLDS.

In summary, if a node acts as a sender, or an amplifier, or a victim in different
attacks at a SSDP node, we should deploy all those strategies before it joins the
Internet. Each set of strategies at each kind of SSDP roles are designed as a
plug-in, and these plug-ins are packaged as a MDLS package, which can be one
type of software security packages downloaded easily on some official websites
that issue security improvements.

To launch a massive SSDP reflection attacks, an attacker usually utilizes a
lot of bots organized as a botnet. Figure 2 shows an SSDP reflection attack in
LANs. If there are not enough vulnerable nodes to utilize for attackers, it is hard
to organize effective attacks. There are several ways for SSDP nodes to install
plug-ins, such as downloading MDLS from official websites as mentioned before
or integrating MDLS into newly produced SSDP devices. Then there will have
more SSDP nodes gradually which cannot be exploited by SSDP attackers. As
the number of nodes equipped with MLDS increases, the number of vulnerable
nodes which can be utilized by attacker will decrease. Therefore, the attackers
are unable to implement an effective attack.

An attacker instructs a botnet composed by B1, B2,..., Bm to send spoofed
requests simultaneously to those service providers A1, A2,..., Ak via a controller
(C). Those service providers send amplified responses to the same target, leading
to a dramatic increase of traffic flow. The analysis of traffic flow is detailed as
follows.

– First, the attacker uses a controller (C) to instruct a botnet and command
bots to send requests to service providers in an infinite loop until the victim
is down.

– Next, those bots send spoofed requests simultaneously to those service
providers A1, A2,..., Ak. We assume that the size of a request is t1 and the
controller commands the bots request in an infinite loop. So we can calculate
the traffic from a bot TRfromB using (1).

TRfromB = n ∗ t1 (1)
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Fig. 2. Traffic flow during a SSDP reflection attack in LANs

Where n is the number of request cycles. Those bots will send spoofed requests
by using multicast addresses in LANs , and then these request packets are
distributed through routers to the target victim. According to a vulnerable
device list the requests will be sent to multiple service providers by n times.

– Those service providers then send amplified responses to the same target,
the victim(V ). We set the size of the response to t2. Every service provider
receives n requests from every bot. And there will be m bots sending amplified
packets to the victim simultaneously. We can calculate the traffic from a
service provider to the victim TRfromA as (2).

TRfromAi
= n ∗ m ∗ t2 (2)

The total traffic Tv for a SSDP reflection attack can be calculated as (3).

Tv = k ∗ n ∗ m ∗ t2 (3)

where k is the number of the service providers.

Fig. 3. The restrained attack traffic by the MLDS in LANs

From the above analysis, deploying different defence strategies to multiple
locations will make the defence work efficiently in the whole attack link, from



196 X. Liu et al.

the attack initiating source to the victim. This is the reason why we design the
MLDS.

For request senders, there is no retransmission mechanism in SSDP protocol.
We can limit that each bot sends a SSDP request only once within a time interval
to avoid malicious requests being sent repeatedly, in order to reduce response
packets.

For service providers, the number of response packets to the same target can
be limited. We count the requests received from different senders with the same
source IP address. The response to the target is allowed only once within a time
interval.

For victims, if the same packets arrive to the same response receivers, the
following packets should be discarded.

The MLDS works as follows (Fig. 3):

– MLDS at the requests sender will limit the number of requests from B1, B2,...,
Bm. We add a counter to count the same requests at B1, B2,..., Bm if the
port is the 1900 and the packet sent is the same as SSDP discover request.
We also add a timer to record the time starting from the time when the value
of the counter is 1. The initial value of the counter is set to 0. Before a bot
send a request it should check the counter. If the value of the counter is 1,
the request should be stopped. Otherwise the request is sent regularly. After
a request is sent the counter is set to 1. When the time interval is running
out, its value is set to 0.
That is, the network traffic can be restricted at the request senders. If each
bot can limit their numbers to 1, each service provider will receive m requests
from m bots. We can calculate the traffic from request senders to each service
provider T ′

toa as (4).
T ′
toa = m ∗ t1 (4)

– After a request is received, A1, A2,..., Ak can limit the number of its responses
to V using the following method. We add a timer to record the time between
two consecutive response packets. We set the interval threshold time between
two packets. If the time is shorter than the interval threshold, the reflectors
should stop the next response packets to the same target in this time interval.
At the same time before an IP packet is sent, the value of TTL should be
set according to the distance (how may hops) from the request sender to the
service provide and the distance from the service provider to the victim.
After each service provider limits their responses to V in an interval to only
once, the corresponding load received at the victim from k service providers
T ′
v can be calculated as (5).

T ′
v = k ∗ t2 (5)

We can see that the traffic T ′
v is reduced dramatically comparing with Tv.

– At the victim, We add a counter to count the same responses from the same
service provider. If the value of the counter is 1, the following packets within
the time interval should be discarded. If some service providers don’t limit
the number of responses, the victim will ensure the traffic T ′

v is k ∗ t2.



A Multi-location Defence Scheme Against SSDP Reflection Attacks 197

4 Conclusion

The proliferation of IoTs is confronted with increasing SSDP reflection attacks.
However, there are very scarce studies on a comprehensive solution for defending
SSDP reflection attacks. Only some advices on disabling UPnP services exist.
The work on DDoS attacks proposed some defence schemes here and there in
the attack link, without considering tackling the attacks from the source end.
In this paper, we propose an integrated approach called MLDS, where a multi-
location defence scheme is designed and deployed to different places in the whole
attack link, which can work collaboratively at different locations. MLDS does
not depend on detecting attacks like other existing approaches, and resolves the
defence problem from the key part by deploying defence strategies to attack
sources, service providers, victims, etc. We try to make full use of all possi-
ble resources in the whole attack link, especially the resources at the source of
attacks. The article show that tackling security attacks from the very begin-
ning of attacking sources is the most effective approach, and also the integrated
defence scheme in the whole attack link is a comprehensive solution which can
be a reference for resolving other security attacks.
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Abstract. Now cloud storage has become the preferred way for users to store
large amounts of data. In order to verify the integrity of remote data, Merkle
hash tree is often used to generate data fingerprints. Aiming at the shortcomings
of existing common schemes for remote data authentication based on Merkle
hash tree, in this paper, based on data block index number constructs the balance
binary sort Merkle hash tree, and using two-layer data nodes to shorten the
authentication path. At the same time, by introducing “virtual nodes” to main-
tain binary sort Merkle tree balance and simplify insertion; In addition, con-
sidering the requirements of sensitive information confidentiality, by group hash
for sensitive information and non-sensitive information to ensure that sensitive
information is not leaked in the verification process. Theoretical analysis shows
that the authentication structure can fulfill the function of data integrity audit
well, and support the dynamic operation of data blocks while maintaining the
balance of Merkle tree.

Keywords: Cloud storage � Integrity verification � Merkle hash tree � Data
fingerprint

1 Introduction

Cloud storage is a remote data backup, preserve, and management service. In cloud
storage mode, users can manage data across sites and add or remove existing nodes
without downloading data. At the same time, users can access data on different internet
devices. Especially for enterprises, it is more convenient and secure to store data on
cloud servers than store on local. When using cloud storage, data is stored encrypted
[1] in the cloud, and unauthorized users cannot access data files.

While we are enjoying the convenience brought by cloud storage technology, the
security and privacy of cloud storage are also widely concerned. Because user loses the
control over the data stored in the cloud, the cloud storage server becomes unreliable
and may corrupt or tamper with the stored data. This requires the cloud storage system
to provide the integrity certificate to verify the integrity of remote data. To solve this
problem, a lot of research work has been done in academia. This paper analyzes the
current research results and proposes a scheme for remote data integrity verification
based on balance binary sort tree Merkle hash tree constructed based on data block
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index number. This scheme supports dynamic operation and simplifies part of insert
operation while completing remote data integrity verification.

The rest of the paper is organized as following. The second section introduces the
related work. The third section introduces the system model used for integrity verifi-
cation. The fourth section gives a detail introduction for our proposed scheme. The fifth
section has carried on the theory analysis to the proposed scheme. The sixth section
draws the conclusion.

2 Related Work

Existing remote data integrity validation models are divided into two types according to
whether or not fault tolerant processing is applied to data files, one is based on Juels
et al. [5] give proof of data recoverability POR (Proofs Of Retrievability) scheme, and
the other is a Ateniese et al. [4] give data hold model prove that the PDP (Provable Data
Possession) scheme. The POR scheme can not only identify whether the data is cor-
rupted, but also recover the corrupted data. POR scheme requires data blocks to be
stored locally, and a large amount of computation is required to verify data locally,
which will increase the bandwidth consumption of users, and the scheme does not
support dynamic operation. The PDP scheme does not support the recovery of cor-
rupted data, but it does allow a holding certificate to be generated for data block that
needs to be verified to complete the remote data authentication. PDP scheme is mainly
used to detect the integrity of big data files, so PDP scheme is mostly used in data
integrity verification. Some authentication schemes based on Merkle hash tree under
PDP scheme are discussed below.

Ateniese et al. [4] made some modifications to the PDP scheme to support dynamic
operations, enabling it to support partial dynamic operation (DPDP) [11]. However,
this scheme does not support the data insert. In addition, an alternative solution is used
when performing the delete operation, resulting in a certain amount of storage space
wasted. To support the insertion operation, the DPDP-I proposed by Erway et al. [7]
uses an authenticated jump table based on the Merkel hash tree to verify data integrity.
However, the solution does not construct a distributed Merkle hash tree, and the
authentication path is too long. Each verification requires a large amount of auxiliary
information support, and the calculation cost and communication overhead are large.
Later, Erway et al. [7] constructed a DPDP mechanism (DPDP-II) using the RSA tree
[4], which improved the detection probability of data integrity, but also increased the
computational overhead of the cloud server. Wang et al. [8] proposed another PDP
scheme that supports full-motion operation of data insertion. This scheme confirms the
location of the data block through the Merkle authentication hash tree, and ensures the
data block through the PDP scheme of the BLS signature [9]. The integrity of the
content. However, most of the current PDP scheme using BLS signatures will expose
the risk of revealing user data privacy when using public authentication. To solve this
problem, Wang et al. [13] protect privacy by attaching a random number to the evi-
dence, making it impossible for third-party auditors to know the data content and
support batch audits of multiple users. However, due to the large number of data tags,
their audit protocols can cause significant storage overhead on the server. Li et al. [14]
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proposed a multi-branch path tree structure LBT based on Wang, but the shortcoming
of this scheme is that in the process of generating evidence by CSP (cloud service
provider), more auxiliary information needs to be generated. Complete verification.
Later, Zhang et al. [16] proposed a Balanced Update Tree (UT). Each node in the UT
stores a certain number of consecutive data block label sets, but the cloud storage will
contain the returnable hold able certificate. All the data block tags stored by the node
increase the communication overhead.

The above research results increase the reliability of remote data in some extent,
and can complete the data integrity verification. However, there is a large storage or
communication overhead, and none processing the sensitive data in these files. In order
to solve this problem, based on the data block index to construct the balance binary sort
Merkle hash tree (BSMHT), by using the two-layer data node, improve the utilization
rate of the node, and combine with the position map table of PMT (Position Map
Table) to complete dynamic operations, by using “nodes”, convenient in parts of the
insert and delete nodes; Grouping hash the sensitive and non-sensitive information in
the file improves the security of sensitive information. Theoretical analysis shows that
the balanced binary sort Merkle hash tree improves the audit efficiency and saves some
storage space.

3 System Model

In this paper, the authorization verification model used to do integrity verification is
shown in Fig. 1. The system model consists of three parties: User, Cloud Storage
Provider (CSP), and third party audit institution (TPA). The user is the data owner who
owns a large amount of data and wants to store the data remotely according to their
own requirements. Cloud storage providers l provide users with cloud storage servers,
which have huge storage spaces and can manage and operate the stored data according
to the users’ requirements. Users can access or dynamically operation the required data
from any device. The TPA is the third-party auditor (Third Party Auditor, TPA) that
has been introduced with a certain amount of auditing knowledge to audit the remote
data for users and send the final audit results to them. Third-party audits are not
necessarily credible.

Fig. 1. Cloud storage model
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Because the cloud server may be insecure and untrusty, the data stored in it may be
damaged, such as the loss of remote data may be caused by the hardware problem of
the cloud server or the attack of malicious users, and some remote data may be deleted
by the cloud service provider without authorization. Therefore, in order to ensure the
integrity of the data stored in the cloud, users need to check the remote data periodi-
cally. If a user performs the integrity verification work locally, it will requires a lot of
computational work and consumes a lot of resources, so it is a common practice to
delegate the audit to TPA, a third party auditor.

Based on this model, TPA is always assumed to be honest during the verification,
and the authentication structure is based on the balance binary sorted Merkle hash tree
(BSMHT).

The symbolic abbreviations used in this section are shown in Table 1, it also
included the symbolic abbreviations which to be used later.

4 Remote Data Integrity Verification Based on BSMHT

To lower the storage and communication costs and preserve the privacy of the sensitive
information in file stored in cloud, a remote data integrity verification scheme based on
the balance binary sort Merkle hash tree (BSMHT) is proposed. The scheme consists of
the BSMHT construction, the position mapping table creation, dynamic operations on
data and integrity verification four parts.

4.1 The BSMHT Construction

The BSMHT can be constructed by 3 steps.

Step 1, the sensitive information of the file is teared off.
Step 2, the sensitive and non-sensitive data blocks are hashed respectively. In order
to protect sensitive information, the sensitive information itself does not participate
in search verification, and only the owner of the sensitive information is visible to
the sensitive information hash process, and non-relevant people is invisible.

Table 1. The symbolic abbreviations table

Symbolic abbreviations Implication

CSP Cloud Storage Provider
TPA Third Party Auditor
MHT Merkle Hash Tree
BSMHT Balance Binary Sort Merkle Hash Tree
BBST Basic Binary Sort Tree
SensiRoot The Root Hash of Sensitive Information
PMT Position Map Table
Aux Auxiliary Certification Information
Seq The Physical Sequence Number of Data Block in File
V The Version of Data Block
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By accumulating hash for the sensitive data blocks, it will generate a digest named
SensiRoot. SensiRoot is considered as a data node with index number is 1 in BSMHT.

For non-sensitive information, using the basic idea of binary Merkle hash tree to
accumulate hash. Non-sensitive data blocks form data nodes through one-way hash
calculation, and the index number of each data node is numbered sequentially from 2.
Every three data nodes as a group to constitute a Basic Binary Sort Tree (BBST), and
the root data node of BBST corresponds to the data block with middle value of the
index number. If there are less than three remaining data nodes, generating corre-
sponding number of “virtual nodes” to form a BBST.
Step 3, BSMHT is constructed by accumulate hash of the second layer data nodes in
BBST. The completed initialization BSMHT authentication structure is shown in
Fig. 2.

The structure of the data node is defined as DataNodeStruct = (index, level, hash,
calchash, LR).

Index is the data node index number, represents the location where the data node
was inserted in BSMHT. Data nodes are numbered sequentially from 1. The index
number of the BSMHT root node is equal to the minimum value of its right sub-trees
index number, and the index number of the left and right sub-tree of the root node is
equal to the minimum value of its right sub-tree. rChildfindexig represent data node
index numbers collection that the right sub-tree.

index ¼ index; level ¼ 1 or; level ¼ 2
minðrChildfindexigÞ; level � 3

�
ð1Þ

level represents the height of each node in BSMHT, counting from leaf node to root
node from 1, increasing by 1 for each layer up. When the height is equal to 2, this node
is a non-leaf node, and a data block will be stored at the same time. When the height is
greater than or equal to 3, the node is a non-leaf node and does not store data blocks, is

Fig. 2. BSMHT authentication structure
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a non-data node, the hash value is null, and the value of calchash is obtained through
hash calculation after the hash value of the left and right child nodes is linked.

calchash represents the computed hash value of a non-leaf node.

calchash ¼ hashðdatai jj hashlchild jj hashrchildÞ; level ¼ 2
hashðhashlchild jj hashrchildÞ; level � 3

�
ð2Þ

LR is used to indicate whether this node is the left child or the right child of the
parent node. When LR ¼ 0, it means that this node is the left child. When LR ¼ 1, it
means that the node is the right child; When LR ¼ �1, the node is the root.

Definition 1. Authentication Path: The path defined in this scheme refers to the set of
all parent nodes on the path of the ith data node from bottom to root, starting from the
user request verify node to the root node path of BSMHT, which is called the
authentication path. The number of nodes contained in the authentication path set is the
authentication path length d.

Definition 2. Auxiliary Certification Information: The set of all sibling nodes in the
authentication path is called the auxiliary authentication information, let it named Aux.
If the data node is a leaf node, the auxiliary authentication information needs to add its
parent node.

Definition 3. Basic Binary Sort Tree: Every three data nodes as a group to constitute a
Basic Binary Sort Tree (BBST), and the root data node of BBST corresponds to the
data block with middle value of the index number.

Definition 4. Real Node: The node in the BSMHT where locate the data node and
store the data block.

Definition 5. Virtual Node: The node in the BSMHT where locate the data node and
non-store the data block.

4.2 Position Map Table (PMT)

The position map table (PMT) is a dynamic array structure with three dimensions, the
first column is the index number (Index), the second column is physical sequence
number (Seq), and the third column is data node version number (V). The relationship
between Index and Seq is a mapping from the location of the data node in BSMHT to
the physical sequence number of the actual location in the file. The initial value of
version V is 0, and it will be added 1 for each modification of the data block. If the data
block is deleted, its V will be directly set to −1, and the Index of the deleted data block
remains unchanged, while Seq is set to be an empty position, so the corresponding
node in BSMHT becomes a “virtual node”. In a summary, version V has two functions:
one is to record the operation times of a data block, and the other is to identify the
corresponding index number in the BSMHT. If V � 0, the node is a “real node”, and if
V ¼ �1, the node is a “virtual node”.

There are three types of operations on PMT, include modify, delete, and insert. For
example, BSMHT is shown in Fig. 2. If the data node of Index ¼ 12 is a “virtual
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node”, the initial PMT is shown in Fig. 3. If a data block is modified, its version is
V ¼ V þ 1, and the corresponding data node’s hash value in BSMHT is updated at the
same time, as shown in Fig. 4. If a new data block is inserted after a data block, its
Index is added by 1 in order. The physical sequence number Seq is the actual position
in the inserted file. Meanwhile, PMT table is updated, as shown Fig. 5. Delete a certain
data block and directly set V ¼ �1, as shown Fig. 6.

The initialized BSMHT and PMT, together with the data blocks, are stored in the
cloud.

4.3 Dynamic Operation

When performing any operation on a file, the PMT should be updated accordingly.

(1) Modification
According to the Seq of the data block to be modified, look up the index number
of the data block in PMT table. And then, find the corresponding node in BSMHT
according to the principle of the BSMHT. At last, update the corresponding fields
of the node and all the hash value on the authentication path of the data node. At
the same time, the version number of the data block in the PMT table will be
added 1.

(2) Deletion
Similarly, the first thing needs to do find the index number of the data block to be
deleted according to its Seq. And then, find the corresponding data node in
BSMHT, set the hash value of the data node to be empty, and update all hash
values on the authentication path of the data node. The Index of the data block in
the PMT table remains unchanged, the Seq is set to be 0, which represents a null
data block, and the version number is set to be −1 to indicate that it is a “virtual
node”.

(3) Insertion
There are two cases for inserting a data block to a file (a data node to BSMHT).

Fig. 3. Initial Fig. 4. Modify Fig. 5. Insert Fig. 6. Delete
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Case 1: There is at least one “virtual node”. The data node insertion operation is
simplified to be a modification operation. Firstly, find the Index of the “virtual node” in
the PMT table. And then, replace the corresponding “virtual node” in the BSMHT, and
to update all hash values on the authentication path of the data node. In the PMT table,
the version number of the data block is set to be 0.

Case 2: No “virtual node”. It is necessary to add two new “virtual nodes” to form a
basic binary sort tree with the data node to be inserted. If the index number of the node
to be inserted node is n, the index numbers of the two new “virtual nodes” are n + 1
and n + 2. Algorithm 1 illustrates how to insert a node and adjust the BSMHT structure
to be balance (Table 2).

4.4 Integrity Verification Process

In this paper, use data possession verification based BSMHT scheme to verify remote
data integrity. When CSP is not trusted and user has no local backup, verify integrity of
the data stored in cloud server. Remote data integrity verification process consists of
preparation phase, challenge response phase, audit phase, and update verify phase.

Table 2. Insert BBST and adjust BSMHT algorithm.

Algorithm 1: insert BBST and adjust BSMHT algorithm

Step1: Generate two “virtual node”, and use the data node to be inserted and the two
“virtual nodes” to form a basic binary sort tree BBST.
Step2: If the root index number of BBST is odd, go to step 3, otherwise, go to step 4. to 
find the insert position of  BBST. If it is odd, do step 3. If even, do step 4;
Step3: Use the BBST to be inserted and the last BBST in BSMHT as children to genera-
te a new non-data node N. Then go to step 5.
Step4: Use the BBST to be inserted and the parent node of last BBST in BSMHT as chi-
ldren to generate a new non-data node N. 
Step5: If there are any nodes in the same layer as the non-data node N but not been 
accumulated, calculate the distances between N and each of these nodes, and generate 
the distance set, named set1. 
Step6: If nodes in the next layer of non-data node N are not accumulated, calculate the 
distance between all nodes in the same layer as node N and each node in the next layer 
of N, and generate the distance set, named set2; If the number of nodes in the next layer 
of non-data node N and without accumulate hash is more than 2, the node distance be-
tween each node in the next layer of N is calculated to produce another distance set, 
named set3; 
Step7: Take the minimum value of node distance set in set1, set2 and set3. Then select 
the two nodes with the minimum node distance to generate new non-data node N’. Let N 
to be N'. 
Step8: Repeat steps 5, 6, and 7 until BSHMT has only one root node.
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Suppose that the file F has been divided into sensitive and non-sensitive infor-
mation parts, and these two parts are separated into independent data blocks. The
sensitive data blocks are accumulated hash, to generate sensitive data digest named
SensiRoot; For the non-sensitive data blocks, using one-way hash function to get the
hash value. And for the file F, has F ¼ m1;m2; . . .. . .my

� �
, and m1 ¼ SensiRoot. Take

mj 2 Zp, p is a big prime number. The bilinear mapping is e : G� G! GT and hash
function is H : f0; 1g � ! G, g is a generator of G.

Preparation Phase: First, user uses sensitive data digest SensiRoot and non-sensitive
data block hash values to construct BSMHT. The BSMHT’s root node of is the data
fingerprint of the entire file. Then, initial the PMT. Finally, user sends the BSM-HT,
PMT, and data blocks to CSP, and delete the local store information at the same time.
The detail process is as follows.

(1) User uses asymmetric encryption algorithms to generate a pair of public and
private key sk; pkð Þ, pick a random number Zp! a, calculate ga ! v. Let its
private key is sk ¼ a, and public key is pk ¼ v.

(2) For the given file F ¼ m1;m2; . . .. . .my
� �

, and m1 ¼ SensiRoot. User pick a
random element u G, and generate signature rj for each data block hash value,
and rj  ðHðmjÞ � umiÞa, signature set represented is / ¼ frjg; 1 � j � y.

(3) For the file F, user constructs the basic binary tree (BBST) by using three data
blocks, and uses BBST to construct the BSMHT. The root node of BSMHT is
denoted as R, R is the data fingerprint of the whole file F; Then initial PMT, get
the physical location Seq and version number V of each data block, where
1� Seq� y. BSMHT data node stores the hash value H mj

� �
of data blocks, where

j ¼ 1; 2; . . .. . .y. User uses the private key sk to sign the root node R:
sigskðHðRÞÞ  ðHðRÞÞa.

(4) User send the about information Eq. 3 to CSP, and delete the local information.

F; BSMHT; PMT ; /; sigsk H Rð Þð Þf g ð3Þ

Challenge-Response Phase: TPA initiates a challenge request to the CSP to verify data
integrity. CSP receives the challenge, then generates and sends the evidence to TPA.
The detail process is as follows.

(1) According to physical location Seq, get the Index number and version number V
of the challenge data blocks, and the Index number set of the challenge data
blocks is I ¼ s1; s2; . . .. . .snf g, s1� i� sn, the version numbers set of the chal-
lenge data blocks is B ¼ b1; b2. . .. . .bnf g, b1� b� bn. And each i 2 I; b 2 B,
TPA picks a random element xi  Zp. Define challenge information is Eq. 4, the
i in challenge information represents the verified data blocks location in file F.

chal ¼ chal i; xi; bð Þf gs1 � i� sn;b1 � b� bn ð4Þ
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(2) TPA sends the challenge information Eq. 4 to CSP, and posts requests to verify
data integrity.

(3) According i find all the corresponding data blocks in the BSMHT, to form data
block set l, and data blocks aggregated signature is r.

l ¼
Xsn
i¼s1

ximib 2 Zp; b1� b� bn ð5Þ

r ¼
Ysn
i¼s1

rxii 2 G ð6Þ

(4) CSP uses auxiliary certification information fAuxigs1 � i� sn to generate evidence
pro, and responds the TPA’s challenge.

pro ¼ l; r; H mið Þ;Auxif gs1 � i� sn ; sig H Rð Þð Þ
n o

ð7Þ

Audit Phase: TPA receives the evidence pro, which is CSP returned, verify pro,
determine the file F of user stored in the CSP whether is complete. According to the
received auxiliary information H mið Þ;Auxif gs1 � i� sn , TPA calculates BSMHT’s root,
and denoted as R. Then verify the Eq. 8 is true:

e sigsk H Rð Þð Þ; gð Þ ¼ e H Rð Þ; gað Þ ð8Þ

If the Eq. 8 is not true, the verify fails, otherwise, verify that the following Eq. 9 is true:

e r; gð Þ ¼ e
Ysn
i¼s1

H mið Þvi ; ua; v
 !

ð9Þ

Update-Verify Phase: When user modify, delete, and insert data blocks in the file
F, the data blocks version number V is added 1. After a dynamic update, CSP processes
the user’s update request, and sends new evidence to TPA. Then TPA on behalf of
user, to completes the updated data blocks verify.

(1) According to data block’s physical sequence number in PMT, user updates the
data blocks, and generates new information m�i ; r

�
i ;B

�
i

� �
of the updated data

blocks, where B is version number of updated data block.
(2) User sends the new update information to CSP. Then CSP uses the new update

information to find the index number of the data blocks by searching in PMT, the
index number is the data block location in BSMHT. CSP updates the data blocks
version number in PMT. And CSP generates new evidence pronew for the updated
data blocks, and sends pronew to TPA.
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(3) According to the evidence fHðm�i Þ; Aux�i g in pronew, TPA calculates the new
BSMHT’s root, denote it as Rnew, verify whether the Eq. 10 is true, if equal, the
data blocks are successfully updated, and TPA sends result to the user. Otherwise,
the data blocks are unsuccessfully updated.

e sigsk H Rnewð Þð Þ; gð Þ ¼ e H Rnewð Þ; gað Þ ð10Þ

5 Performance Analysis

5.1 Theoretical Analysis

In order to analyze the verification efficiency of BSMHT, it will be compared with the
traditional MHT.

(1) In traditional MHT, data nodes are only stored in leaf nodes, but BSMHT has
two-layer data nodes. When the data block number is n, and each data block size
is m, the traditional MHT’s height is log2ðnþ 1Þb c, and the BSMHT’s height is
log2ð2n3 þ 1Þ� �

. The BSMHT’s storage space is reduced by n
3 � m.

(2) In traditional MHT, searches a data block by comparing hash value. But in the
BSMHT searches a data block by the index number, the search process is the
same as the binary search. When the number of need authenticated data blocks is
equal, the traditional MHT’s average authentication path length is log2ðnþ 1Þb c,
but in the B-SMHT, because the second layer data node exists, 1

3 n data nodes’s
authentication path length is log2ð2n3 þ 1Þ� �� 1, 2

3 n data node’s authentication
path length is log2ð2n3 þ 1Þ� �

. So the BSMHT’s average authentication path length
is log2

2n
3 þ 1
� �� �� 1

3. The BSMHT’s time complexity of finding a data node is

reduced by n log2
n

2nþ 3 þ 1
� �

þ n
3.

(3) When doing insert operation, MHT is not always balanced, but BSMHT has
“virtual node”, there are 2

3 data blocks insert operation will be replace operation
which only needs to update the hash value, and not require adjust tree structure. If
the number of insert data nodes is p, the traditional MHT needs to perform p insert
operations, but the BSMHT only needs to perform p

3 the insert operations.
(4) The scheme uses BSMHT as the authentication structure and carries out

authentication process based on PDP protocol. The comparison with other clas-
sical based on PDP protocols are as Table 3.
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5.2 Experimental Analysis

In order to verify the efficiency of use BSMHT to verify integrity in this chapter, the
verification time is compared with that of the traditional Merkle hash tree. The
experiment uses ECC asymmetric encryption to sign data blocks, and uses SHA-256 to
accumulate hash to generate data fingerprint. And computer configuration is Inter-(R)
Core(TM) i5-4200U CPU @ 1.6 GHz 2.30 GHz and RAM is 4 GB, Windows 10
operation system is 64bits. In the experiment all data blocks were verified. The veri-
fication program run time of 1000 times as an experiment. Run 10 times experiments
and record the average.

Experiment: The effect of the number of data blocks on the integrity verification
time. In this experiment we use the file of 3.06 GB, and perform respectively fixed-size
partitions of 128 KB, 256 KB, 512 KB, 1 MB, 2 MB, 4 MB, 8 MB, 10 MB, 12 MB,
14 MB, 16 MB. The number of data blocks increases linearly with the size of the
block. The experiment shows, regardless of the time required to sign the data block, as
the number of data blocks increases, the time to validate all data blocks increases. In the
case of a smaller number of data blocks, use MHT and BSMHT as authentication
structures, the verification time of the two authentication structures can be considered
almost the same.

But as the data blocks’s number continues to grow, uses BSMHT as the authen-
tication structures spent time has decreased compared with use the traditional Merkle
hash tree. Because BSMHT adopts double-layer data node, in the case of larger number
of data blocks, the height of authentication tree structure is effectively reduced, a third
of the blocks of authentication paths are shortened. At the same time, due to the binary
balanced tree structure, the search efficiency of the data block is also reduced. The
experimental data are shown in Table 4, and the line diagram of the experimental
results is shown in Fig. 7.

Table 3. Authentication feature compare based on PDP protocols

Protocol Public verification Privacy Dynamic

[4] NO NO NO
[11] NO NO YES
[7] NO NO YES
[8] YES NO YES
[13] YES YES YES
[9] YES NO YES
This text YES YES YES
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6 Conclusion

In this paper, first tear off sensitive information for a file, and then based on data block
index to construct BSMHT, and generate data fingerprint. Meanwhile, by using PDP
model, complete remote data integrity verification. Theoretical analysis shows that the
remote data integrity verification scheme improves the verify efficiency in some extent,
and reduces the tree structure adjusted times during a node inserted. In order to
completely exclude the behavior of cheat user caused by TPA, block-chain will be
introduced to store the data fingerprint instead of TPA. Based on the block-chain’s
characteristics of decentralization, tamper resistance and traceability, the integrity and

Table 4. Validation time required for different numbers of data blocks

The size of
data blocks

The number of
data blocks

Average validation time
of MHT (/ms)

Average validation time
of BSMHT (/ms)

16 MB 197 163 162
14 MB 225 168 168
12 MB 262 167 168
10 MB 314 190 189
8 MB 393 196 190
4 MB 785 262 243
2 MB 1569 312 306
1 MB 3138 389 363
512 KB 6276 453 438
256 KB 12552 467 445
128 KB 25103 532 516
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authenticity of data fingerprint will be guaranteed. At the same time, the verification
process will be simplified. And it will ensure that the user has the right to independently
complete the data verification.
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Abstract. With the rapid development of genomic sequencing tech-
nology, the cost of obtaining personal genomic data and analyzing it
effectively has been gradually reduced. The analysis and utilization of
genomic data have gradually come into the public view, the privacy leak-
age of genomic data has aroused the attention of researchers. Genomic
data has unique format and a large amount of data, but the existing
genetic privacy protection schemes often fail to consider security, avail-
ability and efficiency together. In this paper, we analyzed widely used
genomic data file formats and designed a hybrid encryption scheme for
large genomic data files. Firstly, we designed a key agreement proto-
col based on RSA asymmetric cryptography. Secondly, we used AES
symmetric encryption to encrypt the genomic data by optimizing the
packet processing of files and multithreading encryption, and improved
the usability by assisting the computing platform with key management.
Software implementation indicates that the scheme can be applied to the
secure transmission of genomic data in the network environment and pro-
vide an efficient encryption method for the privacy protection of genomic
data.

Keywords: Genomic data · Privacy protection · Key agreement
protocol · Hybrid encryption

1 Introduction

With the development of big data era, biology information technology is devel-
oping rapidly, and the research, analysis and utilization of human genes are
developing at an unprecedented speed. Genome is the carrier of biological genetic
information, containing important genetic information of humanbeings. Genome
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sequencing technology can analyze and calculate specific DNA (DeoxyriboNu-
cleic Acid) sequences in the genome, laying a foundation for further research and
utilization. GWAS (Genome-wide association study) provides more possibilities
for the research of genomic data, and can help human beings know themselves
better by exploring genes. However, GWAS is characterized by huge data volume
and complicated and difficult data processing. It is a feasible method to send
genomic data to big data platform for analysis and calculation. While big data
provides support for bioinformatics research, it also hides unprecedented data
security threats. The disclosure or improper use of genomic data will not only
violate the personal privacy of data providers, but also cause national and social
problems. Therefore, the privacy protection of genomic data is an important link
in GWAS. Domestic and foreign researchers pay great attention to the security
of genomic data. The privacy attack and protection methods of genomic data
have gradually become the focus of research.

Researchers have found that publicly available genetic data can be traced
back to the private information of a genetic data provider, and even the phe-
notype characteristics of the data provider can be recovered from the genotype
characteristics. In 2008, Homer et al. [1] proposed that high-density SNP (Single
Nucleotide Polyrnorphism) genotyping microarrays can accurately and reliably
determine whether a particular individual exists in a given complex genomic
DNA mixture. On this basis, Wang et al. [2] proposed two attack methods based
on genome-wide association study of public data in 2009. The second is an inte-
ger programming attack, in which an allele pair at a given locus is known to
restore all of an individual’s SNPS. In 2013, Gymrek et al. [3] demonstrated
that the family name can be recovered from an individual’s genome by analyz-
ing short tandem repeats on the Y chromosome and querying the genealogical
database. The combination of last names and other types of metadata, such
as age and state, can be used to triangulate the identity of a target. A key
feature of the technology is that it relies entirely on free, publicly accessible
Internet resources. In 2017, Lippert et al. [4] proposed a method for phenotype
prediction that matches phenotype data with personal-level genotype data from
whole-genome sequencing (WGS).

The privacy protection methods of genomic data can be divided into three
categories, namely access control, data protection with distortion and data pro-
tection without distortion. Inaccurate privacy protection methods include data
anonymity, differential privacy protection technology, etc. The undistorted pri-
vacy protection method is based on cryptography encryption algorithms, includ-
ing symmetric and asymmetric key encryption schemes, homomorphic encryp-
tion and other encryption methods. Access control is an effective means to pro-
tect data security. Access rights can be distributed to users with different per-
missions through attributes or groups applied by users. It can also be used to
protect the privacy of genomic data. However, in GWAS analysis, fine-grained
partitioning will make access control complex, and large-data level access control
will cause security problems due to coarse-grained user groups. Data anonymity
includes the k-anonymity model proposed by Sweeny [5], the k-anonymity model
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improved by Williams [6] and Samarati [7], the l-diversity model proposed by
Machanavajjahala et al. [8], the t-closeness model proposed by Li et al. [9], and
the DNALA method for identity tracking attacks. Differential privacy protec-
tion is mainly based on k-means method, which distorts data by adding noise.
Johnson et al. [10] studied genomic data analysis based on differential privacy
technology in GWAS. Encrypting genomic data and storing or uploading cipher-
text to cloud computing platform is an important method to protect data with-
out distortion. Ayday et al. [11] encrypted genome data based on homomorphic
encryption and proxy reencryption and then uploaded it to the cloud platform.
Cristofaro et al. [12] designed a method to protect genomic data privacy based on
homomorphic encryption. Chen et al. [13] proposed a privacy protection scheme
for sorting short gene data fragments in the cloud environment based on hash
function. The existing genomic data privacy protection scheme has low efficiency
and practicability.

In this paper, we propose an efficient and secure hybrid encryption scheme
for genomic data files to achieve the privacy protection of genomic data.

2 Related Works

We analyzed genomic data file formats and studied cryptography for encryption.

2.1 Genomic Data Format Analysis

Genomic data is mainly used to record DNA, protein sequences, gene expression
and other information, from which the biological information of different indi-
viduals can be analyzed and the genetic information database of organisms can
be constructed. Genomic data format is more diverse, generally can be divided
into the original genomic data files and processed files to record mutation infor-
mation. Original genomic data files, such as Fast, Fastq and other formats, are
unprocessed individual genomic data, containing all the DNA information of an
individual, with large data volume and file volume, which is the general storage
format of genomic data. The processed genomic data file, such as VCF (Variant
Call Format), extracts the mutation site information from the original genomic
data file for processing. The file in this format is small in size and does not have
all the genotypes of individuals, and is only used for the analysis of mutation
sites.

Fastq File Analysis. Fastq is a text-format file that stores biological sequences
and their corresponding mass fractions, as well as identifier sequences associ-
ated with the DNA sequence, which is the standard format for high-throughput
sequencing data. There are three types of sequences in this type of file: identi-
fier sequence, DNA sequence and mass fraction sequence. The identifier sequence
records the sequencing information, the DNA sequence represents the sequencing
result, and the mass fraction sequence represents the estimation of the correct-
ness of the base sequencing result. Every four lines the Fatsq file describe a set of
sequencing sequence information, and the recording example is shown in Fig. 1.
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Fig. 1. The example of Fastq file

Fig. 2. Basic structure diagram of a VCF file

VCF File Analysis. VCF is a text file which is used to describe single
nucleotide polymorphism (SNP), InDel, genomic structure variation (SV) and
other variants. The VCF file uses utf-8 encoding and consists of two main parts:
the title part and the variation record part. The header part is the annotation
information beginning with “##”, while the variation record part is prefixed
with “#” to record the specific mutation information on specific sites. The basic
structure is shown in Fig. 2.

The fileformat line indicates which version of the VCF specification the file
conforms to, the filter line displays the filter information applied to the data,
the contig line contains the name, length, and some other information of the
contig, the format line and info line explain the FORMAT and INFO column of
variation record in the VCF file.

As shown in Fig. 3, for the records of each variable sites, the information is
presented in a number of column structures. The first eight columns of the record
represent the attributes observed at the variable sites. When the file contains
multiple samples, the data represents the average of the data obtained from that
site. Column 9 (format column), column 10 and beyond (sample column) contain
specific information about the sample level.

2.2 RSA Asymmetric Encryption Algorithm

RSA algorithm is the most widely used asymmetric encryption algorithm at
present. The security of RSA algorithm is based on the mathematical problem
of large integer factoring. RSA algorithm is described as follows:
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Fig. 3. Records of VCF variable sites

Key Generation. Select two secret large primes p and q, calculate the big
integer n = p · q, φ(n) = (p − 1)(q − 1), where φ(n) is the Euler function of n.
Then, pick an integer e, satisfying 1 < e < φ(n) and gcd(φ(n), e) = 1. Calculate
d, satisfying d · e ≡ 1modφ(n), i.e., d is the multiplicative inverse element of e
under modulo φ(n). Since e is coprime with n, it can be known from modular
computation that its multiplicative inverse element must exist. Take {e, n} as
the public key and {d, n} as the private key.

Encryption. Firstly, the plaintext bit string is grouped so that the decimal
number corresponding to each group is less than n, i.e., the group length is less
than log2n. Then for each clear text group m, do the encryption operation:

c ≡ memodn (1)

Decryption. The decryption operation of the ciphertext packet is:

m ≡ cdmodn (2)

2.3 AES Symmetric Encryption Algorithm

AES is a block encryption algorithm with relatively high efficiency and security,
which is one of the most popular symmetric encryption algorithms. Here we use
the AES128 algorithm, which has a 128 bits key. In the algorithm, the packet
length is fixed at 128 bits and the input packet is represented by a 44 matrix of
16 bytes (8 bits per byte). AES algorithm is implemented by multiple rounds of
basic round transformation iteration, the number of rounds required increases
with the selected key length. When the key length is 128 bits, the number of
iteration rounds is 10.

Since the original key is usually short, if the algorithm needs to carry out
multiple rounds of iteration, it is necessary to conduct key expansion operation
on the initial seed key. Like the input grouping, the key is represented in a
matrix of bytes, four bytes for each column of the matrix forming a word. After



An Efficient Hybrid Encryption Scheme for Large Genomic Data Files 219

key expansion, the key of 128 bits was eventually extended to a key sequence
containing 44 words, in which each 4 words form a set of round keys, which were
used in the initial and subsequent 10 rounds of iteration round key addition.
While encryption, an initial round of key addition is required first, followed by
10 rounds of basic round transformation. Round transformation is expressed as:
Round(State,RoundKey). State is the round message matrix, which can also
be called the state matrix, RoundKey is the round key matrix obtained through
key expansion.

2.4 MD5 Hash Algorithm

Message Digest (MD) algorithms are a series of commonly used hash functions
and MD5 is the fifth version. The MD algorithm takes the plaintext information
of any length as input, and after 512 bits of packet filling and 4 rounds of logical
operations, finally maps to a 128 bit numeric string as the message digest:

MD = H(m) (3)

As a one-way hash function, MD5 has the characteristics of antigen image attack
and anti-collision attack, which can be used to ensure the integrity of message
transmission, and is an important message authentication tool. MD5 has the
characteristics of compressibility and fast running speed, which is suitable for
the efficient encryption requirements proposed in this paper.

3 Hybrid Encryption Scheme

We designed a scheme that encrypts the compressed genomic data to ensure the
security of data in the transmission process and realize the privacy protection of
genomic data. According to the binary characteristics of the encrypted genomic
data and the demand for the encryption transmission efficiency, AES symmetric
encryption system is used to encrypt the genomic data. In order to further
improve the security of the transmission process, RSA asymmetric encryption
algorithm is used to encrypt the AES key. Besides, we use MD5 hash function
to garantee integrity and correctness of the key. The scheme framework is shown
in Fig. 4.1

3.1 Key Agreement Protocol

In order to ensure the security of AES encryption key between two parties that
trust each other, a key agreement protocol based on RSA asymmetric encryption
was designed. Meanwhile, we also use MD5 one-way hash function to ensure the
integrity of the key. The agreement is shown in Fig. 5.

1Here K is the AES encryption key, Kp is the public key of RSA, Ks is the private
key of RSA, m is the plaintext, H(•) represents the hash value.
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Fig. 4. Design of encryption scheme

Fig. 5. Key agreement protocol

The protocol is described as follows:

Step 1: the client generates the RSA public key Kp and private key Ks sends
the public keys Kp and user id id to the server.
Step 2: the server generates a AES encryption key K and a hash value H(K)
of the transmitted encryption key.
Step 3: the server encrypts K with the received public key Kp and sends
Kp(K)||H(K) to the client.
Step 4: after receiving the Kp(K)||H(K) of the server, the client uses the
private key Ks for decryption to get the value of K, and calculates whether
H(K) is consistent with the received hash value. If so, the key is transmitted
correctly.
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Based on BAN logic [14], we formally proved the protocol. Let A represent
the client and B represent the server, then we formally describe the protocol as
follows

A → B : {Kp,H(Kp), id}
B → A : {{K}Kp

,H(K)}
Initialization assumptions are as follows

B � A,A � B,B �→ K

A �→ Kp, A �→ K−1
P

The objectives of the agreement are as follows

A � B
K←→ A

B � A
K←→ B

The proof is as follows

Proof.
∵ B � A| ∼ Kp

∴ B � A
Kp←→ B

∵ A � B| ∼ {K}Kp

∴ A � B
{K}Kp←→ B

∵ A �→ K−1
P

∴ A � B
K←→ A

∵ B �→ K&B � A

∴ B � A
K←→ B

After the key agreement, both parties have a common encryption key K and
can begin to encrypt the data file and then transmit the ciphertext. In order to
ensure the security of genomic data, the key can be updated after a transmission.

3.2 AES Encryption

Data sent from a client to a server will go through compression module, encryp-
tion module and transmission module. At the client, Fastq files are compressed
into GTZ files, and the binary files of GTZ are input into the encryption mod-
ule. The encrypted binary files are obtained through key K encryption, and then
output to data transmission. In the server, after receiving the encrypted binary
file through network transmission, input it into the decryption module, decrypt
it through the key K to get the GTZ file, and output it to the decompression
module. After decompression with reference, get the original Fastq file, which
can be used for subsequent data analysis. The encryption flowchart is shown in
Fig. 6.
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Fig. 6. AES encryption and decryption flowchart

Reading the Genomic Data Files. Considering the format of genomic data
files, we read the files by converting them to bytes stream rather than reading
in characters directly. Because genomic data files are large, typically 1–2 GB,
reading the entire file into a byte stream takes up a lot of running memory.
When reading the files into the AES module, we read the groups of 1 MB for
reducing the memory usage.

Padding the Plaintext. AES is a block cipher system with block length of
128 bits (16 bytes). When we convert a genomic data file into a byte stream,
the size of the input data is not necessarily multiple of the block length, so we
need to pad in the last block length of the input text. When decrypting, remove
the populating data at the end of the decrypted result according to the same
pattern, and it can be successfully decrypted. Here we use the following padding
methods.

During encryption, the length of clear text is denoted as len. If it is not an
integer multiple of 16, the padding length is 16− len%16, where the last padding
byte is used to record the padding length, and the other few bytes are padded
with 0. If it is exactly an integer multiple of 16, the desired padding length is 16
and all bytes are padded with 0.

During decryption, the padding length is determined by the the last byte of
the decrypted result, and then the corresponding byte is removed according to
the padding length to ensure that the decryption result is completely consistent
with the original data.

Key Management. In order to make our scheme more practical, we provide
key management module. We add an input parameter in the client, provided
by the client input user id id, and name the key file according to the id. The
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encryption module needs to input the id parameter too, the encrypted file also
named by the user id id. In this way, there is a direct correlation parameter
between the key file and the encrypted file, and the user id can be used for key
management on the computing platform. Key management can avoid the case
that the key and the file to be decrypted cannot correspond, and ensure the one-
to-one correspondence between the key and the encrypted file, so as to realize
saving as the ciphertext and decrypting according to needs.

4 Implementation of Encryption Scheme

We have programmed the scheme and put forward some methods to optimize
the encryption efficiency.

4.1 Development

The encryption scheme was developed under ubuntu16.04 by python3.7.
We developed a total of seven modules, i.e., AES key generation module

Keygen AES.py, AES encryption module encrypt aes.py, AES decryption mod-
ule decrypt aes.py, RSA key generation and encryption module Encrypt RSA.py,
RSA decryption module Decrypt RSA.py, MD5 hash value generation module
md5.py, socket transport module server.py and client.py.

The development architecture is shown in Fig. 7.

Key Agreement Protocol. Call random module to generate 16-byte RSA
public key and private key and 128-bit AES key, call hashlib module to calculate
the hash value of the key, use Socket transmission module to establish TCP
connection to achieve key agreement.

The process of establishing TCP connection with Socket module can be
divided into three steps: server monitoring, client request and connection confir-
mation. The specific process is described as follows:

Fig. 7. Development architecture diagram
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Server listening: the server first creates a socket, starts waiting for a connec-
tion, and call real time monitoring for connection requests from the client.

Client request: the client creates a socket and makes a connection request by
sending a RSA public key Kp to the corresponding IP address and port of the
server-side socket.

Connect confirm: the server-side socket detects a connection request sent by
a client socket and creates a new thread that replies to the request and sends
back the AES key encrypted by Kp as a response message. The client receives
this description and confirms it, completing the connection.

The key agreement protocol is developed by encapsulating RSA encryption
and decryption and MD5 hash generation in socket communication.

AES Encryption and Decryption Module. Using binascii module to con-
vert the genomic data file into byte stream reading into the encryption mod-
ule, which is grouped according to the size of 16bit, and read into the key file.
Numpy module is called for encryption and decryption operation, and then the
byte stream after encryption and decryption is written into the genomic data file
again through decimal conversion.The encryption development process is shown
in Fig. 8.

Fig. 8. Encryption development flowchart

To achieve AES encryption, we have to achieve round transformation. The
round transformation (except the last one) consists of four different basic func-
tions: SubBytes, ShiftRows, MixColumns, AddRoundKey. The four internal
functions of the basic round transformation are developed as follows:
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Step1: SubBytes is a constant matrix, which is mapped in the following way:
extracting the high 4 bits and the low 4 bits as the row value and column
value from the round message matrix, and the elements of corresponding row
are found in the s-box as the output elements, and finally the substituted
matrix is obtained.
Step2: ShiftRows is operated on each row of the round message matrix, which
is essentially a substitution password: each row of the matrix is cyclically
shifted by a certain length with a different amount of displacement, so that
the positions of elements in each row are rearranged, while the elements them-
selves do not change. For row i(i = 0, 1, 2, 3) in the round message matrix,
each element loops 4 − i bytes to the right.
Step3: MixColumns operates on each row of the round message matrix, essen-
tially a multiple table substitution password with a fixed key that multiplies
with a specific matrix to increase the obfuscation of the message. For a col-
umn in the round message matrix, it is expressed as a cubic polynomial in
galois fieldGF (28):

s(x) = s3x
3 + s2x

2 + s1x + s0 (4)

Multiply this polynomial with a fixed cubic polynomial c(x) under modulus
x4 + 1 to get the output column:

c(x) · s(x)mod(x4 + 1) (5)

Where the fixed polynomial is (whose coefficients are all elements in galois
fieldGF (28)):

c(x) = c3x
3 + c2x

2 + c1x + c0 =′ 03′x3 +′ 01′x +′ 02′ (6)

Step4: Each element in the round message matrix and each element in the cor-
responding round key matrix are added bit-by-bit binary operation to ensure
the secret random distribution characteristics required by the message data.
Using the above steps, for a given plaintext m, the ciphertext is calculated
by AES encryption function E and key K:

c = E(K,m) (7)

For ciphertext, the plaintext can also be obtained by AES decryption function
D and the same key K calculation:

m = D(K, c) (8)

The development of encryption and decryption module is completed by
adding user id in AES encryption module.

4.2 Optimization

In order to improve the efficiency and usability of the scheme, we optimize the
mixed encryption scheme.
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Multiprocess Optimization. Using AES symmetric encryption system to
encrypt and decrypt genomic data have a lot of computation going on in the
program. In practice, it is necessary to process genomic data on a large scale
and run the program for a long time. Considering that AES is a block cipher
algorithm, and the encryption (or decryption) of each group is independent,
multi-process means can be introduced into the encrypting and decrypting pro-
grams to achieve the parallel operation of multiple computer processors, so as
to achieve the purpose of accelerating the speed of data processing.

After multi-process optimization, the encryption and decryption time is
shortened by about 5 times, and it takes 40 min to encrypt 200 MB genomic
data files. For practical applications, it is still less efficient, but this encryption
algorithm occupies less memory, and the size of the generated encryption file is
the same as the original file, without increasing the transmission time.

AES Encryption Optimization. The original version of the algorithm used
the numpy module to achieve the AES128 algorithm. Due to the efficiency prob-
lems of the python language and the optimization problems of the algorithm
itself, this encryption method requires a long time. We improved the algorithm
by calling crypto module which is write by C to realize efficiency algorithm, used
EBC mode for encryption and decryption.

This method greatly reduces the encryption time, and only needs 10s to
encrypt 266 MB files. However, the problem with this method is that it occupies
a large amount of running memory, which is about 4–5 times of the file size, and
the encrypted file becomes twice as big as the original one.

5 Scheme Analysis

We used the implemented and optimized scheme to conduct encryption test on
the genome data files, and conducted security analysis and efficiency analysis on
the test results.

5.1 Security Analysis

To ensure the security of encryption, the most important thing is to ensure
the security of the key. We used RSA public key Kp encryption AES key K to
ensure the security of AES key K, avoiding the transmission of K plaintext in
the network environment. RSA private key Ks will only be stored in the client
local, can not be accessed by untrusted third party, RSA encryption algorithm
based on the problem of large integer factoring, recovering the private key Ks

by the public key Kp takes a lot of computation even if Kp(K) is intercepted by
the attacker is not unable to obtain the key K. This agreement can guarantee
the security of the AES key, further ensure the security of genomic data.

AES algorithm supports variable key length, which is generally recognized as
the encryption algorithm with high security at present. Under the current com-
puting power, no very effective attack method has been found. AES is designed



An Efficient Hybrid Encryption Scheme for Large Genomic Data Files 227

with a wide trajectory strategy, which is a design strategy for differential analysis
and linear analysis, and has a significant effect in resisting differential cryptogra-
phy and linear cryptography. As long as the security of the AES key is ensured,
the AES encryption algorithm is secure. This scheme uses RSA to encrypt the
AES key.

RSA security is based on the difficulty of large integer decomposition. So far,
there is no effective algorithm that can realize large integer factoring. Therefore,
under the premise of protecting the private key, the attack on RSA algorithm
can only rely on key exhaustion. Since RSA’s addition and decryption are all
exponential operations, the key exhaustive computation is huge and the compu-
tation speed is very slow, the attack difficulty is very high, the security index is
very high. In addition, this scheme updates the key in each transmission. Even
if the key in the transmission process is leaked, it will not affect the subsequent
encryption transmission and can maximize the security of encryption transmis-
sion.

5.2 Usability Analysis

MD5 hash function is used to calculate the hash value of key and plaintext
when transmitting encryption key and encrypted ciphertext. After the key and
plaintext are obtained through decryption, the integrity of the key and plaintext
can be verified to prevent data errors caused by the loss of byte stream in the
transmission process and ensure the usability of genetic data.

5.3 Efficiency Analysis

The computer used in the test is an eight-core processor, i.e., eight processes are
opened for parallel computing. We take a 1 MB file as the test object to conduct
multi-process encryption and decryption tests. The results are listed in Table 1.

Table 1. Multi-process test results

Process 1 2 4 8

Encryption takes 35.1 s 18.6 s 9.4 s 7.5 s

Decryption takes 80.9 s 47.9 s 21.1 s 17.5 s

It can be seen from the results that the speed of encrypting and decrypting
increases significantly when the number of parallel processes changes from 1 to
4, and the time spent is approximately linear with the number of processes.
Processes from 4 to 8 increased speed, but not significantly. When the number
of parallel processes is set above 8, the speed of the program does not increase.
Considering that the server in the actual application might be multi-core, the
code was improved to automatically detect the number of CPU and start all
processes.
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In addition to multi-process optimization, we ended up using the crypto
library to implement AES encryption. We use a 266 MB genomic data file to
test the efficiency of the scheme. The AES algorithm using the numpy module
takes 40 min to encrypt, but the memory footprint is small. The encryption time
of AES algorithm using crypto module is 10 s, performing multiple rounds of
encryption calculations takes memory footprint 12 MB. It can be seen from the
test results that AES algorithm using crypto library can meet the actual use
requirements of encrypted genomic data in terms of encryption efficiency and
memory occupancy. The test result is listed in Table 2.

Table 2. Algorithm and memory optimization test results

Library Performance

Size Time Memory usage Operating rate

Numpy 266 MB 43.0 min 10.0 MB Slower

Crypto 266 MB 10.2 s 1.2 GB Superior

Since there are not many researches on the method of hybrid encryption
of genomic data files directly, we have selected the latest queryable genomic
data privacy protection protocol EPISODE proposed by Schneider et al. [15]
for comparison. The results are shown in Table 3. The EPISODE solution is
queryable, and we know that this encryption operation is time consuming. Our
solution does not provide ciphertext queryability and is therefore more efficient
for larger genomic data files.

Table 3. Hybrid encryption vs. EPISODE

Library Performance

Size Time Security Query ability

Hybrid encryption 1.0 MB 7.2 s Yes No

EPISODE 1.0 MB 4.0 min Yes Yes

6 Conclusion

In this paper, we analyzed the genomic data file format and designed a hybrid
encryption scheme based on AES and RSA for genomic data files. We imple-
mented the hybrid encryption scheme and tested the efficiency of the scheme by
using genomic data. Compared with AES encryption scheme that is not specifi-
cally used for genomic data files, the encryption time of this scheme is reduced
by twice, and this scheme uses RSA encrypt AES key, which is more secure
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than general AES encryption software. The scheme successfully completes the
encryption and decryption of genomic data, which has specificity, high operation
efficiency and good practicability. It provides a feasible scheme for the encryp-
tion of genomic data and is of great significance to the privacy protection of
genomic data.

Acknowledgment. This project is supported by the National Key Research and
Development Program of China (No. 2016YFC1000307), the National Natural Sci-
ence Foundation of China (No. 61571024, No. 61971021) and Aeronautical Science
Foundation of China (No. 2018ZC51016) for valuable helps.

References

1. Homer, N., et al.: Resolving individuals contributing trace amounts of DNA to
highly complex mixtures using high-density SNP genotyping microarrays. PLoS
Genet. 4, e1000167 (2008)

2. Wang, R., Li, Y.F., Wang, X.F., Tang, H.X., Zhou, X.Y.: Learning your identity
and disease from research papers: information leaks in genome wide association
study. In: Proceedings of the 16th ACM Conference on Computer and Communi-
cations Security, CCS 2009, Chicago, Illinois, vol. 10, no. 1145, pp. 534–544 (2009).
https://doi.org/10.1145/1653662.1653726

3. Gymrek, M., McGuire, A.L., Golan, D., Halperin, E., Erlich, Y.: Identifying per-
sonal genomes by surname inference. Science 339(6117), 321–324 (2013). https://
doi.org/10.1126/science.1229566

4. Lippert, C., et al.: Identification of individuals by trait prediction using whole-
genome sequencing data. PNAS 114(38), 10166–10171 (2017). https://doi.org/10.
1073/pnas.1711125114

5. Sweeney, L.: k-anonymity: a model for protecting privacy. Int. J. Uncertainty
Fuzziness Knowl.-Based Syst. 10(05), 557–570 (2002). https://doi.org/10.1142/
S0218488502001648

6. Nyholt, D.R., Yu, C., Visscher, P.M.: On Jim Watson’s APOE status: genetic
information is hard to hide. Eur. J. Hum. Genet. 17(2), 147–149 (2009). https://
doi.org/10.1038/ejhg.2008.198

7. Samarati, P., Sweeney, L.: Generalizing data to provide anonymity when disclosing
information. In: PODS, p. 188 (1998). https://doi.org/10.1145/275487.275508

8. Machanavajjhala, A., Kifer, D., Gehrke, J., Venkitasubramaniam, M.: L-diversity:
privacy beyond k-anonymity. TKDD 1(1), 3 (2007). https://doi.org/10.1109/
ICDE.2006.1

9. Li, N., Li, T., Venkatasubramanian, S.: Closeness: a new privacy measure for data
publishing. IEEE Trans. Knowl. Data Eng. 22(7), 943–956 (2010). https://doi.
org/10.1109/tkde.2009.139

10. Johnson, A., Shmatikov, V.: Privacy-preserving data exploration in genome-wide
association studies. In: Proceeding of the 19th ACM SIGKDD International Con-
ference on Knowledge/Discovery and Data Minging, pp. 1079–1087. ACM (2013).
https://doi.org/10.1145/2487575.2487687

11. Ayday, E., Raisaro, J.L., Hubaux, J.P.: Personal use of the genmic data: pri-
vacy vs. storage cost. In: Proceeding of IEEE Global Communications Conference,
Exhibition and Industry Forum, pp. 2723–2729 (2013). https://doi.org/10.1109/
GLOCOM.2013.6831486

https://doi.org/10.1145/1653662.1653726
https://doi.org/10.1126/science.1229566
https://doi.org/10.1126/science.1229566
https://doi.org/10.1073/pnas.1711125114
https://doi.org/10.1073/pnas.1711125114
https://doi.org/10.1142/S0218488502001648
https://doi.org/10.1142/S0218488502001648
https://doi.org/10.1038/ejhg.2008.198
https://doi.org/10.1038/ejhg.2008.198
https://doi.org/10.1145/275487.275508
https://doi.org/10.1109/ICDE.2006.1
https://doi.org/10.1109/ICDE.2006.1
https://doi.org/10.1109/tkde.2009.139
https://doi.org/10.1109/tkde.2009.139
https://doi.org/10.1145/2487575.2487687
https://doi.org/10.1109/GLOCOM.2013.6831486
https://doi.org/10.1109/GLOCOM.2013.6831486


230 Y. Jiang et al.

12. Cristofaro, E.D., Faber, S., Tsudik, G.: Secure genomic testing with size- and
position-hiding private substring matching. In: Proceedings of the 12th ACM
Workshop on Privacy in the Electronic Society, pp. 107–118. ACM (2013). https://
doi.org/10.1145/2517840.2517849

13. Chen, Y., Peng, B., Wang, X., Tang, H.: Large-scale privacy-preserving mapping
of human genomic sequences on hybrid clouds. In: Proceeding of the 19th Network
and Distributed System Security Symposium, San Diego, California, USA (2012)

14. Burrows, M., Abadi, M., Needham, R.: A logic of authentication. SIGOPS Oper.
Syst. Rev. 23(5), 1–13 (1989). https://doi.org/10.1145/77648.77649

15. Schneider, T., Tkachenko, O.: EPISODE: efficient privacy-PreservIng similar
sequence queries on outsourced genomic DatabasEs? In: Asia CCS 2019 Proceed-
ings of the 2019 ACM Asia Conference on Computer and Communications Security,
pp. 315–327 (2019). https://doi.org/10.1145/3321705.3329800

https://doi.org/10.1145/2517840.2517849
https://doi.org/10.1145/2517840.2517849
https://doi.org/10.1145/77648.77649
https://doi.org/10.1145/3321705.3329800


Sentiment Analysis of Text Classification
Algorithms Using Confusion Matrix

Babacar Gaye(&) and Aziguli Wulamu

School of Computer and Communication Engineering,
University of Science and Technology, Beijing, China

babacargaye92@gmail.com

Abstract. Sentiment analysis on text mining has a vital role in the process of
review classification. Text classification needs some techniques like natural
language processing, text mining, and machine learning to get meaningful
knowledge. This paper focuses on performance analysis of text classification
algorithms commonly named Support vector machine, random forest and
extreme Gradient Boosting by creating confusion matrices for training and
testing applying features on a product review dataset. We did comparison
research on the performance of the three algorithms by computing the confusion
matrix for accuracy, positive and negative prediction values. We used unigram,
bigram and trigrams for the future extraction on the three classifiers using dif-
ferent number of features with and without stop words to determine which
algorithms works better in case of text mining for sentiment analysis.

Keywords: Confusion matrix � Classification � SVM � Random forest �
XGBoost � Sentiment analysis

1 Introduction

Recently, researches about natural language processing and text mining became very
important because of the increase of sources that gives electronic datasets according to
[1] many text mining procedures are required to analyze data on social media and e-
commerce websites for the identification of different patterns on texts. We classify the
documents based on categories that are predefined for text classification. We use a
corpus to be the primary structure for management and representation a collection of
the dataset. All preprocessing data techniques can be performed on the corpus. The
performance of a document classification technique is acquired by creating the con-
fusion matrix on training and testing datasets. The latest news and discoveries in the
field of exchange of information and opinions carve the way of computer applications
designed for the analysis and detection sentiments expressed on the Internet. Presented
in the literature under the name opinion mining and sentiment analysis, sentiment
analysis is used among others for the detection of opinions on websites and social
networks, the clarification on the behavior of consumers, product recommendation and
explanation of the election results. It is used to look for evaluative texts on the Internet
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such as criticism and recommendations and analyze automatically or manually feelings
that are there expressed to understand public opinion better. It has already been
demonstrated in previous studies that feelings of Analysis prove particularly attractive
for those who have an interest in knowing the public, it whether for personal, com-
mercial, or political reasons. Thus, many systems Autonomous have already been
developed for automatic sentiment analysis. In this research paper, we made a com-
parative study of three machines learning algorithms which are Support vector
machine, random forest, and extreme Gradient Boosting for classification and made the
confusion matrix results.

2 Literature Reviews

The most used algorithm for document classification is called Support Vector
Machines. The main feature of Support Vector Machines is to build a hyperplane
between the classes that provide maximum margins and use these cut off points for text
classification. For feature two-dimensional case the created hyper plane is a straight
line. The main advantage of Support Vector Machines is that it can create datasets with
many attributes with less overfitting than other methods [2, 5]. Nevertheless, SVM
classification has speed limitations during both training and testing phases [3].
XGBoost was designed for speed and performance using gradient-boosted decision
trees. It represents an element for machine boosting, or in other words applying to
boost the machines, initially made by Tianqi Chen [4] and further taken up by many
developers. RF is an ensemble of classification that proceed by voting the result of
individual decision trees. Several techniques and methods have been suggested by
researchers in order to grow a random forest classifier [7]. Among these methods, the
authors method has gained increasing popularity because it has higher performance
against other methods [8].

In [10], the author considered sentimental classification based on categorization
aspect with negative sentiments and positive sentiments. They have experimented with
three different machine learning algorithms which are Naive Bayes classification,
Maximum Entropy and Support Vector machine, classification applied over the n-gram
techniques.

In [6] they have used balanced review dataset for training and testing, to identify
the features and the score methods to determine whether the reviews are negative or
negative. They used classification to classify the sentences obtained from web search
through search query using the product name as a search condition.

3 Implementation Procedure

(See Fig. 1).
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Fig. 1. Implementation flowchart
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3.1 Dataset

(See Table 1).

create dataframe from csv file 
data = FeatureExtraction(r'tweet_product_company.cs
v')
data.data.head()

3.2 Feature Extraction

Feature extraction relates to dimension reductions. It is a technique for dimension
reduction that can reduce an initial dataset into groups for data processing. When the
dataset one usually input to an algorithm is being processed, it can be converted into
less data and information. This procedure is named feature extraction.

The extracted features ought to contain all needed information from the inputted
data so that the experimentation procedure can be done by using reduced representation
instead of the complete initial dataset.

Term occurrence (To): Tot;d of term t in document d is defined as the number of
times that a term t occurs in document d.

Tot;d ¼ nt;d

Term Frequency: Tot;d is the normalized form of Tot;d to prevent a bias towards
very long documents in order to measure the importance of the term t within the
particular document d.

Table 1. Dataframe

Tweet Brand Label clean_tweet

0 .@wesley83 I have a 3G
iPhone. After 3 hrs twe…

iPhone Negative I have a g iphone after hrs
tweeting at it was…

1 @jessedee Know about
@fludapp ? Awesome
iPad/i…

iPad or
iPhone
App

Positive Know about awesome
ipadiphone app that you
wil…

2 @swonderlin Can not wait
for #iPad 2 also. The…

iPad Positive Can not wait for also they
should sale them do…

3 @sxsw I hope this year’s
festival isn’t as cra…

iPad or
iPhone
App

Negative I hope this year festival is
not as crashy as…

4 @sxtxstate great stuff on Fri
#SXSW: Marissa M…

Google Positive Great stuff on fri marissa
mayer google tim or…
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TFT;d ¼ nt;dP
k nk;d

Inverse Document Frequency (left): Estimate the rarity of a term in the whole
document collection. (If a term occurs in all the document, 0 will be the Tfidf.)

idft ¼ log
Dj j

d : t 2 df gj j

With Dj j: The total number of documents in the corpus
d : t 2 df gj j: The number of the document where the term t appears i.e. (nt;d 6¼ 0).

Term Frequency-Inverse Document Frequency ( TFidft;d):
Finally, the tf-idf of the term t in document d is computed as follows:

TFidft;d ¼ Tft;d � idft

Evaluation Method:

• Precision: the Precision is the fraction of retrieved values that are relevant. It
encompasses all retrieved values and only considers the topmost results returned by
the system at a cutt-off point. This kind of measure is named Precision [9].

Precision ¼ relevant value þ retrevied value
retrevied value

• Recall: Recall is the fraction of the relevant value plus de retrieved value divided by
the relevant value. In the classification binary, recall is called sensitivity [9]. It is
trivial to get the recall of 100% by returning all values in response to the query.
Recall equation is defined by:

recall ¼ relevant value þ retrevied value
relevant value

• F1-score: F1 score can be seen as a the average weight of the precision and recall,
the F1 score task 1 as best value and the 0 as least value. The contribution of the
precision and the recall to the F1 score are equal. The formula for the F1 score is:

F1 score ¼ 2 � precision � recall
precision þ recall

3.3 Confusion Matrix

The methods for the classification of the review dataset can be obtained by the terms
frequencies of correctness by computing statistical measures that are True Positives,
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True Negatives, False Positive and False Negatives. These are the elements of the
Confusion Matrix which is a table that has been generated for a classifier on a binary
dataset and can be used to justify the performance of a classifier.

Precision and Recall performances of their experimentation have been tested so that
they can predict the false data and the correct data. The assessment is made with
Confusion Matrices in which True Positive rate is a definite class and it is considered a
positive class. True Negative rate is considered a class negative. False Positive rate is a
negative class Classified as a positive and neutral classes, False Negative rate is a
definite class that is classified as a negative and neutral class.

3.4 Classification Model

The way the dataset was used in the model of our experiment is represented by the
classification methodology in Fig. 2 as well as the flow of work chart in Fig. 3 This
review dataset included test and train data types. Both datasets were used in our model.
The dataset was split into test and train type datasets. Both datasets were first con-
catenated to make the data into one file. Python was used as the environment in which
this combined data had to run. Moving further, the XGBoost, RF and SVM packages
were downloaded on the Anaconda software, which has in-built packages. Using
Python, the required packages had to be called. The dataset was opened on the Python
on jupyter notebook platform and, by setting various parameters related to, the code
was run on the three machine learning algorithms on a product review dataset. The
results included confusion matrix, Precision, accuracy and we used matplotlib to draw
the results.

Fig. 2. XGBoost classifier confusion matrix
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Fig. 3. Support vector machine confusion matrix

Fig. 4. Random forest classifier confusion matrix
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4 Results

In this part we presented the best results for the confusion matrices of our imple-
mentation which is for the bigram with stop words using 200 features.

xgb_bigram_with_stop_words_200_features
==================

acc: 0.6733780760626398
report:          precision    recall  f1-score support

0       0.54      0.26      0.35       113
1       0.59      0.43      0.50       583
2       0.71      0.85      0.77      1092

micro avg       0.67      0.67      0.67      1788
macro avg       0.61      0.51      0.54      1788

weighted avg       0.66      0.67      0.65      1788

svm_bigram_with_stop_words_200_features
==================
acc: 0.6364653243847874

report:          precision    recall  f1-score   support

0       0.00      0.00      0.00       113
1       0.69      0.12      0.21       583
2       0.63      0.98      0.77      1092

micro avg       0.64      0.64      0.64      1788
macro avg       0.44      0.37      0.33      1788

weighted avg       0.61      0.64      0.54      1788
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rf_bigram_with_stop_words_200_features
==================
acc: 0.6470917225950783
report: precision    recall  f1-score   support

0       0.00      0.00      0.00       113
1       0.85      0.13      0.22       583
2       0.64      0.99      0.78      1092

micro avg       0.65      0.65      0.65      1788
macro avg       0.50      0.37      0.33      1788

weighted avg       0.67      0.65      0.55      1788

For this research we did the confusion matrix using the unigram, bigram and
trigram for the entire three-machine learning algorithm. We used different sets of
selected features with and without stop words respectively 100, 200, 300.

From all these 3 classifiers we choose the one that has the highest accuracy and
presented it in the figure. Our results have shown that the classifier works better for
bigram with stop words using 200 features.

5 Comparative Analysis

After plotting this confusion matrix, the values which are obtained for all our four
classes are used to calculate the accuracy of the algorithm’s prediction. As a result, the
bar graph that has been plotted are for the actual results and predicted results for all
classes that are positive, negative, and neutral (Fig. 5).

Confusion matrices of all the algorithms been obtained, we calculated the score for
the accuracy. The best performing algorithm will be best at predicting and that model
will be considered for further for the Sentiment analysis tasks. We did a comparative
analysis for the three machine learning algorithms, and the results are shown in Fig. 4.
On top as per the results obtained, the support vector machine is getting the lowest
accuracy, and the random forest comes on the second position. As per the results, the
XGBoost is getting the highest accuracy. The calculation of accuracy value of Analysis
towards the SVM method’s result that was done using need to have the accuracy,
Precision, and recall performance evaluation from the experiment with the confusion
matrix method. The evaluation done by using Confusion Matrix includes the following
indicators: True Positive Rate (TP rate), True Negative Rate (TN Rate), False Positive
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Rate (FP Rate) and False Negative Rate (FN rate). The TP rate is the percentage of the
positive class, which was classified as the positive class, whereas the TN rate is the
percentage of the class negatively classified as a negative class. FP rate is class neg-
ative, which is classified as the positive class. The FN rate is a class positive that is
classified as a negative class.

6 Conclusion

In Sum, a comparative analysis of the performance of the support vector machine,
random forest, XGBoost review classification techniques is presented in this paper. All
the results were found using the Python package and the implementation of the doc-
ument classification techniques was done using the anaconda Jupiter notebook librar-
ies. Sentimental Analysis of reviews Classification Algorithms using Confusion Matrix
indicated that XGBoost has a better performance better classification than support
vector machine and random forest. There is a large need in the industry for use of
Sentiment Analysis because every company wants to know how consumers feel about
their services and products. In future work, different types of approaches, such as
machine learning and products reviews should be combined in order to overcome their
challenges and improve their performance by using their merits. In order to get a better
understanding of natural language processing, a complete knowledge as well as rea-
soning methods that originates in human thoughts and psychology will be needed.

Fig. 5. Confusion matrices bar plot
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Abstract. Bigraph was proposed as a formal theoretical model in attempt to
provide a rigorous platform for designing, simulating and analyzing ubiquitous
computing systems. As the mathematical basis of bigraphs, bigraphical cate-
gories become important aspects of their theory and they are related to precat-
egoy, category, s-category, wide category and symmetric partial monoidal
category. However, we detect trouble spots in the construction of bigraphical
quotient category and illustrate that not all s-category can be converted to the
symmetric partial monoidal category by the support quotient. Both support
quotient and lean-support quotient, hence, are not always the symmetric partial
monoidal category. And, likewise, the quotient wide s-category may not the
wide symmetric partial monoidal category in general. Also, quotient wide re-
active system may not be abstract, consequently for the same reason. There-fore,
we must make clear what conditions on s-category allow us to obtain a sym-
metric partial monoidal category, and ensure that the behavioral congruence is
preserved for the abstract bigraphical reactive system.

Keywords: Category theory � Bigraph � Bigrapical category � Theory of
computation

1 Introduction

With the rapid development of network computing and its applications, many inter-
active agents are increasingly distributed in the world which can be artificial or can be
natural. It is important that these networks of agents can be modeled and they can be
understood. Robin Milner’s purpose was to describe in the book [1] just such a model,
and he did so by presenting a unified and rigorous structural theory, based on bigraphs,
for systems of interacting agents. This bigraphical theory bridges the existing theories
of concurrent processes and the aspirations for ubiquitous systems whose enormous
size challenges our understanding. Bigraphical reactive systems (BRSs) can define the
dynamics of process and the theory has a very powerful axiomatic system which can
help us effectively reason and validate the behavior of these agents distributed in the
Cyber-physical world. For example, bigraphical reactive systems are used to model
ubiquitous systems, capturing mobile locality in the place graph and mobile
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connectivity in the link graph. Moreover, bigraph and its corresponding theories
become a meta-theory encompassing existing calculi for concurrency and mobility.
Nowadays, some of bigraph theories are applied on some topics that include ubiquitous
computing, context-aware systems [2], etc. Christos Tsigkanos, et al. presented a
bigraph based tool for engineering topology aware adaptive security in cyber-physical
systems [3]. Steve Benford, et al. gave a model of an example ubiquitous system using
the mathematical formalism of bigraphs [4]. Christos Tsigkanos, et al. explored the use
of bigraphical reactive systems to model the topology of cyber and physical spaces and
their dynamics [5]. Ahmed Taki Eddine Dib, et al. proposed a bigraphs based formal
modelling approach for the specification of multi-agent system architectures and their
reconfiguration [6]. Chris Stary, et al. demonstrated the utility of handling of system-of-
systems based on bigraphs [7], and so on.

Both the theory and applications of bigraphs, however, are still far to being mature
and fully useful. We find that there are some problems in the bigraphical category
theory and they are given in this paper. For example,

(1) Can the support quotient functor of s-categories ensure that the support quotient
C def 8C=l must be a symmetric partial monoidal (spm) category?

(2) Can the lean-support quotient functor of bigraphical s-categories ensure that the
lean-support quotient must be a spm category?

Below we first briefly describe the preliminaries of bigraphs and bigraphical cat-
egories necessary to this paper in Sect. 2. Some problems in bigraphical categories are
depicted in Sect. 3. Section 4 concludes the paper finally.

2 Preliminaries

For the sake of making the paper complete, we will give a brief introduction to
Milner’s theory of bigraphs and refer to some references for more details about the
theory. A reader familiar with bigraphs should be able to skip this subsection without
compromising the understanding of the remainder of the paper.

2.1 A Brief Introduction of Bigraphs

A bigraph consists of two sub-graphs - a place graph and a link graph - that are
independent from each other while based on the same node set, which is the reason
why it is called a bigraph. The place graph describes the location of the nodes, whereas
the link graph describes the connectivity of them. Figure 1 gives an example of
bigraphs - bigraph F, and Fig. 2 shows its place graph and link graph respectively.

A basic signature takes the form . The is a finite set of elements related to
signature such that j :: ¼ jjj : n for each , where j is a kind of node called
control in bigraphs, n 2 N, where N denotes natural number. So, a basic signature has a
set whose elements are kinds of node called controls, and a map
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assigning an arity, a natural number, to each control. Signatures make the bigraphs
represent the model’s formal entities. We shall soon see that bigraphs over a given
basic signature form an s-category. Also, we will see how the concrete place graphs,
link graphs and bigraphs over a basic signature each form a category of a certain kind.

2.2 A Brief Introduction of Bigraphs

In general, a category C consists of a collection of objects and a collection of arrows.
Each arrow f has an object dom fð Þ, called its domain, and an object cod fð Þ, called its
codomain. The collection of all arrows with domain I and codomain J is written
C I ! Jð Þ, or just I ! Jð Þ. If the collection of arrows is actually a set then we call it the
homset of I and J. Each object has an identity arrow. Arrows must then satisfy
associative law and identity law.

It follows that the objects or arrows of a category are usually not required to
constitute a set. In fact, some categories are too complex for either their arrows or their
objects do not form sets. A category is called small category if its objects and arrows
constitute sets; otherwise it is large category [8]. For example, the category of sets
(Sets) itself is a large category because its objects are all sets and its arrows are total
functions between sets, and composition of arrows is the function composition in set
theory. Identity arrows are identity functions.

v1 v2

v3

v4
e1

e2

0 1 2
y1 y2y0

x0

0

Fig. 1. An example of bigraph (F).

Fig. 2. The place graph and link graph of the bigraph (F).
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2.3 Bigraphical Categories

Robin Milner introduced basic category theory into bigraphs in order to classify
bigraphs and to develop some their theories [9]. The category defined for bigraph is
obviously small category because the definition of category wherein says explicitly
their objects and arrows constitute sets respectively.

There are four kinds of category which are category, symmetric partial monoidal
category (spm) category, precategory and s-category. According to the definition of
support-equivalent class, we have the following proposition.

Proposition 1. The support-equivalent relation defined in s-category, denoted l, is a
congruence relation.

According to the existing theories of bigraphical category, the relationship of the
bigraphical categories is shown in Fig. 3 and their essential properties can be sum-
marized as the following properties.

(1) Generally, both precategory and s-category are not yet category.
(2) Any spm category must be a category actually.
(3) For a precategory 8C, it can be transformed into a s-category if we assign each

arrow of 8C a finite support, and the composition and tensor product are well
defined.

(4) A s-category is wide if it is equipped with a functor width: 8C ! NAT. The
elements of NAT are finite ordinals. Similarly, there are width functors for spm
category and bigraphical category .

In addition, there are two properties which give rise to some problems as follows.

(5) There is a support quotient functor of s-categories: �½ � : 8C ! C, where
C def 8C=l is an spm category.

(6) There is a lean-support quotient functor of bigraphical s-categories:
, where is an spm category.

Fig. 3. The relationship of the bigraphical categories.
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For the Property (5), the support quotient functor of s-categories, however, can’t
ensure that C def 8C=l must be a spm category. Also, the lean-support quotient functor
of bigraphical s-categories can’t ensure that must be a spm
category after analyzing Property (6). The reasons will be discussed in detail in Sect. 3.

3 Discussions

Let’s recall how the quotient category is constructed in general category theory firstly
and compare it with the construction of support quotient category.

3.1 The Comparison of the Two Kinds of Quotient Category

Let � be a congruence relation on the arrows of a category . Define the quotient
category as follows.

(1) The objects of are the objects of .
(2) The arrows of are the congruence classes of arrows of .
(3) If f : A ! B in , then f½ � : A ! B in .
(4) If f : A ! B and g : B ! C in , then g½ � � f½ � def g � f½ � : A ! C in .

We justify the definition by a theorem.

Theorem 1. The quotient category is a category. Its construction defines a
functor: .

Now, we compare the definitions of 8C=l and , and show them in Table 1.

Consequently, we conclude theorem 2.

Theorem 2. The support quotient category 8C=l is not always a category.

Proof. In fact, if f : A ! B and g : B ! C in ‘C, g � f is defined iff gj j# fj j (i.e.
gj j \ fj j ¼ /). On the other hand, if f½ � : A ! B and g½ � : B ! C in 8C=l, but
g0j j \ f 0j j 6¼ / for any g0 2 g½ �; f 0 2 f½ �, then g½ � � f½ � is not defined. It results that 8C=l
is not a category. Of course, 8C=l is not a spm category. □

Table 1. The comparison of the two quotient categories
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For the lean-support quotient , we can get the similar
conclusion.

3.2 The Quotients in Bigraphical Dynamics

The bigraphical dynamics are studied at the general level of s-categories. The corre-
sponding theory was first developed for a concrete wide reactive systems (WRS), based
on an s-category, and transferred finally to its quotient abstract WRSs based upon an
spm category. There, the quotient wide s-category C def 8C= �, where � is an
abstraction on 8C, is a wide spm category. It gives rise to some problems. This brings us
to our two problems.

Problem 1. What conditions on a concrete wide s-category can make C def 8C= �
be a wide spm category?
Problem 2. What conditions on a concrete WRS 8C Rð Þ can make C Rð Þ be an
abstract WRS C Rð Þ?
The similar question lies in transferring the transition system to the quotient abstract

bigraphical reactive system (BRS), via the lean-support quotient functor. It turns out
that we must impose some restrictions on the constructions of quotient categories.

4 Conclusions

Certain kinds of category are served to classify bigraphs and to develop some of their
theory. Any useful experiments are those carried out with real applications, involving
real users and an assessment of their experience. We argue that the bigraphical cate-
gories are not complete. Future work is to define precise formal models for bigraphical
categories.
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Abstract. With the development of intelligent traffic system, high-definition
cameras are spread along the urban roads. These devices transmit real-time cap-
tured images to data center for multi-purpose usability, but these bring higher
requirements on network and storage capacity of the traffic images collection
system. To address these problems, we proposed a compressed representation
method for traffic images and collection system architecture. Firstly, the method
proposed in this paper designed a distributed data collection system for traffic
images based on edge computingmode. Secondly, we studied on the image feature
representation methods for vehicle type/version retrieval, and formed a com-
pressed representation method based on structural relationships selections. In this
method, the retrieval precision reaches to 97.78% with the recall ratio of 90%,
which proved the usability in this image collection system. Finally, we set up an
analysis model based on Petri-net to observe the system requirements on storage,
computing and transmission with different setting parameters. This model is
powerful on finding bottlenecks of system in early stage and keeping balance in
multi-aspects. The simulation experiments show that the data volume needs to be
transported and preserved was compressed to 1/2250 comparing to the method of
original images and the system transport delay was reduced more than 1/9 of
original method. The experimental result showed that compared with the original
collection method, the amount of data to be transmitted and stored was com-
pressed by 1/2250, and the system transmission delay of the systemwas reduced to
1/9.15. This distributed data collection method and system proposed in this paper
provided a novel referable revolution for traffic images processing system in
intelligent traffics.

Keywords: Traffic images � Data collection � Vehicle type retrieval � Edge
computing � Petri-net

1 Introduction

In the dynamic environment of photographing traffic images, a large number of real-
time, high-speed and uninterrupted data flows are generated at traffic checkpoints. As a
result, the opportunities and problems are caused by data. According to Cai, scalable
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storage, filtering and compression schemes are essential for efficient data processing
[1]. If all data is dumped into the storage space, it will cause “data swamp” [2]. Liu
Zilong and others explained a big data storage platform called “data Lake”. Its main
idea is to uniformly store different types of original data in different fields, including
structured data, semi-structured data and binary data, so as to form a centralized data
storage set containing all forms of data [3].

Edge computing, which is on the side near the source of the object or data source,
adopts an open platform integrating network, computing, storage and application core
capabilities, which can provide services nearby [4]. For the Internet of things, multiple
computing nodes distributed on the network can unload the computing pressure from
the centralized data center, and can significantly decrease the waiting time in message
exchange [5]. Each traffic image usually contains multiple vehicle targets. Target
detection based on deep learning is mainly divided into target detection algorithm
based on candidate region and target detection algorithm based on regression [6]. In
2014, Girshick proposed region CNN [7] target detection algorithm. In 2015, Girshick
proposed Fast R-CNN [8] and Faster R-CNN [9]. In 2017, He Kaiming proposed Mask
R-CNN [10] target detection algorithm based on Faster R-CNN framework. In 2018,
the YOLO-V3 [11] algorithm improved the problem of poor detection accuracy of
small targets detection through multi-level prediction. The data transmission process
between devices uses the network for communication. In the scenario of industrial
Internet, the realization of high-efficiency automation needs to complete real-time
operation control. If some steps are delayed due to not receiving instructions in time,
the service quality will be reduced and even the system will crash. Therefore, higher
requirements are put forward for the delay, which needs to be between 1 and 10 ms
[12–14]. Petri net model is used to simulate the branches of interaction in the system. It
has rich system description means and system behavior analysis technology. The
concept of net was first proposed in the dissertation of Dr. Petri [15, 16], which is the
cornerstone of the development of Petri net theory.

Distributed data collection system for traffic images method is the basic require-
ment of improving data storage, data transmission and making full use of the com-
puting power of edge nodes. This paper proposed a distributed data collection system
for traffic images. The features of vehicle structure relationship are extracted by
intelligent traffic checkpoint and are expressed as lossy compression. This method
realizes the vehicle model retrieval under the specific scene-traffic image. It also
realizes efficient the transmission of relevant data to all levels of communication
information center storage. Finally, the rationality of traffic image distributed data
collection method and the functionality of the system are verified by experiments.

2 The Framework of Traffic Images Collection System Based
on Edge Computing

To reduce the load pressure of storage, transmission and computing brought by massive
traffic data, a traffic image collection system based on edge computing was designed.
By using Internet and intelligent devices deployed in traffic junctions to finish images
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collection, edge computing and data transmission functions, and further achieve typical
applications like vehicle model retrieval based on traffic images.

2.1 The Design of System Structure

The edge computing based on distributed data collection system for traffic images
consists of image collection point, traffic communication center, data processing server
and storage server, as shown in Fig. 1.

The deep learning neural network is embedded into the distributed image collection
devices to improve the learning ability and reduce network traffic. The image collection
point is the resource of traffic images, including data processing module, data storage
module and data transmission module. Firstly, the HD camera can collect original
traffic images, then use data processing module to achieve efficient object extraction
and detection. The data processing module can transform the structural feature infor-
mation into a lossy compressed representation text. Data transmission module uses
network technologies like 5G and Ethernet to transport compressed representation text
to network transmission data center in multiplex transmission. At the same time, the
data storage module completed the storage function of text and images, and transmitted
traffic images to the network transmission center for storage at idle time.

The platform of data transmission center has massive data computing servers and
large data storage space. Data processing servers in network transmission center are
used to compute, optimize and analyze the lossy compressed representation text; Data
storage servers are used to storage traffic images and text information. By this platform,
the recognition and retrieval of vehicle model can achieved, traffic scheduling and other
typical applications.

2.2 System Features

The compressed representation method based on traffic images enabled the system to
store more traffic images information in a same data storage size. With the emergence
of the compressed representation method, the information transmitted can be greatly
increased when the data transmission traffic is the same, and also greatly improved the

Fig. 1. Edge computing based on traffic images collection system
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real-time transmission. The data collection of edge nodes is also based on the com-
pressed representation method. Data is computed on edge nodes and transferred the
processed data to the traffic communication center. Compare transferred original data to
the cloud computing center and centralized processing, this method greatly saved
network bandwidth and made sure edge computing capabilities are fully utilized.

The system is based on a hierarchical network structure, and data is transferred
from the distributed storage nodes to the upper layer according to the tree structure to
ensure the correctness of the data and improve the storage efficiency, as shown in
Fig. 2.

The system has the distributed feature in both data collection and storage process.
When the network bandwidth is poor, the edge nodes can still collect data and store in
its data storage space to reduce the time wasted in data transmission process.

3 Compressed Representation of Traffic Images

The compressed representation of traffic images firstly extracts multiple vehicles from
the original traffic images according to the edge node target. Then extract the effective
structure information of multiple components from the target vehicle. Finally, it is
represented as a text with vehicle structure information.

3.1 Data Format

The original traffic data collected by the edge node is a “.png” image with a size of
about 2 M. After edge calculation, the target vehicle is a “.png” image with a size of
about 500 KB. Finally, the image is represented as “.txt” text with size of about 200
bytes by traffic image compression representation.

3.2 Image Sub-target Extraction

Deep learning is applicable to edge computing environment and intelligent trans-
portation [17]. Yolo-v3 neural network algorithm has the advantages of high precision
and fast speed for small target detection, which is used as the function of target
extraction in the traffic images in this paper.

Fig. 2. The hierarchical network structure of system
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Due to the complex background of the image taken by the intelligent traffic
junctions, it may contain many kinds of objects. In order to extract the structural
vehicle features to get the lossy compressed representation text, the single vehicle in the
first step should be extracted. Firstly, use the original traffic images to train the YOLO-
V3 neural network model to detect and extract vehicles quickly. As shown in Fig. 3,
the target vehicle image extracted by the YOLO-V3 model throws away complex
backgrounds and duplicate targets, reducing the storage space by about 75%.

Then extract the structural features of the vehicle images. After the edge calcula-
tion, the single vehicle target images realize the multi-component target detection by
the YOLO-V3 neural network model, extracts the component structure information,
and represents the traffic images information as text information, as shown in Fig. 4.

Compressed representation text occupies about 200 bytes of storage space. Com-
pared with the original images, the compressed representation of the image greatly
reduces the storage space, providing new possibilities for data storage mode and fast
data transmission in the future.

3.3 Deployment Requirements for Extraction Methods

Put forward the deployment requirements of validity and accuracy for the extraction
method, so carry out validation experiments on the typical scenario of vehicle model
retrieval. First of all, using the component pixels in the text to construct the structural

Note: the license plate information is hidden

Fig. 3. Vehicle target extraction from original traffic image

Fig. 4. Compressed representation of multi-part target extraction
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features of vehicle components, establish a vehicle structural feature model. Then, in
order to improve the computational efficiency, filter out the invalid features by voting,
and optimize the vehicle structural feature model. Finally, analyze the weight of the
remaining features, establish the vehicle structure weighted feature model. The vehicle
retrieval experiment results are shown in Fig. 5.

The 4 types of vehicle samples for vehicle type were used retrieve experiments.
Among the several types of vehicles, the best results are the first type of vehicles,
achieving an optimal precision rate of 99.83% when the recall rate is 90%. The fourth
type of vehicle achieved an optimal precision rate of 95.89% when the recall rate was
90%. The average precision of the sample of the four types of vehicles is up to 97.78%.
The experiment fully proves the validity and accuracy of the method.

4 Deployment of Traffic Images Compression Method

Based on big data and edge computing, our distributed data collection method for
traffic images embedded deep learning neural networks in distributed collection image
intelligent devices to improve learning performance and reduce network flow. With the
migration of data in the system, the data transmission center is also changing.
Therefore, a deployment way based on the traffic images compression method was
established, as shown in Fig. 6.

Fig. 5. Vehicle type retrieve P-R diagram

Fig. 6. Deployment way based on traffic images compression method
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Firstly, extract the target images from the original traffic images obtained from the
image collection node. Then, calculate the text data and transmitted the text data to the
Tertiary Transportation Bureau Communication Information Center for calculation and
storage. As well as the text data and analysis results were transferred to the Secondary
Transportation Department Communication Information Center for preservation. After
that, the target image data was transmitted directly from the edge node to the secondary
unit. Finally, China Communications and Communication Center (level 1) can call all
secondary storage. In this process, the tertiary traffic units do not save the image data,
and the image data can be directly called from the collection point storage module,
which will save the storage load pressure of the three-level unit.

5 System Simulation Verification Based on Colored Petri-Net

In order to verify the rationality and functionality of the distributed data collection
method for traffic images, a colored Petri-net model for the whole system based on the
data storage and transmission was established.

5.1 Petri-Net

Petri-net is suitable for describing asynchronous and concurrent computer system
models. Petri nets have both strict mathematical expressions and intuitive graphical
expressions. It has rich system description methods and system behavior analysis
techniques [18, 19]. The definition of the Oriented Net in it is defined as 1.

Definition 1. Oriented Net.
N = (S, T, F) is called oriented net, if and only if:

(1) S [T 6¼ ;:S \U ¼ ;;
(2) F \ S� Tð Þ [ T� Sð Þ;
(3) dom Fð Þ [ cod Fð Þ ¼ S [T;where; dom Fð Þ ¼ xj9y : x; yð Þ 2 Ff g; cod Fð Þ ¼ fyj

9x : ðx; yÞ 2 Fg are the domain and value range of F respectively.

S is place set of N, T is transition set of N, F is flow relationship.

5.2 System Modeling Based on Colored Petri-Nets

In the model of distributed data collection, data transmission analysis needs to consider
various factors. For example, image information and text information have different
transmission timeliness. As well as, there are differences in the data storage space of
information communication centers at all levels. Therefore there are differences in the
types of storage data and the timeliness of calling storage data at different levels of
information and communication centers.

The colored network system is a type of advanced Petri net that defines the token
color to distinguish the types of resources which enhances its ability to describe the
system [19, 20]. In the system, the storage nodes are mapped to places and the related
parameters are mapped to places tokens in place. The different information
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communication centers correspond to the different colors of tokens and the parameter
information corresponds to the value of token, which are both important elements in
traffic images based distributed data collection system.

The corresponding relationship of elements is shown in Table 1.

On the basis of the colored Petri-net, the control unit is added to represent the data
storage, transmission control, information communication center scheduling, etc. The
distributed data collection net system for traffic images is defined as 2.

Definition 2. Traffic images based distributed data collection system.
The necessary and sufficient condition for P = (P, T; F, C, K, D,) to be called a
distributed data collection net system is:

(1)
P ¼ P;T; F;C;ð Þ is colored network system

(2) t 2 C, D(t) is the control function of Transition t
(3) p 2 P, K(p) is the resource limit function of the Place p.

5.3 Construction of System Petri-Net Model

First, use CPN-tools to build the traditional traffic data collection system model, as
shown in Fig. 7. The original image is usually transmitted by using the traditional
model. Data are kept in traffic information centers at all levels. Although access time is
not required, the transmission time is greatly increased.

Table 1. The corresponding relationship of elements

Service value chain element Petri-net element

Data transmission Transition
Storage node in the system Place
Related parameters Token
Transmission control Connection
Information and communication center Token color
Parameter information Token value

Fig. 7. Petri-net model of the traditional traffic data collection network system
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The traffic cameras capture the original images and save them in the data storage
node. Then, transfer the original data to the Tertiary traffic information and commu-
nication center for preservation and processing. After that, the data and results are
transmitted to the Secondary traffic information and communication center for storage
and use. If the primary center wants to use the data, data transmission will be required
again. This method transmission not only wastes the data storage space and computing
power of the intelligent traffic junctions, but also increases the data transmission
duration and load, which causes the unnecessary expenses of establishing and main-
taining data space of the traffic communication centers.

The storage and scheduling of data has been mentioned in the previous chapter. The
Petri-net model of the distributed data collection system for traffic images Petri-net
model of is shown in Fig. 8.

The Petri-net model of the distributed data collection system for traffic images
solves the problem of information island between multi-level traffic communication
centers reduces the maintenance cost of the large-capacity data space in transportation
units, and avoids the repeated establishment of storage space. As well as, the method
solves the wastage of computing resources in the edge nodes and ensures that the
centers at all levels make full use of the optimal data space to complete the tasks of
upstream and downstream collaboration.

5.4 Experimental Environment and Parameter Settings

The experiment simulates the runtime system model on CPN Tools 4. 0. 1. CPN Tools
support the standard ML language and provide basic data type definitions, data oper-
ation descriptions, etc., so as to build a concise parametric mathematical model. In the
experiment, defined the range of values of data, detected the duration of the trans-
mission and call of each Token record, and verified the effectiveness of the distributed
data collection method for traffic images. The descriptions, types and abbreviations of
the main parameters defined in this paper are shown in Table 2.

Fig. 8. The Petri-net model of the distributed data collection system for traffic images
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5.5 Experimental Data

The traditional model of traffic data collection net system and our model of the dis-
tributed traffic data collection net system are tested in the 20 M Ethernet network
environment. Experiment tested 1000 original traffic images data with a size of 2 MB
by using the traditional system model, and obtained the results of transmission duration
and storage space. As a contrast, 1000 targets extraction vehicle images with a size of
450 KB and 1000 compressed representation texts of images with a size of 200 bytes
were tested, and obtained the experimental results of transmission duration, scheduling
time and the size of storage space.

5.6 Result Analysis

In the experiment of verifying the rationality of the traffic images distributed data
collection method and the function of the system, implemented node functions through
different methods of data transmission, storage and scheduling. Expected results are
mainly in three aspects as follows. From the perspective of data storage, the data
collection methods proposed can greatly reduce storage space and waste of resources.
From the perspective of the total time of traffic communication center, the traditional
method data scheduling transmission takes much longer than the method designed.
From the perspective of cost, the data collection methods proposed can save a lot of
cost in data space establishment and maintenance. The results are shown in Fig. 9
below.

Table 2. Descriptions of the main parameters

Description Type Abbreviation

data size int n
data transmission duration int wait
data type string p
data call duration int t
traffic communication center time int g
iteration time int h
data file type string pic,txt

Fig. 9. Comparison of experimental results
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Experiment took 1000 images from the camera in the intelligent transportation
checkpoint, and transmitted and dispatched them in the 20 M Ethernet network envi-
ronment. There are some main network parameter settings. Because there is no decimal
definition in CPN-Tools, set the parameter n1 representing the original data size to
20970, the parameter n2 representing the storage size of the target extraction vehicle
image is 4500, and the parameter n3 representing the size of the compressed
description of traffic image is 2. Again, set wait: wait1 = 800, wait2 = 175, wait3-
= 78. And set t: t1 = 0, t2 = 87, t3 = 39. It should be noted that wait3 and t3 are both
in microseconds, and the other parameters are in milliseconds.

Compared with the traditional method, this method proposed reduces the storage
space of the original image by 10485 times and the storage space of the target extracted
by the vehicle image by 2250 times. The node transmits compressed text about 78 ms
long, which is 10256 times shorter than the original image transmission time. And
compared with the total time of three-level traffic communication center is 2400S in the
traditional method, the total time of single vehicle image transmission and data
scheduling is about 262.2 s in our method, which is about 9.15 times shorter. Com-
pared with the traditional method, the distributed data collection method for traffic
image greatly decreases the size of data storage space, reduces the transmission time of
data scheduling and the pressure of communication load, and saves the cost of
establishing and maintaining the data space. The rationality of the distributed data
collection method and the functionality of the system are proved by simulation
experiments.

6 Conclusions and Prospects

This paper verified the rationality of the distributed data collection method and the
functionality of the system from the perspective of data form, storage and transmission,
designed the data storage and transmission collaboration scheme of traffic communi-
cation center, optimized the traffic data collection method. And we simulated the
process of data storage and transmission, and then analyzed the experimental results.
The experimental results show that collection method for traffic images greatly save the
data communication bandwidth, and the computing power of the edge node is fully
utilized. Moreover, the size of data storage space is greatly reduced while we can
effectively retrieve the vehicle models. And the data transmission duration and the
communication load pressure are also reduced. Based on this method, in the future this
method can be used for the detection of image structure similarity, image recognition
and retrieve, urban planning, smart transportation and other big data storage and
application from Internet of Things in distributed scenarios. However, there are still
some shortcomings that need to be further improved. For example, there are few types
of vehicle retrieval in data sets, and few network parameters designed in the system.
The multi-classes vehicle retrieval and network parameter expansion is the next
research direction of this paper.
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Abstract. Path planning in dynamic environment has been the hot
research direction. This paper considers a new dynamic environment—
the obstacles are randomly distributed in the environment, and all of the
obstacles will be distributed randomly again after robot’s movements.
In the new dynamic environment, traditional path planning methods
have some shortcomings when facing the dynamic environments. The
traditional path planning algorithms need to re-calculate the path once
the environments change, which is a very time consuming process. The
deep reinforcement learning (DRL) model is a single-step algorithm, so
the dynamic environments will not affect its running time consumption,
which is superior to the traditional path planning algorithms in terms of
running time consumption. However, the DRL model will face the prob-
lem of sparse rewards in the path planning problem due to the large state
space of the environments. This paper uses DRL to solve the shortcom-
ings of traditional path planning algorithms in dynamic environments
and we propose a new framework to solve the problem of sparse reward
in robot path planning. The framework uses a new strategy searching
algorithm and a new shaped reward function. The improved framework
can effectively solve the convergence problem in path planning. Accord-
ing to the simulation results, in the stochastic dynamic environments,
the running time consumption of the new framework is less than the tra-
ditional path planning algorithm, and the new framework is better the
classic DRL model in training results and planning results.

Keywords: Path planning · Deep reinforcement learning · Sparse
reward problem

1 Introduction

The path planning of mobile robots is an important part of robot navigation,
and it is the basis and premise of various research applications of robotics. The
path planning task requires the mobile robots to find a no-collision path from
the start point to the goal point in the environments with obstacles, this path
must meet the artificially evaluation critieria [1]. With the development of mobile
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H. Ning (Ed.): CyberDI 2019/CyberLife 2019, CCIS 1137, pp. 265–283, 2019.
https://doi.org/10.1007/978-981-15-1922-2_19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-1922-2_19&domain=pdf
https://doi.org/10.1007/978-981-15-1922-2_19


266 Y. Han et al.

robots, the application fields of mobile robots are more and more extensive, and
different scenarios impose different requirements on the path planning of mobile
robots.

With the combination of robot technology and artificial intelligence technol-
ogy, robots are gradually developing in the direction of artificial intelligent, and
the robots are increasingly equipped with the ability to finish the tasks in place
of humans in certain specific situations such as high temperature operations [1].
Among the various tasks, the environments in which mobile robots work is most
likely the dynamic and complex environments. If traditional path planning algo-
rithms are used, the changing environments greatly increases the running time
consumption of the algorithm [2], and we do not want the robot to waste too
much time on the running time of the path planning algorithm. Therefore, it is
a very good choice to use the deep reinforcement learning(DRL) model to carry
out the path planning problem of the robot [3]. The DRL model can plan the
path in single-step according to the environmental information, which can reduce
the running time consumption of the algorithm. The DRL model processes the
environment states as input and outputs the actions that the agent needs to
perform. Then the model will evaluates the results so that the model can take
the “good” actions and avoid the “bad” actions in the next planning [4].

There are some challenges need to be tackled in order to apply deep rein-
forcement learning to path planning.

(1) Although the DRL model can guide the agent to complete the artificially
task, in the path planning problem, how to extract the coordinate informa-
tion of each obstacle from the input information is the problem should to
be solved.

(2) In the new dynamic environments proposed in this paper, the state space
that the model needs to process is extremely huge. This can result in the
agent not being able to find the “effective” experience during the training
process. This is the reward sparse problem that needs to be solved in deep
reinforcement learning.

In this paper, we use convolutional neural networks to preprocess environ-
mental information. The convolutional neural networks are widely used in com-
puter vision and have powerful ability to process pictures. Then, we propose three
measures to solve the sparse reward problem, including improved exploration-
exploitation algorithms, shaped reward function and new model combined with
hindsight experience replay idea [5].

The main contributions of our work can be summarized as follows:

(1) Solve the problem that the traditional path planning algorithms waste too
much time on computation in the new dynamic environment proposed in this
paper. We use a new DRL model to do the path planning in the stochastic
dynamic environments, which take less computing time than the traditional
methods.

(2) Improve the DRL model based on path planning. Solve the problem of sparse
rewards generated by the DRL model in the path planning problem, so that
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deep reinforcement learning can effectively carry out path planning in the
dynamic environments. Compared with the traditional deep reinforcement
learning algorithm, the proposed model has obvious improvement in conver-
gence speed and planning results.

The rest of this paper is organized as follows. The related work is introduced
in Sect. 2, Sect. 3 introduces the formulation of path planning problem and the
network model. Our improved algorithm is detailed in Sect. 4. Experimental
results are included in Sect. 5. Finally, Sect. 6 concludes the experiment.

2 Related Work

Path planning is a very common research direction in computer science. Both A*
algorithm and Dijkstra algorithm are classic path planning algorithms, and there
are many improved algorithms based on them. In 2002, Shan Lan proposed an A*
algorithm with a smart heuristics. Researchers calibrate A* algorithm based on
many large path planning data set [6]. Because the traditional A* algorithm do
not use any good heuristics, they spend much time to calculate. And researchers
ascertain superiority of the proposed algorithm to the classic A* and Dijkstra
algorithms by two kinds of extremely different path planning data sets. In the
field of dynamic path planning, Kitamura Y proposes an simple method for
finding a no-collision path for robot in dynamic environments. The new algorithm
uses an octree for representing objects, so it can easily be accelerated by using
parallelization techniques [7]. The experimental results prove that this simple
method is time-saving and effective.

Reinforcement learning was proposed a long time ago. Scientists have
been studying how to apply it to various fields. Volodymyr Mnih and Koray
Kavukcuoglu proposed a new deep reinforcement learning model in 2013, using
reinforcement learning to successfully learn strategy control in high-dimensional
input space [8]. In the past, researchers often used expertly feature functions
and strategies to achieve convergence of the reinforcement learning algorithm.
Obviously, the traditional reinforcement learning system relies heavily on the
expert’s feature signature, which leads to reinforcement learning that cannot be
widely applied. The model uses the deep convolutional neural networks as deep
learning network and uses Q-Learning for policy training [9]. The researchers
deployed the model in seven different Atari 2600 games and got better perfor-
mance than all traditional methods. The DRL model performed very well and
even surpassed human expert players in three games.

Deep reinforcement learning in the combination of reinforcement learning and
deep learning, and sparse reward problem is a important part of deep reinforce-
ment learning model. In 2017, Deepak Pathak and Pulkit Agrawal proposed a
method of using curiosity-driven network to encourage agents to explore the envi-
ronments [10]. Through the process of exploring the environments in the agent,
the network gives the agent a certain degree of reward when the agent discovers
new things. The researchers used the prediction error of the forward model in
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the new environment as an additional feedback signal in addition to the sparse
reward. This feedback signal can be used to encourage the agent to explore the
area of the state space location. In 2018, Max Jaderbeg and Volodymyr Mnih
proposed a method of setting some auxiliary tasks to help train agents [11].
Researchers combined reinforcement learning with unsupervised auxiliary tasks
which significantly improved the learning efficiency of agents. The researchers
built a 3D maze that allowed the agent to find the target in the maze. Instead
of using these sparse rewards, the researchers used three additional reward sig-
nals to speed up the entire training process. The three reward signals are: pixel
control, reward prediction, and evaluation function playback. Experiments prove
that the setting of these three auxiliary tasks can effectively accelerate the train-
ing process of the agent.

There are some researches try to solve the dynamic path planning through
DRL model too. In 2018, Panov and Aleksadr apply deep reinforcement learn-
ing on grid path planning. Their experiments proof that agent using neural
q-learning algorithm robustly learns to achieve the goal in the small map [12].
And in 2018, Lei Xiaoyun apply the DRL model to the dynamic path planning.
The researchers set some moving obstacles as the dynamic environment and use
the double q-network as the training model. The experimental results show that
the DQN can find the right path in this dynamic environments [13].

At present, some researcher have applied deep reinforcement learning to
dynamic path planning. However, their dynamic environment space is not partic-
ularly large, so there is not much advantage compared to the traditional methods.
In this paper, The dynamic environment that the obstacle distribute randomly
is a larger state space than the environments above. We will improve the clas-
sic DRL model and compare to the traditional methods and classic DQN in
the stochastic dynamic environments. Besides, we will improve the efficiency of
path planning by using DRL model and solve the problem of sparse reward that
appear in the planning process. Specifically, we hope the improved DRL model
can reduce the computation time and improve the efficiency in the stochastic
dynamic environments.

3 Problem Formulation and System Model

In this section, we will first briefly introduce the problem that will be solved in
this paper and the system models of the path planning problem.

3.1 Problem Formulation of Robot Path Planning

This paper discusses the path planning problem of mobile robots in a new
dynamic environment. In this dynamic environments, the environment states
change randomly after each movement of the mobile robot. Therefore, the tra-
ditional path planning algorithms need to recalculate after the environments
change, which will take too much time on calculations. The DRL model can out-
put the next action in the face of the dynamic environments due to the Markov



Dynamic Path Planning 269

property of the model which takes less time on calculations [14]. However, in the
dynamic environments, because the obstacles are randomly changing, the exper-
imental environments are a very high-dimensional state space, so the sparse
reward problem of reinforcement learning model is very serious [15,16]. What
we need to solve is the problem of sparse reward generated by mobile robot’s
path planning in the dynamic environments. The primary models’ notations are
shown in Table 1.

Table 1. Formulation notations of path planning model

Symbol Description

s The environment state at current time

a Action the agent will perform

r Feedback after the action is performed

V(s) Value-state function

Q(s,a) Value-state-action function

π The strategy that agent take

λ Discount factor

Reinforcement learning model is based on Markov decision process. The
Markov process means that the model’s next state only depends on the cur-
rent state and the current action [17]. In this section, this paper will introduce
the basic network structure of the deep reinforcement model. Then, the improved
algorithm which can solve the sparse reward problem will be described. We use
the value function to describe the value of each state in the process. The value
of the current state is related to the value of the next state and the feedback of
the current action. We use Bellman equation to estimate the value function, and
the function is shown as follows.

V (s) = E[Rt+1 + λv(St+1)|St = s] (1)

Considering that each state has different actions to choose to execute, we
will pay more attention to the action which agent take in the last state. So our
value-action function is defined as follows:

Qπ(s, a) = E[r + λQπ(s′, a′)|s, a] (2)

But the problem we have to solve is a model-free question, we can’t calculate
the values of next states through state transition probability matrix. So we use
the time-difference method to solve the path planning problem, and we use the
time-difference error to update our value-action function. The update formula is
shown below:

Q(st, at) ← Q(st, at) + α(Rt+1 + λ max Q(st+1, a) − Q(st, at)) (3)
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Fig. 1. The layer structure of map

We should make the deep reinforcement learning network constantly update
the parameters of the function until the value-action function eventually con-
verges. According to this function, we can get the optimal action that the agent
needs to perform in current state.

3.2 The Network Structure of Deep Learning Model

(1) The Dueling Deep Network Structure

The basic network model used in this paper is the deep q-learning network
with deuling ideas. deuling-based deep q-learning network can greatly improve
learning efficiency and speed up convergence [18]. We select the convolutional
neural network to handle the input images. The map we use can be represented
by a matrix of 12 × 12 × 3 units, where the first layer represents the location
information of obstacles, the second layer represents location information of the
agent, and the third layer represents the destination of the path planning [19,20].
Each unit is expanded to a 7 × 7 pixel color block so that our input image size
is 84 × 84 × 3 pixels. The map information is shown in Fig. 1.

The input information of our deuling deep q-learning network includes: loca-
tion information of obstacles on the map, location information of the robot, and
location information of the destination. The input image sized as 84 × 84 × 3
is outputted through the four-layer convolutional neural network and outputs a
vector sized as 1×1×512. Then the output data will be split into the advantage
head and the value head in a 2:3 ratio in the fully connected layer. The value of
the original output represents the Q value of each action. We divide the Q value
into the following two parts:

Q (s, a; θ, α, β) = V (s; θ, β) + A (s, a; θ, α) (4)

We artificially divide the output value into two partial outputs, and then
input the two parts into different fully connected layers, each with its own weight
and bias. The network structure is shown is Fig. 2.
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Fig. 2. The structure of network

(2) The Double Deep Q-Learning Network Structure

This paper chooses the double deep q-learning network as the primary algorithm
of path planning. Beacsuse the deep q-learning network is based on the q-learning
algorithm, the Q value calculated by the q-learning algorithm will have an issue
of overestimation, and the double deep q-learning network can solve this problem
[9]. Double DQN and DQN have the same network structure. This two algorithms
are different in the way of calculating targetQ. The update formula of Double
DQN is as follows:

Y DoubleDQN
t = Rt+1 + γQ

(
St+1, argmaxQ (St+1, a; θt) , θ−

t

)
(5)

The training process of the network is shown in the Fig. 3.

4 Improvement of New Double Deep Q-Learning
Network

In the training process of deep reinforcement learning, there is a widespread
problem—sparse reward problem. Reward is a very important part of the DRL
model. The training of DRL model, adjustments of parameters and so on all
require reward values as input parameter [3]. Our agent takes random actions to
explore the experimental environments during the training process. If the agent
takes the correct action which can accomplish the task, then we will give the
agent a certain reward value. This reward value will be used to update the Q
value in q-Learning. However, in real life, the tasks we set often tend to be like
this: the intelligent agent explores the experimental environments very hard,
but no matter how much time the agent take, the intelligent agent can’t find the
correct actions. In other words, if we don’t interfere the process of training, the
agent will never get a positive reward, which is the problem of sparse rewards.
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Fig. 3. The structure of double DQN

The sparse reward problem affects the training efficiency and training results of
the DRL model. When the reward is severely sparse, the training results of the
DRL model are wrong decision.

There are sparse reward problem in the experiments in this paper too. Our
map is a 20×20 grid map with start point, goal point and 30 obstacles randomly
distributed in the map. The state space size of this environment is C30

20×20. If we
use the classic double deul deep q-learning network, the rewards will become very
sparse and we will not get the desired results. In order to solve the sparse reward
problem caused by DRL model in robot path planning, This paper adopts the
following three measures:

– New exploration-exploitation strategy search algorithms based on weight
sorting.

– Shaped reward function for path planning.
– Improved algorithm model with Hindsight Experience Replay idea.

4.1 Exploration-Exploitation Strategy Search Algorithm

The training of reinforcement learning includes the exploration phase and the
exploitation phase. The exploitation means that the agent makes the best choices
through the network model according to the input information; The exploration
phase means that the agent makes other random decisions based on the search
strategy to gather more experiences. These two phases are important factors
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influencing the performance of the reinforcement learning algorithm. We need
to balance the relationship between exploration and exploitation. Too much
exploration creates redundant useless experience, which leads the agent to learn
“wrong knowledge”; Excessive exploitation will make the training results of the
agent fall into local optimum. The most commonly used search strategies are
greedy strategy, ε-greedy strategy and bolzmann search strategy.

(1) The ε-greedy strategy

The ε-greedy search strategy is a very classic and commonly used strategy. It is
improved from the greedy search strategy and is currently widely used in DRL
model. The ε-greedy strategy determines the current choice by comparing a
random number with ε, in this way, although the agent maybe can not choose the
right action, “exploratory” can gather some new experiences for the experience
pool [14]. The specific algorithm is shown in Algorithm 1.

Algorithm 1. ε-greedy Strategy
1: Randomly generate probability p, where 0 < p < 1;
2: if p < ε then
3: Randomly generate an action a;
4: else
5: a = argmax (Q (s, a))
6: end if

The ε-greedy search strategy algorithm is simple and practical, but it only
considers whether the current action is the most beneficial and is easy to fall
into local optimum. In addition, in the path planning environments of this paper,
due to the huge state space, the ε-greedy search strategy search efficiency is very
low, which resulting in slower training rate and bad training results.

(2) The improved search strategy

In this paper, we propose an improved search strategy in order to overcome
above problem. The strategy mainly improves the algorithm from two aspects,
one is the choice of actions in the algorithm, and the other is the sample selection
from the experience pool.

The agent actually has uncertainty about its own actions selection during
the training process. In the model of reinforcement learning, the distribution
of weight values affects the distribution of actions selected. In general, we use
the Bayesian Probability Network to calculate the action to be taken, but if
we use the probability network with dropout, we obtain the approximate task
of simulating Bayesian sampling when we obtain the experience. The improved
search strategy algorithm is shown in Algorithm 2.

With the support of the search strategy, the agent makes action a in the
current state s, and then can get the next state s1, feedback r and completion
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Algorithm 2. The Improved Search Strategy Algorithm
1: Randomly generate probability p, where 0 < p < 1;
2: if p < ε then
3: Randomly generate an action a;
4: else
5: a = tf.nn.softmax [argmax (Q (s, a))] with dropout
6: end if
7: Put {s, a, s1, r, d} into the experience pool

flag d, we call {s, a, s1, r, d} as an experience, This experience will be stored in
the experience pool. In the experience replay, a certain number of experience
is randomly selected from the experience pool for network training. In the path
planning environments of this experiment, because of the huge state space, there
will be a lot of experience with a reward of 0. If you randomly extract experience
to form a training batch, the network may get a lot of “useless experience” with
zero reward. To solve this problem, we assign weights to each experience and
perform “pseudo-random extraction” based on weights. The size of the weights
is related to the influence of each experience on network training. However,
the sorting algorithm will consume some time, so we can’t choose experience
based on weights all the time. We only need to let the agent quickly find the
“influential” experience in the early stage of training. Therefore, the improved
algorithm combines the idea of ε-greedy, and only uses the weight sorting to
select the experience when the random number is less than ε. The value of ε
will gradually increase with the training process, and finally approach to 0.999,
which ensures that the selection of experience is independent. The improved
experience sampling algorithm is shown in Algorithm 3.

Algorithm 3. The Improved Experience Sampling Algorithm
1: Randomly generate probability p, where 0 < p < 1;
2: if p < ε then
3: Sort experience by absolute value of reward
4: Calculating the baseline probability, Prob = ηi, η is unusual sample factor
5: p = Prob/sum (Prob)
6: Select samples according to the probability distribution of p
7: else
8: Select samples randomly
9: end if

4.2 Shaped Reward Function Based on Path Planning

The reward function is one of the most important factors affecting the effect of
reinforcement learning. The artificially reward function will directly affect the
model’s training results. Some inappropriate reward functions not only make
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the DRL model training converge slowly, but even can not converge to the opti-
mal value; and the excellent reward function will be different according to the
environments and experimental requirements. Traditional reinforcement learn-
ing, such as q-learning, generally gives a larger positive reward to the action
that reaches the target state; unreasonable states such as hitting an obstacle
or out of bounds will have a negative value, and in other irrelevant states the
bonus value will be set to zero. In the path planning environments, according to
the traditional q-learning reward function, our reward function is expressed as
follows:

reward =

⎧
⎪⎨

⎪⎩

+1 if agent arrives the goal point
−1 if agent reaches the obstacles
0 other situation

(6)

In robot path planning problem, there are too many states in the state space.
During the training, the agent will take a lot of “useless actions” with a reward
of 0. So it is very difficult for the agent to reach the target point. We believe
that the traditional q-learning reward function does not motivate the agent to
move towards the destination in the path planning problem, or in other words
the traditional reward function setting is not instructive.

We should design a suitable and inspiring reward function. This paper use
state potential values to represent the agent’s “attitude” to a state (indicating
whether the agent wants to tend or stay away from a certain point). The state
potential value is obtained from the output value in the duel network. We first
find the state potential of each point in the fixed map (the starting point in the
map and the obstacles will not change), the map is a grid map with concave
obstacles which is shown in Fig. 4.

Fig. 4. The gridmap

After model training, the agent can find a stable path from the start point to
the target point. We can also find the points’ state potential in the map. We can
find that the state potential near the target point is also higher than other places,



276 Y. Han et al.

and the area where the obstacle is located is the area with lower state potential.
It can be known from the above experiment that the agent tends to approach
the target point and away from the obstacle area. And the closer to the target
point, the larger the state potential value is. Also the closer to the obstacle state,
the smaller the potential value is. The state potential value represents the value
of the state of the model output. The experiment provides us with evidence that
the agent does respond to the environments as we intuitively expect. So we set
the reward function as follows:

Reward = αe
D
d1 + βe

D
d2 (7)

In the above formula, d1 is the distance between the agent and the target
point. d2 is the distance between the agent and the nearest obstacle. And D is
the diagonal length of the map. α and β are discount factors. In addition, in
order to make the agent arrive the destination faster, we will give each step a
reward of −0.1, which will avoid the agent not moving forward.

4.3 Hindsight Experience Replay for Path Planning

Hindsight Experience Replay (HER) is to solve the problem that the deep rein-
forcement learning does not converge when the model deals with the sparse
environments. HER is based on the idea of universal value function approima-
tors [5]. When we started an episode training, we were able to know the goal that
the current episode needs to complete, that is, our input information has more
than the status s, and there is also a target g to be completed. Thus our strategy
is expressed as an action selected based on state s and target g: π (a|s, g). Since
the target g is added to the input, the bonus function also needs to be rewrit-
ten as r (s, a, g). Therefore, our reinforcement learning becomes multi-objective
reinforcement learning. When we want to complete multi-target training, the
model will sample each trajectory of the agent, and then select different targets
to make the reward becomes positive. Therefore, the trajectory with a reward
of 1 in HER’s experience replay buffer is increased, so that our agent can train
more effectively in the environments of sparse rewards.

The HER idea is as follows: The agent interacts with the experimental envi-
ronments under the guidance of the current policy to obtain the track t, and
then stores the track t {s, a, r (a, s, g) , s1, g} in the experience replay buffer. Then
select another goal that can make the track’s reward improved. The new track
is stored in the experience replay buffer, then the buffer will be sampled and
trained. The specific algorithm combining the HER idea is shown in Algorithm 4:

The HER algorithm is a time-consuming algorithm. Our goal is to make the
agent find the useful experience quickly, so we only let the HER intervene in
the early stage of training to help the agent find the right samples faster. This
function is controlled by the HER flag.
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Algorithm 4. improved DQN with HER
1: Initialize experience buffer R and HER flag f
2: for epoch ∈ [1, E] do
3: for cycle ∈ [1, C] do
4: for episode ∈ [1, N ] do
5: Initial and process goal g and an initial state s
6: Initial episode buffer B
7: Use strategy search algorithm pre-train model
8: for each t ∈ [0, T ] do
9: if f < ε then

10: Get {s, a, r, s1, g} from episode buffer B
11: Concatenate s, s1 and g get new input [s, g] and [s1, g]
12: Add trajectory t {[s, g] , a, r, [s1, g]}
13: for each k ∈ [0, K] do
14: Get g1 from episode buffer
15: r1 = r (s, a, g1)
16: Add trajectory t {[s, g1] , a, r1, [s1, g1]}
17: end for
18: end if
19: end for
20: end for
21: for each t ∈ [0, N ] do
22: sample training batch from experience buffer
23: train the deep Q-learning network
24: end for
25: end for
26: end for

5 Experimental Simulations

5.1 Experimental Environments

In the research of mobile robot path planning problem, there are two main ways
to represent the environments of the state space: geometric mode and topological
mode [1]. In this paper, we use geometric patterns to represent the path planning
environment. The geometric patterns represent the map in the form of a grid.
The map sample is shown in Fig. 5.

A total of 62 unit points with 60 obstacles, start point and target point were
randomly distributed in a 20×20 grid, for a total of C62

400 different map environ-
ments. In the dynamic environments, the map environments change randomly
after each step of the agent’s actions, which means that after each movement,
the traditional path planning algorithm needs to recalculate the path.

5.2 Parameter Setting

The network parameters are set as Table 2:
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Fig. 5. The map environment

Table 2. Parameter setting of network

Convolution layers Output size Kernel size Stride Padding

The 1st layer 32 [8, 8] [4, 4] VALID

The 2nd layer 64 [4, 4] [2, 2] VALID

The 3rd layer 64 [3, 3] [1, 1] VALID

The 4th layer 512 [7, 7] [1, 1] VALID

5.3 Experimental Results

In order to verify that the improved DRL model proposed in this paper is more
efficient than traditional models. We conducted three experiments to prove:

– The efficiency comparison between the improved DRL model and the tradi-
tional path planning algorithm.

– The efficiency comparison between the improved DRL model and the tradi-
tional DQN.

– The ability of dealing with sparse state space comparison between the
improved DRL model and the traditional DQN.

(1) Efficiency Comparison between Improved Model and Traditional Algorithm

The A* algorithm is a very common heuristic algorithm in path planning algo-
rithms [6]. A* algorithm can be used to search for the shortest path or to guide
itself with heuristic functions. The A* algorithm searches for the shortest path
by weighing the heuristic evaluation cost. Because the A* algorithm balances
the relationship between computation and precision, it is widely used in path
planning in games path planning and so on [2].

In this experiment, the experimental environment is a 20× 20 grid map with
30 obstacles, start point and target point randomly distributed. In the static
environments, the map will not change from the agent leaves the start point until
the agent reaches the target point. In the dynamic environments, the obstacle
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distribution will change randomly after each movement of the agent. In the
above experimental environments, we used the A* algorithm to perform 2000
path planning experiments, and the average calculation time will be counted.
Similarly, we also will use the improved deep reinforcement learning do the same
experience, than we will count the calculation time. Among them, we need to
pay attention to the fact that in the dynamic environments, each movement of
the agent will lead to changes of the map. However the A* algorithm can only
plan the entire path and cannot perform single-step planning. So we can only
do the entire path planning, then select the next action for the agent to execute.
The improved DRL model can do single-step path planning based on the input
information, which saves much time compared to the A* algorithm. The specific
experimental results are shown in the Tables 3 and 4:

Table 3. Time consumption of improved DRL model and A* algorithm in static envi-
ronment

Time Consumption in Static Environment

Time consumption
for one step

Time consumption for the
entire path planning

A* algorithm 0.014 s 0.014 s

Improved DRL model 0.091 s 0.091 s

Table 4. Time consumption of improved DRL model and A* algorithm in dynamic
environment

Time Consumption in Dynamic Environment

Time consumption
for one step

Time consumption for the
entire path planning

A* algorithm 0.014 s 0.21 s

Improved DRL model 0.0065 s 0.0975

It can be seen from the experimental results that the improved DRL net-
work model computing speed is not as good as the A* algorithm in the static
environment, the difference of time consumption is 0.077 s. In the dynamic envi-
ronments, the improved DRL network model computing speed is better than
the A* algorithm, the difference of time consumption for single-step planning is
0.0075 s, and it takes an average of 15 steps from the starting point to the target
point. So the path planning time consumption difference of this two model is
0.113 s. In summary, the improved DRL model is slower than the A* algorithm
in the static environments, however in the dynamic environments the computing
speed is significantly better than the A* algorithm.
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(2) The Efficiency Comparison between The Improved DRL Model and The
Traditional DQN

The improved model and the traditional DRL model were trained on a small
map which the size is 5 × 5 with two obstacles. The training results are shown
in the Fig. 6:

Fig. 6. The result of efficiency comparison

The four experimental results show these two models’ difference in the reward
value, loss value, success rate, and planned path length. The blue line represents
the traditional DRL model, and the red line represents the improved model in
this paper.

The reward value directly reflects the completion degree of the agent’s task,
and the high reward means that the agent can achieve satisfactory results in every
experiment. As can be seen from the figure, the improved model can converge to
higher reward values more quickly than the traditional model, and the final peak
is also higher than the traditional model. The results show that the improved
model is superior to the traditional model in the training speed.

The loss value indicates the difference between the training result and the
target result during the model training. The figure shows that both models can
successfully converge to a stable value. However, the improved model’s initial loss
value in training is significantly smaller than the traditional model, indicating
that the improved model can help the agent quickly find the training direction
at the beginning of training.

The success rate indicates whether the agent successfully reaches its des-
tination. From the figure we can see that the improved model can reach the
convergence state faster, and the success rate after convergence is higher than
the traditional model.
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The number of moving steps represents the number of steps that the agent
moves in one training, which is a standard for measuring the effect of robot path
planning. From the figure we can find that the improved model converges faster
than the traditional model, and the number of steps after convergence is also
smaller than the traditional model.

The above experiments prove that our improvement measures are more effec-
tive compared with the traditional DQN.

(3) The Ability of Dealing with the Sparse Reward Problem

The problem of sparse reward is the key problem that DRL model must solve.
When the map size is 20 × 20 and the number of obstacles is 60, the problem of
sparse reward becomes very prominent. The training results of the two models
are shown in the Fig. 7:

Fig. 7. The ability of dealing with the sparse reward problem (Color figure online)

The blue line is the training result of the traditional DQN model, and the
red line is the training result of the improved model in this paper. As can be
seen from the figure, the traditional DQN model cannot learn any “knowledge”
in the sparse environments. The reward value is oscillating in the area of −3 to
−2. Therefore, it can be judged that the traditional model cannot get effective
results in this experimental environment.

From the improved model, we can find that the reward value has been sig-
nificantly improved compared to the traditional model, and finally converges to
around +0.5. Positive rewards indicate that improved models can choose the
right actions. We further measured the model’s success rate and moving steps,
the results are shown in the Fig. 8.
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Fig. 8. The training result of improved model

We can see that the success rate of the final model is around 80%, and the
number of moving steps is around 15 steps. The experimental results show that
the improved model does solve the reward sparse problem that appears the path
planning of mobile robots.

6 Conclusion

In the new dynamic environments that the obstacles distribute randomly, the
traditional algorithm must do the recalculation when the environment changes,
which will waste too much time on calculation. We proposed an efficient DRL
model to do the path planning in dynamic environment. According to the Exper-
imental Results, the DRL model takes less time on computation than the tra-
ditional algorithm. Beside, this paper proposes the weight-based exploration-
exploitation strategy search algorithm, shaped reward function for path plan-
ning and new model with hindsight experience replay idea totals three measures
to solve the sparse reward problem. The experimental results show that the
improved model is not only better than the traditional algorithm in dynamic
environments, but also more effectively than the classic DQN model.
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Abstract. New variants of Deep Neural Networks (DNN) have been proposed
continuously in recent years, and have led to impressive performance in a wide
range of fields such as computer vision, natural language processing, and rec-
ommender systems. However, DNN are often criticized by the lack of inter-
pretability. This paper proposes a network inversion method to understand the
features extracted by DNN. DNN can be considered as a kind of transformation.
When studying the characteristics and the features of a transformation, the
inverse transformation is often involved. By comparing the inverted signal with
the original one, better understanding of the features and properties of trans-
formation can be achieved. In this paper, it has been found that the features
extracted by a dimension-reduction layer in a DNN are essentially the special
solution of the layer’s constraint equations, and the linear combination of the
general solutions is neglected by the layer. This find-out should help to
understand the structure and function of a DNN. The experiments in this paper
showed the importance of this find-out.

Keywords: Network inversion � Feature understanding � DNN

1 Introduction

New variants of Deep Neural Networks (DNN) have been proposed continuously in
recent years, and have led to impressive performance in a wide range of fields such as
computer vision [1–4], natural language processing [5, 6], and recommender systems
[7]. However, DNN are often criticized by the lack of interpretability. The development
of DNN is mainly driven by trial-and-error strategies and a considerable amount of
intuition, for the absence of theoretical guidance. In this paper, a way to understand the
features of DNN by network inversion is proposed. Based on the network inversion, the
abstract features extracted by the intermediary layers can be visualized in the inverted
signal or image, which can help to understand the features and the structure of the
network. This paper mainly discusses the network inversion and feature understanding
of the forward full-connection networks and convolution networks. However, the
proposed method can also be applied to other structure DNN.

© Springer Nature Singapore Pte Ltd. 2019
H. Ning (Ed.): CyberDI 2019/CyberLife 2019, CCIS 1137, pp. 284–295, 2019.
https://doi.org/10.1007/978-981-15-1922-2_20

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-1922-2_20&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-1922-2_20&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-1922-2_20&amp;domain=pdf
https://doi.org/10.1007/978-981-15-1922-2_20


DNN are often considered as “black-box”, since these models cannot provide
meaningful explanations on how a certain prediction (decision) is made, and why these
models perform so well, or how they can be improved [8, 9]. DNN can be considered
as a kind of transformation. When studying the characteristics and the features of a
transformation, the inverse transformation is often involved. By comparing the inverted
signal with the original one, better understanding of the features and properties of
transformation can be achieved.

Inverting a neural network is to recover an input signal from the network output. In
many applications, neural networks are usually dimension-reduction networks. When
the network is inverted, it will result in a one-to-many mapping between the output and
inputs. Therefore, there is no close-formed expression for the inverse mapping of such
neural networks [10].

The forward full-connection neural networks are the earliest proposed DNN.
Network reversion was first introduced by Williams [11] and then rediscovered by
Linden and Kindermann [12]. It is an iterative algorithm for inverting forward neural
networks. The inverse problem is formulated as an unconstrained optimization problem
and solved by a gradient descent method similar to the back-propagation algorithm.
Jordan and Rumelhart [13] proposed an approach to invert forward neural networks in
order to solve the inverse kinematics problems for redundant manipulators. Lee and Kil
[14] presented a method for computing the inverse mapping of a continuous function
approximated by a forward neural network. Lu [15] tried to deal with the inverse
problem using mathematical programming techniques, and the method is also applied
to examine and improve the generalization performance of trained networks. However,
Lu did not discuss what features the network has extracted. Saad [16] studied a new
explanation algorithm that relies on network inversion, which is a pedagogical algo-
rithm, and can extract rules from neural networks in the form of hyperplanes. This
method has been applied to synthetic problems and to a real aerospace problem. Results
have been compared with similar algorithms on benchmark problems. Bondarenko [17]
provided an overview of extracting knowledge from a trained multi-layered fully
connected sigmoidal neural network, and described a Neural Network Knowledge
eXtraction (NNKX) system which was successfully applied to better understand and
validate ANN models.

Convolutional Neural Networks (CNN) was introduced by LeCun [18] in the early
1990’s, and recently the large CNN models have demonstrated a significant classifi-
cation performance on the ImageNet benchmark Krizhevsky [19]. As the CNN increase
in depth and complexity, interpretation of CNN attracts an increasing attention.

Mahendran [20] proposed an optimization method to invert shallow and deep
representations based on optimizing an objective function with gradient descent. The
visualizations shed light on the information represented at each layer. Zeiler [21–23]
introduced a deconvolutional network, to provide a visualization technique that gives
insight into the function of intermediate feature layers and the operation of the clas-
sifier, which makes it possible to learn multiple layers of representation. Zhou [24]
proposed a simple modification of the global average pooling layer and a class acti-
vation mapping (CAM) technique, which can localize class-specific image regions in a
single forward-pass. Zhang [25] proposed a method to modify traditional convolutional
neural networks (CNNs) into interpretable CNNs. In an interpretable CNN, each filter
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in a high conv-layer represents a certain object part. The clear knowledge represen-
tation in an interpretable CNN can help people understand the logics inside a CNN, i.e.,
based on which patterns the CNN makes the decision. Singh [26] presented a stability-
based approach for filter-level pruning of CNNs, and demonstrated its generalizability
through experiments. Moreover, their compressed models can be used at run-time
without requiring any special libraries or hardware, significantly outperforming other
state-of-the-art filter pruning methods.

The aforementioned works provide interpretation and visualizing techniques to
understand the features extracted by DNN. However, there is still a lack of effective
theoretical guidance on network structure, level depth and parameter setting. In this
paper, we propose a novel network inversion method to understand the features
extracted by DNN, and then discuss the relation of the features and the structures of
DNN based on the inversion.

The contributions of this paper are as follows: (1) we propose a novel way to
understand the features of DNN by network inversion; (2) we demonstrate the effec-
tiveness of this method by experiments; (3) we maybe the first to point out that the
features extracted by a dimension-reduction layer in a DNN are essentially the special
solution of the layer’s constraint equations, and the linear combination of the general
solutions is neglected by the layer. The experiments in this paper showed the impor-
tance of this find-out.

The remainder of this paper is organized as follows: In Sect. 2, we propose the
network inversion method which is based on the iteration of solving linear equations. In
Sect. 3, we provide the experiments of the network inversion and then discuss what
features are extracted by the DNN. Finally, in Sect. 4 we conclude the paper and
suggest some research directions for future work.

2 Network Inversion

2.1 Inversion of the Forward Full-Connection Network

Forward full-connection network is one of the basic structures of DNN. It is also the
earliest DNN in research and application. We note the ith layer with Li, the neurons of
the layer are Ni, input of the layer is Xi�1 (dimension is mi�1), output of the layer is Xi

(dimension is mi ¼ Ni). The equation of the input-output can be depicted as Eq. 1:

Xi ¼ dðwi � Xi�1 þ biÞ; dð�Þ is the activation function ð1Þ

The inversion of Layer Li means to solve the equation of Eq. (1), by given the layer
Li output Xi, and the parameters wi and bi of the layer. The solving of Eq. 1 to get Xi�1

can be decomposed into two processes:

(1) the inverting of the activation function dð�Þ to get Zi, by Eq. 2:

Zi ¼ d�1ðXiÞ ð2Þ
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(2) the solution of linear equation of Eq. 3 to get Xi�1:

Zi ¼ wi � Xi�1 þ bi ð3Þ

There are many choices of activation function in the above process (1), such as:
sigmoid function, relu function, and tanh function etc. If it is a monotone reversible
function, its inversion process is relatively simple; If it is a non-monotone reversible
function, such as relu function, it is strictly irreversible. When there exist many
reversible results, the process of finding one of them is called “pseudo-inversion”. In
the above process (2), there are two conditions with the values of Zi (dimension is
mi ¼ Ni) and Xi�1 (dimension is mi�1): (a) if mi �mi�1, the dimension of Zi (also Xi) is
greater than or equal to the dimension of Xi�1, the layer can be abbreviated as
“dimension-raising layer”. There may be a unique solution or no solution in this case;
(b) if mi\mi�1, the layer can be abbreviated as “dimension-reduction layer”. there may
be infinite sets of solutions or no solutions in this case. If neglect the no solution case in
practical network applications, there will be a unique inverting solution in condition
(a); in condition (b), the inversion may have infinite sets of solutions. The infinite sets
of solutions corresponding to condition (b) is the key consideration in the inversion
problem. This inversion problem has been detailly discussed in literatures [11, 12, 14,
15].

From the last layer of the network, inverting the layers one by one, the whole
network can be inverted.

2.2 Inversion of the Dimension-Reduction Layer

For the “dimension-reduction layer”, there may be infinite sets of solutions of the input
inverted from output. The inverted solutions can be expressed as:

Xi�1 ¼ Ki � Xnði�1Þ þXsði�1Þ ð4Þ

Xnði�1Þ ¼ nullðwi; 'r'Þ ð5Þ

Xsði�1Þ ¼ winXcði�1Þ ð6Þ

In Eq. 4 Xnði�1Þ is the general solution of wi � Xi�1 ¼ 0, namely zero space solution.
In Eq. 5, Xsði�1Þ is the special solution of Xcði�1Þ ¼ Zi � bi ¼ wi � Xi�1, and Ki is a set of
arbitrary undetermined constants.

For multi-layer forward full-connection networks, the output Xi�1 of layer Li�1 is the
input of layer Li, if layer Li is a dimension-reduction layer, the output-input relation is:

Xi ¼ dðwi � Xi�1 þ biÞ ¼ d wi � ðKi � Xnði�1Þ þXsði�1ÞÞ þ bi
� �

¼ d wi � Xsði�1Þ þ bi
� � ð7Þ

From Eq. 7 it can be observed that the layer Li actually decomposes the output Xi�1

of layer Li�1 into two parts, the linear combination of general solutions Ki � Xnði�1Þ is
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ignored in transmission to the next layer, and the special solution Xsði�1Þ is the real
feature extracted by layer Li, and then it is converted by the activation function as the
output Xi of layer Li.

This conclusion is obvious, but strangely, previous researchers did not pay attention
to the importance of this conclusion. In the Sect. 3 of this paper, the importance of this
find-out was shown by experiments.

2.3 Problems Often Concerned in Network Inversion

In the inversion of dimension-reduction layer, the inversion of Xi to Xi�1 can get
infinite results, among them, the special solution Xsði�1Þ is the most representative
feature. However, the special solution Xsði�1Þ may not satisfy the constraints of
requirements in specific applications (for example, the sigmoid activation function
requires Xi�1 in range of [0, 1] constraints), by selecting suitable Ki � Xnði�1Þ, Xi�1 can
be suitable for the constraints.

In image processing and image classification applications, the network inversion
problems usually involve forward full-connection networks are as follows:

(1) If given an input image Xi, after passing through the network, the output is Yi.
Whether there are any other input images X 0

i , and the output is also Yi?
(2) When adding some disturbances on Yi to get ~Yi, what is the corresponding input

image ~Xi?
(3) If the inputs are Xi and Xj, and the outputs are Yi and Yj. Whether we can add some

disturbances on Xi to get X̂i, but the output of X̂i resembles Yj as much as possible?

If dimension-reduction layers exist in the forward full-connection network, for the
above problem (1) there should be multiple possible inverted X 0

i , which have the same
output Yi as the input Xi. As to problem (2), if exists infinite results ~Xi corresponding to
the output ~Yi, the solutions that satisfy certain constraints should be founded. Then to
problem (3), this problem is similar to using GAN (Generative Adversarial Networks)
to generate adversarial samples, similar results can also be achieved by using the
special solutions Xsði�1Þ and linear combination of general solutions Ki � Xnði�1Þ.

2.4 Inversion of Image Convolution Operation

Image convolution network is also one of the basic structures of DNN, and it is the
most widely used DNN in the field of image processing and classification.

In image convolution operation, the size of convolution kernel, image edge filling
(padding) and convolution stride are the parameters to be considered and selected. The
input and output relation of convolution operation can be depicted the same as Eq. 1.

In many CNN (Convolutional Neural Networks) networks, convolution layer is
often combined with a pooling process. The input and output relation can be considered
as the following three processes: (1) the linear constraint process of image convolution;
(2) the conversion process of activation function; (3) the pooling subsampling process
(Fig. 1).
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The above processes (1) and (2) are similar to those of full-connection networks, and
the pooling of process (3) includes Max pooling, Average pooling, random pooling,
empty pyramid pooling, etc. Generally speaking, the pooling process is non-linear.
There are many possible results in its inversion (also known as unpooling). Choosing
different results will have different impacts on the final inversion results, which will not
be discussed in detail here. Reference can be made to the literatures [20–25].

The inversion problem of CNN network is not as much concerned as that of fully
connected network. The output of a convolution layer is a sets of feature-maps, such
feature-maps can be visualized and better understood, while the output of fully connected
layer is abstracted features. However, Zeiler [23] performed a sensitivity analysis of the
classifier output by occluding portions of the input image (also called hot-map), revealing
which parts of the scene are important for classification by using network inversion of the
CNN network. This research has attracted extensive attention of researchers.

In the CNN, convolution layer is often a dimension-raising process, usually
increases the input dimension to a very high dimension. When inverting the convo-
lution layer, theoretically there exists only one inverting result. But if inverting one of
the feature map in the convolution layer, it’s usually a dimension-reduction process, the
special solution corresponding to each feature map can be obtained. If the network
structure need to be pruned for computation reduction, the convolution filters with
similar special solution can be removed from the convolution layer, this way is
applicable to situation mentioned in paper [26].

2.5 Inversion by AutoEncoder and Decoder

The inversion of the network can also be carried out by using AutoEncoder and
Decoder in the form of structural symmetry. The deconvolution structure of CNN
network is actually an AutoEncoder structure.

For the “dimension-raising layer”, its input to output are “one-to-one mapping”.
AutoEncoder can be trained to obtain good and unique inversion results. But for the
“dimension-reduction layer”, its input to output are “many-to-one mapping”. Using
AutoEncoder method, only one of the many inversion results can be obtained. In
practice, the ideal inversion results are often not obtained.

3 Experimental Results and Analysis

In this section experiments are provided to demonstrate the effectiveness of using
network inversion to understand the features of DNN. The features extracted by a
dimension-reduction layer in a DNN are essentially the special solution of the layer’s

Fig. 1. Three process for convolution and pooling layer
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constraint equations, and the linear combination of the general solutions is neglected by
the layer. The experiments showed the importance of this find-out.

Experiment 1: With the MNIST data set, a simple full-connection forward network of
[784, 30, 10] is trained. [784, 30, 10] means: the input image X0 with 28*28 = 784
pixels, the first layer with 30 neurons and the output is X1, the second layer with 10
neurons and the output is X2. The classification accuracy of this network is 96.4%,
which is sufficient to our experiment.

If input image is X0 as shown in Fig. 2(a), the network output is X2. Then, X2 is
inverted to get X 0

1 and X 0
0. Figure 2(b) shows an inverted X 0

0 from multiply inverting
results, which is resembling to the original input image X0. But another image X 00

0 can
be inverted from X2, as shown in Fig. 2(c) which is very different from the original
input image X0. However, while input all those images X0, X 0

0 and X 00
0 to the network,

the outputs are the same as X2.

Experiment 2: Using the same data and network of Experiment 1, an image X�
0 is to

be inverted, with constraints: (1) X�
0 resembles the input image X0 with only a few

different pixels, and (2) network output of image X�
0 is the same with image X0.

With input X0 to the network, the layer L1 output X1 can be calculated (also with the
intermediary parameters K1, Xn0, Xs0 and X1 ¼ K1 � Xn0 þXs0), and then the layer L2
output X2 can be calculated. To reduce the invert iterations, a man-made modified
image X 0

0 with a few different pixels to the original input was used. With input X 0
0 to the

network, the layer L1 output X 0
1 can be calculated (also with K 0

1, X 0
n0, X 0

s0 and
X 0
1 ¼ K 0

1 � X 0
n0 þX 0

s0), and the layer L2 output X 0
2. Note that X0 and X 0

0 are different, the
corresponding outputs X2 and X 0

2 are also different. Then, keep the Xn0, Xs0, X2 as fixed,
but use K 0

1 as an initial value to invert image X0. By using iterations to meet the
limitations of the activation function, X�

0 can be get. The inverted image X�
0 is much

resemble to X 0
0 with only a few different pixels, but has the same output X2 with the

input X0. Figure 3 shows the result images of the Experiment 2.

Fig. 2. Results of Experiment 1. The images are: (a) Original input image X0; (b) Inverted image
X 0
0; (c) Inverted image X 00

0 . By the output X2 of the input X0, two different inverted images X 0
0 and

X 00
0 can be obtained.
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Experiment 3: Using the same data and network of Experiment 1. With Xi
0 is the

original input image with category Ci, disturbances from image X j
0 (with category Cj)

are taken out and added to Xi
0. A new image X 0i

0 can be get, which resembles Xi
0 (with

category Ci) but the network will classify X 0i
0 to a wrong category Cj.

As mentioned in Sect. 2.2, that a dimension-reduction layer extracts the special
solution as the feature, and omits the linear combination of general solutions. Keep the
Xi
n0, X

j
s0 (in place of Xi

s0), X
j
2 (in place of Xi

2) as fixed, but use K
i
1 as an initial value to

iteratively invert an image X 0i
0 . The image X 0i

0 resembles Xi
0 (with category Ci), but with

the same network output X j
2 as the input of X j

0 (with category Cj). Figure 4 shows the
result.

This example has some relation to the adversarial sample, but the adversarial sample
comes from network inversion rather than generated by a GAN network.

Experiment 4: Using the MNIST data set. This experiment is to deal with the network
structure of depth and width. If the requirements are classification accuracy higher than
95% and the network parameters as fewer as possible, the problem is to find out how

Fig. 3. Results of Experiment 2. The images are: (a) Original input image X0; (b) Man-made a
few modifications on the original input image to get X 0

0; (c) Inverted image X�
0 with only a few

different pixels to image X0, but has the same output X2 with the input X0.

Fig. 4. Results of Experiment 3. The images are: (a) Original input image Xi
0 with right category

“3”; (b) image X j
0 with right category “5”; (c) the special solution X j

s0 as a disturbances;
(d) inverted image X 0i

0 resembles Xi
0, but with category “5”.
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many layers and how many neurons of each layer are needed for a full-connection
network. This paper can not provide the optimal solution, but propose a network
inversion method to this problem.

With a trained network of [784, 100, 30, 10] with classification accuracy 96.6%, the
following inverted images in Fig. 5 can be obtained.

And then, a trained network of [784, 300, 100, 30, 10] with classification accuracy
96.8%, the following images in Fig. 6 can be obtained.

Then, the networks with the same number of layers, but different neurons on the first
layer, are compared. All of the networks with classification accuracy higher than 95%,
accuracy difference is lower than 1%. In the Fig. 7, the first row is network [784, 200,
50, 10], the second row is network [784, 250, 50, 10], the third row is network [784,
150, 50, 10].

From the three networks above, it seems that 150 neurons in the first layer maybe a
good choice.

Fig. 5. Results of Experiment 4 network of [784, 100, 30, 10]. The images are: (a) Original
input image X0; (b) image Xs0 corresponding to the original input image (with only 100 non-zero
values); (c) Image inverted by Xs1 (select the 100 largest values, other values are set to zero.);
(d) Image inverted by Xs2 (select the 100 largest values, other values are set to zero.); (e) Image
inverted by X3.

Fig. 6. Results of Experiment 4 network of [784, 300, 100, 30, 10]. The images are: (a) Original
input image X0; (b) image Xs0 corresponding to the original input image (with only 300 non-zero
values); (c) Image inverted by Xs1 (select the 300 largest values, other values are set to zero.);
(d) Image inverted by Xs2 (select the 300 largest values, other values are set to zero.); (e) Image
inverted by Xs3 (select the 300 largest values, other values are set to zero.); (f) Image inverted by X4.
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From all the examples above, it can be concluded that: (1) For MNIST data set, a
two- or three-layer fully-connected neural network (not including the input layer) can
achieve results that are desirable enough; (2) Special solution Xsi of each layer can
represent the features extracted by that layer. The number of neurons in each layer can
be selected according to the inverted image by using each layer’s special solution Xsi.

4 Conclusions

This paper proposes a network inversion method to understand the features extracted
by DNN. In this paper, it has been found that the features extracted by a dimension-
reduction layer in a DNN are essentially the special solution of the layer’s constraint
equations, and the linear combination of the general solutions is neglected by the layer.
This find-out should help to understand the structure and function of a DNN. The
experiments in this paper showed the importance of this find-out.

Experiment 3 in Sect. 3 shows that the network inversion have some relations with
the GAN. How to use features from two or more images to generate new images will be
one of the future works. Another research direction could be the improvement on the
efficiency of iterative algorithm to implement network inversion with constrain
conditions.

Fig. 7. Results of Experiment 4, the first row is network [784, 200, 50, 10], the second row is
network [784, 250, 50, 10], the third row is network [784, 150, 50, 10]. The images are:
(a) Original input image X0; (b) image Xs0 corresponding to the original input image; (c) Image
inverted by Xs1; (d) Image inverted by Xs2; (e) Image inverted by X3.
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Abstract. There exist crack, bar and round defects in the weld joints of pres-
sure vessels and pipes, which are detected by the X radiographic inspection
system. The check and evaluation for defects in the radiographic images are
often done manually and the work efficiency is low, the evaluation has artificial
subjectivity. The automatic detection method of defects in weld joints based on
Poisson fusion and deep learning is proposed. The defects in weld joints are
typical industrial weak objects because of their small size, distinct edge erosion,
and small SNR in radiographic images. The training images should be aug-
mented for the application of deep learning in the object detection of industrial
images. The augmentation method based on Poisson image fusion is given to
simulate the edge erosion in radiographic images. The histogram is used to find
a suitable position for the Poisson fusion of the object defect and background
region. The detection model is obtained in the framework of Faster R-CNN with
the pre-trained ResNet50. Feature Pyramid Network is integrated for its strong
detection capacity for industrial weak objects. The results show that our Poisson
image fusion has a much greater contribution to the detection model than the
general data augmentation in geometry transform in terms of AP and Recall.

Keywords: Deep learning � Poisson fusion � Weak defects � Feature Pyramid
Network

1 Introduction

1.1 Background

In industrial production, welding is a process of connecting two or more parts at high
temperature or high pressure. For example, electric arc welding, argon arc welding, and
CO2 protection welding. It is widely used in aerospace, energy transportation,
machinery manufacturing and petrochemical and so on [1]. Inevitably, there will be
various welding defects within the device due to welding methods and operation
processes. The typical defects are round, crack, bar, lack of penetration, incomplete
fusion, slag inclusions, Tungsten inclusions, burn through, undercut and so on, in
which round and bar defects are the most frequently found in the weld, and crack is the
most harmful defect [2]. These defects will influence the quality of products harmfully.
Defects reduce the carrying intercept area of welds and weaken the strength of static
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tensile. Defects may create gaps, and gaps can occur with stress concentration and
brittleness at the tip of the gap, and penetrate the welds and leak, seriously affecting the
density. Therefore, it is very important to carry out NDT (Non-Destructive Testing) of
welded components.

X radiographic is commonly used in industry with an equipment inspection. It can
show the information about the weld on the film or digital plate detector. Because of its
small size, distinct edge erosion and small SNR, it is difficult to detect the defect in
radiographic images.

The traditional defect detection is done by manual using strong light to shine the
film. Heavy workload, low efficiency, long-term work make eyes injured. On the other
hand, results rely on professional knowledge and work experience.

1.2 Related Work

For the traditional image processing methods, Mahmoudi et al. [3] propose a method to
extract and classify defects in radiographic images quickly. First, the weld area is
extracted by the global threshold on the pre-processed image, and then the weld defect
area is extracted by the local threshold. This method does not have an obvious effect on
the welding defect of extracting complex shapes. Alaknanda et al. [4] proposed a
method to process the radiographic image according to the shape of the weld. The
canny operator is used to determine the defect boundary with the appropriate threshold,
then the morphological method is used to fine-tune the boundary, and finally, the
detected defects are classified. Daum et al. [5] proposed a method of defect segmen-
tation based on background elimination. It is generally effective, but it is difficult to
detect small defect areas between 4 and 6 pixels in size. Zou et al. [6] put forward a
real-time method to detect screw pipe weld defects based on Kalman filtering. Kalman
filtering is used to detect the trajectory continuity of defects in the image sequence to
identify the real defects. Yan Jiaxin et al. [7] put forward the preliminary segmentation
of the defect with thin of the width of fewer than 3 pixels in the image. A column-by-
column adaptive threshold method is used to filter noise. And the improved local
Hough transformation is applied to remove a large amount of noise in the preliminary
segmentation result, and accurately divides the defect with thin of the width less than 3
pixels in the image.

In the study of machine learning, DaSilva et al. [8] studied the nonlinear pattern
classifier implemented by ANN (Artificial Neural Network). Geometric features of
defects, such as position, aspect ratio, and roundness, are used as the input of the
classifier to train the classification model. However, the model is not robust enough.
Kumar et al. [9] computed the texture and geometric features of GLCM (Gray-Level
Co-occurrence Matrix) as the input of BP (Back Propagation) neural network to train
the classifier and finally obtained a suitable accuracy. Wang et al. [10] used a multi-
threshold image feature extraction method and SVM (Support Vector Machine) to
classify defect and non-defect features to obtain a rough defect area. Finally, Hough
transformation is used to remove the noisy pixels in the rough defect area to locate and
segment the defects. The experimental results show that the method is effective for the
segmentation and localization of defects in radiographic images of welding seams with
noise and low contrast. Boaretto et al. [11] proposed an automatic welding defect
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recognition and classification method. Firstly, the position of welding seam was
detected and the discontinuous parts were found. These features were used to train a
feed-forward MLP (Multilayer Perceptron) in binary classification.

At present, there is research in the field of deep learning convolutional neural
network for automatic extraction of image features. Liu et al. [12] recognized the
welding seam region by wavelet noise reduction, Sin enhancement, image segmenta-
tion, and other methods. The clustering algorithm of OPTICS based on sorting points is
used to segment the weld area, which is normalized and fed into the CNN (Convolution
Neural Network) for defect identification. In the detection of crack defect video, Chen
et al. [13] used the method of sliding window to segment images. The segmented
images were input into the CNN (Convolutional Neural Network) for judgment. Then
the method of spatial-temporal registration and naive Bayesian data fusion is used to
improve the recognition accuracy and recall rate. A method for extracting the weld
zone was proposed by Suyama et al. [14]. Radiographic images of welding seams were
preprocessed and then combined with masks to divide the images into several small
blocks. The weld area was extracted by DNN (Deep Neural Network), and then defects
were detected.

From the previous work, it can be found that the traditional image processing
method which depends on artificial design features does not have good robustness.
Compared with the above methods of extracting the proposal area by segmentation, this
paper proposed the detection model in the framework of Faster R-CNN with the pre-
trained ResNet50. FPN (Feature Pyramid Network) is integrated for its strong detection
capacity for industrial weak objects. Because most of the weld defects are weak objects
in industry, it is difficult to obtain a large number of images, especially for radiographic
images containing cracks. The training images should be augmented for the application
of deep learning in the object detection of industrial images. According to the distri-
bution characteristics of each defect, the Poisson fusion method based on the statistical
histogram is proposed to augment the data by simulating the edge erosion effect of X
radiographic film. Compared with the traditional data augmentation method, the mAP
(Mean Average Precision) for our Poisson fusion method increased by 0.115, and the
maximum recall rate of crack, bar and round increased by 0.125, 0.106 and 0.010
respectively.

2 The Proposed Approach

2.1 Data Augmentation

Radiographic film imaging refers to that radiography irradiates the emulsion layer of
the film. The silver halide crystals in the emulsion layer react chemically and coalesce
with the adjacent silver halide crystals, which are also irradiated by X radiography, and
deposit on the film, leaving an image. The brightness of each area on the film is directly
proportional to the thickness of the plate, that is, the bigger the thickness is, the higher
the attenuation is, and the whiter the image is. The weld zone includes the groove and
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root zone, and the HAZ (heat-affected zone) is between metal and weld as shown in
Fig. 1.

The typical weld defects include the crack, bar, and round. According to the
generation mechanism of different defects, the defects show in some distribution
characteristics. The crack defects, often appearing in welds and heat-affected zones,
show as the black wire or black line, around which are tiny serrations and bifurcations.
Bar and round defects may appear at any position in the weld zone. Bar and round
defects may appear densely or separately [15].

Data Augmentation in Geometry
Due to the small amount of source data, an appropriate augmentation is necessary to
learn fully the data characteristics when deep neural network model training is con-
ducted. Geometric transformation is a conventional data augmentation method, which
is composed of rotation, flip, distortion, and deformation. Because distortion and
deformation fail to conform to the generation mechanism of defects, they are invalid for
the data augmentation. The data augmentation and geometric methods are shown in
Table 1.

An example of the data augmentation using geometric methods is shown in Fig. 2.

Fig. 1. X radiographic weld joint

Table 1. Data augmentation and geometric methods

Geometric methods

Rotation 180°
Flipping Horizontal
Flipping Vertical
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Data Augmentation in Poisson Fusion
For radiographic images with distinct edge erosion and small SNR, there are two
methods for industrial object detection. The first is that traditional object detection and
noise reduction is used to remove edge erosion and increase SNR. This is difficult
because the size of edge erosion cannot be determined accurately and there are many
causes for noises in radiographic images. The second is that image fusion is applied to
simulate the characteristics and distribution of the original industrial image with dis-
tinct edge erosion so as to improve the detection capability of the model.

Image fusion generates a new image by embedding an object or an area in the source
image into the target one. In order to make the fused image more natural, which means
that the fused image is more similar to the real images including defects, the fusion
boundary should be seamless. However, if the original image and the target image have
different color, brightness, texture, and surface, the fused image will have distinct
boundaries.

Poisson fusion is a method to figure out the optimal value of pixels by constructing
the Poisson equation. While the gradient information of the source image is preserved,
the background of the source image and the target image can be fused well. According
to the specified boundary conditions, this method constructs a Poisson equation to
calculate respectively the gradient fields of the two images. After that, the gradient is
replaced in corresponding regions, the image divergence is calculated and the Poisson
equation to get the optimal pixel value of the fusion region is figured out. Poisson
fusion realized the continuity in the gradient domain, and seamless fusion at the
boundary. The fusion process is shown in Fig. 3.

Fig. 3. Poisson Fusion (a) Gradient of Object Image (b) Gradient of Background Image
(c) Gradient after Poisson Fusion

Fig. 2. Geometric Data Augmentation (a) Origin Image (b) Rotation (c) Vertical Flipping
(d) Horizontal Flipping
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The augmentation method based on Poisson image fusion is proposed as shown in
Fig. 4. Firstly, images and annotated files are obtained and the location and category of
defects by parsing annotated files are found. According to the distribution character-
istics of defects, different fusion zones are chosen. If it is a crack defect, because of its
frequent appearance in the middle of HAZ and weld area in a threadlike shape, the
fusion zone can be selected in the horizontal or vertical direction of the original
position according to the size of the short side, and the number is generally set to be
from 2 to 3. If it is another defect, such as bar and round, because of its limitless
position in the weld area and its small size, the fusion zone can be selected in the weld
zones around it and the number can be set to be from 4 to 6. Then according to the
judging method, we can decide whether to use the area or to return to the area selecting
step.

Fig. 4. Data Augmentation using Poisson Fusion
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The judgment of whether the fusion region could be taken or not is done by
calculating the statistical histogram of the region. The fusion region is taken up if there
is no obvious single peak or double peak in the histogram. The original defect area,
optional area, non-optional area, and their corresponding statistical histograms are
shown in Fig. 5.

Finally, the results are shown as follows (Figs. 6 and 7).

Fig. 5. Statistical Histogram (a) Original Image (b) Applicable Image (c) Invalid Image
(d) Histogram of Original Image (e) Histogram of Applicable Image (f) Histogram of Invalid Image

Fig. 6. Generation of Crack Fusion Images (a) Crack Image (b) Original Image (c) Fusion Image
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Result of Data Augmentation
Based on the above two methods, the augmented data are shown in Tables 2 and 3.

2.2 Object Detection Based on Deep Learning

Faster R-CNN
With the continuous development of deep learning, object detection model based on
the convolutional neural network has been gradually applied to various fields. So far,

Fig. 7. Generation of Bar Fusion Image (a) Bar Image (b) Original Image (c) Fusion Image

Table 2. Number of samples

Number Bar Crack Round Total

Original images 16 12 32 60
Geometry images 48 36 96 180
Fusion images 15 14 32 61
Total 79 62 160 301

Table 3. Number of defects

Number Bar Crack Round Total

Original images 30 15 174 219
Geometry images 90 45 522 657
Fusion images 77 49 411 537
Total 197 109 1107 1413
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Faster RCNN has been a relatively mature object detection framework that underwent
two developmental stages: RCNN and Fast RCNN. RCNN firstly generates 1 k–2 k
candidate regions for images, uses a convolution neural network to extract the features
of each region and inputs them into the SVM classifier, and finally adopts a regression
method to finely correct the position of the candidate frames. Fast RCNN improves the
detection speed by mapping the proposal area to the last layer of CNN so that feature
extraction is only performed once per image. Using Region Proposal Network (RPN) to
calculate candidate regions, and feature sharing mechanism, Faster RCNN enjoys
another round of enhancement in speed [18, 19].

Feature Pyramid Network
Although Faster RCNN has the characteristic of high detection stability, it lacks the
ability to detect fine-grained and small-size features. Yun et al. [20] used the top-down
jumping connection technique to detect small objects in remote sensing images, such as
airplanes and ships. Based on the Faster RCNN network and convolution feature
extraction process, they obtained better small object detection results.

In this paper, a detection framework combining Faster RCNN and FPN (Feature
Pyramid Network) is used. As shown in Fig. 8(a), shows a sketch of Faster RCNN
extracting and predicting features, a process that only uses the last layer feature map of
the convolutional neural network. However, due to the small size of weld defects
studied in this paper, its information will be lost after several convolution and pooling
operations. Figure 8(b) shows the structure of FPN, which uses the inherent multi-scale
and multi-level structure of deep convolution neural network and adopts a top-down
side connection to construct high-level semantic feature maps at all scales, gaining the
ability to detect fine-grained features [21].

3 Experiments and Results

Experiments are evaluated in the computer with the Ubuntu16.04 system, Intel i7-7700
16 GB CPU, and TITAN Xp 12 GB GPU in this paper. Based on the three groups of
data mentioned above, the compared experiments were executed. The test set was from
the half random sample from source data, marked as D(T). While the remaining were
used as the training set for the first group of experiments, marked as D(S). The training
set of the first group and the data of other two groups constitute the second and third

Fig. 8. Different Structure of Feature Map (a) Single Feature Map (b) Feature Pyramid Network
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groups of experimental training sets marked as D(S)+D(G) (Geometric images) and D
(S)+D(P) (Poisson fusion images) respectively. The test set D(T) was used in each
group of experiments, and it was invisible to the training process. TensorFlow deep
learning framework is used to build a detection network to offer training to each
training set, with the backbone as the pre-training model for ResNet50. The base
learning rate is set to be 0.001 and the total iteration is 30000. The learning rate will be
updated when the iteration reaches 10000 and 20000 respectively. The mini-batch of
RPN is set to be 256, and the base anchor size is [32, 64, 128, 256, 512].

The quality of the detection model is measured by AP and the max recall rate. AP is
an indicator reflecting global performance and is the area value of the Precision-Recall
curve. The calculation formula is as follows.

AP ¼ Z1

0

PðRÞdR ð1Þ

In the formula, P is the accuracy of the model. Under the set threshold, it is the ratio
of the correct sample number identified by the model to all samples inferred by the
model. R is the recall rate of the model. Under the set threshold, it is the ratio of the
correct sample number identified by the model to the actual total positive samples.

P ¼ TP
TPþFP

ð2Þ

R ¼ TP
TPþFN

ð3Þ

The existence of defects is a serious potential safety hazard. Therefore, the missed
detection rate deserves to be paid more attention than the false detection rate in the
detection of industrial weld joints. In this paper, the maximum recall rate with a
threshold of 0.1 is used as the detection rate of the model.

Rmax ¼ TP
TPþFN

ðthreshold ¼ 0:1Þ ð4Þ

The comparison of AP results of three models is shown in Table 4.

As can be seen from the results in the table, image augmented by the geometric
method has a limited effect on improving the performance of the model. While with the

Table 4. Comparison of AP results

AP Crack Bar Round mAP

D(S) 0.414 0.396 0.652 0.396
D(S)+D(G) 0.468 0.471 0.742 0.560
D(S)+D(P) 0.517 0.698 0.810 0.675
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method proposed in this paper, the model experienced a significant improvement in its
performance even though the increased number of defeats is less than that of geometric
method, This shows that the data augmentation method based on statistical histogram
and Poisson fusion proposed by this paper is more effective than geometric method in
terms of the data augmentation of typical defects in X radiographic welds.

The Precision-Recall curves of three groups of experiments are shown in Fig. 9. It
can be seen from the figure that the AP value and the maximum recall rate of all the
three groups are in an increasing trend. The maximum recall rate of the crack defect and
the AP value of bar defect are improved significantly in the D (P) model, and other
performance indicators are also improved.

The maximum recall rate of three models for the above different data set is shown
in Table 5. Compared with the geometric method, the proposed method can signifi-
cantly improve the maximum recall rate of the model. For example, the recall rate of
crack defects can reach 0.875. Crack is the most serious defect in a weld. If there is a
crack in a weld, the weld must be sent back and repaired. Otherwise, it will cause
serious accidents. Therefore, the improvement in the detection rate of crack defects is
of great value for ensuring the safety of industrial welds.

The automatic recognition system designed for X radiographic weld defects are
shown in Fig. 10. It can be seen that the system has a relatively good detection effect
for various defects when trained models are integrated into it. In addition, the quan-
titative and grading functions of defects have been completed in the system and can be
preliminarily applied to the industrial field.

Fig. 9. Precision-Recall Curve (a) Experiment for D(S) (b) Experiment for D(S)+D(G)
(c) Experiment for D(S)+D(P)

Table 5. Maximum recall rate of three models

Rmax Crack Bar Round

D(S) 0.375 0.684 0.809
D(S)+D(G) 0.750 0.789 0.890
D(S)+D(P) 0.875 0.895 0.900
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4 Conclusion

This paper has introduced a method based on histogram and Poisson fusion to simulate
the edge corrosion effect of X radiographic film. The result shows that the data aug-
mented by this method accord with the distribution characteristics of defects, and it has
a significant improvement in the performance of the model. Because most defects are
weak objects in industry, this paper uses FPN which is sensitive to fine-grained objects.
The results show that the trained model has a good effect on the detection of typical
weld defects. In addition, we have developed an intelligent detection system for
industrial welds, which integrates the model into the system with strong performance
so that it can be applied to the industrial field.

Fig. 10. Automatic Recognition System (a) Interface of System (b) Bar Defect Recognition
(c) Round Defect Recognition
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Abstract. Convolutional neural networks (CNNs) have been proven to
be effective for image recognition, which plays an important role in cyber
security. In this paper, we focus on a promising neural network, capsule
network, which aims at correcting the deficiencies of CNNs. Routing
procedure between capsules, which serves as a key component in capsule
networks, computes coupling coefficients with complicated steps itera-
tively. However, the expensive computational cost poses a bottleneck for
extending capsule networks deeper and wider to approach higher perfor-
mance on complex data. To address this limitation, we propose a novel
routing algorithm named capsule-wise attention routing based on atten-
tion mechanism. With a successful reduction of computational cost in
the routing procedure, we construct a deep capsule network architecture
named CARNet. Our CARNets are proven experimentally to outper-
form other state-of-the-art capsule networks on SVHN and CIFAR-10
benchmarks while reducing the amount of parameters by 62% at most.

Keywords: Cyber security · Image recognition · Capsule network ·
Attention mechanism

1 Introduction

Cyber security becomes more and more important nowadays as cyberspace infil-
trates into our life rapidly. Every day billions of images containing massive
information are generated and transmitted in cyberspace, which poses great
challenges to the security of cyberspace. It is necessary for us to search for more
efficient and robust methods of image recognition to retrieve useful information
from images automatically.

Over the last decade, convolutional neural networks (CNNs) have been widely
used in various challenging tasks in computer vision for its remarkable learning
capacity. CNNs share weights across positions on the image to achieve transla-
tion invariance, which is reasonable but not robust enough when dealing with
complex transformations caused by viewpoint changes or part deformation. To
correct these deficiencies, Hinton et al. [5] proposed a concept of capsule, which
c© Springer Nature Singapore Pte Ltd. 2019
H. Ning (Ed.): CyberDI 2019/CyberLife 2019, CCIS 1137, pp. 309–320, 2019.
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aims to learn features equivariant to transformations resulted from viewpoint
changes. Built upon capsules, capsule networks [6,11] had achieved state-of-the-
art performance on MNIST and smallNORB benchmarks.

However, there is still a large room for capsule networks to approach state-
of-the-art performance on natural image datasets. CapsNets [6,11] comprise
much fewer layers than current well-performed models such as ResNet [4] and
DenseNet [7], which contain hundreds of layers. It has been empirically proven
that neural networks with deeper and wider architecture are more capable of
learning complex hierarchies inside visual entities. Naturally it is worthwhile to
explore a deeper capsule network architecture for enhancing its performance on
complex data. As discussed in [10], simply stacking up fully-connected capsule
layers towards a deep architecture will lead to some undesired problems like
expensive computational cost and gradient vanishing. To address these limita-
tions, we start our work with an analysis of the routing algorithm which involves
complicated computations.

Routing algorithm in the standard CapsNets routes capsules from low level
to high level according to coupling coefficients, which are computed with multi-
ple iterative steps. From another aspect, the routing procedure can be explained
as a parallel attention mechanism. So we formulate the computation process
as a regression of multiple attention maps and implement the computation of
coupling coefficients by two fully-connected layers. Capsules at one position
are taken as input to the two-layer subnetwork to output coupling coefficients.
Weights in the fully-connected layers are shared across different positions, so
capsules at different positions can be routed according to the same criterion.
As a result, the routing procedure is feasible to be accomplished in one stage
and performed with much less computational cost. We name this novel routing
algorithm as Capsule-wise Attention Routing, since our motivation comes from
attention mechanism. Besides the change in computing coupling coefficients,
another modification is the adoption of 2D convolution with larger kernel to
transform capsules from low level to high level. Since the original matrix multi-
plication is equivalent to 1 × 1 convolution, the modification can be regarded as
an enlargement of the convolutional kernel. To prevent the amount of parame-
ters increasing proportionally to the size of convolutional kernel, we implement
the convolutions with the idea from depthwise separable convolutions [2].

As the computational cost in routing gets successfully reduced, we are able to
build up a deeper capsule network with more capsule layers. We name our model
as CARNet after the routing algorithm we proposed previously. In addition,
we set skip connections between different levels of capsules to help transport
gradient flow into low layers during training. With the skip connections, capsules
at low level can be routed directly to the top capsules and involved in the final
inference.

The rest of our paper is organized as follows. In Sect. 2, we review the related
work on capsule networks. In Sect. 3 we introduce how capsule-wise attention
routing works and elaborate the architecture of CARNet. In Sect. 4, we eval-
uate capsule-wise attention routing and CARNets on four object recognition



CARNet 311

benchmarks including MNIST, Fashion-MNIST, SVHN and CIFAR-10. Finally
we summarize our work and discuss possible future work in Sect. 5.

2 Related Work

Capsule is a neural unit aiming to learn viewpoint-equivariant instantiation
parameters and viewpoint-invariant activation probability of some visual entity
in images. In dynamic capsules [11], a capsule is organized as a vector called acti-
vation vector. Entries of the vector are explained as multiple implicitly defined
instantiation parameters of the visual entity, while the length of the vector is the
probability indicating the presence. In EM capsules [6], instantiation parameters
and activation probability were separately represented by a 4×4 pose matrix and
a logistic unit. The complicated internal structure determines that capsule has
more complicated intra-computation and inter-computation than single neuron.

Routing procedure happens between adjacent capsule layers. Each capsule
in the lower layer will first make predictions for capsules in the higher layer
respectively. If two lower capsules make similar predictions for one higher cap-
sule, they are supposed to be routed to that capsule. For every higher capsule, it
will receive a cluster of predictions from capsules below, and aggregate them as
output. With the routing-by-agreement mechanism, CapsNet not only achieved
state-of-the-art performance on MNIST and smallNORB benchmarks but also
showed out superiority in distinguishing overlapping digits [11] and resisting
white box adversarial attacks [6].

Capsule networks have been further explored in the literature. Wang and
Liu [12] formulated dynamic routing as an optimization problem of minimizing
clustering loss with a KL regularization term and modified the routing pro-
cedure with motivation from solving a clustering object function. Lenssen et
al. [9] proposed group equivariant capsule networks with provable equivariance
and invariance properties. Zhang et al. [15] proposed two fast routing methods
based on kernel weighted density estimation. These works improved the routing
algorithm from different aspects but the networks were still relatively shallow.

Concurrent with our work, Rajasegaran et al. [10] proposed a deep cap-
sule network architecture named DeepCaps with a similar motivation to ours.
DeepCaps includes 17 capsule layers and impressively outperforms the state-of-
the-art capsule networks on Fashion-MNIST, SVHN and CIFAR-10 with much
less parameters than the original CapsNet. DeepCaps maintains the framework
of dynamic routing and adopts 3D convolution to implement the transformation
in routing. Weights among input capsules are shared so that the computational
cost can be reduced. DeepCaps also proposes a class-independent reconstruc-
tion network at the top of network. Different from DeepCaps, we propose a
novel routing algorithm in which the coupling coefficients are computed by a
two-layer subnetwork and the transformation is performed by 2D convolution.
Besides, our model uses skip connections to connect capsules at different levels
in a different way from DeepCaps. And the reconstruction network is not con-
sidered for regularization. Performance of DeepCaps and our proposed approach
will be compared in Sect. 4.
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3 CARNet

In this section, the details of the proposed capsule-wise attention routing algo-
rithm and the architecture of CARNet are presented.

3.1 Capsule-Wise Attention Routing

Consider an intermediate capsule layer that processes Nl input capsules and
outputs Nl+1 capsules. We denote the i-th capsule in layer l at some position by
u(x,y)
i ∈ R

al , where (x, y) is the coordinate of capsule and al is the dimension of
activation vector.

First, capsules at one position are concatenated as a vector u(x,y). Since the
computation of coupling coefficients across positions are performed in the same
way, we omit the coordinate for clarity below. Then we pass u to two cascaded
fully-connected layers to regress the log prior probabilities h ∈ R

Nl×Nl+1 . We
choose vector u as the input of the subnetwork because u is supposed to aggre-
gate all the semantic information of its local receptive field at current layer,
which can help generate more proper coupling coefficients. The computation of
h is written as:

h = W2 · g (W1u + b1) + b2, (3.1)

where g (·) is the ReLU function. We reorganize vector h into an Nl×Nl+1 matrix
and subsequently feed it to the softmax function to get coupling coefficients c.

ûi|j = cijui, cij =
exp (hij)∑
k exp (hik)

, (3.2)

where cij is the coupling coefficient of capsule i and capsule j, ûi|j is a weighted
activation vector passed from capsule i to capsule j. Each capsule in the higher
layer will receive NL weighted activation vectors from the lower layer and then
transform them into the higher capsule space. Dynamic routing implements the
transformation from low level to high level by matrix multiplication (1 × 1 con-
volution), which makes no use of features in the neighbourhood. Here we adopt
2D convolution with larger receptive field to perform the transformation.

In details, for capsule j, all the weighted capsules {ûi|j | 1 ≤ i ≤ Nl} are
concatenated to be ûj , which is followed by a Conv-BN-ReLU block to generate
output capsule vj . Parameters in the blocks are not shared among higher cap-
sules, so these parallel blocks can learn part-whole relationship independently of
each others.

These convolutions are performed parallelly in capsules, which are equivalent
to group convolutions. So we implement the parallel convolutions with inspira-
tion from depthwise separable convolution [2], which splits the original convolu-
tional operation into a depthwise convolution and a pointwise convolution. First,
we concatenate the weighted capsules and perform depthwise convolution on it.
Second, we separate the tensor back to the form of capsules and perform point-
wise matrix multiplication. When the receptive field is 1 × 1, we would omit the
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Algorithm 1. Capsule-wise attention routing algorithm.

Input: The set of capsules in layer l, U = {u(x,y)
i | u(x,y)

i ∈ R
al , 1 ≤ i ≤ Nl, 1 ≤ x ≤

Wl, 1 ≤ y ≤ Hl}, where Nl is the number of capsules, Wl and Hl are the width
and height of the feature map.

1: procedure Routing(U)
2: for every position (x, y):
3: u ← [u1;u2; . . . ;uNl ];
4: h ← W2 · g (W1u + b1) + b2;
5: for every capsule i in layer l:
6: for every capsule j in layer (l + 1):
7: cij = exp (hij) /

∑
k exp (hik)

8: ûi|j ← cijui;
9: ûj ← [

û1|j ; û2|j ; . . . ; ûNl|j
]
;

10: for every capsule j in layer (l + 1):

11: Ûj ← {û(x,y)
j | 1 ≤ x ≤ Wl, 1 ≤ y ≤ Hl};

12: Vj ← Conv-BN-ReLUj(Ûj);
return V = {Vj}

first step and perform the second step only, which is equivalent to the transfor-
mation in dynamic routing. By this method, we avoid using convolution for each
capsule tensor iteratively and take advantage of the speed-up of convolution. In
addition, for kernel size k > 1, our implementation would reduce the amount of
parameters used for transformation by

ΔNparam = k2Nlal + NlalNl+1al+1 − k2NlalNl+1al+1. (3.3)

Since k2 � Nlal for every layer l in practice, so the reduction rate of parameters
is nearly 1/k2, which is considerable even when k = 3.

Activation probability of a capsule still depends on the length of the acti-
vation vector as in [11]. But we don’t squeeze the length of vector into [0, 1] at
the end of routing by the squashing function. We only compute the activation
probability by function

P (v) =
‖v‖2

1 + ‖v‖2 (3.4)

if the probability is needed. We skip the vector-squashing operation in the inter-
mediate capsules and choose ReLU as the activation function to prevent gradient
vanishing.

Capsule-wise attention routing computes the coupling coefficients by a two-
layer subnetwork, turning the mechanism behind from routing-by-agreement to
routing-by-learning. In this way, we avoid computing coupling coefficients itera-
tively and reduce the cost. Besides, since the computation of coupling coefficients
and the low-to-high transformation can both be implemented by convolutional
operations, the speed of inference can be accelerated with GPUs. Thanks to
the reduction of computational cost in each capsule layer, we can cascade more
capsule layers to attain a higher learning capacity.
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3.2 CARNet Architecture

The architecture of our proposed CARNet is shown in Table 1. Similar to the
standard capsule networks, our deep capsule network starts with several convolu-
tional layers, which extract low-level features from the original image. Then the
feature map is reorganized into the form of capsule tensor and passed through
cascaded capsule layers. At the top of the network, we compute the prediction
probability of each category based on the corresponding capsule. The details of
CARNet are demonstrated as follows.

Table 1. CARNet architecture for SVHN and CIFAR-10. Note that “conv” in the
table refers to Conv-BN-ReLU block and “CAR” is short for “capsule-wise attention
routing”. All the convolutional layers are performed with padding except the ones with
superscript “∗”. Layers bracketed together comprise a capsule block.

Stage Output Size Nchannel Ncapsule Natom Layer

Convolution

32 × 32 128 − − conv(5 × 5, stride 1)

16 × 16 256 − − conv(3 × 3, stride 2)

16 × 16 256 − − conv(3 × 3, stride 1) ×3

Primary
Capsules 16 × 16 − 32 8 reshape

Capsule−1.x 4 × 4 − 16 8

⎡

⎢
⎢
⎣

CAR(3 × 3, stride 1)

CAR(3 × 3, stride 2)

CAR(3 × 3, stride 1)

⎤

⎥
⎥
⎦ × 2

Capsule−2.x 2 × 2 − 16 8

⎡

⎢
⎢
⎣

CAR(1 × 1, stride 1)

CAR(3 × 3, stride 1)∗

CAR(1 × 1, stride 1)

⎤

⎥
⎥
⎦

Final
capsules 1 × 1 − 10 16 CAR(2 × 2, stride 1)*

Probability
computing 1 × 1 − 10 − P (v) = ‖v‖2

1+‖v‖2

Low-Level Feature Extraction. CapsNet proposed in [11] uses a single con-
volutional layer with a relatively large receptive field to extract low-level fea-
tures from the image. The convolution is performed without padding, so a large
receptive field can help scale down the size of feature map and further reduce
the computational cost in the subsequent capsule layers. While in CARNet, to
reap the benefit of deeper networks, we replace the single convolutional layer by
multiple cascaded convolutional layers with smaller receptive field. And we also
use convolutions with zero padding to keep the size of some feature maps fixed.
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Skip Connections. We combine three cascaded capsule layers as a single cap-
sule block and set short paths to connect capsule blocks at different levels. The
aim of short paths is to downsample lower capsules to make their size consistent
with higher ones and then merge them together.

Let us denote the input and output of the n-th capsule block by Un and Vn.
Due to the convolutional operations in the capsule block, Vn would get a smaller
size than Un. We use a 1 × 1 pooling with the same stride and padding (as the
convolutional layer) to downsample the input Un. So the receptive field of the
downsampled tensors U′

n are center-aligned to the receptive field of Vn at every
position. Subsequently U′

n and Vn are concatenated and fed to the next capsule
block, i.e. Un+1 = [U′

n;Vn]. In this way, lower capsules with the same receptive
field centers are preserved and delivered to any higher capsule blocks by the skip
connections, which means capsules at all levels would make contribution to the
final result of classification. In other words, every capsule block is allowed to
receive all the outputs of its preceding capsule blocks to generate its own output
(Fig. 1).

Capsule Block

Downsampling

Concatenation

Fig. 1. Short paths connecting capsules in different levels.

Implementation Details. At the bottom of CARNet, we set five convolutional
layers to extract features with 256 channels from input image. Each convolutional
layer is followed by a BN layer and an activation function ReLU. Then we split
up the tensor into 32 tensors with 8 channels, termed primary capsules. Primary
capsules are subsequently fed to three cascaded capsule blocks. Every capsule
layers in the blocks output 8D-capsules of 16 types. Skip connections merge
capsules from preceding capsule blocks and transport them to the next capsule
block. Finally, the primary capsules and capsules from three capsule blocks would
be merged and fed to the final capsule layer to generate 10 16D category-specified
capsules, from which we compute the recognition probability by Eq. 3.4.

3.3 Loss Function

The loss function we adopted is margin loss proposed in [11], defined as

L = max(0,m+ − ‖vt‖)2 + λ
∑

i�=t

max(0, ‖vi‖ − m−)2, (3.5)
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where t is index of the correct category. We use m+ = 0.95 and m− = 0.05 as the
upper bound for the correct category and lower bound for the wrong category.
The weight for losses from wrong categories λ is set as 0.5 for the whole training
procedure.

4 Experiments

We empirically evaluated our capsule-wise attention routing and CARNet on
four object recognition benchmarks including MNIST, Fashion MNIST, SVHN
and CIFAR-10. Each of them collects images from 10 categories. We implemented
CARNet in TensorFlow [1] framework and trained our models on GTX 1080 Ti
GPUs. We used Adam optimizer [8] for the training and set the initial learning
rate as 0.001, which would get reduced by 0.5 every 20,000 steps.

4.1 Datasets

MNIST and Fashion-MNIST. MNIST is a dataset of handwritten digit
images while Fashion-MNIST is a dataset of fashion product images. MNIST and
Fashion-MNIST provide images of the same amount (60,000 images for training
and 10,000 for test) and in the same format (28×28 greyscale image). All images
are captured in white background. For every training image, we randomly shifted
it in every directions by up to 2 pixels. No preprocessing was performed for the
test images.

SVHN. The Street View House Numbers dataset provides 32×32 RGB images
containing numbers in natural scene. A large number of images are available
for training (604,388) and test (26,032). Our training and test were performed
without data preprocessing and data augmentation.

CIFAR-10. CIFAR-10 dataset is also a natural image dataset. The objects in
images come from objects in our daily life. 50,000 training images and 10,000 test
images are provided. The images are also 32 × 32 color images. During training,
we perform random shift, random horizontal flipping and random adjustment of
brightness and contrast as the data preprocessing. Both the training images and
the test images are normalized to have zero mean and unit standard variance
before they were fed to the network.

4.2 Capsule-Wise Attention Routing in CapsNet

To evaluate the effectiveness of our novel routing algorithm, we first designed an
experiment to compare capsule-wise attention routing with dynamic routing in
a shallow capsule network.
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We trained a wider version of CapsNet1, in which the number of intermediate
capsules increased to 32 and the dimensions of activation vectors increased to
8 and 16 in primary capsule layer and final capsule layer. Then we got another
model by replacing the dynamic routing procedure with two layers of capsule-
wise attention routing in the final capsule layer. Note that we don’t set recon-
struction networks for both of them. Details of the networks are depicted in
Table 2.

As shown in Table 3, CapsNet with capsule-wise attention routing consumes
only half of parameters in its couterpart but achieves higher accuracies on both
SVHN and CIFAR-10. The replacement of routing procedure also helps to speed
up the training of CapsNet by about 50%.

Table 2. Architectures of two capsule networks. “CapsNet*” represents CapsNet with
capsule-wise attention routing. Number n in “dynamic routing×n” indicates the iter-
ation times in dynamic routing.

Stage Nchannel Ncapsule Natom

Layer

CapsNet CapsNet*

Convolution 64 − − conv(9 × 9, stride 1)

Primary

capsules

256 − − conv(9 × 9, stride 2)

− 32 8 reshape & vector squashing

Final

capsules
− 10 16

transformation CAR(5 × 5, stride 1)

dynamic routing×3 CAR(4 × 4, stride 1)

Probability
computing − 10 − P (v) = ‖v‖ P (v) = ‖v‖2

1+‖v‖2

Table 3. Accuracies (%) of CapsNet and CapsNet* on SVHN and CIFAR-10.

Model Param. FPS SVHN CIFAR-10

CapsNet 3.96M 1.12K 95.82 81.80

CapsNet* 1.94M 1.68K 96.83 82.56

4.3 Performance of CARNet

We trained our CARNet on four benchmarks and compared the performance
with proposed capsule networks. We also evaluated the effect of skip connections
1 The CapsNet we trained is wider than CapsNet for SVHN [11], which consists of a

convolutional layer with 64 channels, a primary capsule layer with 16 6D-capsules
and a final capsule layer with 10 8D-capsules.
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in our model. In Table 4 we list out the error rates achieved by our models,
CapsNet, DeepCaps and variants of ResNet and DenseNet. All the results are
achieved by single model.

As capsule network goes deeper, the performance gets improved accordingly
especially on natural image datasets. CARNet without skip connections leads
the performance of capsule networks on SVHN and CIFAR-10 and performs
close to the state-of-the-art capsule networks on MNIST and Fashion-MNIST.
While with skip connections, the performance can be further improved on four
benchmarks. Our best model achieves an accuracy of 97.72% on SVHN and
92.46% on CIFAR-10 that surpass DeepCaps by 0.56% and 1.45% respectively.

Besides, CARNets also show out a more efficient capability of utilizing param-
eters than the existing capsule networks. CARNet consumes 3.96M parameters,
which can be cut down to 2.73M when the skip connections are removed. The
amount of trainable parameters in CARNet is less than CapsNet for MNIST
(8.2M) or DeepCaps for CIFAR-10 (7.22M), and much less than other well-
performed CNN-based models listed in Table 4. The efficiency of utilizing param-
eters comes from the use of convolutions in the transformation step in capsule-
wise attention routing, which allows capsules to leverage local features when
learning part-whole relationship inside the visual entity. On the other hand, the
increment in the amount of parameters is controlled within an acceptable limit
thanks to the implementation based on depthwise separable convolutions.

Table 4. Accuracies (%) on MNIST, Fashion-MNIST, SVHN and CIFAR-10 datasets.
“SC” is short for “skip connections”. Results in bold are the best in the domain of
capsule networks.

Model Param. MNIST F-MNIST SVHN CIFAR-10

ResNet v2 [5] 10.2M − − − 95.38

ResNeXt [13] 68.1M − − − 96.42

DenseNet [7] 27.2M − 95.40 98.41 96.26

Wide ResNet [14] 36.5M − 95.90 − 95.83

WRN + Random Erasing [16] 36.5M − 96.35 − 96.92

CapsNet [11] 8.2M 99.75 93.62 95.70 −
FREM [15] 8M 99.62 93.80 − 85.70

HitNet [3] − 99.68 92.30 94.50 73.30

DeepCaps [10] 7.22M 99.72 94.46 97.16 91.01

CARNet w/o SC (Ours) 2.73M 99.72 94.30 97.61 91.88

CARNet with SC (Ours) 3.96M 99.74 94.46 97.72 92.46

5 Conclusion

In this paper, we proposed a novel routing algorithm, capsule-wise attention
routing, which uses a two-layer subnetwork to regress coupling coefficients as
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multiple attention maps. We adopted 2D convolution to replace the linear trans-
formation so that local features can be utilized in transforming capsules from
low level to high level. In addition, we formulated the parallel transformation
among capsules as group convolutions and implemented it with the inspiration
from depthwise separable convolutions. The new implementation was consistent
with the original transformation in dynamic routing and was proven to help
utilize parameters more efficiently.

Based on capsule-wise attention routing, we further proposed a deep capsule
network called CARNet. We stacked multiple capsule layers in our model and set
skip connections to densely connect different levels of capsules. CARNet achieved
state-of-the-art performance on MNIST and Fashion-MNIST and outperformed
the state-of-the-art capsule network on SVHN and CIFAR-10, which are both
datasets containing natural images. It is an inspiring step of capsule networks
to approach the state-of-the-art performance on natural image datasets, but the
performance gap still exists between capsule network based models and the state-
of-the-art CNN models. In the future, we plan to explore more efficient routing
algorithm and make further attempt to deepen the capsule network architecture
for better performance on complex data.
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Abstract. With the rapid development of CPS technology, the identification
and detection of malware has become a matter of concern in the industrial
application of CPS. Currently, advanced machine learning methods such as deep
learning are popular in the research of malware identification and detection, and
some progress has been made so far. However, there are also some problems.
For example, considering the existing noise or outliers in the datasets of mal-
ware, some methods are not robust enough. Therefore, the accuracy of classi-
fication of malware still needs to be improved. Aiming at it, we propose a novel
method thought the combination of correntropy and deep neural network
(DNN). In our proposed method for malware identification and detection, given
the success of mixture correntropy as an effective similarity measure in
addressing complex dataset with noise, it is therefore incorporated into a popular
DNN, i.e., convolutional neural network (CNN), to reconstruct its loss function,
with the purpose of further detecting the features of outliers. We present the
detailed design process of our proposed method. Furthermore, the proposed
method is tested both on a popular benchmark dataset and a real-world malware
classification dataset, to verify its learning performance.
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1 Introduction

Cyber-physical systems (CPS) refer to a system that integrates computation, net-
working, and physical processes, where embedded computers and networks achieve
real-time control of the physical process through the feedback mechanism [1]. With the
development and popularization of CPS technologies, there are numerous physical
equipments depending on computers and networks to achieve functional expansion,
which will upgrade industrial products and technologies. For those large-scale complex
systems, safety and reliability always are important issues. CPS intimately integrates
the virtual world with the physical world, once the virtual world is attacked, it will
inevitably affect the physical world. Hence, the information protection is essential for
the CPS implementation. For the issue of information security in CPS, it has become
critical to identify and detect malware on Android [2].

Generally speaking, malware refers to any cyber-attack performed in Internet. The
increase of malware has become a serious issue. Due to the serious hazard the malware
has brought to the internet, various methods have been proposed to defense the
malicious software. Currently, there are two main methods to detect and analyze
malware. One is the classical static and dynamic analysis method. Static malware
feature analysis includes compile time, shell information, import functions, suspicious
strings, and some others. For example, an algorithm was designed to achieve statistical
binary content analysis of Fileprint [3], and a statistical value could be calculated to
extract malicious communication pattern [4]. If the sample is highly encrypted, the
static feature analysis may not provide much valuable information, therefore, dynamic
behavior analysis technology is needed, which is also called behavior monitoring. For
example, an approach was proposed for the network analysis of anomalous traffic
events (NATE) [5]. The other one is based on machine learning methods, such as
malware analysis based on long short-term memory (LSTM) [6], one-class support
vector machine based malware detection [7], detecting malware using a deep belief
network (DBN) [8], and many others. Then, with the rapid development of machine
learning algorithms, more and more intelligent methods are accordingly developed to
deal with malware issues.

However, these methods mentioned above also have their limitations. In particular,
there may be noise or outliers in some malware data, and then the robustness of some
methods is not satisfactory enough. Therefore, the accuracy of feature extraction and
classification of malware is necessary to be further improved. In response to these
limitations, motivated by the popular malware classification method on the basis of
deep neural network (DNN) [9], we propose a novel algorithm through the use of a new
similarity measure, i.e., mixture correntropy.

Correntropy is a kernel-based local similarity function [10]. Since one of the sig-
nificant features of correntropy is robust to noise and large outliers [11], it is widely
applied in various fields. Specifically, it can be also used within deep learning
framework to improve the computational performance. For example, the stacked
extreme learning machine was presented with the correntropy-optimized temporal
principle component analysis (CTPCA) [12], furthermore the generalized correntropy-
based stacked autoencoder (GC-SAE) was developed [13]. More recently, on the basis
of correntropy, mixure correntropy is proposed and widely employed in various
applications [14]. Considering that there is no application of mixture correntropy in
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Android malware identification and detection, through the combination of a popular
DNN, i.e., convolutional neural network (CNN) [15], we develop a novel application
by proposing a mixture correntropy-based CNN, and thus using it to improve the
classification accuracy for malware.

The main contributions of this paper can be summarized as follows.

(1) In consideration of those advantages of mixture correntropy in addressing data
more flexibly and stably, it is hereby incorporated into the implementation
framework of CNN, through the reconstruction of loss function in CNN. Then, it
is expected that the learning performance can be further improved by using our
proposed method.

(2) Our proposed method is used to handle an important but challenging issue in the
guarantee of information security in CPS, which is the Android malware identi-
fication and detection. Compared to other traditional malware detection methods,
the learning performance in relation to accuracy and robustness would be further
improved owing to the use of mixture correntropy.

The remainder of this paper is organized as follows. In Sect. 2, we provide a simple
analysis on the related technologies, including correntropy and mixture correntropy,
CNN, and deep learning-based malware detection. In Sect. 3, the detailed design
process of our proposed method is presented. The experiment results and discussion are
given in Sect. 4. Finally, this paper is concluded in Sect. 5.

2 Background

2.1 Correntropy and Mixture Correntropy

Correntropy. Inspired by information theoretic learning (ITL) [16], correntropy is an
extension of the basic definition of correlation function, which is a similarity measure
function of two random variables (X, Y). It is defined as:

V X; Yð Þ ¼ E kr X � Yð Þ½ � ¼ R
kr x� yð ÞdFXY x; yð Þ ð1Þ

where krð�Þ denotes any type of kernel function with bandwidth of r, E is the
expectation operator, FXY x; yð Þ refers to the joint distribution of X; Yð Þ. Without
mentioned otherwise, the kernel function in this paper takes Gaussian kernel:

kd x; yð Þ ¼ Gr eð Þ ¼ 1ffiffiffiffi
2p

p
r
exp � e2

2r2

� �
ð2Þ

where e refers to (x� yÞ. Correntropy is symmetric, positive, and bounded, and con-
tains all even moments of arbitrary variables [17]. Since in real-world data processing
tasks, the joint probability density (PDF) of samples is usually unknown, and sample
sets fxi; yigNi¼1 is limited, the sample estimator can be defined as:

bV X; Yð Þ ¼ 1
N

PN
i¼1

kr xi � yið Þ ð3Þ

which is also named as the empirical correntropy.
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Mixture Correntropy. On the basis of correntropy, the concept of mixture corren-
tropy is generated [14]. When correntropy is applied to process data, the kernel
bandwidth r directly affect the performance of the function. Concisely, a small value of
bandwidth allows algorithms to perform better in processing data with noise and
outliers, but it may also lead to a slow convergence. Conversely, a large value of
bandwidth will cause the reduction of robustness. Therefore, the mixture correntropy is
proposed to improve the original algorithm, and it is defined as:

M X; Yð Þ ¼ E akr1 eð Þþ 1� að Þkr2 eð Þ½ � ð4Þ

where r1 and r2 are bandwidths of two kernel functions, and 0 � a � 1 refers to
mixture coefficient that controls the ratio between two kernel functions. In addition, the
sample estimator can be defined as:

bM eð Þ ¼ 1
N

PN
i¼1

½akr1 eið Þþ 1� að Þkr2 eið Þ ð5Þ

where ei refers to (xi � yiÞ. In this paper, we take the mixture of two Gaussian kernel.
Here, bM eð Þ can be represented as:

bM eð Þ ¼ 1
N

PN
i¼1

aGr1 eið Þþ 1� að ÞGr2 eið Þ½ � ð6Þ

2.2 Convolutional Neural Network (CNN)

CNN is a type of feedforward neural networks with convolutional computation, and it
can be regarded as a DNN. As one of the representative algorithms of deep learning, it
has been utilized in various fields, such as the image classification [18], object
recognition [19], and natural language processing [20]. CNN mimics the visual per-
ception mechanism of living organisms, and thus can be employed for the supervised
learning and unsupervised learning.

Here, we implement a LeNet-5 model [15], which is a common model of CNN. As
shown in Fig. 1, there are 7 layers in LeNet-5, including 2 convolutional layers, 2

Fig. 1. LeNet-5 model.
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pooling layers, and 3 fully-connected layers. Each layer contains different number of
training parameters. The function of convolutional layer is to extract features from the
input data. Thereafter, the feature graph will be transferred to the pooling layer for
feature selection and information filtering. Fully-connected layers only pass signals to
other fully-connected layers. The feature graph loses its spatial topology in the fully-
connected layers and is expanded as a vector. The output layer uses the softmax
function to output classification labels.

2.3 The Deep Learning-Based Malware Detection

Deep learning, as a kind of advanced data mining strategy in the machine learning area,
has gained tremendous attention and inspired diverse practical applications. To address
the security issues of CPS, a variety of deep learning-based malware detection methods
have been proposed over the years. An originally designed deep learning model was
performed to analyze more than 200 features extracted from static analysis and
dynamic analysis of Android App [21]. Using convolutional and recurrent network
layers, a neural network was constructed to achieve the best features of malware system
[22]. Echo state networks (ESN) and recurrent neural networks (RNN) are utilized for
the projection stage to realize the feature extraction [23]. Because the number of
potential features would be very large, the random projections were explored to reduce
the dimensionality of input data, and several large-scale neural network systems were
trained to implement the classification [24].

However, none of the aforementioned methods specifically involved the issue of
robustness in the algorithm. Hence, considering that there may be some noise and
outliers in the malware data, our algorithm is proposed.

3 The Proposed Method

The application programming interface (API) call sequences are firstly inputted into our
proposed method. After preprocessing these data, our mixture correntropy-based
convolutional neural network model is used as a classifier to achieve classification for
malware.

3.1 Training Convolutional Neural Network with Mixture Correntropy-
Based Loss Function

Here, the loss means the cost for predicting the label to be f(x), the predicted label,
instead of the true label. In classification tasks, the algorithm aims to maximize the
similarity between the output and the labels, in other word, the corrrentropy can be
maximized, which is to minimize the expected loss. Therefore, a simple Gaussian
kernel correntropy induced loss function can be defined as:

bL eð Þ ¼ 1� Gr eð Þ ð7Þ

which is called the C-loss function [25].
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The loss function based on two Gaussian kernel mixed correntropy can be defined
as:

bL eð Þ ¼ 1� bM eð Þ

¼ 1� 1ffiffiffiffiffiffi
2p

p
N

XN
i¼1

a
r1

exp � e2i
2r21

� �
þ 1� að Þ

r2
exp � e2i

2r22

� �� � ð8Þ

With our proposed loss function, the pseudo-code of whole process for classifi-
cation tasks is presented in Algorithm 1.

Algorithm 1 Mixture correntropy induced loss CNN
Input: Training set, test set, parameters and , number of iterations, T batch size,
kernel size of each layers, t = 0.
Output: Loss, accuracy (Acc)
1. Construct the CNN model;
2. Train the model:

a. Sample a batch of data from training set;
b. Process forward propagation through the data, and calculate the mixture 

correntropy induced loss according to (8);
c. Process backward propagation to calculate the gradients;
d. Update the layer parameters using the gradient;
e. t = t +1. If t < T, loop from step a;

3. Process test set in trained CNN model, and calculate Acc.

3.2 Testing Classifier Through Metrics

To evaluate the performance of classification algorithm, the Accuracy (Acc) is defined
as:

Acc ¼ TPþTN
TPþTNþFPþFN ð9Þ

where TP, TN, FP, FP refers to true positive, true negative, false positive, and false
positive, respectively.

4 Experimental Results and Discussion

In this section, the experiments on a popular benchmark dataset and a real-world
malware classification dataset are conducted to evaluate the performance of our pro-
posed algorithm. Considering the noise in the real-word malware data is hard to be
removed, to show the strengths of our algorithm clearly, we firstly applied algorithms
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to the original image dataset, and then add noise factor. Here, our experiments are
implemented with Python compiler environment running on a computer with a 1.6
GHZ CPU and an 8 GB RAM.

4.1 Classification Results on Benchmark Dataset

Experimental Results. The comparison is conducted among four methods, including
the support vector machine (SVM), the traditional CNN classifier with the mean square
error (MSE)-induced loss function (CNN+MSE), the CNN classifier with correntropy-
induced loss function (CNN+Correntropy), and our method, i.e., the CNN classifier
with mixture correntropy-induced loss function. In this experiment, we use Fashion-
mnist dataset [26]. As shown in Fig. 2, Fashion-MNIST is a dataset of article images,
each sample is a 28 � 28 grayscale image. There are 10 classes in this dataset, con-
sisting training set of 60,000 examples and a test set of 10,000 examples.

Firstly, we apply each algorithm on original dataset, and then we add noise into original
dataset to test the robustness of each algorithm.

As shown in Table 1, in the original dataset, the accuracy of CNN-MSE, CNN-
Correntropy and CNN-MixCorrentropy is very close, and is better than that of SVM.
Table 2 presents the performance of four classification method in dataset with Gaussian

Fig. 2. Illustration of Fashion-mnist dataset.

Table 1. Performance of each algorithm on original Fashion-mnist dataset.

Algorithm Accuracy

SVM 0.8575
CNN-MSE 0.9147
CNN-Correntropy (r ¼ 0.8) 0.9154
CNN-MixCorrentropy (r1 ¼ 0.5, r2 ¼ 3, a ¼ 0.5) 0.9170
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noise. The accuracy of all the algorithms decreases, among which, the accuracy of
SVM decreases significantly, CNN-MixCorrentropy achieves the best performance.
The result shows the robustness of mixture correntropy induced loss function.
Specifically, Figs. 3 and 4 show the loss and accuracy of CNN-MixtureCorrentropy on
the original dataset and on the dataset with noise, respectively.

Impact of Parameters r1 and r2. In the experiments, we set up different values of r1
and r2, and apply them into Fashion-mnist dataset with noise. We define that r1 < r2.
Figure 5 shows the results, which implies that when 0 < r1 < 1, for different values of
r1 and r2, the performance is basically the same. But when we set r1 > 1, the accuracy
decreases significantly.

Additionally, as shown in Fig. 6, when we set 0 < r1 < 1, the value of a basically
does not affect the performance of our algorithm.

Table 2. Performance of each algorithm on Fashion-mnist dataset with normal distribution
Gaussian noise (noise factor = 0.3).

Algorithm Accuracy

SVM 0.6765
CNN-MSE 0.8489
CNN-Correntropy (r ¼ 0.8) 0.8575
CNN-MixCorrentropy (r1 ¼ 0.5 r2 ¼ 4 a ¼ 0.3) 0.8605

Fig. 3. Loss and accuracy of CNN-MixtureCorrentropy on the original dataset.
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4.2 Classification Results on a Real-World Malware Dataset

One of the most efficient ways in analyzing the malware data is to extract API call
information [27]. The Windows API is a set of predefined Windows functions that
control the behavior of various parts of Windows. Each action of the user triggers the

Fig. 4. Loss and accuracy of CNN-MixtureCorrentropy on the dataset with noise.

Fig. 5. Performance of CNN-MixtureCorrentropy (a = 0.5).

Fig. 6. Performance of CNN-MixtureCorrentropy (r1 = 0.2, r2 ¼ 10).
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execution of one or more functions to tell Windows what is happening. API call
information can be obtained statically and dynamically [28].

In this test task, we generate our dataset by randomly selecting malware samples
from two malware datasets, Dasmalwerk [29] and VirusShare [30], and then use
Cuckoo Sandbox to analyze malicious files. Dasmalwerk and VirusShare are the
datasets of different types of executable malware from Internet. From the reports
generated by Cuckoo, API call information is extracted (Fig. 7).

In this experiment, our proposed algorithm is specifically applied to binary clas-
sification task for malware. Aiming that distinguish the malware samples and normal
benign sample, we need sufficient quantity of both malware samples and benign
samples. We downloaded portable application from Internet and tested them by anti-
virus software. If the application is safe, we take it as a benign sample. Firstly, we
randomly select the same amount of benign sample and malware sample, precisely, 200
samples of each class. As shown in Fig. 8, the word vector is input into CNN model
and trained for multiple times. Dropout is used to prevent over fitting. The output of the
model is the predicted label. Input size is (400, 995, 128), which refers to (sample
number, maximum number of API calls, embedding). SVM is a classical and common
classification method, thus, we take SVM as one of comparison algorithm. We use five-
fold cross validation, the original data is randomly partitioned into 5 subsamples. For
each time, 4 subsamples are used as train data, 1 subsample is used as test data, which
means we take 320 samples as train set, 80 samples as test set. The process is then
repeated 5 times. The final Accuracy (Acc) is defined as:

Acc ¼ 1
5

P5
i¼1

Acci ð10Þ

where Acci refers to the accuracy of each time.

Fig. 7. A part of malware API call report.
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The word2vec method is used to transfer text document into vectors. Table 3 shows
the accuracy of each algorithm. CNN with different lose function perform better than
SVM. Obviously, CNN with mixture correntropy loss function performs best. Because
of the noise factors in the real-world malware dataset, our method shows the strongest
robustness among four algorithms. Moreover, we also find that compared to MSE loss
function, mixture correntropy loss function has faster convergence speed, demonstrated
in Fig. 9.

Fig. 8. Processing model.

Table 3. Performance of each algorithm on a real-world malware dataset.

Algorithm Accuracy

SVM 0.7387
CNN-MSE 0.8025
CNN-Correntropy (r ¼ 0.7) 0.7937
CNN-MixCorrentropy (r1 ¼ 0.4 r2 ¼ 3 a ¼ 0.5) 0.8156
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5 Conclusion

This paper aims at dealing with a challenging issue in the achievement of malware
identification and detection in CPS application, which is the Android malware classi-
fier. Staring from the general analysis of related work on mixture correntropy and
CNN, in this paper we present a novel malware identification and detection method on
the basis of our proposed CNN classifier with mixture correntropy-induced loss
function. Then, compared to other traditional classifiers, the data cloud be handled
more flexibly and stably with a higher classification accuracy and a better robustness
through the use of our mixture correntropy-based CNN model, due to the incorporation
of mixture correntropy especially used to outlier learning problems. In the experiments,
the classification performance of our proposed method and other popular algorithms are
compared on a benchmark dataset and a real-world Android malware dataset. The
experimental results verify the effectiveness and efficiency of our method.
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Abstract. With the rapid development of the Internet, online recruit-
ment has gradually become a mainstream. In the process of obtaining
the text of recruitment information, a large volume of texts are not part
of recruitment information. Currently, common text categorization algo-
rithms include k-Nearest Neighbor, Support Vector Machine (SVM) and
Naive Bayes. In addition, there are numerous related technical terms
in the recruitment information, which affects the accuracy of the ordi-
nary Bayesian text categorization algorithm. However, there is not uni-
form format for the text information of recruitment. This paper improves
the original Naive Bayes algorithm and proposes a Reinforcement Naive
Bayes (R-NB) algorithm to enhance the accuracy of recruitment informa-
tion categorization. Experiments have demonstrated that the improved
algorithm has a higher categorization accuracy and practicability than
the original algorithm.

Keywords: Naive Bayes algorithm · Text categorization · Feature
extraction · Recruitment categorization

1 Introduction

With a booming growth of the Internet, a large deal of recruitment informa-
tion are put on the third-party recruitment website every day [5]. But there are
some problems with those recruitment websites. For example, some recruitment
information is actually a disguised skill training advertisement; some recruit-
ment information is outdated and will never be updated; some recruitment pages
keeps various advertisements. A representative application scenario is that the
existence of these situations has brought troubles to job seekers, as it not only
c© Springer Nature Singapore Pte Ltd. 2019
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causes time-wasting on browsing ineffective recruitment information but also
wastes energy on analyzing the correctness and reasonability of the recruitment
information. A detailed categorization methods adopted in various fields will be
improving the efficiency [19,20].

It is found that most recruitment information is displayed in a text for-
mat. Knowledge discovery through artificial intelligence techniques has become
a mainstream in web-based applications [6,7]. We can use a text categorization
algorithm to classify texts collected from recruitment websites.

The purpose of this research is to quickly identify the category of text with
a high accuracy by means of a categorization algorithm. Many methods such as
Naive Bayes algorithm, Support Vector Machine (SVM) [15], Neural Network
and K-NN [17], have been applied to text categorization. Naive Bayes algorithm
is known for its simple operation, accurate categorization and low data sensitiv-
ity. This paper improves the original Naive Bayes text categorization algorithm,
which effectively releases the impact of uncommon features in recruitment infor-
mation, and effectively improve the accuracy of recruitment text categorization.

Main contributions of this paper include two aspects:

1. This paper studies the principle of Naive Bayes algorithm via investigat-
ing philosophy of outputs’ deviation, and puts forward R-NB algorithm by
improving the Naive Bayes algorithm to obtain a better recruitment catego-
rization.

2. The collected data are preprocessed, including several methods such as Chi-
nese word segmentation, feature extraction and so on, which provide the basic
conditions for the latter categorization experiments.

This paper is organized as follows: Sect. 2 introduces the application of var-
ious improved Naive Bayes algorithms in different fields and points out cur-
rent algorithms’ shortcomings in recruitment categorization. In addition, Sect. 3
introduces main concepts involved in the paper and the technology used in
this paper. Next, Sects. 4 and 5 proposes the model this paper and presents
the improved Naive Bayes algorithm in details, respectively. Finally, experiment
results and conclusions are given in Sects. 6 and 7.

2 Related Work

With the rapid development of computer technology, information is increasing
exponentially. It becomes a research hotspot of the data mining field to present
an effective and appropriate method to classify a large number of texts. The
main text categorization algorithms include Naive Bayes, K nearest neighbor,
neural network, SVM, Rocchio classifier of vector space model [13] and maximum
entropy [12], etc. The Bayes categorization method simplifies the calculation of
training and categorization process based on Bayes probability theory and Bayes
statistics, which achieves effective categorization.

On the basis of Naive Bayes algorithm, many researchers have made innova-
tions and modifications, and achieved good text categorization results in their
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respective fields. For example, Shi et al. [14] combined the Naive Bayes algorithm
with the support vector machine, the authors first used the SVM to establish
the optimal categorization plane, then used whether the adjacent types were the
same to make a choice, and finally used the Naive Bayes algorithm to classify
emails. This work addresses the problem of space vector redundancy, not only
reduces the space complexity, but also improves the categorization speed. The
improved algorithm has high accuracy and recall rate in spam filtering.

Wang et al. [16] applied Naive Bayes categorization algorithm to social net-
work text categorization, and proposed a bayes categorization algorithm based
on variance filtering on the basis of Naive Bayes. Given the social message text
categorization test set, each message can be classified according to its relevance
to the information, and then the probability value of each category to which
each message belongs can be calculated. Then this work uses the variance of the
social network message text as the category feature value. If the variance of the
message text is nearly to zero, which means the category characteristics of these
message texts are not very distinct, in which case the algorithm will ignore text
with a relatively small text variance. In social networks, the text with obvious
differences only occupies a relatively small part of the text. Through the method
of variance filtering, a large part of message text can be filtered out. The infor-
mation text classified by this method has strong categorization characteristics,
which can enhance the efficiency and accuracy of text categorization.

Xiang et al. [18] improved Naive Bayes algorithm based on attribute weight-
ing. Due to the correlation between conditional attributes and categories, Naive
Bayes algorithm would ignore some small correlation, thus significantly reducing
the categorization effect. The authors quantifies the attributes associated with
different categories by setting the weighted value of the attribute. The correla-
tion of the larger attribute values will be a larger weighting coefficient, similarly,
the correlation of the smaller attribute values lead to a smaller weighting coeffi-
cient. Since different attributes have different weighting coefficients, the posterior
probability of the conditional term is more accurate in calculating each item and
the weighted naive Bayesian algorithm has better categorization accuracy.

The existing improved Naive Bayes algorithm improves the performance of
Naive Bayes text categorization algorithm, but there are some limitations in the
application of Naive Bayes text categorization. When categorizing recruitment
texts, professional terms in recruitment information belong to low-frequency
words, which can easily lead to sparse data sets. Due to the expansion of the
algorithm and the limitation of computing power, it is difficult to make sure the
efficiency of data processing when running traditional Naive Bayes text cate-
gorization algorithm on a centralized platform [10]. Although the Naive Bayes
categorization algorithm has been constantly improved after continuous studies
by predecessors, there are still problems that have to be studied and solved.
Due to the strict assumption of conditional independence, the original Naive
Bayes algorithm does not do well for some specific problems. Particularly, for
the recruitment information on the Internet, the current Naive Bayes catego-
rization algorithm is still unable to solve the following problems:
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(1) Massive Recruitment Information. Due to the rapid development of the
Internet, more and more companies are publishing job postings on the Inter-
net and attracting a large number of job seekers. How to classify the massive
recruitment information efficiently is a difficult problem at present.

(2) Diversification of the Characteristics of Recruitment Information. For a
recruitment message, various jobs may be recruited. If there is more than
one job, there will be many features. When the number of features is too
much, it may lead to error propagation and affect the categorization effect.
Since the posterior chance of each feature word is usually small, when the
feature dimension is large, the product of the posterior chance of all fea-
tures will be nearly to zero, which will have an impact on the accuracy of
recruitment information categorization.

In summary, this paper improves the Naive Bayes algorithm to address these
two problems.

3 Concepts

3.1 Web Crawler

Web crawler is a program that starts from the first URL set, extracts all the
links pointing to the web page, adds them into the URL set, then obtain the
content of the web page. Through uniform resource locator address, hypertext
transfer protocol is used to simulate the way of browser requesting access to the
web server, encapsulate the necessary request limits, get the permission of web
servers, and finally obtain the original data [9]. With the help of web crawler, we
can quickly get the recruitment information on the major recruitment websites,
and the obtained recruitment information can be invoked as the data set of our
classification algorithm.

3.2 Text Preprocessing

The text document obtained from the web crawler can’t be categorized directly.
Text segmentation is the first step that has to be done. There are some com-
mon methods such as string matching based methods, rule-based methods and
statistics-based methods [2]. Methods based on string matching are according
to determinate strategy, that all the strings need to be matched with the entries
from the “big dictionary” machine. The advantage of this approach is easy to
operate, but the shortcoming is also very noticeable, that the matching speed is
slow and the words not included cannot be matched.

Based on the statistical method, the frequency of adjacent text co-occurrence
in the context can help to obtain the probability of word formation. By cal-
culating the combination frequency of the adjacent words in the prediction,
their mutual information is generated. Mutual information reflects the associa-
tion between Chinese characters, when relativity value is higher than a definite
threshold, it can be judged that the phrase is a word. The advantage of this
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method is it is not restricted by the field of text to be processed, and it does not
need a special dictionary. Based on probability theory, statistical word segmen-
tation abstracts the emergence of Chinese character combination strings into a
stochastic process. The limits of the stochastic process are determined by the
results of large-scale corpus training.

Commonly used Chinese word segmentation packages include Ding Xie Niu
word segmentation packages (for Lueene integration) [8], LingPipe (Java Open
Source Toolkit for open source natural language processing) [3], and Python’s
Jieba module, etc. Jieba module has better performance for segmenting Chinese
characters, specifically, sentences in documents can be cut precisely, and word
segmentation speed is very fast, and long words can also be re-segmented, which
can improve recall rate. So the word segmentation system we use in this paper
is the Jieba module of Python.

3.3 Feature Extraction

Feature extraction is a important part, because the better feature extraction can
improve the performance of the model and help us understand both character-
istics and the underlying structure of the data, which plays an important role
in further process of improving the model and algorithm. There are two main
functions of feature extraction, one is reducing the number of features and dimen-
sionality, that the model will have stronger generalization ability, another one is
enhancing the understanding between features and eigenvalues. Currently, the
commonly used methods for feature extraction include CHI statistics [4], infor-
mation entropy, mutual information (MI) [1], Information Gain (IG) and the
word bag model.

Each feature extraction method has its own advantages, by analyzing the
advantages of the above methods, this paper adopts the word bag model for
feature extraction. The word bag model focuses on whether the word is known
in the document, and the word bag model has the following three steps:

(1) Collect Data. Take collected text documents as samples.
(2) Design vocabulary. List all the words in the model vocabulary.
(3) Create Document Vectors. Convert each document into a text vector that

serves as input and output to the machine learning model.

3.4 Naive Bayes Principle

Naive Bayes algorithm is a classical statistical method based on Bayesian the-
orem. Bayesian theorem is a branch of probability statistics, the core principle
of it is the Bayesian formula. Set X as a test sample, Y = {y1, y2, . . . , yk} is a
set of categories, and P (Y |X)indicates the probability that sample X belongs to
different categories Y. It can be considered that the class Yi corresponding to
the greatest probability value is the class allocated by the sample, which can be
obtained by Bayesian formula in Eq. 1.

P (Y |X) =
P (Y )P (X|Y )

P (X)
. (1)
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where P (Y |X) is the posterior probability of Y under the condition X, P (X|Y )
is the posterior probability of X under condition Y, P (X) is the prior probability
of X, and P (Y ) is the prior probability of Y.

The classification goal of Bayesian method is that the feature values of the
given descriptive text are <w1, w2, . . . , wn>, the most probable target value
VMAP is obtained in Eq. 2.

Vmap = arg maxP (Cj|w1, w2 · · ·wn). (2)

Using Bayesian formula, the expression is shown in Eq. 3:

Vmap = arg max
P (w1, w2 · · ·wn|Cj)

P (w1, w2 · · ·wn)
. (3)

It is easy to obtain P (Cj) by calculating the frequency of each text class in
the training data. Naive Bayes classifier is based on the following assumption,
when the target value is given, attributes are conditionally independent of each
other, as shown in Eq. 4.

P (w1, w2 · · ·wn|Cj) = ΠiP (wi|Cj). (4)

In summary, the method of Naive Bayes Classifier can be obtained in Eq. 5:

VNB = arg maxP (Cj)Πi(wi|Cj). (5)

4 Model Design

Naive Bayes algorithm has a fast categorization speed and high accuracy when
dealing with large-sized data sets. But when the training set is relatively small,
the categorization accuracy is obviously lower than other categorization algo-
rithms. When there are few training samples, the randomness of some uncom-
mon feature will be very large. There will be a large number of technical terms
in the recruitment text, which includes many ambiguous words. Naive Bayesian
formula is help to calculate the value of continuous product, which means that

Fig. 1. The process of the improved algorithm.
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Table 1. Symbols definition.

Symbol name The meaning of representation

MATRIX Document Matrix After Processing

CATEGORY Processed categorization Label Set

P0 The Probability of Words Appearing under the Conditions of Non-Recruitment

Information

P1 The Probability of Words Appearing under the Conditions of Recruitment

Information

PALL Probability of Documentation Belonging to Recruitment Information

TRAINR − NB Improved Naive Bayesian Training Algorithms

COUNT () A function for finding numbers

NUMDOCS Number of documents

NUMWORDS Document word number

SUM () Summation function

P0NUM The sum of word vectors belonging to non-recruitment information

P1NUM The sum of word vectors belonging to Recruitment Information

LOG() Take logarithmic function

K Set magnification factor

P1V Probability that ultimately belongs to Recruitment Information

P0V Probability of eventual non-recruitment information

P0DEMO Number of Document Words Not Belonging to Recruitment Information

P1DEMO Number of Document Words Belonging to Recruitment Information

characteristics of obscure terminology will play a dominant role in text cate-
gorization. For example, when a feature appears once in a text of a certain
category, the probability of this category is estimated to be: 1+1

1+|Category| , where
|Category| is the total number of features in the training set, while other cat-
egories is estimated to be: 1+0

0+|Category| , both above two are about to zero, but
after calculating posterior probability V NB = argmaxP (Cj)

∏
i P (wi|Cj), the

categorization results will be updated.
In order to reduce above influence and result deviation which caused by

continuous multiplication, Min et al. [11] changed continuous multiplication to
continuous addition based on Naive Bayesian text categorization. In order to
obtain the categorization result more accurately, our work adds the amplification
factor K to the predecessors. Compared with the previous improved algorithms,
the improved algorithm can improve the categorization accuracy.

The process of the improved algorithm is as follows. First, the initial data are
obtained, then the initial data are preprocessed, then the bag of words model is
constructed, and then the earlier probability and the posterior probability are
calculated. Finally, the probability under different amplification coefficients can
be obtained by adding amplification coefficients. As shown in Fig. 1:

After the above analysis, the specific process of the improved Naive Bayesian
algorithm is as follows:

(1) Obtain the Recruitment Text and Preprocess the Initial Data. After using
the crawler to get the recruitment text on the recruitment website, it uses
the word segmentation tool to preprocess the recruitment text.
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(2) Construct the Word Bag Model and Extract the Text Deatures. After word
frequency statistics of preprocessed text, words with high frequency are
selected to build the word bag model. Then we obtained the word vector
to extract text features.

(3) Calculate Prior Probabilities Belonging to Recruitment Categories and Non-
recruitment Categories. The total number of texts in each class and the total
number of texts in the entire training set are calculated, then we obtain the
percentage of the total number of training texts of these two categories in
the total number of training sets.

(4) Calculated the Posterior Probability of Recruitment Categories and Non-
recruitment Categories. For each item in the text to be categorized, the
total number of texts with feature items in each class is calculated, and then
get the percentage of the total number of texts with feature items in the two
categories to the total number of texts in that class. In this step, the posterior
probabilities belonging to recruitment and non-recruitment categories are
calculated respectively after the original multiplication becomes addictive.

(5) Add the Magnification Factor. Because the Naive Bayesian categorization
algorithm only needs to compare the probability calculation results of
recruitment and non-recruitment, it will not affect the final categorization
result if the probability calculation results of two categories are enlarged.
In order to avoid large categorization deviation due to insufficient computer
precision, which the output probability is zero, it is necessary to set the
correct amplification factor through experiment results analysis.

(6) Judge the Recruitment Category. According to the obtained probabilities, the
categorization of recruitment is judged. The recruitment text is categorized
by comparing the posterior Categories obtained. If the probability that the
text belongs to the recruitment group is greater than the probability of the
non-recruitment category, the text is recruitment information. Instead, it is
non-recruitment information.

5 Algorithm

The R-NB algorithm proposed in this paper is implemented by adding an ampli-
fication coefficient on the basis of the previous changing from continuous mul-
tiplication to continuous addition. The symbols appearing in the algorithm are
defined as follows, referring to Table 1.

Firstly, in the categorization trainer function, we need to use our processed
text MATRIX and the CATEGORY set of categorization tags, and then we can
know the number of NUMDOCS and the number of NUMWORDS of documents
collected. Then, it will be converted into word vectors P0NUM and P1NUM , and
the probability PALL of the text belonging to the recruitment information is
calculated, then the sum of the word vectors P0NUM and P1NUM is calculated.
When it belongs to the recruitment information, the word vector P1NUM belongs
to the recruitment information is added, and the number of document words
P1DEMO belonging to the recruitment information is added at the same time.
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Algorithm 1. R-NB Algorithm
Input: Document matrix MATRIX , categorization label setCATEGORY .
Output: The Probability of Words Appearing under the Conditions of Non-

Recruitment Information P0, The Probability of Words Appearing under the Con-
ditions of Recruitment Information P1, Probability of Documentation Belonging to
Recruitment Information PALL.

1: TRAINR − NB(MATRIX , CATEGORY )
2: NUMDOCS ← COUNT (MATRIX)
3: NUMWORDS ← COUNT (MATRIX [1])
4: PALL ← SUM (CATEGORY )/(NUMDOCS)
5: P0NUM ← SUM (NUMWORDS)
6: P1NUM ← SUM (NUMWORDS)
7: for do i in NUMDOCS

8: if Category[i] == 1 then
9: P1NUM ← P1NUM + MATRIX [i]

10: P1DEMO ← P1DEMO + SUM(MATRIX [i])
11: else
12: P0NUM ← P0NUM + MATRIX [i]
13: P0DEMO ← P0DEMO + SUM(MATRIX [i])
14: end if
15: end for
16: P1 ← LOG(P1NUM/P1DEMO)
17: P0 ← LOG(P1NUM/P1DEMO)
18: return P0, P1, PALL

Similarly, if the word vector belongs to non-recruitment information, the number
of document words P0DEMO that does not belong to recruitment information is
added. Finally, the probability P1 of each word in recruitment information and
the probability P0 of each word in non-recruitment information are calculated.

In the previous step, the probability P0 of words appearing under the condi-
tion of non-recruitment information and the probability P1 of words appearing
under the condition of recruitment information were first obtained, then the
amplification coefficients are added for comparison operation, and finally the
probability P1V of documents belonging to recruitment information and the
probability P0V of non-recruitment information are obtained. Then, by compar-
ing the two probabilities, we can decide which category each word vector belongs
to.

6 Experiments and Findings

Building Naive Bayesian classifier requires training text set and test set. The
data in this paper are collected from 51job (https://www.51job.com/). 2500
recruitment information and 2500 non-recruitment information are invoked as
training sets, and then the remaining documents are used as test sets. Finally, the

https://www.51job.com/
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Algorithm 2. R-NB Algorithm
Input: Object word vector array form VECLASSIFY, The probability of each word

in the recruitment categorization P1, The probability of each word appearing in
a non-recruitment category P0, The probability that the document belongs to the
recruitment information PCLASS1, Amplification factor K.

Output: Final categorization results Y/N.
1: CLASSIFY NB(VECLASSIFY , P0, P1, PCLASS1)
2: P1V ← ((K ∗ SUM (VECLASSIFY )) + (PCLASS1))
3: P0V ← ((K ∗ SUM (VECLASSIFY )) + (1.0 − PCLASS1))
4: if P1V > P0V then

return Y
5: else

return N
6: end if

categorization accuracy is used as evaluation index. The categorization accuracy
is decided by the correct number of text and the total number of text, as shown
in Eq. 6.

Correct =
RightDos

Total
. (6)

Firstly, we use “Jieba” to segment one of the collected Recruitment Infor-
mation documents. As shown in Fig. 2. Then we use the word bag model to
process the document again, and select the words which seem more often as the
document vector, as shown in Fig. 3.

As a classical text categorization algorithm, Naive Bayesian algorithm has a
well categorization accuracy. Generally speaking, accuracy rate can reach more
than 90% in theory and more than 80% in practice under some specific cir-
cumstances. However, due to its high dimensionality, sparsity, standardization,
uneven distribution of topics and colloquial recruitment information, it cost too
much time. Additionally, the posterior probability of the feature words of doc-
uments to be classified is generally small. When the number of feature words
is large, the calculated probability value may be very small. In experiments, we
find the calculated posterior probability is nearly to zero many times. So using
the original Naive Bayesian algorithm to classify the recruitment text, the results
is not ideal.

In order to cut the propagation of this error as much as possible and obtain
the higher categorization accuracy, we need to add a coefficient. The principle
of the algorithm is comparing the posterior probability of different categories, so
this work selects the categories with high probability as the corresponding text.
To be noticed, when the magnification factor is too large, the calculation result
of posterior probability will be zero. By referring to earlier studies, this paper
intends to set the amplification coefficient to 2, 3, 4, 5, 6, 7, 8, 9 in the case
of 500, 1000, 1500, 2000, 2500 samples. The experiment results are as shown in
Fig. 4, 5, 6, 7, 8, 9, 10 and 11.
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Fig. 2. The segment result based on “Jieba”.

Fig. 3. The segment result based on word bag model.

By comparing the data from the experiment results above, it is found that
the improved algorithm achieves better categorization accuracy than the origi-
nal Naive Bayesian algorithm, where the greatest difference between the original
Naive Bayesian algorithm and the improved algorithm without amplification
factor is 1.1%. The improved algorithm with amplification factor has the same
accuracy as the original Naive Bayesian algorithm without amplification factor.
And the greatest difference is 5.7% between the improved algorithm with ampli-
fication factor and the one without amplification factor. Because the original
Naive Bayesian algorithm is not appropriate for dealing with the features in
recruitment information, it will affect the categorization accuracy of the original
algorithm. And it is shown that with the increase of the magnification factor, the
accuracy of text categorization of the improved algorithm increases gradually,
but when the magnification coefficient exceeds a threshold, the categorization
accuracy decreases, but compared with the original algorithm, the categorization
accuracy still increases.

In order to clarify the relationship between the magnification factor and
categorization accuracy, the average probability of magnification factor between
3 and 20 is obtained when the number of samples is 500, 1000, 1500, 2000 and
2500, respectively. The results are shown in Fig. 12.
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Fig. 4. Amplification factor is 2. Fig. 5. Amplification factor is 3.

Fig. 6. Amplification factor is 4. Fig. 7. Amplification factor is 5.

Fig. 8. Amplification factor is 6. Fig. 9. Amplification factor is 7.

Fig. 10. Amplification factor is 8. Fig. 11. Amplification factor is 9.
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Fig. 12. Accuracy Rate of With Different K Values.

7 Conclusion

Aiming at the existing problems of the original Naive Bayesian algorithm in
the text categorization of recruitment, this paper proposes the R-NB algorithm,
which can mitigate the influence of unfamiliar professional terms on the text
categorization results. Experiment results show that the improved algorithm
with amplification coefficient has better categorization accuracy. In addition, the
experiment shows that the categorization effect is better when the amplification
coefficient is between 5 and 6.
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Abstract. Approximately, 50 million people in the world are affected by epi-
lepsy. For patients, the anti-epileptic drugs are not always useful and these drugs
may have undesired side effects on a patient’s health. If the seizure is predicted
the patients will have enough time to take preventive measures. The purpose of
this work is to investigate the application of bidirectional LSTM for seizure
prediction. In this paper, we trained EEG data from canines on a double Bidi-
rectional LSTM layer followed by a fully connected layer. The data was pro-
vided in the form of a Kaggle competition by American Epilepsy Society. The
main task was to classify the interictal and preictal EEG clips. Using this model,
we obtained an AUC of 0.84 on the test dataset. Which shows that our classi-
fier’s performance is above chance level on unseen data. The comparison with
the previous work shows that the use of bidirectional LSTM networks can
provide significantly better results than SVM and GRU networks.

Keywords: Seizure prediction � Bidirectional LSTM � Deep learning � EEG

1 Introduction

Epilepsy is a neurological disorder characterized by spontaneous seizures. “Approxi-
mately, 50 million people in the world are affected by epilepsy and roughly 80% of them
belong to low- and middle-income countries [1].”Medications for epilepsy might not be
effective in almost half a cases. Although seizures occur infrequently, the patients under
a continuous stress due to the fear of occurrence of seizure [2]. Similarly, the care taker
person also suffers due to uncertain conditions of the patient. According to multi-center
clinical studies, 6.2% of patients reported premonitory symptoms, and some of the
epilepsy patients interviewed felt “auras” [3]. All these indicated that seizures might be
predicted. Early detection can enable a patient as well as the care-taker to ensure
precautionary steps for minimizing the associated risks by bringing the patient into a
more comfortable and safer environment or bring him/her to rest if moving.
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The brain activity can be classified into four states: Interictal (between seizures, or
baseline), Preictal (prior to seizure), Ictal (seizure), and Post-ictal (after seizures) [2].
The American Epilepsy Society (AES) announced a competition on the platform of
Kaggle (Kaggle, Inc) on the seizure prediction task. Our task is to develop a model to
differentiate between Preictal and Interictal states. The data is collected from seven
subjects, five canines, and two humans. The data consisted of 10-minute clips labeled
“Preictal” or “Interictal”. The participants of the competition are required to distinguish
between interictal and preictal clips. Preictal data segments are the six 10-minutes clips
prior to seizure with a 5-minute margin from seizure, as shown in Fig. 1. This 5-minute
interval has been left to predict seizure on a minimum onset of 5 min so that the patient
may be enabled to take preventive measures before occurrence of seizure. From Fig. 1,
it can also be seen that there are more than one recordings for each segment in the figure.
These recordings are from different electrodes placed at different positions of the brain.

The classification of data into preictal and interictal segments makes this a binary
classification task, in which the computational model has to predict the class of a given
clip. The evaluation method used in the competition is area under the ROC curve
(AUC). A higher AUC means that the model has given a higher probability to preictal
clips. For a perfect classification result, the AUC would be 1. The computational model
is trained on the intracranial encephalogram (iEEG) data from different subjects and
tested on the unseen data.

In this paper, we investigate the use of bidirectional long short-term memory
(LSTM) network for seizure prediction, which to the best of our knowledge has not been
addressed before. In a recent study, Random Forests and Convolutional Neural Net-
works (CNN) were trained and achieved AUC score in the range of 0.82–0.86 range [4].

CNN models have been more successful on image data or where a problem can be
addressed such that the data is treated as images (e.g., spectrogram of speech data).
However, for time-series data, RNN model would be a better suit. In a comparative
study of RNN and CNN for natural language processing, which mainly involves
processing of sequential data, it can be proved that RNN outperforms CNN on most of
the tasks [5]. CNN model would not be able to capture the time depenencies of the data
while an LSTM model look after the time dependencies both in forward and backward
direction. This is one major motivation for the use of Bi-directional LSTM on the given
EEG data. The rest of the paper is organized as follows: In Sect. 2, we provide a

Fig. 1. Ten minutes pre-ictal clips and a five minute interval before the seizure can be seen
(Source: kaggle.com)
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description of the data and explain the features. Section 3 discusses the LSTM model
usage. Results are reported in Sect. 4. Finally, the paper is concluded in Sect. 5.

2 Data Description and Feature Extraction

The iEEG Data used for this paper was recorded as 10-minute long clips from different
subjects with a sampling frequency of 400 Hz. The data is provided by AES and hosted
on Kaggle. In this work, data from four canines has been used for training of the model
[6, 7].

Each clip consists of a 10-minute long recording from 16 different electrodes at a
sampling frequency of 400 Hz. This implies that each clip has 600 s × 400 Hz × 16
channels = 3.84 million samples. Table 1 shows that canines we selected to have 3459
recordings. This is a huge number. Thus, in order to train the model, it is important to
extract useful features.

Feature extraction is done to reduce the dimensionality and extract fruitful infor-
mation from the data. For this purpose, each 10-minute clip is split into 20 smaller clips
of 30 s each. As each clip consists of 16 channels recordings so at the end of this
process, we get 20 × 16 = 320 segments from each clip. Features extracted from the
data are stated below.

2.1 Power Spectral Intensity

Power spectral intensity (PSI) is computed for each bin using PyEEG library [8].
PyEEG follows the below pattern to compute PSI.

Table 1. Total number of labeled clips available in the dataset

Subject Total clips Preictal clips Interictal clips

Dog1 504 24 480
Dog2 542 42 500
Dog3 1512 72 1440
Dog4 901 97 804

Fig. 2. Diagram showing the overall approach used in this work
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(i) Fast Fourier Transform, X = [X1, X2, X3……., XN] is obtained for each 30-
second clip.

(ii) PSI is calculated in eight different frequency bins using this mathematical relation.

PSI ¼ Pf2
i¼f1

jXij;
Where f1 and f2 are the lower and higher values of a bin. The bins are: {[0.1, 4], [4,

8], [8, 12], [12, 30], [30, 50], [50, 70], [70, 100], [100, 180]} in Hz. The first four
frequency bins correspond approximately to the δ, θ, α and β bands respectively. These
bands are used frequently in neurophysiology [9].

2.2 Standard Deviation

In addition, the standard deviation for each 30-second segment is measured as one of
the features. For a smaller clip, 9 features are extracted from each channel resulting in a
total of 16 × 9 = 144 features obtained for that clip. From a single 10-minute clip,
2880 features are mined. A random shuffle is applied to the data for faster convergence
[11]. After this, the data is divided into training and test sets. A total of 2900 samples
are used to train the model, and the rests 559 are used as a test set.

3 Model Training

We train Bidirectional LSTM units followed by a fully connected layer of artificial
neural network (ANN). Figure 2 shows the overall approach used in this work. The
features extracted from the data are used to train the model. At the last layer, a softmax
layer is used to classify pre-ictal and inter-ictal EEG clips.

In this work, we have considered only the Bidirectional LSTM model, and the
model is trained without any regularization technique applied. In this section, we will
discuss Bidirectional LSTM [11] unit and how we used these to obtain good results.

LSTM unit is a variant of Recurrent Neural Networks (RNN). Due to the vanishing
and exploding gradient problems, it is hard to train standard RNN [10, 12]. In an
LSTM, the activation function is an identity function having derivative equal to 1. This
stops the gradient from vanishing or exploding and rather keeps it constant. The
architecture of the LSTM was presented in [10] and is formulated as:

ft ¼ rgðWf xt þUf ht�1 þ bf Þ ð1Þ

it ¼ rgðWixt þUiht�1 þ biÞ ð2Þ

ot ¼ rgðWoxt þUoht�1 þ boÞ ð3Þ

~ct ¼ tanhðWcxt þUcht�1 þ bcÞ ð4Þ

where Wf,Wi,Wo, andWc are the weight matrices mapping the hidden layer input to the
three gates and the input cell state, while the Uf, Ui, Uo, and Uc are the weight matrices.
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The bf, bi, bo, and bc are four bias vectors. The σg is the gate activation function, which
normally is the sigmoid function, and the tanh is the hyperbolic tangent function. With
the above four equations, at each time iteration t, the cell output state, Ct, and the layer
output, ht, can be calculated as follows:

Ct ¼ ft � Ct�1 þ it � ~ct ð5Þ

ht ¼ ot � tanðCtÞ ð6Þ

The LSTM architecture selected for this problem in Fig. 3 consisted of 20 forward
and 20 backward LSTM cells per layer. Each cell accepts 144-dimensional vector
corresponding to a single 30-second clip. The output is obtained by connecting the final
LSTM cell output to fully connected layer that outputs the probabilities for both
classes. We used Xavier initialization method [13] to initialize our fully connected
layer variables. Adam optimization algorithm [14] is used for the training of network.
The batch size is kept equal to 290.

4 Results

The performance of the model is tested with Area under the ROC curve (AUC). The
importance is given to correctly predict pre-ictal events. Hence, the goal is to maximize
true positive rate (TPR) and to keep a false-positive rate (FPR) reasonably low. And
thus, we use Receiver Operating Characteristics (ROC) curve and Area Under ROC
curve (AUC) to assess the overall performance of the model. ROC curve is a plot
between TPR and FPR. The higher values of AUC indicate the better results and vice
versa.

Fig. 3. A double Bidirectional LSTM layer network: each layer contains 512 hidden nodes
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To calculate TPR and FPR, we need True Positives (TP), False Positives (FP),
False Negative (FN), and True Negative (TN). TP is the number of examples predicted
pre-ictal and labeled pre-ictal as well. FP is the number of examples incorrectly pre-
dicted as pre-ictal. FN is the number of examples predicted incorrectly as inter-ictal.
TN is defined as the number of examples predicted correctly inter-ictal by the classifier.

The results obtained using the double Bidirectional LSTM layers are encouraging.
Two different splits of Training and Test datasets are used in this work. The AUC
obtained in Split1 and Split2 is 0.84 and 0.81 respectively, which are better than
compared to the AUC obtained by [15]. The maximum AUC reported by [15] is 0.71
and the maximum AUC reported by [16] is 0.80. This shows that our approach
achieves better AUC. Results are compared with [15] and [16] as reported in Tables 2,
3 and 4.

The ROC curves for both split1 and split2 are shown in Figs. 4 and 5 respectively.
From these figures, we can clearly see that the ratio of true positives is higher than false
positives. The similarity between the AUC obtained for training and test sets indicates
that we do not have an overfitting situation. To compare our results, we selected [15] as
the authors have used the same subjects (data) with similar features’ sets and trained a
GRU model. In comparison, we have used a bidirectional LSTM which has given us
better performance.

Table 2. Maximum AUC achieved using bidirectional LSTM

Training dataset AUC Test dataset AUC

Split1 0.88 0.84
Split2 0.93 0.81

Table 3. AUC obtained by [15] using 2 layer GRU network

Validation dataset AUC Test set AUC

Split 1 0.94 0.46
Split 2 0.69 0.61
Split 3 0.87 0.63
Split 4 0.82 0.64
Split 5 0.86 0.71

Table 4. Average AUC obtained by [16] using three different classifiers.

Model Average AUC

Linear least squares 0.78
Linear discriminant analysis 0.69
Regularized SVM 0.80
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5 Conclusion and Future Work

In this paper, we have investigated the use of Bidirectional LSTM on EEG data for
seizure prediction. A double Bidirectional LSTM layer was trained on the features
extracted from raw data. The proposed model has shown promising results when tested
on unseen test set. We received test set AUC of 0.84 and 0.81 for Split1 and Split2
respectively, which is better than AUC values 0.71 and 0.80, reported by [15] and [16]
respectively. The predictions of the model with unseen data are notable. We did not
allow the model to overfit and the test set performance is in close resemblance with
performance for train set. The EEG data is typically challenging for understanding by

Fig. 4. Receiver operator characteristics for the split1 test dataset

Fig. 5. Receiver operator characteristics for the split2 test dataset
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humans, but with machine learning tools, we can process it and extract useful features
from it. In future, much longer recordings of EEG data can be used to train the model
which may then help to have even better insights into the data.
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Abstract. This paper presents a hybrid machine learning method of
classifying residential requests in natural language to responsible depart-
ments that provide timely responses back to residents under the vision of
digital government services in smart cities. Residential requests in natural
language descriptions cover almost every aspect of a city’s daily opera-
tion. Hence the responsible departments are fine-grained to even the level
of local communities. There are no specific general categories or labels
for each request sample. This causes two issues for supervised classifica-
tion solutions, namely (1) the request sample data is unbalanced and (2)
lack of specific labels for training. To solve these issues, we investigate
a hybrid machine learning method that generates meta-class labels by
means of unsupervised clustering algorithms; applies two-word embed-
ding methods with three classifiers (including two hierarchical classifiers
and one residual convolutional neural network); and selects the best per-
forming classifier as the classification result. We demonstrate our app-
roach performing better classification tasks compared two benchmarking
machine learning models, Naive Bayes classifier and a Multiple Layer
Perceptron (MLP). In addition, the hierarchical classification method
provides insights into the source of classification errors.

Keywords: Machine learning · Natural language processing · Text
classification

1 Introduction

The context of smart cities relates to the capability of analyzing and responding
to specific requests from residents. In addition to social media networks such
as Twitter and Chinese Weibo, an important source of city events down to the
county level are service requests directly reported from metropolitan residents.
These requests are through phone calls, emails and chatbots sent to metropolitan
residential service centers that employ Human agents to dispatch the requests
manually to corresponding service sectors for handling such issues. However, the
processing capacity of call centers is bounded by the limitation of human oper-
ation. Therefore an artificial intelligence-enabled system helps to automatically
c© Springer Nature Singapore Pte Ltd. 2019
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convert audio-based reported requests into text content and then dispatches the
request to the corresponding sector of services. Such automation improves service
responsiveness.

The core of such an automated request analysis and dispatching system is
a machine learning model that classifies a request in natural language to an
organization that is responsible for handling the case. To scope the research
problem, this paper has the assumption that requests are all text-based. Any
audio request is converted to the text-based content. The issues of classifying
these text-based request data are two aspects. First, the labels for classification
require processing on the raw datasets to produce suitable labels. It could be
assumed that the field called the responsible department in the original dataset
should be the labels. However, the responsible departments are also presented
in natural language description that contains abbreviation, location information
and less precise rename of a department. In addition, future requests may even
result in new department names that are not part of the historical labels. Another
issue is the request distribution over the corresponding responsible departments
by nature are not evenly distributed. Some responsible departments are of small
request cases and lead to the overall datasets unbalanced.

In this paper, we propose a hybrid method to address the above two issues.
Our method consists of (1) an NLP processing workflow for feature extraction;
(2) a clustering algorithm for generating meta-classes for hierarchical training;
(3) multiple classifiers with a Naive Bayes model, a fully connected neural net-
work model and a residual neural network model to produce an optimal inference
for a certain request. Training the classification with generated meta-classes, we
gain insights into the classification errors.

A use case of our hybrid method has been developed on over 80,000 sam-
ple requests in Chinese that involve 157 responsible departments. Our method
achieves with testing precision of 76.42% and log loss value of 1.192 over 35,663
test data that collected in different time period than the training datasets. Our
code and samples of the dataset are open-sourced on Github1.

The contribution of this paper is three-fold as follows:

– We build an NLP-based feature engineering workflow with a rigorous measure
of feature prediction power using information values;

– We demonstrate a hybrid machine learning method with both unsupervised
and supervised machine learning to classify residential requests over unbal-
anced data sample distribution;

– We develop three classifiers to ensemble the best classification result. We
compare the classification performance with two benchmarking models.

The structure of this paper is organized as follows: Sect. 2 presents the related
work. In Sect. 3, we introduce our dataset and feature engineering techniques.
Section 4 describes a hierarchical classification method of generating meta-classes
for classification of a large number of classes. The hybrid machine learning mod-
els in Sect. 5. Finally, we present our assessment metrics and experiment results
of the classification performance in Sect. 6. We conclude our paper in Sect. 7.
1 https://github.com/OneClickDeepLearning/classificationOfResidentialRequests.

https://github.com/OneClickDeepLearning/classificationOfResidentialRequests
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2 Related Work

Learning from Few Labeled Data. Kamal et al. proposed an Expectation-
Maximization based method [1] to train a classifier with few labeled data and use
the classifier to label the high-confidence unlabelled data, then use the labeled
data to train a new classifier, and repeat this process until the classifier converge.
Blum et al. [2] proposed a co-training method that allows learning from two
views of the features. Rajat et al. proposed a Self-taught method that uses
Auto-Encoder to learn higher-level representations with unlabelled data [3].

Imbalance Dataset. Nitesh et al. presented a method of SMOTE (Synthetic
Minority Over-sampling Technique) [4] to over-sampling the minority class by
creating synthetic minority samples that fall between the minority data and their
nearest neighbors. If the distance between the minority data and the neighbors
is far, the synthetic data will have a large range of noise. Hui et al. presented
a Borderline-SMOTE method [5] ensures that the sampling happens only when
the majority of the selected neighbors are minority data to lower the randomness
of noise.

Ensemble of Classifiers. Breiman proposed a bootstrap aggregating method
[6] using bootstrap to extract several sub training sets from the original training
set and train a classifier for each sub training set. Then each classifier gives a
weighted vote for the classification. Yoav and Robert proposed a boost-based
method called AdaBoost that uses weighted data to train weak classifiers. The
data miss-classified by a weak classifier gains more weight to train the next weak
classifier. The weak classifiers are weighted to form a confident classifier. Based
on AdaBoost [7] method, Wei et al. proposed a cost-sensitive Boosting [8] that
increases the weight of misclassified training data that have a higher cost.

Hierarchical Classification. Pei-Yi et al proposed a hierarchically SVM text
classification method that split a problem into sub-problems in the classification
tree that can be solved accurately and efficiently [9]. A hierarchical softmax
architecture [10] was proposed by Morin and Bengio when dealing with a huge
number of output classes. It significantly speeds up the training time compared
to feed-forward networks.

Convolutional Neural Networks on NLP Tasks. Convolutional Neural Net-
work (CNN) models have been demonstrated performing well in the NLP tasks
of sentence classification [11,12]. A CNN model consists of layers of convolutions
with non-linear activation function such as ReLU or tanh. In a CNN model,
convolutions over the input layer are used to compute the output. As illustrated
by Zhang [13], each region of the input is connected to a neuron in the output.
Then each layer applies a filter to detect higher-level features. These features
further go through a pooling layer to form a univariate feature vector for the
penultimate layer. The final softmax layer then receives this feature vector as
input and uses it to classify the sentence.

Kim applied a single convolutional layer on top of Word2Vec embeddings
[14] of words in a sentence to perform classification tasks. His work proves that
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convolutional neural network, with a good representation of the words, can pro-
vide promising results on NLP problems. Conneau et al. proposed ResNet-like
deep convolutional neural network [15] that can learn the different hierarchi-
cal representation of the input text. They use small convolutions and let the
network learn what is the best combination of these extracted features. Their
work allows the network to be deeper and finer-grained. Prabowo and Thelwall
proposed a series of hybrid classifiers [16] that combine different rule-based clas-
sifiers and SVM as a pipeline to solve sentiment analysis problems and achieved
good performance.

3 Feature Engineering

Feature engineering processes and transforms the dataset in texts to word vec-
tors as inputs of machine learning models. The original dataset contains eight
features with id, time stamp, four categories of responsible departments, request
description, and responsible department description.

The feature engineering workflow is depicted in Fig. 1. Feature engineering
first removes invalid data samples in which the values of the responsible depart-
ment description are missing or originally marked as non-available. The training
dataset contains 849,861 records, including 145,542 records originally marked as
invalid and 58,394 records without a responsible department description. Finally,
valid dataset contains 645,924 records.

Fig. 1. The major steps of feature engineering on two features of request description
and responsible department description

3.1 Data Preprocessing

Sentences are segmented into tokens before feature extraction. Two major
methodologies of tokenization and segmentation are dictionary-based and
statistics-based. The dictionary-based methods recognize words based on a main-
tained vocabulary [17], while the statistics-based approach uses corpus as a
resource to build a word-segmentation model. In this paper, we process the tok-
enization and segmentation with the second method using a tool called LTP, a
Chinese language technology platform [18]. LTP consists of six Chinese process-
ing modules, including (1) Word Segmentation (WordSeg); (2) Part-of-Speech
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Tagging (POSTag); (3) Named Entity Recognition (NER); (4) Word Sense Dis-
ambiguation (WSD); (5) Syntactic Parsing (Parser) and Semantic Role Labeling
(SRL).

Further on, the segmented tokens are filtered by lexical analysis modules of
LTP to eliminate tokens that include digits, words in other languages, punc-
tuation, and stop words. A combined list of public available stopping-words is
applied to the LTP tool. In addition, verbs, adjectives, adverbs are also excluded.
Organization names and location-relevant nouns consist of more than one tokens.
The NER module of LTP recognizes and merges these nouns into single words.

3.2 Data Distribution

The feature that contains the labeling information is responsible department
description. A simplified illustrating sample is depicted in Fig. 2. The descrip-
tion needs further processing to generate labels for training and inference. The
reason is the description usually contains location phrases with various levels
of metropolitan granularity, national, provincial, county, and local communities.
This means the records with the same responsible department but different loca-
tion nouns become separate classes. As a result, the dataset distribution over
the labels is spread widely with a large number of classes and the density of
classes is diluted. Such a circumstance degrades the training quality and infer-
ence accuracy.

Fig. 2. One data sample with features of request description and responsible depart-
ment description

To solve the above problem, we separate the location nouns from department
names and titles. Only the organization names and titles remain to generate
training labels. For cases that the department names and tiles are in abbrevi-
ation, we set up a dictionary and manually create an entry mapping between
the standard full name and any forms of variation including abbreviation. This
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Fig. 3. Data distribution statistic for 157 classes, the x-axis is the index of the classes
and the y-axis is the total number of data of a class

leads to 157 unique department names and titles, which are considered as the
labels for classification. We further plot the data sample distributions over the
157 classes in Fig. 3. Among them, there are 101 classes whose data sample sizes
are below 1000 samples (approximately 1000 out of a portion of 0.15%).

We further explore the dataset characteristics upon observations of data dis-
tribution. We develop an inverted index of words in each request description
record. The Bag-of-Words (BoW) algorithm [19] is used to build the word pairs
with their word counts per record. The word and the sample become a vector
that is stored. Such a vector allows us to trace the word occurrence in sam-
ples. Therefore we compute the statistics of sample counts grouped by the word
occurrence frequency.

Figure 4(a) plots the word frequency distribution. This plot is interrupted
as 9382 data samples contain words that only occur once in the whole request
description text; 6275 data samples contain words occur 2 to 5 times in the
whole request description text. The words of high frequency (such as over 50)
only appear in a limited number of samples (such as 807 samples). Since stop-
ping words are already filtered, this plot in Fig. 4(a) indicates words with low
frequency should be further measured with their relevance of other words in the
feature space. Likewise, we produce the plot of word frequency and distribution
of 157 labels as shown in Fig. 4(b). Our solution is training the Word2Vec model
to generate the word embedding that represents the relations of word tokens in
a high dimensional space. The details are presented in Sect. 3.4.

3.3 Information Values of Features

Information values and Weight-of-Evidence (WoE) are techniques of feature
selection. Information values measure the prediction power of a feature. The
decision to select the four categories of responsible departments as features is
evaluated by their information values. The value of each category are tags edited
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(a) Data sample distribution
over word frequency in request
description

(b) Label distribution over word
frequency

Fig. 4. Data and label distribution

Fig. 5. Data sample of categories

by customer service operators. A data sample is depicted in Fig. 5. The bottom
textbox shows the corresponding responsible department. The four categories
represent four levels of tags as a whole capturing context of the request. The
tokenization and segmentation workflow is applied to each category. We com-
bine tags of four categories as a combo for the information value analysis. By
statistics, there are 418 unique values of category tag combo.

[tag1, tag2, ...tagn], n = 418

The information values (IVs) are calculated to measure the prediction power
of the category tag combo to the class label as the responsible department.
Therefore, the 157 responsible departments and the 418 category tag combo
form a 157 × 418 vector. Each entry of this vector is notated as TagComboi,j ,
which represents the counts of data samples with tag combo j that belong to
responsible department i. Then the notation of Non − TagComboi,j represents
the total counts of data samples with tag combo l �= j, that is

Non − TagComboi,j =
418∑

l=1,l �=j

#tag − comboi,l
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Fig. 6. Sample calculation of IV

Now, we can calculate the value of WoE as

WOEi,j = ln(
TagComboi,j

Non − TagComboi,j
)

Hence, we calculate the information value vectors for each category tag combo
j for responsible department i as shown in Fig. 6.

Finally, the IV values of each category tag combo are summed up for all 157
responsible departments to measure the prediction power of each tag combo as

IVi,j = (TagComboj% − Non − TagComboj%) ∗ WOEi,j

IVTagComboj
=

157∑

i=1

IVi,j

According to the rule of thumb described above, we find only 13 out of
418 category-combos are weak predictions, that is IV value is in the range of
(0.02,0.10]. The rest of category-combos have IV values below 0.02, which indi-
cates not useful for prediction. In another word, it means category-combo is
not an important feature for classifying responsible departments. They are not
selected as input features for classifiers.

3.4 Feature Extraction

Feature extraction is to produce the word tokens into word vectors with numer-
ical values. In this paper, we apply two methods namely Term-frequency-inverse
document frequency (TF-IDF) [20], and Word2Vec [17].

Generating Word Vector Using TF-IDF. TF-IDF measures the relevance
of words, not frequency. That is, word counts in the inverted index discussed in
Sect. 3.2 are replaced with TF-IDF relevance weight across the whole dataset.
With TF-IDF, the more samples a word appears in, the less valuable that word
is as a signal to differentiate a given request. The relevance weight of a word is
calculated in Eq. 1.

wi,j = tfi,j × log(
N

dfi
) (1)
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where N is the number of samples; tfi,j represents the number of occurrence
of word token i in sample request j; dfi represents the number of occurrence of
request samples that contain the token i. The vector of wi,j is a normalized data
format that adds up to one for all the samples. This TF-IDF vector is used as
input to the Naive Bayes classifier discussed in Sect. 4.3.

Word Embedding Using Word2Vec. Word embedding maps word tokens
of varied length to a fixed-length word vector as inputs to machine learning
models. In nature, word embedding reconstructs linguistic contexts of words
and produces a vector space. The algorithm of Word2Vec uses a group of related
models that are two-layer neural networks that are trained over a large corpus
of text and produces a vector space, typically of several hundred dimensions.
Each unique word in the corpus is assigned a corresponding vector in the vector
space so that words that share common contexts in the corpus are located in
close proximity to one another in the space [17].

We have trained the Continuous Bag-of-Words structure (CBOW) of the
Word2Vec model with a corpus collected from the whole dataset. We segment
the whole dataset of 65,9421 samples with sentences into data blobs of every five
continuous words as input. The central word is the target for output. Empirical
experiments indicate using the training dataset as corpus produces a better
classification performance. The details of the experiments are not central to the
research scope of this paper, thus omitted.

By statistics, we observe the word length in a request description of the
dataset ranges from 1 to 780 with a weighted average of 46. Over 90% of the
request descriptions have less than 100-word tokens. Thus we set the word vector
dimension as 100, and pad zero if the word length is less than 100.

4 Hierarchical Classification Method

A hierarchical classification method handles classification of a large number of
possible classes [21]. The current training dataset contains 157 unique labels
and thus 157 classes. We develop a hierarchical classification method to evaluate
whether it works for our dataset. There are two kinds of hierarchical classifica-
tion. One uses meta-classes as a two-hierarchy structure where leaf classes are
grouped by similarity into intermediate classes (the meta-classes) [9]. The other
one copes with a pre-defined class hierarchy, a type of supervised learning. In this
paper, our method is the former case by means of which we build the hierarchy
during the training by a clustering method, and then classify a sample from the
meta-classes to the leaf-classes.

4.1 Meta-Class Generation Using K-Means and GMM

To create meta-classes for 157 labels according to similarity, we first apply the
K-Means clustering algorithm [22]. The K-Means algorithm first assigns each
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sample to the cluster whose mean values have the least squared Euclidean dis-
tance. Secondly, it calculates the new means to be the centroids of the observa-
tions in the new clusters. Finally, the algorithm converges when the assignments
no longer change. K-Means applies hard clustering by assigning data points to
a cluster. This implies a data sample is assigned to the closest cluster. K-Means
is simple to train but does not guarantee convergence to the global optimal
whereby degrades the clustering accuracy.

The Gaussian Mixture Model (GMM) [23] is a finite mixture probability
distribution model. The parameters of GMM are estimated iteratively by using
the Expectation-Maximization (EM) algorithm [23]. GMM/EM determines a
sample’s probability of belonging to a cluster, which is a soft clustering process.
Each cluster, therefore, can have different options to constrain the covariance
such as spherical, diagonal, tied or full covariance, instead of only spherical in
K-Means, which means the clustering assignment is more flexible in GMM than
in K-Means. The EM algorithm has its limitation. One issue is the number of
mixtures affects the overall performance of EM and this number is an unknown
prior. Therefore, the optimal number of mixtures is important to ensure an
efficient and accurate estimation.

Our solution is applying K-Means to obtain values of centroids (or geometric
centers), then initializing GMM with centroids values [24]. The input to K-means
is a word vector with 100 dimensions of 157 class labels produced from the feature
extraction process described in Sect. 3. We apply silhouette coefficients to select
the optimal value of K. A silhouette coefficient of a range of [−1, 1] indicates (1)
a sample is far away from the neighboring clusters with the value near +1; (2)or
a sample is on or very close to the decision boundary between two neighboring
clusters with the value of 0; (3) or a sample might have been assigned to the
wrong cluster if the value is negative. Figure 7 plots the clustering result with
the optimal K value as 5. We derive the silhouette coefficients by setting the
K value range in [3, 10]. After the silhouette analysis, we consider K = 5 is the
optimal value for K-Means/GMM/EM clustering. Figure 7 plots the 5 clusters
of 157 labels.

Fig. 7. The plot of K-means and GMM clustering
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4.2 Meta-Class Generation Using Topic-Based Clustering

We develop another clustering method that considers the 157 labels as topics to
cluster them into groups with similar themes. In this method, we apply the clus-
tering method of OPTICS (Ordering Points To Identify the Clustering Structure
Closely) [25] that finds a core sample of high density and expands clusters from
them. The output from OPTICS provides K clusters. In our method, we apply
LDA (Latent Dirichlet Allocation) to output K topics. Each topic consists of
a fixed size of words and their associated weights. LDA assumes the Dirichlet
prior distribution of topics. In practice, the Dirichlet prior distribution assumes
documents (or labels in our case) cover only a small set of topics and topics
consist of a small set of words frequently. Finally, we assign labels to a cluster
by an entropy-based algorithm. The algorithm is listed below. The input to this
topic-based algorithm is the output of the word vector representation of the
157 labels in 157 × 10 dimensions. The output is K clusters of 157 labels. The
clustering result is shown in Fig. 8.

Algorithm 1. Topics and Entropy Based Clustering
Input: k̂ ← {kj}, j ∈ [1, 157] word vector of 157 labels
Output: Clusters of 157 labels

ς ← number of clusters output from OPTICS on Input
num topics ← ς to initialize LDA;
v̂t ← output from LDA; {a topic vector of ς × 10; each entry is a tuple t of [word:

weight]}
foreach v̂t[i], i ∈ [1, ς] do

l ← |v̂t[i]|; {number of tuples}
ci =

1
|l|

∑
t∈v̂t[i]

t.weight {calculate the centriod}
foreach kj , j ∈ [1, 157] do

p(kj) =
sim(kj ,ci)∑ς

r=1 sim(kj ,cr)

e
ci
kj

= −p(kj) · log(p(kj)) {calculate the entropy of kj to a topic v̂t[i]}
end

end
Assign kj to the topic cluster m whose entropy ecm

kj
is minimal;

4.3 Hierarchical Classification

The clustering algorithms generate the meta-classes of 157 labels for training a
classifier. The classification is of the structure of a two-level tree as depicted in
Fig. 9. The leaves are 157 labels and the non-leaf nodes are the K meta-classes.

A classifier is first trained with the meta-classes, noted as Modelmeta. The
classification decides the meta-class that a sample belongs to. As a result, the
original data samples are grouped into K clusters. Furthermore, each meta-class
i contains Li labels and

∑K
i=1 Li = 157. The data samples classified to one
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Fig. 8. Topic based clustering result

Fig. 9. The two-level hierarchy of classes

specific meta-class are used again to train a sub-model to further classify these
samples to the leaf classes. The hierarchical training produces one meta-class
model, noted as Modelmeta and K number of leaf-class models, one for each
cluster. In total, we have K + 1 models.

When it comes to inference, there are two methods. The first method inputs
the test sample to Modelmeta. Based on the classification on the meta-class, the
test sample is further fed to one of the leaf-class models. The second method
directly inputs the test samples to each of the leaf-class models. The classifica-
tion with the highest probability is selected to be the classification result. The
first method has shorter inference time as it runs two models, while the second
methods run K models. In term of accuracy, the second method tends to be
more accurate as it reduces the error propagation from the meta-class level.

Hierarchical Naive Bayes Classifier. Both the meta-class model and leaf-
class model use the Naive Bayes classifier. The difference is the meta-class model
has five classes for classification as the results of topic clustering of the labels.

In the context of the inputs, X contains the word tokens of the request
description. Further, we adopt the Bernoulli Naive Bayes classifier to encode the
input of word tokens. The Bernoulli Naive Bayes classifier assumes each feature
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has only binary values. In this case, the word token is encoded as a one-hot bag
of words model that means 1 indicating the presence of the term or 0 indicating
absence of the term. This leads to 19,607 dimensions of input features from the
request description of 40,000 training set. The limitation of this approach is that
when the training set changes, the input needs to be encoded again. For example,
80,000 training set leads to 32,698 dimensions of word token one-hot encoding.
To avoid the zero value of P (xi|yj) causing the posterior probability always
being zero, 0.2 smooth value is added to each conditional probability P (xi|yj).
y represents a set of 157 responsible departments {y1, ...y157}. The classification
is calculated as the class yj that produces the maximum probability given the
feature set of X.

P (ŷ|x0, ...xn) ∝ 157
max
j=1

P (yj) ·
n∏

i=1

P (xi|yj)

ŷ = arg
157

max
j=1

n∏

i=1

P (xi|yj) · P (yj)

(2)

Hierarchical MLP Neural Network. By applying a neural network model
to the task of text classification, we assume the complex function created using
the network of neurons is close to the true relationship between the input fea-
tures (such as word tokens of request description) and the output (in our case
the 157 classes of responsible departments). In other word, a neural network
with a certain number of hidden layers should be able to approximate any func-
tion that exists between the input and the output according to the Universal
Approximation Theorem [11].

We develop a Multiple Layer Perceptron neural network classifier in the hier-
archical model. In this model, both the meta-class model and the leaf-class model
have the same network structure as listed in Table 1 except that the output layer
of the meta-class is 5 instead of 157. Accordingly, the weight size is 128×5 of the
meta-class model. Within this structure, each input neuron is connected to each
output neuron in the next layer, referred to as a Dense layer. Given the input
to the first Dense layer is of the size of 10, 000 = 100 × 100, the output of the
Dense layer is 512, then the size of weights of this Dense layer is 10, 000 × 512.
We stack two Dense layers with one output layer of 157 classes. The network
structure is listed in Table 1.

Table 1. The structure of fully connected neural network

Layers Input size Output size Kernel (Weight) size

Dense 10,000 512 10, 000 × 512

Dense 512 128 512 × 128

Output 128 157 128 × 157



370 T. Chen et al.

5 Hybrid Machine Learning

This hierarchical classification method is useful to deal with a large number of
classes by means of training a classifier for a much smaller number of classes
(at the level of meta-classes) while keeping comparable levels of confidence. The
main issue with hierarchy classification is error propagation. Since the error in the
meta-class level classification propagates to the leaf-class classification directly.

Fig. 10. Overview of hybrid machine learning models with word embeddings

To improve the classification performance, we further develop a residual neu-
ral network classifier inspired by ResNet [26]. By ensembling, the hierarchical
model and the residual neural network model, the structure of a hybrid learning
method is depicted in Fig. 10. We add in two basic models as benchmarks Naive
Bayes classifier, and an MLP classifier. In totally, we have 5 classifier outputs
on the same datasets. A simple ensembling method selects the best performing
classification results according to metrics of log loss. Classifiers based on Naive
Bayes use inputs from word embedding of TF-IDF as a 19,607-dimension word
vector. Other three neural network models based on Word2Vector embedding as
100 ∗ 100 dimension vectors.

5.1 Residual Convolutional Neural Network

In this paper, we apply the Full pre-activation structure proposed by He et
al. [27] to build our convolutional layers. To minimize the gradient vanishing
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problem when a CNN model grows with deep layers, residual skip connections
or identity mapping are added to convolutional layers. The input to a layer
F (X) is added to convolutional output as a combined input to the next layer,
y = F (X, {Wi}) + WsX. This structure allows the gradient to be propagated
without loss of representations. It is considered that the skip connection and
the convolutional layer together form a Residual Block layer. In our model, a
Residual Block contains two convolutional layers as shown in Fig. 11.

Fig. 11. Structure of the residual block

A Batch Normalization-Activation layer is placed in-between two convolu-
tional layers. As discussed in the paper [27], 1 × 1 convolution can be useful
when there are fewer layers, thus we choose the 1 × 1 convolution layer as the
skip connection method. Based on the Residual Block structure, we build our
20-layer residual convolutional neural network model shown in Table 2.

6 The Evaluation

The evaluation focuses on the assessment of the classification performance. We
compare the metrics of training five models with different sizes of training data
and testing the models with data collected at different time spans.

6.1 The Data Setup

The dataset contains 659,421 samples. We split the data with a ratio of 80%:20%
for the training set and the test set. We further partition the training set into
shards of 40,000 samples for each shard. Likewise, we partition the test set into
shards with 4,000 samples in each shard. Hence, the usage of the dataset is in
the unit of a shard. We set up experiments of running 5 models on two data
settings: (1) one shard of training set with one shard of test set; and (2) two
shards of the training set with one shard of the test set.

In addition to the 659,421 samples, we also test the best performing model
using the data collected in a different time period that contains 35,663 valid
samples.
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Table 2. Structure of Residual CNN

Layers Kernel Output size

Convolution
[
3 × 3, 32

] × 1 100×100

Residual block

[
3 × 3, 32
3 × 3, 32

]

× 1 100×100

Residual block

[
3 × 3, 64
3 × 3, 64

]

× 2 50×50

Residual block

[
3 × 3, 128
3 × 3, 128

]

× 2 25×25

Residual block

[
3 × 3, 256
3 × 3, 256

]

× 2 13×13

Residual block

[
3 × 3, 512
3 × 3, 512

]

× 2 7×7

Dense 157

6.2 The Model Assessment

The evaluation defines model assessment metrics as Precision and Recall. For
a multi-classes classification model, the Precision and Recall score should be
calculated for each class and take the average score as the final score. There are
two averaging methods, micro, and macro. The macro method considers every
class has the same weight, while in the micro method every data has the same
weight. The calculation is as shown below, Pi is the Precision of the ith class,
and Ri is the Recall of the ith class. l is the total number of classes.

Pmacro =
1
l

l∑

i=1

Pi Pi =
TPi

TPi + FPi

Rmacro =
1
l

l∑

i=1

Ri Ri =
TPi

TPi + FNi

Pmicro =
∑l

i=1 TPi∑l
i=1 TPi +

∑l
i=1 FPi

Rmicro =
∑l

i=1 TPi∑l
i=1 TPi +

∑l
i=1 FNi

(3)

where
TruePositive(TP ): the real label is positive and the predicted label is also

positive;
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FalsePositive(FP ): the real label is negative and the predicted label is pos-
itive;

TrueNegative(TN): the real label is negative and the predicted label is also
negative;

FalseNegative(FN): the real label is positive and the predicted label is neg-
ative.

The above metrics focus on if the classification is correct or not. Log Loss
measures the distance between the predicted label and the real label. It takes
the prediction probability for each class of a model as the input and outputs a
log loss value as calculated in Eq. 4. The lower the log loss value (such as close
to zero), the better performance of a model is. l is the total class number, yi is
the real label and pi is the predicted probability of class i.

LogLoss =
l∑

i=1

yilog(pi) + (1 − yi)log(1 − pi) (4)

6.3 The Experiment Results

The first set of experiments evaluate the classification performance of the five
models. The training data sets are of one shard (40,000 samples) and two shards
(80,000 samples) respectively. The test data set is one shard of 4,000 samples.
Both the training set and test set are from data samples collected within the
same span of time. Table 3 list the metrics measured for 5 classification models.

Table 3. Classification performance on five models

Models Training subset Metrics

Precision Recall

Micro Macro Micro Macro

Hierarchical MLP 40,000 0.633 0.247 0.633 0.214

80,000 0.686 0.332 0.686 0.288

MLP 40,000 0.662 0.276 0.662 0.236

80,000 0.689 0.281 0.689 0.233

Hierarchical naive bayes 40,000 0.746 0.439 0.746 0.367

80,000 0.719 0.375 0.719 0.288

Naive bayes 40,000 0.734 0.358 0.734 0.254

80,000 0.700 0.296 0.700 0.194

Residual CNN 40,000 0.754 0.420 0.754 0.389

80,000 0.787 0.510 0.787 0.444
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Tranining Sample Size. By doubling the training sample size, we observe
three models improve the classification performance, including MLP, Hierarchi-
cal MLP, and Residual CNN.

Both Naive Bayes and Hierarchical Naive Bayes metrics decrease. As pre-
sented in Sect. 4.3, we obtain 19,607 dimensions of input features from the request
description of 40,000 training set and 32,698 dimensions of word token one-hot
encoding from 80,000 training set. The observation from this experiment indi-
cates increasing the feature size impacts the performance of our implementation
of Naive Bayes classifier. Our Naive Bayes classifier learns one shard of the
training set more linearly separable than the doubled size of the training set.
In comparison, the word embedding method applied allows the MLP and the
Residual CNN classifiers remain the same feature size of 100 dimensions of word
token vectors regardless of the size of training data.

Hirarchical vs Non-hierarchical. Hierarchical classification improves the
marginal performance of Naive Bayes classifier. For MLP and Residual CNN,
they both perform better than hierarchical classification. In all experiments,
Residual CNN outperforms other models. Hierarchical classification overall has
lower performance than non-hierarchical classification. The benefit of introduc-
ing meta-class through the hierarchical classification method is observing the
source of classification errors. Figure 12 shows the classification results with 5
meta-classes. It indicates the classification errors are mainly from the fact that
class 2 and 4 are misclassified to class 1; class 1, 3, and 4 are misclassified to
class 2. We also observe from the experiments that all the five classifiers produce
over 80% precision for the 5 meta-class classifications. The precision is higher
than the classification performance of 157 classes. Due to the space limitation,
we skip the values in details.

Fig. 12. Distribution of predicted classes vs real classes
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Blind Test. The second set of experiments run on a blind test. We select the
best performing model trained from each of the 5 classifiers and further test them
using the whole 35,663 data samples collected from a different span of time than
the first set of experiments. The result is shown in Table 4. Two classifiers, Naive
Bayes and Residual CNN produce better classification performance than other
three classifiers. Still, Residual CNN performs the best on the blind test data.

Table 4. Classification performance of blind test

Models Metrics

Precision Recall

Micro Macro Micro Macro

Hierarchical fully connected NN 0.650 0.244 0.650 0.192

Fully connected NN 0.689 0.259 0.689 0.214

Hierarchical naive Bayesian 0.678 0.251 0.678 0.201

Naive bayesian 0.726 0.295 0.726 0.256

Residual network 0.764 0.417 0.764 0.352

Log Loss. We further evaluate the Residual CNN performance on the blind test
data using log loss to measure the distance between the predicted label and the
real label. The result is listed in Table 5. When applied to different test data,
the Residual CNN has marginal log loss change.

Table 5. Log loss of hybrid classifiers

Models Test data size Log loss

Best performing residual CNN 4,000 1.152

35,663 1.192

Inference Time. We further measure the inference time taken on the 4,000
test data set. Note that the classifiers of Naive Bayes and Hierarchical Naive
Bayes run on a CPU node while other three neural network models run on a
GPU node. Therefore the comparison between Navie Baye models and neural
network models should not be evaluated against the absolute values. Instead, we
observe the hierarchical classification introduce approximately 10 times inference
computing delays. The inference time taken by Residual CNN is over 20 times
than MLP.

Summary. The experiments set up different sizes of training data and test
data. The observation shows the residual convolutional neural network model
produces the best performance over other classifiers. We also observe that Naive
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Bayes model with the one-hot encoding of word tokens performs reasonably well
with the limitation of handling increasing feature sizes. A simple two-layer fully
connected neural network model has the advantage of fast inference time.

6.4 Threat to Validity

This paper presents the first stage towards automated smart dispatching of res-
idential service requests. The focus of this paper is exploring a combination of
word embedding techniques, and machine learning models to improve classifica-
tion performance. Our hybrid machine learning model follows a simple ensem-
bling approach for selecting the best performing classifier based on metrics of
log loss. For our model to be deployed as an online machine learning service
handling requests, the model selection mechanism needs to be in the feedback
loop based on actual inference results and quality. A weighted score of multi-
ple metrics that best reflect the online service requirements should be further
developed to replace the current simple selection based a single metrics (Fig. 13).

Fig. 13. Inference time on the test data of 4,000 samples

Our evaluation compares with two benchmarking models of Naive Bayes and
MLP classifiers. In the literatures, NLP based machine learning methods on
news classifications, customer review sentiment analysis, movie review classifica-
tions have related work to our method. However, the datasets are specific to the
domains without a direct solution to address the problems in our datasets that
are not directly labeled for training. Combining our hybrid word embedding and
learning models with exiting mining and learning methods become a new stream
of investigation that requires a dedicated project to develop that is beyond the
current funding budget.
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7 Conclusion

In this paper, we present a machine learning based method of natural language
classification task for a real-world application. We carry out a rigorous analysis of
the dataset and design a feature engineering process that select and extract fea-
tures with statistical evidence. We apply two-word embedding techniques and
develop five classification models. This hybrid machine learning method pro-
duces benefits, namely (1) generating suitable labels for supervised learning; (2)
clustering data samples into meta-class for training and initializing models to
improve classification performance over unbalanced data samples; (3) producing
the best performing model through comprehensive experiments and evaluation;
and (4) understanding the source of error with the hierarchical classification
method. It remains our future work to explore newly published word embedding
model to study the effects of word embedding on classification performance.
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Abstract. Full functional apparatus on high-voltage transmission line,
such as insulators, dampers, wires, etc., is the guarantee of stable power
supply in urban and rural areas. For this reason, apparatus fault detec-
tion on high-voltage transmission line has received a significant atten-
tion from research fields of developing inspection robots. Alone with
fault detection, object detection on high-voltage transmission line is very
important, thereby challenging accurate detection of insulators, dampers,
wires, etc. at the same time. In this paper, we created a dataset on
high-voltage transmission line scene, and detected a group of objects on
high-voltage transmission line scene successfully by using base Faster
R-CNN. Aiming to improve object detection performance of base Faster
R-CNN, we carefully analyzed the Region Proposal Network (RPN) of
Faster R-CNN, fine-tuned parameters associated with anchors based on
our dataset, and combined PCA Jittering with base Faster R-CNN. Com-
prehensive experimental results on our dataset showed that each individ-
ual work contributed to object detection on high-voltage transmission
line scene and improved the object detection performance of base Faster
R-CNN. And our approach improved about 47.8% compared to the base
Faster R-CNN.

Keywords: Apparatus detection · High-voltage transmission line ·
Anchors · PCA Jittering · Faster R-CNN

1 Introduction

In the high-voltage transmission system, some objects, such as insulators,
dampers, wires and so on, have a great effect on normal power supply. These
objects are prone to be damaged in changefully natural environment. E.g., dam-
aged insulators are mostly caused by self-explosion [16]. Once a part of system is
damaged, it may cause the high-voltage transmission system to malfunction. To
avoid malfunction, a regular inspection tour of high-voltage transmission grid
is absolutely critical. Previously, inspecting high-voltage transmission line was
c© Springer Nature Singapore Pte Ltd. 2019
H. Ning (Ed.): CyberDI 2019/CyberLife 2019, CCIS 1137, pp. 379–389, 2019.
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Fig. 1. The network framework of Faster R-CNN combined with PCA Jittering. Origi-
nal data and the data augmented by PCA Jittering, are feed into convolutional network
of Faster R-CNN, then bounding boxes of objects are output by Region Proposal Net-
work (RPN), finally the fully connected layer of Faster R-CNN performs classification
of the bounding boxes of objects.

labor-intensive work. But in recent years, robots, especially unmanned air vehi-
cle(UAV) [2], which carry equipments of detection and communication, are in
charge of inspecting work.

In the field of computer vision, equipment of detection piggybacked on robots
typically includes infrared equipment, camera, etc. And, there have been many
research studies on infrared images and general images. These studies included
not only different types of object detection on high-voltage transmission line,
but also its defect detection, such as [2,4,8,17]. It should be noted that object
detection on high-voltage transmission line is extreme prominent in its defect
detection. So, most of them make full use of image features for detecting more
objects in the power high-voltage transmission system. Threshold method and
modified balloon force Snake method were adopted for detecting dampers by
Wu et al. [6]. Ebru Karakose et al. [7] located high-voltage transmission line
by using morphological processing step and Canny edge extraction. Liao et al.
[8] proposed a insulator detection algorithm based on local features and partial
orders for aerial images.

Besides, many researchers combined special objects feature with machine
learning and deep learning algorithm to detect objects on high-voltage transmis-
sion line. The insulators were extracted by using k-means clustering and SVM
was applied to classification of the insulators in [11]. Gao et al. [4] took advan-
tage of insulators characteristics extracted from the convolution neural network
to detect the location of the insulators. Neural network and SVM methods were
joined together by Wu et al. [17], which were exploited to achieve high-voltage
transmission line position recognition. A approach to inspect the insulators with
Deep Convolutional Neural Networks (CNN) was proposed by Zhao et al. [19],
and then classified insulators by SVM. Their approach shown excellent reliability
in detecting single-class objects on high-voltage transmission line, but few have
focused on simultaneously detecting multiple types of objects on high-voltage
transmission line, especially the small-sized insulators, dampers, wires, etc.
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It is undeniable that deep learning is a good choice in object recognition
work. Generally speaking, object recognition research works on deep learning
are divided into two technical routes. One of them is one-stage framework, such
as YOLO [12], SSD [10], YOLO9000 [13], etc., which is a regression problem to
spatially separate bounding boxes and class probabilities, and other one is two-
stage framework, such as Fast R-CNN [5], Faster R-CNN [14], RFCN [1], etc.,
which is composed of positioning network and classification network. One-stage
framework is faster than two-stage framework during training and testing. While
compared with one-stage framework, two-stage framework has better accuracy.
Considering comprehensively, we focus on Faster R-CNN [14] to ensure object
recognition accuracy.

In this paper, we created a dataset which includes 2000 images on high-
voltage transmission line, and we analyzed the key point of object detection
in baseline Faster R-CNN. Following analyses, we fine-tuned the parameters
associated with anchors and combined PCA Jittering with Faster R-CNN [14]
for detecting more objects in our dataset. Finally, we evaluated our approach
with mAP in our dataset and found that our approach improved about 47.8%
compared to the baseline Faster R-CNN. Fine-tuning parameters associated with
anchors increased the performance of Faster R-CNN in our dataset by 31.6%.
PCA Jittering continue to improved the performance of Faster R-CNN in our
dataset by 12.3%.

2 Our Approach

In our work, we created a dataset which includes different types of objects on
high-voltage transmission line. And, we found the best hyperparameter settings
based on the distribution of our dataset. Besides, we combined PCA Jittering
with Faster R-CNN for extending our dataset. Figure 1 shows the framework of
Faster R-CNN combined with PCA Jittering. All works are shown as followings.

2.1 Our Dataset

We collected 2000 images containing insulators, dampers, wires, iron pylons, etc.
All these images were taken by unmanned air vehicle (UAV). And we labeled
insulator, damper, wire with rectangular bounding boxes to generate a dataset.

In our dataset, a total number of 23024 objects are labeled, including 7468
dampers, 6897 insulators, and 8641 wires. Referring to detection metrics of the
Microsoft COCO dataset [9], we also categorised different sizes of objects, includ-
ing small objects (area < 32 × 32), medium objects (32 × 32 < area < 96 × 96),
and large objects (area > 96 × 96). The numbers of objects corresponding to
the three kinds of categories are 6433, 8312, 8279, respectively. Small objects
take 28% in our dataset. So, small objects should be focused on during training
Faster R-CNN.
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Fig. 2. The aspect ratio distribution of objects in our dataset. Specifically, 31.1% of
objects have aspect ratio between 1.0 and 2.0, objects with aspect ratio between 2.0
and 3.0. are 22.1%, and for aspect ratio greater than 5.0 the percentage is 17.9%. Only
16.7% of objects have aspect ratio less than 1.0.

2.2 Anchors in Faster R-CNN

As a representative algorithm of two-stage framework, Faster R-CNN consists
of Region Proposal Network (RPN) and Fast R-CNN. The two networks share
five convolutional layers in the ZF model [18] and 13 convolutional layers in
the VGG model [15]. The Region Proposal Network (RPN) take the conv fea-
ture map output by last shared conv layer as input and outputs k rectangular
object proposals at each location of feature map output by last shared conv layer
[14]. The k rectangular object proposals are generated by translation-invariant
anchors. To ensure that region proposals are generated at each location of the
feature map, Region Proposal Network (RPN) slips upon feature map output of
last shared conv layer.

Each anchor is determined by a scale and aspect. In baseline Faster R-CNN, 9
anchors associated with 3 scales (8, 16, 32) and 3 aspect ratios (1/2, 1, 2) yielded
by Region Proposal Network (RPN) at each sliding-window location. But we
analyzed our dataset in details and found that the aspect ratios of most objects
were concentrated between 1 and 2, or greater than 5. Specifically, 31.1% of
objects have aspect ratio between 1.0 and 2.0, objects with aspect ratio between
2.0 and 3.0. are 22.1%, and for aspect ratio greater than 5.0 the percentage is
17.9%. Only 16.7% of objects have aspect ratio less than 1.0. The aspect ratio
distribution of objects in our dataset is shown in Fig. 2. So, we fine-tuned the
aspect ratios to (1/2, 1, 2, 5). Based on the distribution of object size in the
dataset described earlier, we added 4 to scales to train more small-sized objects.
That is, 16 anchors associated with 4 scales (4, 8, 16, 32) and 4 aspect ratios
(1/2, 1, 2, 5) were used for the Region Proposal Network (RPN).
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2.3 PCA Jittering

Compared to the PASCAL VOC [3] and Microsoft COCO datasets [9], our
dataset is very small. Taking into account the limited number of images in our
dataset, we did data augmentation with PCA Jittering. The algorithm for cal-
culating the principal component of an RGB image Ixy = [IRxy, I

G
xy, I

B
xy]

T is as
following.

Algorithm 1. PCA Jittering
Data: IR, IG, IB : RGB image I;

M : 3 × 3 covariance matrix of RGB image I;
ev = {ev0, ev1, ev2} : the eigenvector of M ;
λ = {λ0, λ1, λ2} : the eigenvalue of M ;
αi : a random variable;
Cov(A,B,C) : calculating covariance matrix of A, B and C;
EigV ecV al(A) : calculating eigenvector and eigenvalue of A;
GaussRand(a, b) : calculating the random variable which is
drawn from a Gaussian with mean 0 and standard deviation 3;

Result: Ipca : RGB image;
1 M = Cov(IR, IG, IB);
2 ev, λ = EigV ecV al(M);
3 for each i ∈ {0, 1, 2} do
4 αi = GaussRand(0, 3);
5 end
6 Ipca = [ev0, ev1, ev2][α0λ0, α1λ1, α2λ2]T ;
7 Ipca = Ipca + I;

3 Experiment

In our experiments, we chose Faster R-CNN, which is the two-stage framework,
to solve the problem of object recognition on high-voltage transmission line.
Firstly, we trained and tested our dataset directly using baseline Faster R-CNN,
and found that many objects could not be detected. Especially it is hard to detect
small-sized objects, such as some dampers. We analyzed the problem why the
object could not be detected, followed by fine-tuned the parameters associated
with anchors. Additionally, we combined PCA Jittering and retrained Faster
R-CNN. It greatly improved the performance of Faster R-CNN in our dataset.

3.1 Dataset and Train Preparation

Dataset. To improve the quality of data annotation, we had a uniform annota-
tion rule. Following that rule, we checked every annotation image, modified the
error annotation and adjusted rectangular annotation box whose range is too
large or too small.
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A total of 2000 images in our dataset, we randomly assigned training set,
validation set, and test set in 3:1:1. That is, 1200 images were selected as the
training set, 400 images were selected as the validation set, 400 images were
selected as test set.

(a) Object detection result of RPN of Faster R-CNN(Baseline)

(b) Object detection result of RPN of Faster R-CNN(Fine-tuning anchors)

(c) Object detection result of RPN of Faster R-CNN(Fine-tuning anchors & PCA Jit-
tering)

Fig. 3. Object detection result of Region Proposal Network (RPN). 300 object boxes
were drawn on each image. Most of the bounding boxes of objects covered insulators,
dampers and wires.

Training Network Model. We set initial learning rate to 0.001, reducing the
learning rate by 10 times for every 5 epochs, and trained 20 epochs in total. For
faster convergence, we chose the VGG16 pre-trained model. Besides, we fine-
tuned parameters which include scales, aspect ratios. Finally, every object in
training set will be learnt 20 times.
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3.2 Region Proposals of RPN

Both stages of Faster R-CNN are critical and indispensable for detecting objects.
The first stage of Faster R-CNN is Region Proposal Network (RPN), which is
used to select all possible object region proposals. All possible object region
proposals are sorted by Region Proposal Network (RPN) calculation score, and
the first 300 object region proposals are fed into the fully connected layer for
classification as positive samples. So, Region Proposal Network (RPN) directly
determines whether objects can be detected. The second stage of Faster R-CNN
is the classification network of Fast R-CNN composed of fully connected layer,
which classifies object region proposals based on feature map of object.

To inspect whether the object is detected by the Region Proposal Network
(RPN), we directly drew the 300 object boxes, and found that most of the
objects have been detected. We observed that most of the region proposals cover
the wires and insulators, while a few region proposals cover the dampers. Object
detection result of Region Proposal Network (RPN) of baseline Faster R-CNN
are shown in Fig. 3(a).

Because the object aspect ratios are mostly concentrated between 1 and 2,
or greater than 5, the neural network can not learn object structure properly.
So, we fine-tuned anchors which include scales and aspect ratios, in the Region
Proposal Network (RPN) of Faster R-CNN based on the area and aspect ratio
distribution of objects in our dataset. Object detection result of Region Proposal
Network (RPN) after anchors fine-tuning are shown in Fig. 3(b).

Because the neural network lacks the feature representation of the object, the
classification score of most objects is too low. Especially for small-sized objects,
such as partial dampers, it is hard to distinguish it from the background. So,
we did data augmentation through PCA Jittering which expanded our dataset,
provided more object for neural network learning. Object detection result of the
Region Proposal Network (RPN) of Faster R-CNN combined with PCA Jittering
are shown in Fig. 3(c).

Compared with baseline Faster R-CNN, the region proposals detected by
Region Proposal Network (RPN) of Faster R-CNN combined with PCA Jittering
is more concentrated around objects.

Table 1. Experimental results of object detection on high-voltage transmission line

Damper Insulator Wire Mean

FRCNN(B)a 0.2261 0.4297 0.4110 0.3556

FRCNN(FA)b 0.2847 0.5908 0.5285 0.4680

FRCNN(FA+PCA)c 0.3626 0.6184 0.5955 0.5255
a Baseline Faster R-CNN.
b Faster R-CNN & Fine-tuning anchors.
c Faster R-CNN & Fine-tuning anchors & PCA Jittering
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3.3 Detection and Classification Results

Evaluation in Our Dataset. To show the significance of setting reasonable
parameters associated with anchors and the effectiveness of Faster R-CNN com-
bined with PCA Jittering in our dataset, we compared them with the baseline
Faster R-CNN. We evaluated the detection mAP on the same test dataset and
draw the following conclusions.

Baseline Faster R-CNN has an mAP of 0.3556. The detection mAP can be
raised to 0.4680, if we only fine-tune the parameters associated with anchors.
After fine-tuning the parameters associated with anchors, Faster R-CNN com-
bined with PCA Jittering has an mAP of 0.5255. That is, for our dataset, fine-
tuning the parameters associated with anchors can increase the performance of
Faster R-CNN by 31.6%, and PCA Jittering can keep improving the performance

(a) Object detection result of Faster R-CNN(Baseline)

(b) Object detection result of Faster R-CNN(Fine-tuning anchors)

(c) Object detection result of Faster R-CNN(Fine-tuning anchors & PCA Jittering)

Fig. 4. Object detection result of Faster R-CNN. Insulators: red rectangular object
proposals. Wires: green rectangular object proposals. Dampers: blue rectangular object
proposals. (Color figure online)



Data Driven Faster R-CNN for Transmission Line Object Detection 387

of Faster R-CNN by 12.3%. The detection mAP of dampers, insulators, wires
and the mean mAP of all objects are shown in Table 1.

As can be seen from Table 1, the parameters associated with anchors have the
greatest impact on insulator. The detection mAP of insulator is 0.4297, 0.5908,
0.6184 in FRCNN(B), FRCNN(FA), and FRCNN(FA+PCA), respectively. The
detection mAP of insulator increased by 37.49% by fine-tuning the parameters
associated with anchors. And, through fine-tuning the parameters associated
with anchors and data augmentation with PCA Jittering, the mAP of damper
increased by 60.4% compared to baseline Faster R-CNN.

Object Detection Results. To show the improvement of object detection
performance more clearly, we illustrate the detection results of some images in
Fig. 4.

In 4(a), because of the limitations of parameters associated with anchors,
most of insulators are not detected by baseline Faster R-CNN. In 4(b), basi-
cally all the insulators are detected after fine-tuning parameters associated with
anchors. Experimental results prove that the detection performance of the insu-
lators are improved by fine-tuning parameters associated with anchors. In 4(c),
some undetected dampers are detected, but some insulators are misdetected. So,
we will continue to optimize Faster R-CNN in our dataset in future work.

4 Conclusions

In this paper, we created a dataset for objects detecting which includes dampers,
insulators, and wires on high-voltage transmission line. We trained and tested
this dataset using baseline Faster R-CNN, and analyzed why small-sized objects
could not be detected. To detect more objects on high-voltage transmission line,
we carefully analyzed the Region Proposal Network (RPN) of Faster R-CNN,
fine-tuned parameter associated with anchors based on our dataset, and com-
bined PCA Jittering. Each work improved the performance of object detection
on high-voltage transmission line. The experimental results showed that fine-
tuned parameters associated with anchors is beneficial for insulator detection,
and PCA Jittering is beneficial for small-sized object detection. Compared with
baseline Faster R-CNN, our approach improved the mAP of damper by 60.4%,
the mAP of insulator by 43.9%, the mAP of wire by 44.9%, respectively.
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Abstract. Multi-source heterogeneous data are playing increasingly important
roles. It becomes important to harness multi-source heterogeneous data for
effectively managing and mining data intelligence. This paper presents a hybrid
data fusion model called FD-DFM (Feature and Decision-Data Fusion Model)
based on deep learning. The FD-DFM integrates feature fusion and decision
fusion into neural networks with the D-S evidence theory. The experiment
shows that the FD-DFM model has higher accuracy than other existing methods
with fruit recognition.

Keywords: Deep learning � Feature fusion � Object recognition � Data fusion

1 Introduction

With the rapid development of internet of things, multi-source, large volume and
heterogeneity data are collected in a very fast manner. Multi-source means data come
from multiple physical or virtual sources, such as mobile phones, various sensors, etc.
Heterogeneity refers to different structure of data, such as text data, image data, etc.
How to manage multi-source heterogeneous data for efficient usage is very important
[1]. Data fusion is a data processing technology that integrates and analyzes multi-
source heterogeneous data according to specific application scenarios and purposes,
which aims to fully exploit all potentials of data [2].

JDL (Joint Directors of Laboratories) is an existing conceptual data fusion system
[3]. The original JDL model consists of four incremental abstraction layers of objects,
situations, influences, and refinement. The JDL model has limitations in flexibility and
scalability [4]. Kokar et al. [5] proposed a relatively new abstract fusion framework
based on classification theory. The framework covers all types of fusion, including data,
feature, decision, and relational information fusions. It’s the first formal theory for data
fusion. However, the framework is a conceptual model and needs to be exemplified.

Deep learning is an important breakthrough in the field of artificial intelligence,
especially for object recognition in images. There are many available models such as
VGGNet [6], ResNet [7], etc. Chen et al. [8] proposed a bearing fault detection method
based on deep learning and multi-sensor feature fusion. They used SAE (Sparse
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Autoencoder) to fuse the data features from different sensors and then trained Deep
Belief Network with the fused features. This work is mainly used for fusing the
accelerator features and not for object recognition. Chen et al. [9] proposed a crack
detection approach named NB-CNN by using CNN (Convolutional Neural Network)
and Bayesian data fusion. Firstly, the CNN identifies the cracks in multiple frames, and
then the Bayes makes a decision. Ghamisi et al. [10] proposed a spectral data fusion
method that uses EPS(Extinction Profiles) and CNN to classify radar and hyper-
spectral data. This method mainly deals with the radar and hyper-spectral images. It is
limited and difficult to cope with feature superposition for object recognition in other
scenes. Jing et al. [11] proposed an adaptive multi-sensor fusion method based on deep
learning for gear fault diagnosis. They integrated data, feature and decision fusion into
a DCNN (Deep Convolutional Neural Networks) model, which improves the gear fault
detection accuracy. In general, the combination of data fusion and deep learning is most
applied in the field of fault detection. At present, there is no deep learning-based data
fusion method for object recognition.

This paper presents a deep learning-based data fusion model for object recognition,
called Feature and Decision-Data Fusion Model (FD-DFM). The FD-DFM integrates
feature and decision fusion into neural networks with the D-S evidence theory and
improves the recognition accuracy.

The remainder of the paper is organized as follows. Section 2 introduces the hybrid
fusion method based on deep learning-FD-DFM. Section 3 presents the application and
evaluation of the method with fruit recognition. Section 4 presents the related work.
Section 5 presents conclusions and future work.

2 Design of the FD-DFModel

The FD-DFM is a hybrid and deep learning-based approach. It integrates data, feature
and decision fusion for improving recognition accuracy in some specific scenes with
multi-source data. The model enables to train heterogeneous data such as descriptive
data and feature vectors simultaneously. The FD-DFM trains the input data and obtains
the fusion results first. To the end, The FD-DFM constructs and manages three data
fusions at different levels.

Data for object recognition include not only images, such as optical and infrared
images but also descriptive data such as weight and volume. The FD-DFM applies deep
learning for image data into extracting multi-layer features of the target, and different
networks into further enriching these features, that makes the FD-DFM becomes a multi-
feature fusion model. The FD-DFM deals with descriptive data and extract features prior
knowledge base, and makes preliminary judgment to obtain the results respectively. The
FD-DFM fuses both results using the decision algorithm and obtains the decision fusion
model. Next, we introduce the FD-DFM model in detail for multi-source data fusions.

2.1 Overall FD-DFM Structure

The FD-DFM model consists of data, feature, and decision fusions. The feature fusion
generally includes state data and feature data fusion. Target states data usually contains
descriptive data such as weight and volume. They are extracted by the corresponding
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feature extraction algorithm. After the feature extraction, the data are fused by the
feature fusion algorithm to obtain final results. In our work, image features are
extracted by the CNN, and the extracted features are fused by an artificial neural
network to obtain final results. Figure 1 presents the feature fusion process.

Decision fusion extracts and identifies data features using a decision fusion algorithm.
Figure 2 presents the decision fusion structure. Decision fusion extracts image features
by CNNs and obtains recognition results. It builds a priori knowledge base using
description data such as weight and volume and recognizes objects through decision
fusion algorithms, such as the D-S evidence theory, Bayesian estimation, and fuzzy logic
reasoning. The decision fusion obtains preliminary results for each object and then get
final result through fusion algorithms. That is different from the feature fusion.

Sensor 1

Sensor 2

Sensor n

Feature
extrac on

Feature
extrac on

Feature
extrac on

Feature
fusion Result

Data

Data

Data

Fig. 1. The feature fusion structure
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Feature
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Feature
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Feature
extrac on

Decision
fusion Result

Decision
judgment

Decision
judgment

Decision
judgment

Data

Data

Data

Fig. 2. The decision fusion structure
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The DF-FDM combines feature fusion and decision fusion for improving the fusion
performance. After feature level fusion, it fuses the results of individual decision
judgment, which improves the robustness and flexibility of data fusion (Fig. 3).

2.2 Feature Fusion

Feature fusion fuses the image features and classifies objects using CNN models as
shown in Fig. 4. An image is input into the CNN, and the obtained feature vectors are
input into a neural network. And finally, it outputs recognition result. The neuron
numbers in the input, hidden and output layer in neural network depend on the target
number in dataset.

We adopt BP Neural Network for the feature fusion model. A BP Neural Network
consists of two parts. One is forward transmission and the other is reverse transmission.
The forward transmission processes information layer by layer from the input to the

Fig. 3. The hybrid fusion structure

Fig. 4. The feature fusion model
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hidden layer and to the output layer. There is no cross-layer influence between layers. If
the output of the output layer is far different from the expected value, it will carry out
reverse transmission to feed back the error signal along the original route, and then
gradually improve the weight of each layer of neurons, and finally minimize the error
signal.

The BP network contains only one hidden layer with a nodes, and b nodes in the
Input layer and c nodes in the output layer. We adopt the linear function as the transfer
function between the output and hidden layer. A neuron state is set as Xi and its output
as Yi, and their relationship is as function (1).

Yi ¼ f Xið Þ ¼ Xi ð1Þ

Set D1, D2 . . .; Dc as the input, and the corresponding output is as Eq. (2).

Ei ¼ Di; i ¼ 1; 2. . .; c ð2Þ

The input of node j for the hidden layer is as Eq. (3),

Fj ¼ Lj1 � E1 þ Lj2 � E2 þ � � � þ Ljc � Ec þMj ð3Þ

The output of node j for the hidden layer is as Eq. (4),

Hj ¼ f xj
� �

; j ¼ 1; 2; 3. . .; a ð4Þ

The input of node j for the output layer is as Eq. (5),

k ¼
Xa

j¼1
L21jHj þM2 ð5Þ

The output of node j for the output layer is as Eq. (6),

Y ¼ f kð Þ ¼ k ð6Þ

Lji, L2
1j are the connection weights, Mj, M2 are the offsets of constant parameters.

2.3 Decision Fusion

Figure 5 presents the decision fusion model. The input includes image, weight and
volume data. The model trains CNNs for image data to obtain object recognition
decisions, and uses prior knowledge base for weight and volume data for object
judgements. The model fuses recognition and judgement results and obtain final
recognition results.
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The decision fusion model applies the D-S evidence theory for the fusion algorithm.
The measurement method of D-S evidence theory is trust function, which is obtained by
constraining target probability so that it has a good capability to deal with ambiguous
information. When the D-S evidence theory is used for target recognition, the allocation
of basic credibility is difficult, which can be alleviated by the usage of a neural network.
Through the training of the neural network, the basic credibility of each recognition
target is allocated, and then D-S evidence theory is to obtain the fusion results.

Let V be the identification framework, function m : 2V ! 0; 1½ � meets the following
conditions,

m /ð Þ ¼ 0 ;
X

A�V
m Að Þ ¼ 1 ð7Þ

The basic probability of an impossible event is 0, m is the probability distribution
function, and m Að Þ is called the basic probability number of proposition A, which
represents the accuracy trust of A. However, the total trust degree of A cannot be
expressed by m(A), we need to compute the sum of the basic probabilities for all
subsets of A, we define the function BEL : 2V ! 0; 1½ �

BEL Að Þ ¼
X

B�A
m Bð Þ 8A � Vð Þ ð8Þ

We call function (8) as lower bound function, indicating the total trust of A,
therefore you get BEL /ð Þ = 0, BEL Vð Þ = 1.

We define the likelihood function PI : 2V ! 0; 1½ � as

PI Að Þ ¼ 1� BEL �Að Þ ¼
X

B\A 6¼/
m Bð Þ ð9Þ

PI is called the likelihood function, also known as the upper bound function. �A
confidence level is used to measure the information that A cannot represent. The
likelihood function represents the confidence level that A is not false.

The combination rule of evidence theory is a method of combining multiple evi-
dences. For the combination of the two evidence, assuming m1 and m2 as the two

Fig. 5. The model of decision fusion
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independent basic probability on 2V , then the combination of basic probability is
m ¼ m1 � m2.

Let BEL1 and BEL2 be two trust functions, with m1 and m2 as their basic proba-
bilities, and the focal elements A1; � � � ;Ak and B1; � � � ;Br, Suppose

K1 ¼
X

Ai \Bj 6¼/
m1 Aið Þm2 Bj

� �
\1 ð10Þ

So

ð11Þ

In formula (10), if K1 6¼ 1, the basic probability distribution is determined by m; If
K1 ¼ 1, m1 and m2 cannot be combined. For the combination with more than two
evidences, m1; � � � ;mn represent the reliability distribution of n pieces of information. If
they are independent, the reliability of the fused function m ¼ m1 � m2 � � � � � mn can
be expressed as

m Að Þ ¼
PT

Ai¼A

Qn
i¼1 mi AIð Þ

1�PT
Ai¼/

Qn
i¼1 mi AIð Þ ð12Þ

2.4 Hybrid Fusion

The FD-DFM model combines feature fusion and decision fusion, taking into account
the interconnection and feedback among different data levels. The feature fusion is used
for image data to obtain fusion results. The prior knowledge base respectively is used

Fig. 6. The Feature and Decision-Data Fusion Model
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for multiple descriptive data to make classification judgment. Then, these results are
fused by using the decision fusion algorithm into obtaining the final recognition results.
Figure 6 presents the hybrid fusion model - FD-DFM.

3 Evaluation

3.1 Fruit Recognition

There are a number of approaches for object recognition, e.g., R-CNN [12], SPPNET
[13], Fast R-CNN [14], Faster R-CNN [15], YOLO [16] and SSD [17]. We choose
three SSD models for fruit recognition because of its high recognition efficiency.

We use the SSD for training, the images are input into the VGG16, VGG19, and
ResNet models simultaneously. The three output vectors are jointed as the input of BP
neural network, and finally the recognition result is obtained. The BP neural network
consists of 30 neurons in the input layer, 20 neurons in the hidden layer, and 10
neurons in the output layer.

Combining the output of feature level fusion with the prior knowledge base, the
FD-DFM applies the decision fusion algorithm for the final recognition, as shown in
Fig. 7.

The BP neural network is used to allocate the credibility of image data. The prior
knowledge base is used to allocate the credibility of weight data. The knowledge base
consists of fruit name, weight, and a list of similar fruits. By comparing the fruit weight,
the fruit credibility within the certain weight range is evenly distributed. If the weight is
only within the weight range of a certain fruit, then it belongs to that fruit with a
credibility of 1, belongs to other categories with a credibility of 0.

3.2 Experiment

We evaluate the FD-DFM model and compare it with other 5 methods.

3.2.1 Test Bed Configuration
All experiments are conducted with the following software and hardware configuration
(Table 1). The cluster consists of four 1070 GPUs with Jdk1.8, OpenCV2.4.9,

result

Prior knowledge 

base
Fruits weight

D-S evidence theory

Judgment result

Result

Data set

SSD(ResNet)

SSD(VGG16)

SSD(VGG19)

BP Neural 
Network

Fig. 7. The application of FD-DF Model for fruit recognition
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Hadoop2.6.4, HBase1.2.1, and Caffe. Jdk1.8, OpenCV2.4.9, and Caffe are installed in
INVIDA TX1.

3.2.2 The Dataset
The dataset consists of 60000 images. 48,000 images are used for training and 12,000
for testing. The light factor and the camera angle influence are considered in collecting
this dataset. This dataset contains small amounts of unregistered fruits and vegetables
such as canned and boxed goods for distraction. The light is controlled with both dark
and bright setting when shooting images. Four different shooting angles are taken in
each corner of refrigerator, and four data sets were produced from each angle. we
choose 12,000 pictures for training and 3,000 pictures for testing from the four datasets.
Figure 8 presents example images.

3.2.3 Experimental Analysis
The experiment uses ten kinds of fruits., The target recognition framework
V ¼ fO1; O2; O3; O4; O5; O6; O7; O8; O9; O10g,O1 stands for watermelon,O2 stands
for pitaya, O3 stands for apple,O4 stands for yellow apple, O5 stands for pear, O6 stands
for walnut,O7 stands formango,O8 stands for lemon,O9 stands for orange,O10 stands for
tangerine. The experiment uses camera (CA) and weight sensor (WE) as sensors.

CA uses BP neural network to assign basic credibility. We assign the basic cred-
ibility by using average distribution, as shown in Table 2.

Table 1. Experimental configurations

Machine
mode

Hardware configuration Software configuration Machine
number

1070 NVIDIA 1070 i7 6700 k
16G, 500G SSD

JDK1.8, OpenCV2.4.9, Caffe,
Hadoop2.6.4 + HBase1.2.1

4

Fig. 8. Example: images

Table 2. The basic probability assignment for CA and WE

Sensor Probability assignment
O1 O2 O3 O4 O5 O6 O7 O8 O9 O10 U

mCAð�Þ 0.00 0.00 0.00 0.02 0.01 0.00 0.05 0.03 0.70 0.13 0.06
mWEð�Þ 0.00 0.00 0.25 0.25 0.00 0.00 0.00 0.00 0.25 0.00 0.25
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Then, according to Dempster’s rule of combination, we combine mCAð�Þ and
mWEð�Þ to obtain the probability assignment for CA and WE as shown in Table 3.

/ stands for empty set, and we can get K that measures the inconsistency between
mCAð�Þ and mWEð�Þ.

K = 0.005 + 0.003 + 0.013 + 0.008 + 0.175 + 0.033 + 0.003 + 0.013 + 0.008
+ 0.175 + 0.033 + 0.005 + 0.003 + 0.013 + 0.008 + 0.033 = 0.531,

Then
mCA�WEðO1Þ ¼ 0, mCA�WEðO2Þ ¼ 0, mCA�WEðO3Þ ¼ 0:032;
mCA�WEðO4Þ = 0.053, mCA�WEðO5Þ = 0, mCA�WEðO6Þ = 0,
mCA�WEðO7Þ = 0, mCA�WEðO8Þ = 0, mCA�WEðO9Þ = 0.778,
mCA�WEðO10Þ = 0, mCA�WEðUÞ = 0.032
Table compared the FD-DFM fusion results with the feature fusion results. By the

FD-DFM fusion, the basic probability for uncertainty is reduced to 0.032. The final
decision result is orange, which is 7.8% points more accurate than the feature fusion.
The FD-DFM reduced the probability of an orange being recognized as an tangerine to
0 (Table 4).

3.2.4 Accuracy Contrast
We test the ResNet, VGG16 and VGG19 models respectively, and then test the fusion
model. We compare their recognition rate with weight data fusion. Table 5 presents the
comparison results.

Table 3. mCAð�Þ and mWEð�Þ
mWEð�Þ mCAð�Þ

O1ð0:00Þ O2ð0:00Þ O3ð0:00Þ O4ð0:02Þ O5ð0:01Þ O6ð0:00Þ O7ð0:05Þ O8ð0:03Þ O9ð0:70Þ O10ð0:13Þ Uð0:06Þ
O1ð0:00Þ O1ð0:00Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ O1ð0:00Þ
O2ð0:00Þ ; 0:00ð Þ O2ð0:00Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ O2ð0:00Þ
O3ð0:25Þ ; 0:00ð Þ ; 0:00ð Þ O3ð0:00Þ ; 0:005ð Þ ; 0:003ð Þ ; 0:00ð Þ ; 0:013ð Þ ; 0:008ð Þ ; 0:175ð Þ ; 0:033ð Þ O3ð0:015Þ
O4ð0:25Þ. ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ O4ð0:005Þ ; 0:003ð Þ. ; 0:00ð Þ ; 0:013ð Þ ; 0:008ð Þ ; 0:175ð Þ ; 0:033ð Þ O4ð0:015Þ
O5ð0:00Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ O5ð0:00Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ O5ð0:00Þ
O6ð0:00Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ O6ð0:00Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ O6ð0:00Þ
O7ð0:00Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ O7ð0:00Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ O7ð0:00Þ
O8ð0:00Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ O8ð0:00Þ ; 0:00ð Þ ; 0:00ð Þ O8ð0:00Þ
O9ð0:25Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:005ð Þ ; 0:003ð Þ ; 0:00ð Þ ; 0:013ð Þ ; 0:008ð Þ O9ð0:175Þ ; 0:033ð Þ O9ð0:015Þ
O10ð0:00Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ ; 0:00ð Þ ;ð0:00Þ O10ð0:00Þ
Uð0:25Þ O1ð0:00Þ O2ð0:00Þ O3ð0:00Þ O4ð0:005Þ O5ð0:003Þ O6ð0:00Þ O7ð0:013Þ O8ð0:008Þ O9ð0:175Þ O10ð0:033Þ Uð0:015Þ

Table 4. Comparison between the FD-DFM and feature fusion

O1 O2 O3 O4 O5 O6 O7 O8 O9 O10 U

mCAð�Þ 0.00 0.00 0.00 0.02 0.01 0.00 0.05 0.03 0.70 0.13 0.06
mCA�WEð�Þ 0.00 0.00 0.032 0.053 0.00 0.00 0.00 0.00 0.778 0.00 0.032
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Table 6 presents the recognition rate with different methods for different types of
fruits. The rate by data fusion is higher than that by feature fusion, where the confusion
probability is very high for fruits of orange, tangerine, pear and yellow apple. However,
the probability of error recognition by data fusion decreases, especially for the fruit
recognition of orange, tangerine, pear and yellow apple.

Table 5. Recognition rate with different models

The network structure Accuracy

SSD(ResNet) 0.91
SSD(VGG16) 0.89
SSD(VGG19) 0.90
Feature fusion 0.92
FD-DFM fusion 0.97

Table 6. Recognition rate and confusion matrix with different fusion models

Fruits/vegetables Feature fusion FD-DFM fusion
Recognition
rate

High confusion
type/probability

Recognition
rate

High confusion
type/probability

watermelon 93.0 cucumber 1.1 98.9 cucumber 0.1
pitaya 90.8 apple 0.9 97.8 apple 0.3
apple 92.0 pitaya 0.8 97.1 pitaya 0.4
yellow apple 90.3 pear 9.0 97.1 pear 0.9
pear 89.4 yellow apple 7.0 95.8 yellow apple 0.8
kiwifruit 90.6 potatoes 6.9 96.5 potatoes 1.1
mango 91.2 lemon 0.8 96.0 lemon 0.4
lemon 92.5 pear 1.0 97.6 pear 0.4
orange 87.8 tangerine 13.1 96.4 tangerine 1.0
tangerine 88.1 orange 14.1 96.1 orange 1.2
yam 91.3 potatoes 0.4 95.9 potatoes 0.1
towel gourd 92.1 watermelon 0.8 98.1 green peppers 0.1
cabbage 91.7 wax gourd slices 0.3 97.6 wax gourd slices 0.1
rapeseed 91.2 cucumber 0.4 97.8 cucumber 0.2
eggplant 92.5 cucumber 0.2 96.6 cucumber 0.1
carrot 88.5 tangerine 3.2 97.7 tangerine 0.5
corn 90.3 pear 0.9 96.4 pear 0.2
tomatoes 91.6 pitaya 1.2 97.2 pitaya 0.4
potatoes 90.2 Kiwifruit 7.3 96.1 Kiwifruit 0.9
broccoli 91.4 towel gourd 0.6 96.9 towel gourd 0.3
green peppers 92.3 watermelon 0.9 97.3 towel gourd 0.1
purple cabbage 91.9 eggplant 0.8 96.7 eggplant 0.3
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4 Related Work

Kokar [5] et al. proposed data, feature, and decision fusion, and relational information
fusion. This work provides a reference for the data fusion standardization. Goodman
et al. [18] proposed the fusion concept from the point of view of mathematical logic,
which combines the uncertainty of decision-making.

Steinberg et al. proposed the JDL model [3], which integrates objects, situations,
influences, and processes on four abstraction layers in an incremental manner. It was
not an extensible approach. James et al. [XX] proposed an improved JDL approach that
supports distributed fusion to improve the fusion extensibility. But there are too many
parameters to be adjusted.

Dasarathy et al. [19] proposed a decision fusion method, which regards the fusion
from the perspective of software engineering. It was a data flow characterized by input
and output, and has strict requirements on data sources and processing. This method
cannot fully extract the characteristics of heterogeneous data in the decision fusion.

Smirnov et al. [20] proposed five classic data fusions, namely simple fusion, select
fusion, expand fusion, absorb fusion and parallel fusion, starting from the fusion
environment and purpose. However, this method is mainly for knowledge and infor-
mation fusion and cannot be used to solve problems related to deep learning.

5 Conclusions and Future Work

This paper proposed a hybrid deep learning-based model for object recognition - FD-
DFM. This method integrates feature fusion and decision fusion into neural networks
with the D-S evidence theory. The method is evaluated with fruit recognition and the
results shows it can significantly improve the fruit recognition accuracy, especially for
the fruit and vegetable with similar color, shape, and texture.

In the future, we will apply the FD-DFM model into other scenarios, e.g., we will
explore other approaches for the final fusion stage, e.g., using the graph convolutional
network to further improve recognition accuracy. Another direction is that we will
continue to optimize the model for embedded system applications.
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Abstract. Small-scale-object usually occupies a small area in an image.
The existing object detection methods are performing well for small-
scale object detection in real scenes. This paper proposes, a Feature
Fusion Detection Network (FFDN), for multi-scale objects detections.
Firstly, the FFDN applies three feature maps in the improved VGG16
(Visual Geometry Group Network 16) with a proposed resolution expan-
sion module to achieve the same resolution of the three feature maps.
Then the FFDN fuses these three feature maps by a lightweight feature
fusion method. Finally, it generates the feature pyramid by the fused fea-
ture map to achieve multi-scale object detection. In addition, we design a
default box matching concession method which enables to train the real
targets, and increases the number of positive samples. The experiments
show that FFDN has better performance compared with the existing
neural networks. It improves the recall rate for small-scale objects detec-
tion and the accuracy for large-scale object detection.

Keywords: Multi-scale object detection · Resolution expansion
module · Default box matching · Neural network

1 Introduction

Deep learning is widely used for image classification [1], object detection [2],
semantic segmentation [3], and achieved fairly good results. However, it is still
challenging for these existing methods for processing, the scale changes of the
targeting objects.

Figure 1 shows how existing methods are used to multi-scale object detec-
tion. Figure 1(a) inputs images with different sizes into the convolution neural
network to generate feature maps for different scales. This method is effective
c© Springer Nature Singapore Pte Ltd. 2019
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but inefficient. Faster RCNN [4] and RFCN (Region-based Fully Convolutional
Networks) [5] use only one top feature map to detect objects with different scales
through default boxes with different sizes as shown in Fig. 1(b), But there are
inconsistencies between fixed receiving domains and objects with different scales.
SSD (Single Shot MultiBox Detector) [6] and MS-CNN (Multi-scale Deep Con-
volutional Neural Network) [7] detect objects with different scales by using the
feature maps in different layers with convolutional neural networks as shown
in Fig. 1(c). The shallow feature map has smaller receptive field and the deep
feature has larger receptive field. However, shallow feature maps have less seman-
tic information, which leads to unsatisfied detection accuracy for small objects.
FPN (Feature Pyramid Networks) [8], ZIP (Zoom out-and-in network) [9] and
DSSD (Deconvolutional Single Shot Detector) [10] adopt top-down structure to
fuse all information of feature maps. As shown in Fig. 1(d), adding additional
structure to construct feature pyramid will incur computational overhead and
increase detection time. In addition, each layer of the newly generated feature
pyramid only integrates the features of the high level layer, ignoring the features
of the lower level.

In order to solve the above issue, Singh et al. [11] proposes a new training
method: Scale Normalization for Image Pyramids (SNIP). In gradient echo, the

Fig. 1. Solutions to multi-scale objects detection.
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gradient of ROI (region of interest) corresponding to the size of training set used
in the pre-training model is only retrieved. In order to solve the problem of SNIP
slow training speed, SNIPER [12] does not process all the pixels in the image
pyramid, and selectively processes the context area around the annotated object
by generating chips of multiple scales. However, these two methods sacrifice the
detection speed. TridentNet (Scale-Aware Trident Networks) [13] achieves multi-
scale object detection through the range of a receptive field. Specifically, three
branches are used to realize the receptive field of multi-scale objects. The three
branches share weights and dilation rate controls the size of the receptive field.
ION (Inside-outside net) [14] uses hopping pooling to extract information at
multiple layers, and then uses fused features to detect objects. HyperNet [15]
integrates the depth, middle and shallow features of a image to detect objects.
These methods mainly enhance the ability of feature expression through fusion
to achieve multi-scale object detection. These methods’ network structure is
complex, although it improves the detection accuracy, but it can not meet the
real-time requirements, and is difficult to apply to actual production deployment.

Henceforth, in this paper, we propose a Feature Fusion Detection Network
(FFDN), to detect multi-scale objects. FFDN uses three feature maps in the
improved VGG16 network with a newly proposed resolution expansion module
to achieve the same resolution of the three feature maps. Then these three fea-
ture maps are fused by a lightweight feature fusion method. We make use of
Conv4 3, Conv6 2 and Conv7 2 convolution layers of VGG16 neural network;
the resolution expansion module is used to make the three feature maps the
same resolution; then the transformed feature maps are fused, so that the fused
feature maps contain both high-level semantic information and low-level detail
information; finally, the fused feature maps generate feature pyramid to detecting
multi-scale objects. In the training process, a default box matching concession
method is designed to increase the number of positive samples, which enables
the real targets being trained. This model improves recall rate of small-scale
objects and precise location of large-scale objects.

The remainder of the paper is organized as follows: Sect. 2 presents the archi-
tectural design and details the implementation of FFDN. Section 3 presents the
default box matching concession method. Section 4 evaluations the deployed
FFDN solution. Section 5 gives the conclusion.

2 Feature Fusion Detection Network

Figure 2 presents the Feature Fusion Detection Network structure. The FFDN
uses VGG16 as feature extraction network. It uses Conv4 3, Conv6 2 and
Conv7 2 feature maps for feature fusion. It generates the feature pyramids from
the fused feature maps for object detection with different scales. Finally, it uses
Non-Maximum Suppression (NMS) algorithm to screen out duplicate default
boxes and outputs the final detection results. Resolution expansion module
includes resolution expansion layer and upper sampling layer. Resolution expan-
sion layer enlarges the size of feature maps in Conv6 2 convolution layer and
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reduces the number of channels without increasing computation. Upper sam-
pling layer realizes the conversion from low resolution to high resolution by
interpolation.

2.1 VGG16 Network

VGG16 network consists of multiple convolution layers and a pool layer. It uses
3 × 3 small convolution kernels and a 2 × 2 small pooling kernels. It consists of
five groups of convolutions, each consisting of two or three convolution layers,
and the pooling layer is used to reduce parameters. In addition, in each group
of convolutions, the number of convolution kernels is fixed. The number of con-
volution kernels in each group is 64, 128, 256, 512 and 512 respectively. In order
to improve feature extraction, the pooling layer and three full connection lay-
ers in VGG16 network are deleted, and two convolution blocks are added. Each
convolution block has two convolution layers. The final size of the feature maps
in the network is 10 × 10 × 512.

2.2 Resolution Expansion Module

The resolution of feature map plays an important role in object detection. It is
helpful for fusing different resolution feature maps in multi-scale object recog-
nition. Before feature fusion, the size of feature map should be consistent. The
resolution expansion module consists of two parts. One is the resolution expan-
sion layer, the other is the upper sampling layer. For the upper sampling layer,
the convolution kernel of 1 × 1 is used to reduce the number of channels from
1024 to 256, which is helpful to reduce the training parameters and the com-
plexity of the model. Then the feature map is expanded from 10× 10 to 38× 38
by interpolation.

In order to obtain high-resolution feature maps without additional computa-
tional effort, we design a resolution expansion layer, which is efficient for image
conversion with different resolutions and can be directly inserted into VGG16
model. Assume that the dimension of the input feature graph is: H×W×C× r2,
where m is the up-sampling factor. The resolution expansion layer enlarges the
width and height of the feature map by reducing the number of channels in the
feature map, as defined in the following:

g(ILR) = OSR (1)

Each specific conversion function is as follows:

g(ILR
w ) = OSR

w∗r (2)

g(ILR
h ) = OSR

h∗r (3)

g(ILR
c ) = OSR

c/r2 (4)

In the above formulas, OSR is a feature map with high resolution and ILRis
a feature map with low resolution. w, h, c are the width, height, channel number
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Fig. 2. The structure of FFDN.

of the input low-resolution images, w× r, h× r and c/r2 which are respectively
the width, high and channel number of the transformed high-resolution images.
Resolution expansion module effectively reduces the number of channels and
enlarges the size of feature map. It does not introduce additional parameters,
and it doesn’t increase the amount of calculation either.

In the resolution expansion layer, Conv7 2 feature maps is 19×19×1024, and
the up-sampling factor r = 2. Therefore, the size of feature map is transformed
from 19 × 19 × 1024 to 38 × 38 × 256. Then through the convolution kernel
of 1 × 1, the changed feature map is integrated and the feature map of 38 ×
38× 256 is generated. After transformation, the three feature maps are fused in
channel number dimension, and then the fused feature maps are regularized by
BatchNorm [16] layer. The final size of feature map is 38 × 38 × 768.

2.3 Feature Pyramid

The feature pyramid is generated after convolution operation on the feature
map with the fusion size of 38 × 38 × 768. FFDN then convolutes each layer of
the feature pyramid using two convolution layers with a convolution kernel of
3 × 3. One of the convolution layers outputs the class of default boxes as the
prediction result of the category, the other outputs the location offset of default
boxes. Then according to the class confidence ranking of default boxes, it removes
the redundant boxes by the NMS algorithm and remains, the boxes most likely
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to contain objects. The size and location of default boxes are adjusted according
to the predicted offset, and finally generate the final detection results.

3 Default Box Matching Concession Method

During the training process, we usually choose the IOU (Intersection-Over-
Union) of a default box and a real box as a deciding factor, if IOU is larger
than the given threshold (usually 0.5), then the default box is used as a match-
ing box for a real box. However, the size of the pre-set default box is difficult to
match well with all the scales of object. If some scales of object do not match
the default boxes, then these objects cannot not be fully trained, which results
in unsatisfied detection results.

Therefore, we propose a default box matching concession method to solve
the above problems. We set the IOU thresholds to 0.5 for defining positive and
negative samples; positive samples are greater than or equal to 0.5, and negative
samples are less than 0.5. For real boxes that do not match any default boxes,
their IOU values and all default boxes are ranked in an ascending order, and it
selects the first five default boxes as matching boxes of real boxes and inputs
them as positive samples into the neural network for training. This method
increases the number of positive samples in the input network, increasing the
recall rate of object with this scale, and improves the detection accuracy.

4 Evaluation

In order to verify the effectiveness, this experiment uses two data sets, one is the
data-set with safety helmet. There are two classes in the data-set: blue and red
safety helmet. The other is the data-set with multi-scale tower crane. It divides
6000 images into training and test set with the ratio of 8:2.

It selects the dataset trained by VGG16 with ImageNet [1], as the initial
model. The input image size is 300×300. Due to the limitation of GPU memory,
it sets batch size as24 to train on a GPU. The total number of training is 100
epochs, and the initial learning rate is 10−4. The learning rates of the 30th epoch
and the 60th epoch are reduced by 10 times [9], and the weight decay is set to
0.0001.

4.1 Ablation Experiment

This method is evaluated on the test set, and the mAP (mean Average Precision)
score [17] is used as the metric to evaluate detection performance. In order to
verify the effectiveness, we perform ablation experiments on the test set with
blue helmet. The results are summarized in Table 1.

In the experiment, SSD and FFDN select VGG16 trained with ImageNet
dataset as the feature extraction model. Line 1 and 2 in Table 1 show that the
fusion of the three feature maps improves the detection accuracy of blue helmet,
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Fig. 3. Detection result by SSD and FFDN. (Color figure online)

and the mAP improves by nearly 1%. We think that feature pyramids generated
on the basis of fused feature maps, make feature maps at all levels contain
semantic information and detailed information. In Table 1, the method “FFDN
without resolution expansion layer” uses linear interpolation method to sample
small resolution feature maps, FFDN uses resolution expansion layer to sample
19×19 feature maps, and other feature maps are sampled by linear interpolation
method. mAP increased from 86.3% to 86.7%. Table 1 shows that the mAP
of detector is increased by 0.5% after introducing the Default Box Matching
Concession Method. It enables previously untrained objects to be trained and
improves recall rates for objects with certain scales.

Table 1. Ablation experiments on the dataset with bluehat.

Method mAP

SSD 85.4

FFDN without resolution expansion layer 86.3

FFDN 86.7

FFDN with default box matching concession method 87.2



410 W. Zhang et al.

4.2 Detection Result Analysis

In order to test the speed of FFDN, we count the detection time of the network
in the test set with tower crane, and then calculated the number of frames per
second (fps). We set batch size to 1 and test the speed on a machine with a GPU
of 1080Ti. Table 2 shows the test results represented with mAP.

SSD does not fuse the features in high and low levels, and only uses a single
layer of different levels to detect. It shows that FFDN improves the detection
comparing with SSD. FFDN uses the fused feature map to generate feature
pyramids, which promotes the low-level feature map to the high-level feature
map with detailed information. Among them, the detection accuracy of tower
crane has been improved by 2.2%, In addition, although Faster RCNN uses RPN
network (Region Proposal Network) to select default boxes, it only uses one
feature map at the top, while FFDN uses multiple feature maps, which improves
the detection effectiveness of objects with different scales. FFDN improves the
precision 1.1%, 0.3% and 1.3% respectively comparing with Faster RCNN. FFDN
performs the best detection precision among the three methods.

It should be noted that Faster RCNN sizes the image size to 600×800. Table 2
shows that FFDN could balances precision and speed. Although its detection
speed is lower than that of SSD, its precision is improved on the three datasets.
Faster RCNN firstly generates default boxes from RPN network, then classifies
and regresses them. FFDN uses convolution operation to classify and regress
directly. It achieves better detection results and higher recognition speed than
Faster RCNN.

Table 2. Testing results and speed.

Methods Input size Bluehat
(mAP)

Redhat
(mAP)

Crane
(mAP)

Recall Speed
(fps)

Faster RCNN 600 × 800 86.1 88.2 85.6 84.2 9.3

FFDN 300 × 300 87.2 88.5 86.9 85.7 20.3

SSD 300 × 300 85.4 87.9 84.7 82.3 22.0

Figure 3 presents detection results. Because SSD only uses single feature map
for prediction, and low-level feature map lacks semantic information, high-level
feature map lacks detail information. For small-scale tower crane, there is a phe-
nomenon of omission of detection for SSD, and FFDN detects it with the score
of 0.57. For medium-scale blue safety helmet, SSD detection result is 0.32 and
FFDN ’s result is 0.75. Although detected, the SSD’s confidence is low. For large-
scale red safety helmet and large-scale crane, the FFDN improves the confidence
0.05, 0.03 respectively. Because of effective feature fusion, FFDN improves the
recall rate of small-scale objects, the confidence and locations of medium and
large-scale objects are more accurate.
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5 Conclusion

This paper proposes a feature fusion detection network (FFDN) to make the
multi-scale object detection. The method firstly extracts objects’ features using
the improved VGG16 network. It transforms the low-resolution feature map of
VGG16 into high-resolution feature map for fusion by using a resolution expan-
sion module, and then generates the feature pyramid by the fused feature map.
Finally, it uses the feature map in the pyramid to detect objects. In addition,
in order to avoid the problem that some objects can not match default boxes
in the training process, we design a default box matching concession method
to increase the number of positive samples. The experimental results show that
FFDN outperforms SSD and Faster RCNN in object detection with multi-scales,
among which its improvement for small-scale objects detection is more obvious.
The detection efficiency can also meet the real-time performance and balance
detection accuracy and speed.
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Abstract. In the era of big data, how to effectively use information resources
under the condition of information overload has been the focus of academia and
industry. As an important data analysis method, user profile technology is
widely used in the field of big data, including the field of recommendation
system. Based on the background of electric power post training, this paper
constructs the post knowledge thesaurus of electric power industry, uses the
word segmentation tool-Jieba to segment the job description, and processes the
text after the word segmentation combined with Term Frequency–Inverse
Document Frequency (TF-IDF) algorithm. Then, the post profiles at all levels
are displayed by Wordcloud visualization tool. Finally, the effectiveness of our
method is proved by experiments. This work provides a basis for the intelligent
recommendation of the best learning materials in various positions and auxiliary
online examination technology for employees in the future.

Keywords: Post profile � Recommendation system � Electric power �
Intelligent learning � Knowledge extraction

1 Introduction

In the era of knowledge and intelligence, the impact on the traditional business model
of enterprise training is becoming more and more serious. At present, there are many
widespread problems in the training of electric power field, for example, the wide
sources of learning resources lead to the difficulty of management, the ineffectiveness
of traditional study arrangement and manual examination, the resource construction is
time-consuming and labor-intensive but the effect is not obvious. Nowadays, most of
the electric power learning resources lack of internal implicit knowledge mining, and
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the professional knowledge required by various professional posts is constantly
updated and changing, but lack of timely and effective adjustment and supplement,
which can’t meet the individual and accurate learning needs of employees in different
professional posts [1]. The recommendation system based on profile technology can
effectively solve this problem. On the one hand, the system can establish post profiles
by analyzing job attributes, on the other hand, it can integrate massive heterogeneous
power knowledge resources, so as to provide personalized knowledge guidance for
power employees.

In view of the existing enterprise training and employee learning mode of electric
power has been unable to meet the needs of enterprise and employee development, it is
necessary to use artificial intelligence technology to study the massive heterogeneous
resources scattered in the field of electric power. Therefore, this paper starts from
solving these problems, combined with the characteristics of knowledge in the field of
power, applies user profile technology in the field of recommendation, by analyzing the
descriptive files and related attributes of various positions in the power industry, the
profile of each position is established, which provides a basis for the implementation of
content-based intelligent learning recommendation method and auxiliary online
examination technology in the future. Experiments show that our method builds the
post profile model is accurate and has certain application value.

The rest of the paper is organized as follow: Sect. 2 is for the related work. In
Sect. 3, we described the detail of the method we used. The experimental results and
analysis are discussed in Sect. 4, followed by the conclusion and future work in
Sect. 5.

2 Related Work

At present, the research in this field is mainly focused on user profiles and recom-
mendation systems, while the research on post profiles is relatively little. User Profile,
top proposed by Alan Cooper, is a target user model based on a series of real data [2]. It
depicts the same kind of users in different dimensions, aiming at fully displaying the
user’s information panorama through massive user behavior data mining. In this paper
[3], authors use an ontology-based system for job recommendation. This has been used
to model the user profile and provide more personalized job listings to the user. After
detailed domain analysis, the relevant classes were identified and the attributes, rela-
tions were defined. Such a system introduces personalized recommendation in job
recruitment domain, by recommending jobs that are likely to be of interest to
candidates.

In [4], authors introduce MineraSkill methodology that deals with methods to infer
the desired profile of a candidate for a job vacancy. In the end, vacancies were mined in
the Information Technology area, through the analysis of relevance of keywords using
TF-IDF and through association rules generated by the Apriori algorithm. However,
more experiments are needed to verify whether the ontology model has a good effect in
practical application.

Recommendation systems are used to analyze user profiles, content items and their
relationships, and try to predict future user behavior. Recommendation systems are
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mainly divided into three types [5]: collaborative-based filtering (CF) [6–10], content-
based filtering (CBF) [11] and hybrid filtering [12–16]. User profile technology pro-
vides the basis of user-project association degree calculation for content-based rec-
ommendation algorithms and provides the basis of user similarity for recommendation
algorithm based on collaborative filtering. Amit et al. [17] proposes the design aspects
of Analytical Recommendation System that represents attributes for designations, skills
and job profile of employees for an organization based on career history that serves as
data set for user-based collaborative filtering, hence recommendations can be provided
for Employees and Organization. In this paper [18], authors have proposed a novel
framework that employs text extraction techniques for generating personalized skill
graph representations of candidate profile. An evaluation of our current skill extraction
model with an industrial scale dataset yielded a precision and recall of 80.54% and
86.44% respectively. However, they didn’t consider dynamically adjusting the profiles
according to the job requirements and the skill level of the workers.

Post profile is an effective tool to sketch the target post and contact the demands
and design direction of trainees. Each post in the power industry has different char-
acteristics. Post profile is to use structured data or unstructured data to present the
attributes of the post in the form of data, it can perfectly express the full information of
a post and label it, so we propose to design a more suitable professional post profile
model for the power industry.

3 Profile Construction

3.1 Source of Data

The profiles work is the basis of recommendation. Post profiles need to be fully
combined with the characteristics of positions in the field of electric power. Through
the analysis of the profiles of all levels of posts, the key knowledge points of the
workers in each position will be helpful to solve the cold start problem of the rec-
ommendation system, it’s the basis of content-based recommendation.

The information on our post profile is provided by Jiangsu Electric Power Com-
pany Research Institute, including training textbooks, technical specifications and
standards for the power industry and three posts description, respectively, relaying
worker (500 kV), relaying worker (220 kV) [19–21], distribution circuit worker.
Relaying worker are technical application professionals who engaged in operation,
commissioning and installation of relay protection and automation devices in power
plants and power systems. The distribution circuit worker is responsible for line
operation and maintenance, erecting and maintaining overhead power lines and other
line equipment and distribution equipment. The post description file contains level,
core work, description of core work, task items, evaluation points, etc. It covers the
daily work content of the post and the specific requirements of various operations.
However, the skill description of relaying worker (500 kV) and relaying worker
(220 kV) is basically similar. Therefore, we selected the two positions for the research
on profiles work: relaying worker and distribution circuit worker. Each position is
divided into five levels: primary worker, intermediate worker, senior worker, technician
and senior technician.
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3.2 Experimental Procedure

Most of the massive post description resources have little effect on the construction of
post profile, so we need to extract the most critical and general words from these texts
to help the overall description of post. The profile uses keyword extraction algorithm
which is based on TF-IDF [22], and realizes the profiles of posts at all levels by
extracting keywords from descriptive texts of post skills.

The basic process of post profile construction is as follows (see Fig. 1):

1. Manual construction of electric power knowledge lexicon based on existing job
description. In order to ensure the accuracy of text segmentation in the next step,
professionals in the field of electric power are required to help build the power
knowledge lexicon.

2. Word segmentation tools (such as Jieba) are used to segment job description texts at
all levels. The top step of word segmentation is to load the customized lexicon and
stop the lexicon.

3. TF-IDF algorithm is used to process the text after segmentation and calculate the
weight of each word. TF-IDF is a statistical method used to assess the importance of
a word to a document set or one of the documents in a corpus. The main idea of TF-
IDF is that if a word appears frequently in an article and rarely in other articles, it
can be regarded as the key word of the article.
The formula for calculating TF-IDF of a word in a text:

TF � IDF ¼ TF � IDF

TF is word frequency, referring to the frequency of the word appearing in the
article; IDF is inverse document frequency, which measures the frequency of the
word appearing in all articles. Formula for calculating TF:

TFi;j ¼ ni;jP
k nk;j

Position text resource

Electric power 
knowledge lexicon

Word segmentation 
tools

Process

TF-IDF 
algorithm

Output

Keywords and 
weights

Visualization

Post Profile

Fig. 1. Flow chart of post profile construction
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Among them, ni;j is the number of occurrences of the word in the document dj, and
denominator is the total number of occurrences of all words in the document dj.
The formula for calculating IDF:

IDFj ¼ log
Dj j

j : ti 2 dj
� ��� ��þ 1

Among them, Dj j is the total number of files in the corpus. j : ti 2 dj
� ��� �� denotes the

number of files containing the word ti (i.e., the number of files containing ni;j 6¼ 0).
If the word is not in the corpus, it will cause the denominator to be zero, so in
general, j : ti 2 dj

� ��� ��þ 1 is used.
4. Visualize the keywords and weights acquired in the previous step by using the data

visualization tool Wordcloud, and visually display the profiles of each post. The
generated_from_frequencies method of Wordcloud can transform the weights of
words obtained from the above step into two-dimensional images of images, which
are composed of many words and become word clouds, in which the font size of
words represent the weights of the words. Word clouds graphic vividly present the
profile of the post.

4 Results and Discussions

According to the profiles process described above, the profiles of posts at all levels are
carried out. There are 10 posts in two types of work. The profiles results are described
below.

4.1 Relaying Worker

In order to ensure the safe, stable and reliable operation of the Grid, relay protection
devices need to be adjusted according to the changes of operation mode, and relaying
workers are mainly responsible for this part of work.

Primary Workers. The core work of primary relaying workers is to install and
connect the vertical screen of relaying, and to check the sampling and setting value of
relaying and self-safety devices.

Figure 2 show its profile (relaying post profiles temporarily remove the key word
“relaying”). The size of the keyword font in the profiles represents the weight of the
word in the profiles of the post. It can be seen that relaying primary workers need to
focus on learning knowledge points: protection cabinet, secondary circuit, micro-
computer calibrator, multimeter, substation, safety helmet and so on. The following
Table 1 gives the weights of keywords in this post profile.
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Intermediate Workers. The core work of relaying intermediate workers is: basic
operation of conventional relaying screen; installation test and inspection of auxiliary
equipment such as voltage transformer and rheology; basic operation of intelligent
substation; implementation of secondary safety measures and conventional manage-
ment; single function debugging of relaying and self-safety devices. It can be seen that
relaying intermediate workers need to focus on learning knowledge points (see Fig. 3):
relay protection, intelligent substation, IEC61850 standard, intelligent protection
device, signal loop and so on. The following Table 2 gives the weights of keywords in
this post profile.

Fig. 2. The profile of relaying worker (primary worker).

Table 1. The top 10 keywords and their weights in the primary worker profile of relaying

Keywords Weights

Protective screen cabinet 0.459798750111538
Secondary circuit 0.459798750111538
Microcomputer calibrator 0.459798750111538
Connection 0.421393795107692
Transformer substation 0.374088091618461
Safety hat 0.315159993320512
A multimeter 0.315159993320512
Electric power safety 0.306532500074358
Secondary cable laying 0.306532500074358
Secondary circuit material 0.306532500074358
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Senior Worker. The core work of relaying senior workers is: the acceptance of
protective devices below 110 kV; the acceptance of auxiliary equipment below
110 kV; the functional debugging of intelligent substation devices; the use of relaying-
related equipment; the construction of secondary circuit; the debugging of relaying and
self-safety devices. It can be seen that relaying senior workers need to focus on learning
knowledge points (see Fig. 4): 110 kV and below (familiar with equipment under the
voltage level), secondary circuit, security measures, etc. The following Table 3 gives
the weights of keywords in this post profile.

Fig. 3. The profile of relaying worker (intermediate worker).

Table 2. The top 10 keywords and their weights in the intermediate worker profile of relaying

Keywords Weights

Relay protection 0.548387871112162
Intelligent substation 0.215401216268468
IEC 61850 Standard 0.215401216268468
Intelligent protection device 0.215401216268468
Protective screen cabinet 0.215401216268468
Connection 0.197409705816216
Signal loop 0.161550912201351
Overcurrent protection 0.161550912201351
Pressure change 0.161550912201351
Auxiliary equipment 0.161550912201351
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Technician. The core work of relaying technicians is: simple defect treatment of
relaying and self-protection device; use of other related equipment and functions;
design of software and hardware of intelligent substation, implementation of security
measures; use of relaying related equipment; debugging and installation of single
secondary circuit; single defect treatment of relaying and self-protection device; acci-
dent analysis and defect treatment of secondary equipment. It can be seen that relaying
technicians need to focus on learning knowledge points (see Fig. 5): defect handling,
switch, secondary circuit, safety measures, protection action time, line protection and
so on. The following Table 4 gives the weights of keywords in this post profile.

Fig. 4. The profile of relaying worker (senior worker).

Table 3. The top 10 keywords and their weights in the senior worker profile of relaying

Keywords Weights

110 kV and below 0.405775398270757
Secondary circuit 0.374561906096083
Connection 0.286063672919060
Safety measures (An CuO) 0.218494445222715
Identify the images 0.200554548772323
Relay protection 0.173380641899216
Merging unit 0.156067460873368
Intelligent terminal 0.156067460873368
Intelligent substation 0.124853968698694
Timing Technology 0.124853968698694
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Senior Technician. Core work of senior technicians: design of relaying and self-safety
device; acceptance of Intelligent Substation; relevant secondary circuit debugging and
maintenance; relay and self-safety device related defect treatment; comprehensive
accident analysis and secondary equipment defect treatment. It can be seen that
relaying senior technicians need to focus on learning knowledge points (see Fig. 6):
intelligent substation, secondary circuit, intelligent terminal, fault handling, message,
merging unit, etc. The following Table 5 gives the weights of keywords in this post
profile.

Fig. 5. The profile of relaying worker (technician).

Table 4. The top 10 keywords and their weights in the technician profile of relaying

Keywords Weights

Relay protection 0.257844150542473
Switch 0.135047104035842
Defect handling 0.128545887127956
Secondary circuit 0.128545887127956
Protective action time 0.128545887127956
Safety measures 0.114858084162365
Line protection 0.107121572606630
Merging unit 0.107121572606630
Calibration value 0.107121572606630
Secondary equipment 0.085697258085305
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4.2 Distribution Circuit Worker

Distribution network is the link between transmission network and power users. Fault
location of distribution network is the basic work to improve the reliability of demand-
side power supply, the central technical link to realize the automation of distribution
network, and one of the important tasks to ensure the safe and stable operation of the
whole power system.

Fig. 6. The profile of relaying worker (senior technician).

Table 5. The top 10 keywords and their weights in the senior technician profile of relaying

Keywords Weights

Intelligent substation 0.409209645576039
Secondary circuit 0.292292603982885
Relay protection 0.243538334403667
Intelligent terminal 0.233834083186308
Fault handling 0.204604822788019
Merging unit 0.175375562389731
Message 0.170143167124694
Intelligent protection device 0.146146301991442
Abnormal 0.117280659913936
Stabilization device 0.116917041593154
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Primary Workers. The core work of distribution circuit workers: basic working skills
of distribution circuit workers; basic patrol and operation of distribution circuit and
equipment; basic maintenance and repair of distribution circuit and equipment; emer-
gency repair of basic faults of distribution circuit and equipment. Figure 7 show its
profile (the key word “distribution circuit” is temporarily removed from the post
profiles of distribution circuit). It can be seen that the knowledge points that the
primary workers of distribution circuit need to focus on are: operation and mainte-
nance, electric shock emergency rescue method, patrol, fire equipment, fitter, etc. The
following Table 6 gives the weights of keywords in this post profile.

Fig. 7. The profile of distribution circuit worker (primary worker).

Table 6. The top 10 keywords and their weights in the primary worker profile of circuit

Keywords Weights

Operation and maintenance 0.356858731429850
Colligation 0.321348759283582
Fire equipment 0.275177009093283
Lifting tools 0.267644048572388
Electroshock emergency rescue method 0.267644048572388
Artificial respiration 0.267644048572388
Fitter 0.249136319321641
Defect 0.224748232977313
Rush to repair 0.216093636043208
Patrol 0.188046703912611
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Intermediate Workers. The core work of intermediate workers in distribution circuit
is: application of general information system for distribution circuit workers; general
inspection and operation of distribution circuit and equipment; general maintenance
and overhaul of distribution circuit and equipment; and general emergency repair of
distribution circuit and equipment. It can be seen that the distribution circuit inter-
mediate workers need to focus on learning the knowledge points (see Fig. 8): distri-
bution transformer, distribution station room, information system, operation and
maintenance, lines, fault repair, patrol and so on. The following Table 7 gives the
weights of keywords in this post profile.

Fig. 8. The profile of distribution circuit worker (intermediate worker).

Table 7. The top 10 keywords and their weights in the intermediate worker profile of circuit

Keywords Weights

Distribution station room 0.445519285822360
Distribution transformer 0.297012857214906
Operation and maintenance 0.297012857214906
Line 0.232471450086956
Information system 0.227688924312546
Distribution overhead lines 0.222759642911180
Troubleshooting 0.222759642911180
Fault handling 0.222759642911180
Patrol 0.208681228358509
Rush to repair 0.179854330619813
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Senior Worker. The core tasks of senior workers in distribution circuit are: appli-
cation and data audit of conventional distribution information system; inspection and
operation of conventional distribution circuit and equipment; maintenance of con-
ventional distribution circuit and equipment; emergency disposal of conventional
distribution circuit and equipment. It can be seen that the knowledge points that senior
workers of distribution circuit need to focus on are (see Fig. 9): conventional distri-
bution lines, distribution station rooms, troubleshooting, switching, distribution over-
head lines, patrols, etc. The following Table 8 gives the weights of keywords in this
post profile.

Fig. 9. The profile of distribution circuit worker (senior worker).

Table 8. The top 10 keywords and their weights in the senior worker profile of circuit

Keywords Weights

Conventional distribution lines 0.838931052835087
Distribution station room 0.559287368556725
Troubleshooting 0.419465526417543
Switching 0.349554605347953
Distribution overhead lines 0.349554605347953
Routine inspection 0.279643684278362
Three measures 0.209732763208771
Defect 0.176118498356491
Patrol 0.147358235814561
Marketing business system 0.139821842139181
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Technician. The core tasks of distribution circuit technicians are: analysis of complex
information data of distribution circuit workers; inspection of complex distribution
circuit and equipment; maintenance and repair of complex distribution circuit and
equipment; emergency repair of complex distribution circuit and equipment. It can be
seen that distribution circuit technicians need to focus on learning knowledge points
(see Fig. 10): distribution circuit network, distribution station room, equipment
maintenance, PMS system, fault diagnosis, distribution overhead lines, major defects
and so on. The following Table 9 gives the weights of keywords in this post profile.

Fig. 10. The profile of distribution circuit worker (technician).

Table 9. The top 10 keywords and their weights in the technician profile of circuit

Keywords Weights

Distribution network 0.657512212659499
Distribution station room 0.478190700115999
Equipment overhaul 0.358643025086999
PMS system 0.298869187572500
Distribution overhead lines 0.298869187572500
Fault diagnosis 0.298869187572500
Major defects 0.239095350057999
Overhaul operation 0.239095350057999
Distribution cable 0.239095350057999
Troubleshooting 0.239095350057999
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Senior Technician. The core work of senior technicians in distribution circuit is:
comprehensive analysis of difficult information data of distribution circuit workers;
analysis and treatment of difficult problems in operation of distribution circuit; analysis
and treatment of difficult problems in emergency repair of distribution circuit; analysis
and treatment of difficult problems in maintenance of distribution circuit; analysis and
treatment of difficult problems in distribution line engineering. It can be seen that the
knowledge points that senior technicians of distribution circuit need to focus on are (see
Fig. 11): difficult problems, distribution station rooms, troubleshooting, distribution
transformers, key technical issues, critical defect, etc. The following Table 10 gives the
weights of keywords in this post profile.

Fig. 11. The profile of distribution circuit worker (senior technician)

Table 10. The top 10 keywords and their weights in the senior technician profile of circuit

Keywords Weights

Problem 1.919341081366420
Distribution station room 0.436305383317518
Troubleshooting 0.436305383317518
Distribution transformer 0.305413768322262
Distribution cable line 0.305413768322262
Distribution equipment 0.261783229990510
Critical defect 0.218152691658759
Distribution overhead lines 0.218152691658759
Key technical issues 0.218152691658759
Distribution project 0.174522153327007
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4.3 Comparative Analysis of Results

Combining Tables 1, 2, 3, 4 and 5 and Fig. 12 (In the bar chart, five levels are
represented by blue, yellow, green, red and black bars, among which with stripes are
higher frequency words in different levels, abscissa represents keywords and ordinate
represents weight), we can find that: 1. Relay protection and secondary circuit have
appeared many times in the four levels of positions (relaying worker), and their
importance ranks in the top six, which is in line with the core content of the post; 2.
Comparing the top ten keywords of each level, half of the keywords don’t appear in
other levels of work. Such as the most weighted words of senior workers are 110 kV
and below protection devices. This word has not appeared in other levels of jobs,
because the work is a special requirement of senior workers, and it also shows our
method has a clear distinction between different levels of work. 3. For lower-level
workers, their work is mainly the basic operation of wiring, overhaul and debugging,
while for higher-level technicians, their work is mainly to solve complex problems
such as troubleshooting, diagnosis and accident analysis, which also meets the
responsibilities of different levels within the post.

Combining Tables 6, 7, 8, 9 and 10 and Fig. 13 (In the bar chart, five levels are
represented by blue, yellow, green, red and black bars, among which with stripes are
higher frequency words in different levels, abscissa represents keywords and ordinate
represents weight), we can find that: 1. Distribution station room, distribution overhead
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Fig. 12. Comparison of relaying workers at different levels (Color figure online)
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line and troubleshooting are the most frequent words. Except for primary workers, the
top ten keywords of each level of work include these words, which is consistent with
the work content of distribution circuit workers; 2. Except for primary workers, the
most weighted word in every level of work have higher weight than other words, which
is highlighting the core work content of different levels of workers; 3. Comparisons
show that low-level workers are mainly engaged in the basic jobs with relatively low
requirements such as wiring, while higher-level workers are mainly dealing with faults,
problems, defects and other difficult work, such as with the largest weight word of the
senior technicians is “problem”, the proportion of 1.9, far higher than other words,
which is also in line with the actual work.

Then compare the same level work of two jobs horizontally: 1. For example (see
Fig. 14), the top ten keywords weights are not very different, which also covers a wide
range of work done by the primary workers, but the difficulty of operation is relatively
easy to match; 2. But for the senior technicians of two posts (see Fig. 15), the largest
weight of keywords is obviously higher than other words, which is because senior
technicians need to be more prominent in their core work, so as to solve the more
complex problems in this direction; 3. In addition, the same level of two types work
content keywords are very different, which also shows that our method is better for
differentiating different types of work performance.
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5 Conclusion and Future Work

This paper mainly introduces the construction process of post profiles. Firstly, Term
Frequency–Inverse Document Frequency (TF-IDF) algorithm is used to extract the key
words of post description files. Then, in order to present the extraction effect of key
words, Wordcloud can be used for visual analysis. Through the post profile, it is easy to
figure out the key points to be learned for the post, which provides convenience for the
implementation of content-based recommendation algorithm later.

In the future, we will conduct more full and comprehensive profile analysis of more
posts in the power industry, and conduct more in-depth research on intelligent learning
recommendation and auxiliary online examination system design based on the post
profile.
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Abstract. The conventional safety analysis methods were caught in a dilemma
with analyzing the functions and the close component interactions of the
complicated system. On the contrary, the System Theory Process Analysis
(STPA) regards the system as a hierarchical control structure instead of the
separate components, which helps to explore the control flaws. Thus, it provides
an optimized solution for the safety analysis of Communication based Train
Control (CBTC) systems that are commonly-used in urban railway transit.
Colored Petri Net (CPN), a widely-used formal language, can avoid the potential
ambiguity caused by the block diagram of the classic STPA and make models
executable and more rigorous. The main contributions of the paper are carried
out. Firstly, the general process of the integrated method and its formal defi-
nition are clarified. Secondly, the block diagram is put forward to build the
three-layer CPN models of CBTC. Then the models are checked by ASK-CTL
(Computer Tree Logic) queries. In addition, the XML. document from CPN is
utilized to achieve the automatic search for the hazard and the reachable path to
reveal the unsafe control behaviors, the refined safety constraints and control
flaws. For the purpose of the feasibility and the superiority of the proposed
method, the results is compared to the Fault Tree in terms of “train overspeed”
hazard and 20 flaws in the paper are more than 11 from the reference.

Keywords: Colored Petri Net � Control flaws � Hazard identification �
Hierarchical control structure � System Theory Process Analysis

1 Introduction

Communication-based Train Control (CBTC) system is prevalent in the modern urban
rail transit, which is no longer a simple combination of various signal facilities but a
complete and hierarchical distributed signaling system embodies the functions like the
safety protection, the speed control and the information feedback. The functional
modules of CBTC system interact independently and simultaneously to form a com-
plex network where a large number of concurrent, conflicts and competitive behaviors
take place. Scientific safety analysis methods for the increasingly complex system is
significant to ensure the operational safety.
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Preliminary Hazard Analysis (PHA) is a basic method to identify the hazards of the
systems, which was recommended in ref. [1]. However, it might not be adequate to
handle the hazard analysis for great complex systems according to ref. [2]. Ref. [3]
recorded the special safety study with HAZOP (Hazard and operability analysis) to
identify the potential hazards arising from the operational scenarios in the ETCS-2.
However, due to the lack of a prescribed way to present systems, the system repre-
sentation models to be analyzed in HAZOP process are different.

Leveson proposed the System-Theoretic Process Analysis (STPA) [4] based on her
former theory named as STAMP (Systems-Theoretic Accident Model and Processes)
[5]. STPA became a new concern of the efficient hazard identification approach for
complicated system. However, the inadequate expressive ability in the general form of
the control structure is obvious. The analytical process and outcomes are almost textual
description, which is lack of readability and portability. In ref. [6], formal method is
used to extend the classic STPA. The extended UML model is established and verified
by PHAVer. The reachable set is used to analyze the model to identify the factors
causing inadequate control. However, the analysts should be familiar with the system
and have rich practical experience. In ref. [7], it presents a method for combining STPA
and the model checking by UPPAAL, where a robotic flight simulator is presented as a
case study. The STPA hazard identification based on formalization model (BFM-
STPA) is proposed in ref. [8], which combines STPA with Colored Petri net (CPN) to
establish the control structure models in China Train Control System-Level 3 (CTCS-3)
and the identified hazards is generated into hazard logs. Temporary Speed Restriction
(TSR) issued scenario is the case study in ref. [8]. But once the model is more detailed
and complex, state space explosion occurs that the reachability from the state space
reachability graph(SSG) may be invalid. In addition, the model in ref. [8] simply
follows the TSR information flow, making it less possible to be reused for other
motivations.

Inspired by ref. [7, 8], STPA with the formal method can provide an unambiguous
representation of the system under analysis and the hazards can be identified by STPA.
The tack is gaining acceptance. Colored Petri Net, a mature formal method in the
industrial field, is an advanced Petri net with classification, hierarchy and data structure.
It possesses an intuitive graphical representation with the mathematical definitions and
detailed grammatical semantics by “coloring” the elements of the same features. CPN-
Tools developed by the University of Aarhus (Denmark), a tool for editing, simulation,
and analysis of colored Petri nets, is integrated with Meta Language (ML), ASK-CTL
(Computer Tree Logic) toolkit, monitor and state space calculator to provide a more
user-friendly interface and more convenient operation. Above all, STPA with CPN can
be a potential approach in safety analysis of CBTC.

The rest parts of the paper are organized as follows. In Sect. 2, the preliminary
theory about STPA are explained and how CPN incorporated into the classic STPA is
introduced. Additionally, the integrated method’s formal definition by referring the
definition CPN is illustrated. Section 3 is in accordance with Sect. 2 and the specific
implementation is set. Afterwards, the content follows the guideline to define the
system-level hazards and safety constraints, build the block diagram and three-layer
CPN models. Due to the focus on the hazard identification of Movement Authority
(MA), the subpage Zone Controller (ZC) and the process to generate MA are presented.
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Under the guide of the top model, we can also do other further research. Then the
model checking by ASK-CTL queries are performed to verify the model’s accuracy.
Furthermore, by analyzing the MA sequence by XML. document, the unsafe control
behaviors and the corresponding refined safety constraints are obtained. Finally, the
control flaws are produced for further system design.

2 Preliminary Theory of the Integrated Method

This section clarifies the general process of the STPA with CPN and it is on account of
the classic STPA theory. It’s stressed out that the difference of CPN model is used to
construct a hierarchical control structure. The key norms are throughout the paper, like
“hazards”, “safety constraints”, “the hierarchical control structure”, “the unsafe control
behavior”, “the control flow”, etc. Moreover, the formal definition of the integrated
method is updated by the reference of CPN to depict the mathematical semantics.

2.1 General Procedure of the STPA with CPN

Step 1: System-level hazards and safety constraints should be determined at first.
Safety constraints are the safeguards against hazards. In the system design cycle, safety
constraints will be refined gradually as well as the sub-constraints will be assigned to
the components of the system.
Step 2: A hierarchical control structure diagram is built. In the integrated method, the
traditional non-executable block diagram is transformed into executable CPN. The
differences are depicted in Fig. 1. The system is regarded as a hierarchical control
structure and each layer imposes a safety constraint on its lower layer, that is, the
behavior of the lower layer is controlled by high-level constraints. In the classic STPA,
the model covers the control structure block diagram, the process model and the control
algorithm for describing the control behaviors while the new model contains the top
model(CBTC Hazard Identification page), the controller model (Zone Controller page)
and the process model(MA calculation page) as Fig. 2 shown. It’s noteworthy that the
Fig. 2. is also one of the model in Sect. 3.
Step 3: Unsafe control behaviors that led to the hazard are recognized by the cause of
hazards and the concrete safety constraints are further developed. The ultimate goal of
the safety analysis is to identify the potential hazards so the corresponding measures
against hazards shall be taken. The unsafe control behaviors have the four categories:

(1) The control behaviors required by the safety constraints haven’t been imple-
mented or fail to be kept;

(2) The improper control commands may cause the hazards;
(3) Issuing the control commands is too late, too early or disordered;
(4) The control command is finished too fast or too slow.
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The above classification is only for reference during the analysis period. Before an
accident occurs, the goal of safety analysis is to analyze the hazards cause and to
prevent the unexpected occurrence. Therefore, it is necessary to refine the safety
constraints to make the system more secure.

Step 4: System’s control flaws (the root cause of the hazard) shall be obtained, which
are mainly classified into the control logic algorithm flaws, the process model flaws, the
controller cooperation flaws, the sensor flaws, the actuator flaws, and the feedback
mechanism flaws. The system design’s optimization is bottom on the control flaws.

Controller

Control
Behavior

Computer based 
Interlocking

Trains

Process
Model

Control
Command

Feedback

Control Process

Fig. 1. Control Structure (Above: non-executable block diagram; Below: executable CPN)

Fig. 2. Declarations of the top model, the controller model and the process model
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2.2 Formal Definition of the Hierarchical Control Structure

CPN models are formal in the sense that the modelling language has a mathematical
definition of syntax and semantics, which can be processed by a software and system
properties can be automatically verified. For example, it verifies that the desired
properties have been fulfilled and the undesired properties have been avoided. The
formal definition is the basis for the analysis of the various behavior properties.
Without the mathematical definition, the sound and powerful CPN wouldn’t be
developed. Inspired by the CPN formal definition in ref. [9], the model in Sect. 2.2
shall be redefined.

Definition 1. Anon-hierarchical Colored Petri Net is a nine-tuple:

CPN ¼ ðP; T ;A;
X

;V ;C;G;E; Ig ð1Þ

(1) P is a finite set of places;
(2) T is a finite set of transitions and P\ T ¼ /;
(3) A 2 P\ T ¼ P\A ¼ / is a finite set of directed arcs;
(4)

P
is a finite set of non-empty color sets;

(5) V is a finite set of typed variables that Type½v� 2 P
for all variables v 2 V ;

(6) C: P ! R is a color set function that assigns a color set to each place;
(7) G: A ! EXPRV is a guard function that assigns a guard to each transition t such

that Type½EðaÞ� ¼ CðpÞMS;
(8) E: A ! EXPRV is an arc expression function that assigns an arc expression to

each arc a such that Type½EðaÞ� ¼ CðpÞMS, where p is the place connected to the
arc a; I : P ! EXPR/ is an initialization function that assigns an initialization
expression to each place p such that Type½EðaÞ� ¼ CðpÞMS.

Definition 2. Hierarchical control structure model is a 9-tuple,

I ¼ ðPG;
X

P; T ;A;N;G;FS;FEg ð2Þ

(1) PG is referred to the system operating model page, the controller model page and
the process model page;

(2) R includes the state and message type;
(3) P ¼ ðPM ;PC;PPÞ, PM ;PC;PP is the place in the operating/controller/process

model page, respectively;
(4) T ¼ T1 [ T2, the state changes is T1 and substitution transition is T2;
(5) A is the directed arc;
(6) N: A ! P� T [ T � P, N is the node function;
(7) FS is the function of message transmission and state changes; FE is the message of

arc transmission and expression function of state changes.

Safety Analysis of Communication-Based Train Control System 437



3 Construction of CPN Models: An Application in CBTC

Figure 3 is the more specific implementation of the mentioned process in Sect. 2. From
Step 1 to Step 2, when the structure diagram is transformed into CPN, the mature
experience from the general model checking and formal verification can be utilized via
CPN-Tools. For example, the ASK-CTL queries and state space calculation as shown
in Step 3. CPN have a powerful ability to describe the asynchronous concurrent sys-
tems while ASK-CTL can verify the model and system accuracy. Model checking is an
exhaustive search of the state space. Once the state space is too large to exceed the
memory space, it will cause the model and all efforts in vain. The hierarchical colored
Petri net can reduce the complexity by the “substitution”, which effectively reduce the
possibility of a state space explosion. In the most crucial Step 4, the reachability tool is
developed by C# programming language, which was inspired by how to generate the
test case automatically from formal models in ref. [10].

Export the control flaws

Obtain the improper control 
refine the safety constraint

Use the reachability tools to 
search the hazard state

xml.document from
the CPN models

Hazard
identification

Step 4

Define the system-
level hazards 

Define the system-
level safety 
constraints

Step 1

ASK-CTL toolkit

ASK-CTL queries to 
describe the properties

State space calculation

Evaluate ML  tool to 
compile the queries

Model
checking

Step 3

Step 2

Hierarchical
control model:

Structure diagram 

STPA Analysis 
Procedure(Non-executable)

Hierarchical
control model:

CPN model

Operational mode
model

Controller model

Process modelCPN models
(Executable)

Fig. 3. Implementation procedure of the safety analysis method by STPA and CPN

The case study is about how to construct the sound CPN models of CBTC.
Therefore, the following parts are closely prone to the Fig. 3 guideline.

3.1 Define the System-Level Hazard and Safety Constraint

Accidents in railway system mainly consist of “rear end collision”, “head on collision”,
“flank collision”, “train to structure collision” and “derailments”, which can be sum-
marized as the accidents caused by the trains overspeeding or overtaking the required
distance. Therefore, the system-level hazards are the phenomena of trains exceeding or
distance overtaking occur. Accordingly, the safety constraints are how CBTC prevents
the trains from exceeding or overtaking as shown in Table 1.
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3.2 Hierarchical Control Model: Structure Diagram and CPN

After familiar with the system structure and functions by ref. [10], a block diagram of
hierarchical control structure is established in Fig. 4. The process model shall describe
the state of the controller while the variables shall illustrate the message interaction
between the components. Models’ structure and variables are necessity for analyzing
the causes of the systems’ unsafe control behaviors.

TSR (Temporary Speed Restriction) and Movement Authority (MA) are the most
crucial outcomes. “How far and how fast to go” is also determined byMA in the common
occasions and is influenced by TSR in the emergency occasions, such as unsolved
accidents occur ahead the line. MA is generated by ZC and then is sent to the appointed
train while TSR is generated by ATS and is sent to ZC to change the expected MA.

The hierarchical control structure in Fig. 4 is transformed into CPN models in
Fig. 5. The CPN sub-models are used to depict the dynamic behaviors of the system and
the specific internal interactions of components. Hierarchical control structures of CPN
models conform to the STPA theory. Table 2 illustrates how to transform STPA ele-
ments into CPN. Layering can effectively avoid the possibility of state space explosion.

Table 1. System-level hazards and corresponding safety constraints

Hazards Safety constraints

Trains’ speed has over the speed limited Overspeeding shall not occurs
Trains’ moving distance has over MA Over that distance shall be avoided

Automatic Train Supervision(ATS)

Data Storage 
Unit(DSU) Zone Controller(ZC)

Dispatcher

Other ZC 
(nearby)

Computer Based Interlocking(CBI)

Maintenance Management System( MMS)

Station Staff

DriverDMIVehicle On-board 
Controller

Train

Operating Schedule

Operating State Report

Route from the 
nearby sections

Route information 

 Commands 
is input.

Trains Control
Commands

Trains
operating

state

Braking command 
from ATP

Trains speed
and location

Control
command,

MA

Location report,
trains performance parameters

and MA request

TSR verification 
command

TSR state

TSR state

TSR verification command

ZC s operation state Time synchronization ,
emergency braking, etc.

Display information

Command from 
drivers

Train s operating state and the 
route information

Operational report Monitoring Equipment Operation

Route information Trains  information,etc.

Speed,etc. Occupation information of 
block sections

Trains
operating state, 
lines features

Fig. 4. Structure diagram of CBTC
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Fig. 5. Top CPN model

Table 2. Transformation Rules

STPA elements CPN elements STPA elements CPN elements

Control elements Place Actuator Transition/Substitution
Control commands Arc inscription Controller Transition/Substitution
Feedback information Arc inscription Decision-making input Original token
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The top-down approach is adopted to construct CPN models. The top model
describing the system overall structure shall be set up at first. Consequently, the sub-
function models of the system are raised, respectively. It’s apparent that the top-down
modeling idea is closer to the modeler’s thinking, therefore, it is more suitable for the
functional requirements of CBTC that’s why we have taken it. The hierarchical control
structure model of CPN is divided into three layers.

(1) System operating mode model. All controllers in the system should be included as
much as possible.

The top model in Fig. 5 includes six controllers, which are the crucial subsystems
of CBTC: Automatic Train Supervision (ATS), Zone Controller (ZC), Data Storage
Unit (DSU), Computer Based Interlocking (CBI), Vehicle on Board Control (VOBC),
Driver according to ref. [11]. Each controller is set to a substitution for further
description of the controller process.

CBI is the basis of CBTC operation implementing the safety interlock relations
between the switch, the route and the signal. It sends the relevant interlock status to ZC
to ensure that the train won’t intrude into the unlocked switch or the unavailable lines.

ZC forms an online train operation sequence by receiving the train position report.
ZC matches the train position with the line occupancy condition and performs occu-
pancy indication on the line track section of each train safety occupied position. As
mentioned, MA is generated by ZC, which is calculated by the train location, the
occupancy of the section on the line ahead and the status of the obstacles.

The on-board ATP subsystem or Vehicle on-board control (VOBC) receives the
MA from ZC. Emergency Brake Intervention (EBI) is calculated. The real-time dif-
ference value between the actual train speed and the EBI speed is monitored. Once the
train overspeeds, EBI will be triggered immediately to ensure the train braked safely.

(2) Controller model.

All controllers are passing the various variables, because they have to constantly
interact with the control commands and feedback when the system is operating. ZC is
the most crucial ground system and generates the MA. Due to limited space, only the
controller model of ZC is presented in Fig. 6.

The essential paths are drawn from Fig. 6:

① ZC-CBI (How ZC sends the train information for CBI):
Transition ZC Host ! Place Forward Train Infor ! Transition Send Train
Infor ! Place Train Infor (the output Train Infor actually is the input
information for CBI)

② CBI-ZC-VOBC (How ZC generate MA):
Input is from the three source: Place Route Infor, Place Emergency stop
order and train state request, Place MA request and train position
! Transition Get Relevant Infor ! Place Send to ZC via wireless com-
munication ! ZC Host
After the process of ZC, the MA is generated with the path: Transition ZC
host ! Place MA calculation with route information ! Transition MA
calculation ! Place MA
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③ ATS-ZC-VOBC (how ZC issue TSR):
Place TSR execute command (from ATS) ! Transition ZC Host ! Place
Issuing TSR order to VOBC. ZC plays a role in transferring TSR from ATS
to VOBC (msg31) and making commands implemented (msg42).

④ ZC—ATS (Train condition):
Transition ZC Host ! Place Forward Train Condition to ATS ! Transi-
tion Send Train Condition to ATS ! Place Train condition

(3) Process model.

Figure 7 is used to describe the execution process of the controller (ZC) and the
information interaction. The corresponding input information of the controller and the
entire processing of the control command execution shall be clarified.

Fig. 6. Controller model of ZC

Fig. 7. Process model
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Obstacle shall be traversed from far to near to determine the nearest obstacle as the
End of Authority (EoA). Additionally, the end of the route is obtained from CBI. Once
the current state of the fixed obstacle is consistent with the expected path, the MA
extends; otherwise it will be the last obstacle. According to the different scenarios and
preliminary calculation of the EoA minimum and taking the safety distance into
consideration, the final EoA is obtained. MA is generated in ZC and then transferred to
VOBC by wireless network.

The existing train-ground data communication system (DCS) is WLAN (Wireless
Local Area Network). Currently, LTE-M (4G for metro) is gradually applied in the new
or upgraded lines and is expected to the comprehensive platform for CBTC, PIS
(Passenger Information System), CCTV (Closed Circuit Television) transaction, etc.
Because the signaling system in railway field is safety-critical system. Once the acci-
dent happens, it brings out the inestimable loss for human health and wealth. So the
communication mechanism shall not keep in pace with the advanced technique in
public network. Instead, the advanced technique needs to be enough mature that can be
used in railway field, for example, GSM-R (2G for railway) still the mechanism for
CTCS-3 used by China’s high-speed railway.

The controller needs to have a good command of the process before implementing
the control measures, and that command is named “process model”. The control actions
of the controller are generated according to the control algorithm and the process
model. Only by fully understanding the controller’s control algorithm and process
model, the analyst can seize the generation principle of the control action and then the
accident in the system can be obtained. Therefore, we ought to make efforts to construct
the accurate models by model checking to refine the model.

3.3 Model Checking with ASK-CTL Queries

The use of temporal logic for starting and checking verification questions is referred to
as model checking, which automatically verifies the consistency of the system model of
the formal language description and the systematic nature of the natural language
description via a finite state space search. The method has been successfully applied in
the related fields, for example the safety communication protocol [11], the development
of a practical system [12]. “Evaluate ML” tool and the ASK-CTL queries are required.

(1) Home Properties.

A home marking Mhome is a marking which can be reached from any reachable
marking, which means that it is impossible to have an occurrence sequence starting
from M0 which cannot be extended to reach Mhome. In other words, we cannot do what
will make it impossible to reach Mhome afterwards according to ref. [9]. From Table 3,
the returned results indicate that the “initial marking” of the system is not home, which
is satisfied with our expectation. Since the CPN model of the paper is not cyclically
executed, “initial marking” will not return to the original state.
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The models’ accuracy requires that there is no deadlock and live-lock as far as
possible, because the two outcomes may make the system unable to perform the
sequence of system behaviors properly.

(2) Self-loop terminal (live-lock)

The live-lock check is to find whether there is a self-looping terminal. We find out
from Table 4 that there is no loop terminal proving the system can’t fall into livelock.
But there are many dead markings.

(3) Deadlock marking (dead-lock)

The deadlock analysis process needs to find the deadlock marking of the model.

Table 3. Verification procedure of “Home Properties”

Queries to verify “Home Properties” and results 

Results:
val IsInitialMarking=fn: Node->bool 
val myASKCTLformula =NOT(EXIST_UNTIL(TT,NOT(EXIST_UNTIL(TT,NF("initial 
marking", fn))))):  A
val it=false:  bool

Table 4. Verification procedure of “Self-loop terminal”

Queries to verify “Self-loop terminal” and results

Results: There is no loop terminal! List of dead markings: 26494 26493 26492 26491 
26490Number of dead markings: 8859
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There is no deadlock markings in Table 5, which proves the dead markings in
Table 4 didn’t cause serious impact on the model thus they are reasonable.

(1) Deadlock marking is the reflection of deadlock. In the execution of two or more
processes (or threads), a phenomenon of waiting for each other due to competition
for resources will not be able to advance without external force.

(2) Dead marking is the reflection of livelock. Thread 1 and thread 2 can use
resources, but they choose the other side to use first causing neither of them can
utilize. Threads are always running in vain but the task that the thread itself has to
complete has been unable to progress.

3.4 Case Study: Hazard Identification of MA Calculation Scenes

In Sect. 3.2, the Zone Controller (ZC) model has been established to perform Move-
ment Authority (MA) calculation. Relevant method can be found in [13, 14]. Here the
process model is stressed out and the hazard sequence abstracted from XML.document
is shown in Table 6.

Table 5. Verification procedure of “deadlock marking”

Queries to verify “dead marking” and results

Results: No deadlock markings!

Table 6. Hazard sequence of MA calculation via ZC

Nodes’ ID and explanation
ID1412661512(Calculate MA following Route Information)→
ID 1412669220(Update Route)→ID1412672834(Search Route→
ID1412678007(Reach First Section)→ID 1412681801(Obstacle Traversal) 
→ID1412685667(MA supplement) →ID 1412688821(Extension) →
ID1412692822(Reach Next Section) →ID1412703616(Obtain EoA) 
→ID1412707887(Generate Error MA) →ID1412661506(Error MA)
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According to the STPA theory and the hazard sequence information, the possible
unsafe control behaviors we have obtained are illustrated in Table 7.

Moreover, the refined safety constraint (RSC) are formulated depicted in Table 8 in
accordance with the above unsafe control behavior (UCB).

3.5 Control Flows’ Identification of MA

Control Flaws (CF) in the system lead to the emergence of unsafe control behaviors. In
other words, the root cause of the system’s hazards are that there are control flow.
Hence, according to the unsafe control behavior in Sect. 3.3, the control flaws are
investigated as shown in Table 9. In the process of the system design, these control
flows shall be paid more attention.

Table 7. Unsafe control behavior of MA calculation via ZC

Command behavior Provide MA Provide the shorter MA

“Not Provided” causes
hazards

① ZC failed to
provide MA to
VOBC

④ It is necessary to shorten MA,
however, ZC failed to provide the
shortened MA to VOBC;
⑤ When an emergency occurs, ZC failed
to provide the shortened MA to VOBC;

“Provided” causes
hazards

② ZC provide the
wrong MA to
VOBC

⑥ ZC provided the wrong MA to extend
into a train occupation section.

“Error moment or
sequence” contributes
to the hazards

③ ZC didn’t
provide the MA to
VOBC timely

⑦ When it is necessary to shorten MA,
ZC didn’t provide the shortened MA to
VOBC timely;

“Too fast or too short”
cause hazards

Table 8. RSC with corresponding UCB

RSC Type Refined safety constraint

MA is requested by VOBC ① ZC shall provide the accurate MA for VOBC
② ZC shall provide the MA for VOBC timely
③ ZC shall provide the emergency stop command

The shorten MA is requested by VOBC ④ ZC shall provide the shorten MA
⑤ ZC shall provide the accurate shorten MA
⑥ ZC shall provide the shorten MA timely
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The paper compares the analysis results of system-level dangerous train overspeed
with the results of fault tree analysis in [14]. The fault tree analysis of train overspeed is
qualitatively analyzed by finding the minimum cut set, and the nine minimum cut sets
of the train overspeed fault tree are obtained. The resulting risk causes are mainly
classified into hardware faults and system errors, line data errors, system internal
communication interruptions and communication problems between systems. By
contrastive analysis, the new method adopted in this paper is more comprehensive.
20 hazard sources have been identified, which are more than 11 in literature [14].
Besides, it can effectively analyze the hazard related to human factors and most of the
hazard sources derived from fault tree analysis only focus on component failure and
take the system safety as the reliability of the component.

4 Conclusion

In order to provide a formal and unambiguous representation of the CBTC and identify
the hazards by STPA, an integrated method of System Theory Process Analysis with
Colored Petri Net is proposed in the paper. The three-layer CPN models help to

Table 9. Control flow

Types Control flow

Wireless communi-cation
unit (WCU)

① WCU falls into a failure, causing the MA cannot to VOBC;
② It takes too much time for information transmission;
③ Altered MA cannot be sent to the ZC due to WCU failure;
④ The emergency stop message can’t be sent to VOBC;

CBI ⑤ The route information for MA generate is improper;
⑥ Line information is not updated in time;
⑦ The shortened route information is not provided to the ZC;

ZC ⑧ ZC’s Control algorithm has flaws, producing improper Mas;
⑨ There are errors in the End of Authority (EoA);
⑩ The processing of ZC is too long;
⑪ Because of the control algorithm’s error, the system may
mistakenly think that it’s unnecessary to shorten the MA;
⑫ The emergency condition is taken for normal;

Track circuit ⑬ The track circuit sends incorrect train occupancy information;
VOBC ⑭ VOBC sends the wrong position information to the ZC;

⑮ The train data parameters stored in the VOBC are improper;
⑯ There are errors in the balise information encoding, and the
VOBC host parses the wrong train position information;
⑰ VOBC parses out the wrong occupied occupancy information
from track circuit;
⑱ VOBC didn’t get the newest MA timely;
⑲ There are errors in VOBC’s control algorithm.

Driver ⑳ The driver didn’t have high safety sense.
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substitute the original control structure block diagram in STPA, largely enriching the
systematic features that could be modeled before. The application of the method is used
to find the potential hazards about MA generation. So the Zone Controller and the
process model of MA generation are presented. Afterwards, the ASK-CTL queries are
utilized to check the model’s accuracy from the “home property”, “self-loop terminal”
and “deadlock”, which prove that the model is correct for further research [15–20].
Then, the hazard sequence is obtained. Unsafe control behaviors of MA calculation can
be concluded. Aiming at unsafe control behaviors, the corresponding refined safety
constraints are put forward. Lastly, the control flows are found out, which warns the
developers and the solution administers to notice these vulnerability. It can be con-
cluded that the CPN control structure models are able to identify both technical flaws
and organizational vulnerabilities. In the future work, it should be emphasized that the
CPN models have to involve as many details of system as possible on the basis of the
analysis requirement.
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Abstract. In the emergency rescue exercise of high-rise buildings, mastering
the accurate position of the participants is an important means for coaches to
arrange tactics, evaluate the efficiency of rescue aid, evaluate the effect and
ensure the safety of the participants. Video location is a more accurate posi-
tioning method, using personnel detection, personnel tracking can lock the
position of personnel in the monitoring, but once occlusive, personnel can not be
detected, will cause the loss of personnel identity information, another problem
is that the current technology is difficult to stably identify the identity of per-
sonnel through signs. Therefore, this paper studies the fusion algorithm based on
the characteristics that the most widely used WiFi fingerprint location can
provide rough position information and personnel identity information. The
detection with identity information is obtained by matching the personnel
information provided by the WiFi fingerprint location system with the detected
personnel in the video. At the same time, the location result of WiFi fingerprint
can provide reference position when occlusive for a long time. Aiming at the
characteristics of fixed number of participants and fixed identity information in
emergency rescue exercise, this paper proposes a personnel tracking algorithm
based on appearance and motion characteristics. This algorithm reduces the
incidence of identity exchange problem when the personnel are very close, and
records the representation information of the participants for a long time, which
can make the personnel can be rerecognized after a long period of disappear-
ance, and avoid the problem of matching error caused by multiple matching of
WiFi fingerprint information and video location information.

Keywords: Location � Binocular vision � Person detection � Tracking
algorithm

1 Introduction

In the emergency rescue, the rescue of high-rise buildings is the most typical. In recent
years, with the increase of high-rise buildings, high-rise building accidents bring more
and more challenges to rescue, especially high-rise building fires, high-rise building
post-earthquake rescue. In the environment of such emergency rescue drill, the high-
precision position information of the personnel is required to be used as the reference
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basis for the tactical arrangement, the evaluation of the drill effect, and the risk
assessment.

At present, multi-use wireless communication mode, including RFID, WiFi
Fingerprint, Bluetooth, Ultra-Wideband, etc. [2–4], can be used to meet the indoor
positioning needs of most public places. Ultra-Wideband and Bluetooth are the most
accurate methods, while RFID and WiFi Fingerprints [5] are the second. However,
Ultra-Wideband positioning needs expensive devices, Bluetooth needs to replace
Bluetooth label batteries regularly, and the maintenance cost is very high. WiFi, as the
most commonly used wireless signal in daily life, has wide coverage and cheap
equipment layout, but if used as an emergency rescue exercise, it is not accurate
enough.

With the development of artificial intelligence technology, target recognition for
image has been widely used. Image recognition technology can be used to calibrate the
position of people in the graph directly, so as to carry out accurate positioning.
However, image recognition is difficult to accurately identify people in a wide range of
areas, so the calibrated personnel position can not correspond to the actual personnel
identity. In this paper, a fixed scene target location method based on multi-view video
image is proposed. Later, the research status, the transformation from image coordi-
nates to real coordinates, how to obtain the identity of the detected target, and how to
achieve stable video location will be carried out.

2 Related Work

2.1 Indoor Positioning Theory Based on WiFi

WiFi is one of the most common wireless signals in daily life. It generally follows
IEEE 802.11b/g/n protocol and works at a frequency of 2.4 GHz. Each WiFi signal is
sent by a wireless ap (access point), often a wireless router. Each wireless ap has its
own unique global code, that is, mac address, and generally these ap do not move
frequently. WiFi fingerprint location is a convenient and accurate indoor location
method.

Using WiFi fingerprinting method to locate is divided into two stages, the first stage
is the collection of WiFi fingerprints in a certain area. The so-called WiFi fingerprint
refers to a set of key value pairs composed of a group of RSSI from AP and the
corresponding real coordinates collected by the terminal at a certain point. This
associates the signal strength with the location. The collected fingerprint information is
then stored in the database, and each set of fingerprints is unique. In general, the points
we collect are not random, and the coordinate system is built with a certain point as the
origin, so that the coordinates of each point can be obtained. With the increase of the
density of acquisition points, the accuracy of positioning will also increase accordingly,
but there will also be certain upper limit. When RSSI near several points are very
similar or even overlapping, the increase of acquisition points will not increase the
accuracy.
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In the process of collecting RSSI, the signal strength of each ap is time-varying, but
the whole fluctuates around a range, and we need to collect and average it many times
at one point as the estimated value of RSSI at a certain point.

The second phase is the positioning phase. Locate the terminal to a certain location
in the area. The RSSI, of ap collected by the terminal is compared with the WiFi
fingerprint in the database at the same time to find the closest several fingerprints. Here
are two ways, one is the minimum distance, including the Euclidean distance, the
Manhattan distance, the Mahalanobis distance, or the maximum similarity, including
the cosine similarity, the Spearman similarity, and so on. The most commonly used
cosine similarity is used in this paper.

2.2 Pedestrian Detection Method

At present, pedestrian detection methods are mainly divided into three categories, one
is based on motion detection, the second is mainly based on machine learning, and the
third is deep learning. Among them, based on motion detection such as Gaussian
mixture model, frame difference method, vibe algorithm [6, 7] and so on, the idea of
these background modeling algorithms is to get a background model through the
previous frame learning, and then compare the current frame with the background
model to get the moving target. These algorithms are simple to implement and fast to
implement, but these algorithms only use pixel-level information and do not make use
of the high-level semantics of the image, so the following problems exist: they can only
detect moving targets; they are greatly affected by light; if multiple target adhesions can
not be dealt with; they are vulnerable to bad weather and so on. The machine learning
algorithm and the depth learning algorithm improve the above problems from the
advanced semantics of the image.

Navneet Dalal proposed a pedestrian detection algorithm based on hog SVM on
2005 CVPR [8]. HOG (directional gradient histogram) feature is a feature operator
used for object detection in computer vision and image processing. HOG uses the
gradient histogram of the local region to form the feature by calculating and counting
the gradient histogram of the local region, which makes use of the orientation and
intensity information of the edge. The method of HOG is to calculate the gradient of
fixed size picture, then divide the picture into grid points, then calculate the gradient
orientation and intensity of each grid point, then form the gradient direction distribution
histogram of all pixels in the grid, and finally summarize the whole histogram feature.
This feature describes the shape and appearance information of pedestrians, and is
insensitive to light changes and small spatial translation.

In view of the fact that HOG features only focus on edge and shape information,
and it is difficult to deal with occlusion and sensitive forehead problems, some
researchers have proposed the integral channel feature (ICF) [9]. The integral channel
features include 10 channels: gradient histogram in 6 directions, 3 luv color channels,
and a gradient amplitude. By combining ICF with AdaBoost, the author carries out
cascade classification training. Instead of zooming the picture to a fixed size, he
designed several common scale classifiers. For pedestrians of other sizes, the prediction
results of typical classifiers were used to approximate the difference, and the accuracy
was higher than that of direct image scaling.
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In order to solve the problem of occlusion, a method (DMP) [10] for the detection
of parts is proposed, and the human body is divided into the parts such as the head, the
trunk, the limbs and other components. These parts are detected respectively, and the
detected results are combined. DMP includes two parts: root model and component
model. The root model (Root-Filter) is mainly aimed at the potential region of the
object to obtain the position of the possible object, but whether there is really the
desired object needs to be further confirmed after the calculation combined with the
component model (Part-Filter). In addition, DMP algorithm also uses Latent-SVM
classifiers with strong discrimination ability, which makes it achieve good results in
human body detection.

Methods such as Faster-RCNN, SSD, Yolo, FPN [11, 12], etc., in the field of depth
learning can be used to detect pedestrians, whose accuracy is significantly higher than
the SVM and Adaboost classifier. But because the scene illumination in the training set
is monotonous, the target in the figure is relatively sparse, and the problem of occlusion
and lighting in the pedestrian detection can not be well processed. The Liliang zhang’s
team improved [13] the Faster-RCNN, only reserved the RPN network for candidate
area extraction, and changed the classification network into a random forest, which
improved the problem that the CNN network is too sparse for small target extraction
features.In addition DMP method is also used, so they get a good effect.

The Institute of Artificial Intelligence of the Origin of the United Arab Emirates
(UAE) proposed a detection idea without anchor frame [14], which directly convolu-
tion the picture without sliding window to predict the center point and scale of the
target. They achieved a very good results.

2.3 Multi-target Tracking Based on Personnel Detection

Personnel tracking algorithm is an effective means to improve the efficiency of per-
sonnel detection and reduce the false detection rate in video. In this paper, multi-target
tracking is mainly studied, occlusion is still one of the difficulties to be solved in this
field. At present, the method of deep learning has gradually surpassed the probability
method and machine learning method in this field, and has become the mainstream of
research.

Bergmann et al. proposed to convert the target detector into a tracker, and use
rerecognition and motion prediction to complete the tracking task. In this method, the
boundary box regression of the object detector is used to predict the new position of the
object in the next frame, and the new position of the object in the next frame is
extended by simple re-recognition and camera motion compensation [15]. Due to the
limited effect of pedestrian recognition in scenes with a large number of people, the
tracking effect of this model in more complex scenes is poor.

On the basis of sort algorithm, Nicolai et al. proposed that Deep Sort, applies the
idea of Cascade Matching to the matching of multi-target tracking, which effectively
reduces the probability of target identity switching when occlusion occurs [16].
Although this method also uses the advanced semantics of the image and the motion
information of the target, the image feature extraction network is too simple, resulting
in the extracted features sometimes can not be used to determine whether the detection
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target is the object you want to track. This paper will improve this method based on the
existing scenarios.

SenseTime Technology proposes a multi-target tracking framework which can
capture long-term and short-term clues. The switching perception separator in data
association is used to improve the robustness of identity switching matching in multi-
target tracking. At the same time, a simple but effective method is introduced to retrieve
potential classifiers [17].

In addition, Milan et al. proposed a novel multi-class multi-target tracking
(MCMOT) framework, which combines detection response and variable point detec-
tion (CPD) algorithm to carry out infinite multi-target tracking. The effect of this
framework is better than that of the most advanced video tracking technology [18]. Lee
uses CNN-based target detector and KLT (Lucas-Kanede Tracker)-based motion
detector to calculate the likelihood probability of the foreground as the detection
response of different categories of targets [19].

2.4 Projection of Image Coordinates to World Coordinates

In order to locate the target in the image, it is necessary to convert the image coor-
dinates of pedestrians in the image to the real coordinates. In this paper, the stereo
matching algorithm of binocular camera is used to solve this problem.

In general, the binocular camera is a wide-angle lens, the imaging is distorted, and
the imaging surface of the two cameras may not be coplanar, which causes interference
to the subsequent stereo matching. The camera needs to be calibrated before the stereo
matching algorithm is carried out. The calibration is divided into two parts, namely the
calibration of the single camera and the calibration of the double camera [20].

In this paper, Zhang Zhengyou calibration algorithm is used to calibrate a single
camera: multiple groups of chessboard lattice maps are taken, corner detection and sub-
pixel information extraction are carried out by OpenCV library function. Using this
information, the internal parameter matrix M and distortion matrix J of the camera, as
well as the rotation matrix R and the shift matrix T of each image can be obtained.
Through multiple iterations, more accurate M and J can be obtained, and they can be
input into the corresponding camera correction function as parameters, and the cali-
bration of the single camera can be completed.

Binocular calibration is based on the calibration of monocular camera. In addition
to obtaining the internal parameter matrix and distortion coefficient matrix, the addi-
tional parameters that need to be calibrated are eigenmatrix E, basic matrix F, rotation
matrix R and shift matrix T . The R and T of the binocular camera can be calculated by
the following formula:

R ¼ RrRT
l

T ¼ Tr � RrRT
l Tl

�
ð1Þ

Rr and Rl are the rotation matrices of the right camera and the left camera,
respectively, and Tr and Tl are the translation matrices of the right camera and the left
camera, respectively.
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The intrinsic matrix E and the basic matrix F of the corresponding binocular
camera can be obtained by bringing the inner parameter matrix M and the distortion
matrix J of the single camera and the whole rotation matrix R and the translation matrix
R into the library function, and then the E and F are brought into the library function to
realize the calibration of the binocular camera.

There is the following relationship between image coordinates and world
coordinates:

Zw ¼ bfx
d ð2Þ

Xw ¼ b u� u0ð Þ
d

ð3Þ

Yw ¼ b v� v0ð Þ
d

ð4Þ

Where Zw; Xw; Ywð Þ represents the world coordinates of a certain point, u; vð Þ
represents its image coordinates. b represents the distance between the two cameras’
center of light, and d represents parallax. Among them, b can be obtained by mea-
surement, and the parallax d can be obtained by SGBM algorithm, so that the image
coordinates of people in video can be transformed into the real world coordinates.

3 Rescue Scene Location Algorithm Based on WiFi Location
and Video Image Location

3.1 The Overall Framework of Video Image Location Algorithm

The video image, as the carrier of the target, carries the identity information and the
position information of the target, in particular the position information which has a
considerable accuracy. However, when there are many people in the image, the method
of target recognition cannot accurately distinguish the different people’s identity, and
the simple position information is not worth. So that We use the combination of WiFi
fingerprint and video image location for fusion localization. The WiFi fingerprint
positioning devices are easy to be arranged, and can provide the characteristics of the
double information of the person’s identity and position, but the accuracy of the
location information provided is not high. If we combine the WiFi fingerprint posi-
tioning with the video image location, give full play to the image positioning accuracy
and the characteristic that the WiFi fingerprint positioning has the identity information,
the indoor positioning accuracy of the two technologies will be further improved [21,
22].

The following steps are required for the location of people in a video image:

(1) Detection: obtain size and position of all personnel in a frame, which is repre-
sented by a box;

(2) Obtaining the pixel coordinates which around feet of each identified pedestrian;
(3) Convert the coordinates of pixels in the image to the coordinates in the real world.
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After these three steps, you can get the actual location of everyone in the video
(Fig. 1).

While identifying and obtaining pedestrian location, a timestamp is recorded, and
the positioning results of WiFi fingerprints for indoor personnel are obtained from the
database. The video location results and WiFi location results are matched one by one
according to the similarity of the them, so that the pedestrians in the video can obtain
the identity information in the WiFi fingerprint location results.

In the practical application, due to the existence of the reasons such as occlusion
and light change, the detection link of the pedestrian often has missed detection and
false detection, resulting in the failure of the association between the video positioning
information and the WiFi fingerprint positioning information. To this end, the above
problems will be improved by using the target tracking algorithm (Fig. 2).

3.2 Fusion of Multi-target Position Information

The position coordinates of the target in reality can be obtained by using WiFi fin-
gerprint, and the coordinates of the target in reality can be obtained by video image.
However, the target obtained by image is only location information, there is no identity
information, the information obtained by WiFi has both location information and
identity information, but the location information is not accurate. If the two can be
correlated with each other, a fusion positioning system with both identity information
and accurate location information can be generated.

Fig. 1. Flow chart of video image location

Fig. 2. Block diagram of WiFi fingerprint and video stream fusion localization algorithm
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For the multi-objective association problem of matching multi-person WiFi infor-
mation and image information in a fixed scene, it can be regarded as an assignment
problem, that is, assuming that there are m tasks, m personnel, each person gets a task,
and solve the problem of minimizing. In this problem, WiFi produces n personnel
information, and the image recognizes the corresponding n personnel information, but
in practical application, sometimes the image will produce missed detection or false
detection, resulting in the resulting personnel information greater than or less than n,
which is beyond the scope of the traditional assignment problem.

The Hungarian method is a very good method for the traditional assignment
problem. Its basic idea is to change the original value coefficient matrix into a new
value matrix with many 0 elements through certain operations, while maintaining the
optimal solution of the original problem. In this paper, we use the extended Hungarian
algorithm to increase the number of virtual elements to supplement the number of
people when the information generated by the video image is not enough to solve the
problem that the information generated by the video image may be different from that
of the WiFi information.

In the video image detection, it is assumed that n detection results are obtained, and
it is recorded as follows:

IPi ¼ xi; yi; i ¼ 1; 2. . .:n ð5Þ

At the same time, WiFi also located m test results, which are as follows:

RPj ¼ xj; yj; zj; j ¼ 1; 2. . .:m ð6Þ

The matrix P is constructed, and its dimension is n� m, matrix represents the
Euclidean distance between the WiFi detection results and the video image detection
results.

P ¼
p11 � � � p1m
..
. . .

. ..
.

pn1 � � � pnm

0
B@

1
CA ð7Þ

Among them, the calculation formula of each element is obtained by the following
formula:

pij ¼ IPi � RPj ð8Þ

In the actual calculation, use the matrix of Ld�d , d ¼ max n;mð Þ. For elements with
dimensions greater than n rows and m columns in L are set to 0, and the other elements
are the same as in matrix P. After the coefficient matrix is constructed, it can be solved
according to the Hungarian algorithm. The results of the solution can be divided into
the following cases:
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For each pair that matches successfully ðIPi; RPjÞ, the result of IPi is used as the
final location result, and the identity information carried by RPj is used as the final
fusion identity information.

For the matching result, RPj has no matching object, that is, n < m, then the
positioning result of RPj is used as the positioning result of the target.

If IP does not have a matching object in the matching result, it is considered to be
an image recognition error, because WiFi location contains all the personnel infor-
mation, and more personnel information appears, it is an error. Ignore IP that does not
match.

After this calculation, we can get m location results with identity:

Pj ¼ xi; yi; zj
� �

If IPi matchesRPj successfully
xj; yj; zj
� �

If IPi matchesRPj unsuccessfully

�
j ¼ 1; 2::m ð9Þ

Through the above steps, the position information of all the people in one frame is
obtained, and the continuous target movement information can be obtained by frame
detection. However, due to the inaccurate location of WiFi and the instability of video
detection, the matching error occurs, which affects the stability of matching.

3.3 Information Fusion Location Algorithm Based on Target Tracking

In the process of video detection, due to the existence of occlusion, people out of the
camera field of view and other problems, resulting in unstable video pedestrian
recognition, which leads to unstable matching between video and WiFi positioning,
this paper proposes a combination of target tracking and WiFi positioning algorithm to
improve this problem.

The tracking algorithm is divided into the following phases and Fig. 3 shows the
flow chart:

(1) Creation and trajectory prediction for target.
(2) Matching between detection results and tracking targets.
(3) using cascade matching to solve the problem of target identity exchange when

occlusion occurs.
(4) IOU matching is used again for detection objects and tracking targets that do not

match successfully after cascade matching.

Object

Tracking trajectory

Motion Model 

Appearance 
Model  

Predict

Cascade 
Matching

Success

Unsuccess IOU 
Matching

Fig. 3. The algorithm flow chart of target tracking.
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First of all, introduce the measurement method of association. We detect a frame in
the video, and the detected target is selected by using the anchor box (bounding box),
and the format of the description anchor box is u; v; r; h; _x; _y; _r; _h

� �
. u; v; r; hð Þ indicates

the position and size of the anchor frame, _x; _y; _r; _h
� �

is the coordinate of the center of

the anchor frame, _r is the ratio of the length to width of the anchor frame, and _h is the
left length of the anchor frame. _x; _y; _r; _h

� �
represents the velocity information of each

variable in u; v; r; hð Þ described in the image. We first use Kalman filter algorithm to
predict the position of the detected anchor frame, where the pedestrian motion model is
assumed to be uniform motion and the observation model is a linear model. The
following experiments prove the rationality of the hypothesis. Here, the prediction
results are recorded as dj ¼ u; v; r; hð Þ. Once the target is lost for a long time, this paper
sets to more than 20 frames (the setting of this parameter is related to the number of
frames taken by the camera and the movement speed of the actual scene), and the WiFi
fingerprint system shows that the missing tracker is still in this room, then the posi-
tioning result of WiFi fingerprint is used as the basis of the prediction.

The newly detected target is recorded as di ¼ u; v; r; hð Þ, and we want the newly
detected target to match the predicted result based on the last detection in order to give
the newly detected target identity information. The traditional methods to measure the
two objectives are Euclidean distance, Pap distance, cosine similarity and Mahalanobis
distance. Because of the perspective distortion in the image, the size of the object will
change with the far and near angle. Therefore, the metric size of the anchor frame at
different distances from the camera is different, and the influence of different metric
scales can be effectively eliminated by using the Mahalanobis distance.

d1i;j ¼ dj � di
� �T

S�1 dj � di
� �

i ¼ 1; 2. . .n; j ¼ 1; 2. . .m ð10Þ

Where dj represents the No. j tracking target determined after the last detection, di
represents the No. i detection target of the current frame, and d1i;j represents the
Mahalanobis distance between the anchor frame of the previous frame detected target
and the current frame detection target.

In addition to the motion model-based metrics, the appearance information con-
tained in the image is also measured. The new Dense block structure is used for the
extraction of the appearance model. The structure has the characteristics of less
parameters and strong expression. Here the last classification layer is replaced by a
convolution layer of 1 � 1 instead of the full connection, so that the feature vector of
the target is obtained. The network structure is as shown in the following table
(Table 1):

The network is pre-trained on the large pedestrian detection data set Person Re�
Identification and contains a total of 1 million parameters. The network runs at 30 ms
on NVIDIA GTX1080, meeting the speed requirements of real-time processing.

The appearance extraction network extracts the detected person and outputs a
feature vector of a 49-dimension. We compare this feature vector with the feature
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vector corresponding to the tracking target in the previous frame, and then judge
whether they are the same target. The measure method here adopts the cosine simi-
larity, and the calculation formula is as follows:

d2i;j ¼ min 1� rTj r
ið Þ
k jr ið Þ

k 2 Ri

� �
ð11Þ

Where rj is the feature vector of the newly detected target, and r ið Þ
k is the set of k

frame eigenvectors of the No. i tracking object in the past. Ri is a collection of all trace
objects in the past.

Ri ¼ r ið Þ
k

n oLK

K¼1
ð12Þ

The matching result d1i;j based on motion information is merged with the matching

result d2i;j based on appearance information, and a new matching result is obtained. The
fusion expression is as follows:

c i;jð Þ ¼ ld1i;j þ 1� lð Þd2i;j ð13Þ

The following rules are used to detect whether an object becomes a tracking object:

(1) the appearance of n trackers is detected and recorded by multiple frames before
the positioning begins.

Table 1. CNN network structure used in appearance extraction

Name Patch size/stride Output size

Conv 1 7 � 7=2 112� 112
Pooling 3 � 3 max pool/2 56� 56
Dense block (1) 1 � 1conv

3 � 3conv
� �

� 6
56� 56

Translation layer (1) 1 � 1conv
2 � 2 averagepool=2

56� 56
28� 28

Dense block (2) 1 � 1conv
3 � 3conv

� �
� 12

28� 28

Translation layer (2) 1 � 1conv
2 � 2 averagepool=2

28� 28
14� 14

Dense block (3) 1 � 1conv
3 � 3conv

� �
� 24

64� 32� 16

Translation layer (3) 1 � 1conv
2 � 2 averagepool=2

14� 14
7� 7

Dense block (4) 1 � 1conv
3 � 3conv

� �
� 16

7� 7

Conv 2 1 � 1 conv 49� 1
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(2) the target is not detected in 100 consecutive frames, and according to the WiFi
information, it is determined that the target leaves the current monitoring area to
stop matching the tracking target until the WiFi positioning information returns to
the current scene.

In the process of target tracking, occlusion will inevitably occur, assuming that
when a tracking target a is obscured by target b, it will not be detected by the detector.
Because the predicted value of a and b is very close, it is very likely that the detection
value of b will be matched with a, resulting in the matching exchange phenomenon (ID
switch). For this reason, the cascade matching method is used to match here.

The pseudo code for cascade matching is as follows:

After cascade matching, we obtain tracking and detection targetsM and U that have
been matched successfully and not matched successfully. The U and T � Tnð Þ are
processed by sort mechanism standard. Calculate the IOU between them and using
Hungarian algorithm to match. The following results were obtained:

PIOU ¼
ðTi;DjÞ

Ti i; j ¼ 1; 2::N
Dj

8<
: ð14Þ

Among them, PIOU is the result of IOU matching, ðTi;DjÞ indicates the successfully
matched tracking target and detected target, Ti indicates that there are unmatched
tracking targets, and Dj indicates that there are only detected targets in the matching
results, most of which are due to false detection.

Because the number of tracking targets can be determined according to the WiFi
fingerprint system, it belongs to constant, but the detected people may be occlusive and
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disappear, so some tracking may not be able to match the corresponding detection
targets after this step. For how to deal with this kind of target will be explained later.

Finally, the Kalman prediction matrix is updated to delete the tracking target that is
not in this scene (according to the scene information provided by WiFi fingerprint
system). It is expressed as follows:

Tnew ¼ MT þPIOU
T �WiFistate¼0 ð15Þ

Tnew represents updated tracking, MT indicates the tracking of successful matching
after cascade matching, PIOU

T indicates the tracking of successfully matching after
cascade matching, and WiFistate¼0 indicates that the personnel information of this scene
does not exist in the WiFi fingerprint system.

In addition, we need to update ID (label) of the tracking target and then the tracking
of one frame is completed. The beginning of the next frame is still the prediction of the
existing target by Kalman filter.

The target tracking can lock the position of the target in the image stably for a
period of time, and the position information of the personnel can be accurately
determined by the transformation of image coordinates to world coordinates. Two
information will be fused below.

Firstly, still using the target position information fusion algorithm proposed in 3.2
to match the detected target of video with the target detected by WiFi fingerprint. The
matching results are as follows:

Pmatching ¼ xi; yi; zið Þ If IPi matches RPj successfully
xi; yi; zið Þ If IPi matches RPj unsuccessfully

�
j ¼ 1; 2::N

Where xj; yj
� �

represents the result of the video localization, xj; yj
� �

represents the
result of the WiFi fingerprint positioning, and zj is the person information carried by the
WiFi fingerprint system. At this time, the target in the video has the identity infor-
mation of the personnel in the WiFi fingerprint system. Next, go to the section that
follows the location:

Presult
i ¼

PtrackSt�1 ¼ 1; St ¼ 1;
PkalmanSt�3 ¼ 1; St ¼ 0;
PWiFiSt�3 ¼ 0; St ¼ 0;
PtrackSt�1 ¼ 0; St ¼ 1;

8><
>: i ¼ 1; 2. . .::N ð16Þ

Among them, Presult
i is the result of tracking and positioning, Pkalman is the predicted

position obtained by Kalman filter according to the previous frame positioning results,
and PWiFi is the result of WiFi fingerprint location. In the process of tracking and
positioning, occlusion may occur, so that the target can not be detected. Here, St�1 is
used to represent the tracking state of target I at the previous time, St�3 represents the
tracking state of the first three frames, and St represents the tracking state of the current
time.

That is to say, in the process of target tracking, if the tracking results are converted
to the world coordinates, the accurate position of the target in the room can be easily
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obtained. Once the tracking fails in a certain frame, the target information will not be
obtained in the video, we will use the Kalman filter to predict the position based
information of the previous frame, and the predicted position will be used as the
detection result of the lost frame. Because the number of frames taken by the general
video surveillance does not exceed 30 frames per second, and the position change of
the normal operating personnel usually does not change obviously within 0.1 s, the
predicted results are used as the positioning results within 3 frames. If the target is lost
for a long time, the prediction results can no longer meet the positioning accuracy, and
then switch to the WiFi fingerprint system, using the results of WiFi fingerprint
location as the detection value of the current position of the target. Once the target
reappears, a new round of identity matching will be carried out on the lost target, the
actual identity of the target will be given to the target, and the process of positioning
will continue to be followed.

In addition, the problem of identity information exchange is inevitable in the course
of target tracking, so that a monitoring threshold is needed between the result of the
video positioning of each frame and the positioning result of the WiFi fingerprint. Once
the difference between the positioning distance between the two is greater than the
threshold value, we will re-matching the target with the problem, and adopt the position
of the WiFi fingerprint positioning as predict results before the matching is completed.
The setting is as follows:

Presult
i ¼ Presult

i Presult
i � pWiFi

i

� �
[ gate

pWiFi
i Presult

i � pWiFi
i

� �
[ gate

�
i ¼ 1; 2. . .N ð17Þ

The pWiFi
i means the location information of the WiFi fingerprint location of the

No. i person, left Presult
i � pWiFi

i

� �
representing the difference between the image

location and the WiFi fingerprint, and the gate represents a threshold value that
determines whether a identity needs to be rematched.

4 Experimental Verification

4.1 Experimental Method and Environment Configuration

The experimental system is divided into two parts, one is the location system of WiFi
fingerprint: four routers are set up in the four corners of the room, the mobile phone is
used as the location label to detect the intensity of WiFi signal, collecting information
of signal strength with interval of 1 m, the collected data is stored in the database, and
using the Hungarian algorithm to establish the WiFi fingerprint.

The other part is the image acquisition and processing system, which uses a fixed
camera to collect the images of personnel in the area, and sends the images to the
computer for pedestrian detection, tracking processing and matching processing. The
camera adopts wide-angle lens, the computer is configured as i7-6600k, and the video
card is GTX1080.
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4.2 Experimental Analysis and Related Algorithms

According to the above algorithm flow, we first test the part of personnel detection and
tracking, and the test data is a video shot in a fixed space. The main test content is that
when the rescue exercise of high-rise building is carried out, the rescue staff produce
the influence of various posture and occlusion on the performance of the algorithm. The
main concern is the problem of identity exchange (id switch), and the other is the
problem of the loss caused by the occlusion.

Figure 4 above shows the tracking results of frame 30, with four people in the
image, using the label on the anchor box to distinguish the identity information of the
four people, the target of No. 1 is the trapped person, and the rest is the rescue
personnel. When the algorithm runs, it is good for the recognition of people of all kinds
of posture.

Fig. 4. Results of frame 30 processing

Fig. 5. Results of 90-frame and 95-frame processing when transient occlusion occurs
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Figure 5(a) is the detection result of frame 90. It can be found that due to occlusion,
the detection box can not select the whole pedestrian accurately. (b) is the result of
frame 95 processing. After a brief 0.3 s reappearance of the tracking object, the missing
information is quickly retraced.

In order to verify the influence of long time occlusion on tracking, we also test the
special scene. Ask three rescuers deliberately block each other in the scene. Figure 6(a)
shows that person 2 is blocked by person 3, it can be seen that person 2 is almost
completely disappeared and cannot be detected. About 3 s after frame 112, person 2
got up and was normally traced. About 3 s after frame 112, personnel 2 got up and was
normally traced. It shows that the algorithm has certain ability to deal with the long-
term loss of tracking objects in this scene.

In order to show the change of the position of the personnel clearly, the paper
chooses the two-person position data to draw the graph. Figure 7 is a graph of the
location of the WiFi fingerprint of the two people in the room. In the smaller indoor
space, the accuracy of WiFi fingerprint location is not high, we can see that on the one
hand, the path in the image is tortuous, on the other hand, the accumulation of sampling
points will occur in the place where the inflection point is slow.

Figure 8 is the fusion location result. It can be seen that the curve is smooth, in
accordance with the law of motion, and there is no jump phenomenon, which shows
that the algorithm has a great improvement on the indoor location results of WiFi
fingerprints.

4.3 Algorithm Availability and Performance Analysis

The fusion localization algorithm proposed in this paper is online mode, which is
divided into four stages: personnel detection in video, fusion of personnel information

(a) (b)

Fig. 6. A case where a long period of severe occlusion takes place
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and WiFi fingerprint information, video detection and tracking, and WiFi correction of
lost targets. Under the experimental conditions, the comprehensive detection speed can
reach 20 frames per second. Because the personnel move slowly indoors, in practice,
the camera frame rate is adjusted to 15 frames per second, so that the detection speed is
basically synchronized with the monitoring video speed. However, too high video
frame rate will lead to the lag of detection results and can not achieve online
positioning.
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Fig. 7. Results of WiFi fingerprint location
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Fig. 8. Results of fusion positioning
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The positioning continuity has been analyzed in the above experiment. In addition
to the random motion, the paper also carries out the specified route movement to study
the accuracy of the positioning, and the following data is obtained through the
experiment (Table 2):

It can be found that the positioning accuracy of occlusive personnel is much larger
than that of unocclusive people, mainly because the positioning accuracy of WiFi
fingerprint is lower, once the target is lost for a long time, WiFi fingerprint tracking will
be switched, covering for a long time during testing, indirectly simulating the situation
when the number of occlusive people is large, in addition, tens of pixels offset may
occur when occlusive occurs, and the farther away from the camera. The more serious
the deviation, the more serious the deviation.

In this paper, the performance of tracking algorithm in this scene is tested for a long
time. The experimental data are 20 m2 indoor, 5 segments of video moving around by 4
people, each video length of 1 min, video playback speed of 20 frames per second, a
total of 1200 frames per video, a total of 6000 frames and 240000 anchor frames. The
comparison with the algorithm in general scenario is as follows (Fig. 9):

Table 2. Error of regular route positioning

Target state Unobstructed persons Obstructed person

Average error (m) 0.16 + 10.0 0.25 + 15.0

62 

3210 

2631 

123 37 60 

2986 

2564 

78 33 67 

1530 

800 

63 20 
0

500

1000

1500

2000

2500

3000

3500

IDF1 FP FN ID_SW Hz

D.·S_v2 DpTrack_16 Ours

Fig. 9. Performance comparison diagram of personnel tracking algorithm
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It can be seen from the above table that the fusion algorithm has good tracking
performance in this scene, especially on MT and ML, mainly because of the fixed
number of scenes. Once the detected target and the existing tracking do not meet the
threshold of motion matching or representation matching, these unmatched targets will
be removed from the threshold limit, and according to the distance value between the
detected target and the tracking target to run secondary matching. The idea of cascade
matching also greatly reduces the probability of target identity exchange. Because the
number of people in the overall monitoring is not large, so the omission of tracking is not
much, FN gets a good value, but the smooth wall occasionally appears the shadow of
people, resulting in new tracking, which brings instability to the tracking part (Table 3).

5 Conclusion

Based on the common WiFi equipment and monitoring system, this paper combines the
personnel information carried by WiFi fingerprint location with the high precision of
image positioning, and the proposed fusion location algorithm can greatly improve the
effect of WiFi fingerprint location under the condition of low cost, and meet the needs
of high precision positioning of participants in the scene of emergency rescue exercise.
Although multi-camera can be used to avoid occlusion to the greatest extent, it is
difficult to avoid the problem of poor light in practical applications, especially in darker
rooms, the problem of video missed inspectors will be particularly prominent, which
also limits the application of this algorithm in more scenes. In the next step of this
paper, the research direction of pure image location without WiFi fingerprint will be
studied, and the tracking and location of people will be completed by using the
advanced semantic features of the characters in the image.
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Abstract. The steel production equipment faults are mostly caused by wear
faults, and the classification of wear debris in its lubrication system can monitor
the wear status of the machine. The traditional methods of wear debris image
classification mostly use digital image processing technology by extracting
color, shape, texture and other multi-dimensional features of wear debris. It is so
difficult to extract suitable multi-dimensional features that the classification
accuracy is always kept at a low level. Convolutional Neural Network can
directly take the image pixels as input, and extract features automatically,
avoiding the poor applicability of manual extraction methods and complicated
image pre-processing. An improved lightweight convolutional neural network
for wear debris image classification named UstbNet is proposed in this paper.
Data augmentation, number and size adjustment of convolution kernels, batch
normalization and loss function optimization are used to speed up the model
convergence and improve the classification accuracy. The classification accu-
racy of UstbNet model reaches 96%. After the step of determining the existence
of wear debris, we use Faster RCNN to detect the quantity and size of wear
debris and further improve it. Grabcut is applied to segment wear debris image
based on detected region proposals.

Keywords: Convolutional Neural Network � Wear debris � Classification �
Faster RCNN � Grabcut

1 Introduction

Wear debris are the friction particles suspended in the oil of lubrication system, pro-
duced by internal friction pair wear of equipment [1]. They carry a great deal of
information about the running status of a machine. The state of wear debris can reveal
the wear degree and wear mechanism, providing an important reference to improve the
working condition of machines such as rolling mill, aircraft engines and marine engines
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[2]. The wear status of a machine can be checked by extracting wear debris infor-
mation, and different types of wear debris correspond to different faults. In the met-
allurgical rolling production process, mill gears as a carrier of power and torque
transmission, have a direct impact on the normal operation of mechanical systems and
rolled steel [3–6]. Abrasion is the main cause of machine failure, and the equipment
wear curve is shown in Fig. 1. Common types of wear debris in lubricating oil are
shown in Fig. 2. The wear debris generated in the oil film bearing and the corre-
sponding failure are shown in Table 1. The classification of wear debris can reflect the
wear condition of the oil film bearing, so as to maintain the oil film bearing in time.

Fig. 1. Equipment wear curve

(a) Normal wear debris  (b) Cutting wear debris (c) Fatigue wear debris

(d) Severe sliding wear debris (e) Spherical wear debris    (f) Copper wear debris

Fig. 2. Typical wear debris
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Wear debris analysis and identification are mainly accomplished by domain experts
at early stage, with high cost and a lot of time. In recent years, the rapid development of
computer and artificial intelligence have promoted the automatic analysis and recog-
nition of wear debris [7]. Thomas and Stachowiak analyzed the variable scale and
fractal features of wear debris [8, 9]. Their researches focus on the digitalization of
wear debris features. Roylance pioneered the computer wear debris pattern recognition
research direction. He tried to use the grayscale value of different metal wear debris to
identify the components, but the classification result is not good [10]. Xu and Lux-
moore developed a neural network and expert system integrated interactive automatic
identification system for wear debris, but the input features of neural network need to
be extracted manually [11]. Zuo compared the application of BP (Back Propagation)
neural network, fuzzy BP and gray fixed weight clustering in the recognition of wear
debris [12]. Li took ELM (Extreme Learning Machine) as classifier, the shape, color
and texture feature of wear debris as input [13]. However, the feature extraction is done
manually and the wear debris image needs to be preprocessed.

Many image classification algorithms have been proposed [14–18]. However, the
classification of wear debris must be based on multi-dimensional features. Most of the
above studies focus on only a few features of color, shape or texture, and the low
classification accuracy could be achieved [19–22]. The multi-dimensional feature
extraction is difficult by using various conventional and single models. Convolutional
Neural Network (CNN) can learn the features from bottom to top automatically from
massive images, and lead the result of image classification close to human level. CNN
has been proved to be very effective for general object classification tasks [23–28]. In
this paper, we construct an improved lightweight CNN for wear debris image classi-
fication named UstbNet and get better result for wear debris detection through the
improved Faster RCNN.

The remainder of the paper is organized as follows. In Sect. 2, a new CNN we
develop for classifying wear debris images is presented and experimental results are
shown and discussed. Wear debris quantity and size are analyzed in Sect. 3. We
introduce the application of the classification model UstbNet in steel production
equipment in Sect. 4 and a conclusion is presented in Sect. 5.

Table 1. Wear debris and their faults in the oil film bearing

Wear debris type Fault form

Cutting and Black oxide wear debris Surface friction of bolster bearing
Cutting wear debris of non-ferrous metals Surface friction of oil film bearing
Fatigue wear debris Shedding of bushing surface
Severe sliding wear debris Insufficient lubrication
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2 Wear Debris Image Classification

2.1 Convolutional Neural Network Structure

CNN is a multi-layer neural network, it has a high degree of invariance to image
distortion, and can take massive images as input directly to produce many features. The
typical CNN mainly includes input layer, convolutional (conv) layer, pooling layer,
norm layer, full connected layer, logistic regression layer and output layer. CNN
reduces the dimensionality of image features by weight sharing, local perception and
subsampling, so that the network can be trained and complexity is reduced.

The usual CNN include Cifar10, AlexNet and GoogleNet. Cifar10 is a simple
network designed for databases based on 10 categories. AlexNet and GoogleNet have
all achieved high classification accuracy on large dataset ImageNet, but their network
structures are complex, and these networks require a lot of time to train the model.

In this paper, we proposed an improved lightweight CNN named UstbNet. Data
augmentation, number and size adjustment of convolution kernels, batch normalization
and loss function optimization are used to speed up the model convergence and
improve the classification accuracy. The model used for training consists of nine layers,
out of which six are conv layers and three are fully connected layers, as depicted in
Fig. 3. The kernel size and kernel number of each conv layer and the number of
neurons in fully-connected layer are listed in the following Table 2.

Fig. 3. Convolutional neural network UstbNet

Table 2. UstbNet network parameter description

Layer Kernel size Kernel/Neuron number Stride

Conv1 + Relu 11 96 4
Pool + BachNorm+Scale 3 – 2
Conv2 3 192 1
Conv3 + Relu 3 192 1
BachNorm+Scale + Pool 3 – 2
Conv4 + Relu 3 192 1
Conv5 + Relu 3 384 1
Conv6 + Relu 3 256 1
Pool 3 – 2
FC1 – 4096 –

FC2 – 2048 –

FC3(Output) – 5 –
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2.2 Experimental Results and Comparisons

2.2.1 Data Augmentation
The traditional data augmentation methods include several types of transformation:
rotation, skew, rescaling, flipping, shearing and add noisy. The settings for these
transformations used in the experiment are presented in Table 3. The original dataset
increased from 1640 to 8370 through data augmentation. To get a clear idea for
different types of transformation, the transformed images for the same image with
different methods are shown in Fig. 4.

2.2.2 Experimental Configuration
All experiments in this study are performed on a desktop computer with i7-6700
(3.40 GHz), 16 GB RAM, NVIDIA GeForce GTX 1060 6G GPU. The train param-
eters are as follows: the learning rate is set to 0.001 with fixed policy, momentum: 0.9,
weight decay: 0.0005, max iterations: 10000, and the mini-batch gradient descent
method is used for parameter updating.

The experimental images are provided by a steel plant. The wear debris on fer-
rography are often overlapped with each other, so it is necessary to divide them for
constructing the image database with single type wear debris. The size and shape of

Table 3. Parameter setting for data augmentation method

Method Settings

Rotation Random with angle in [0°, 360°]
Rescaling Random crop to 227 * 227
Flipping Left to right
Flipping Top to bottom
Shearing Random with angle [−25°, 25°]
Skew Random with magnitude 0.8
Add Noise Gaussian

(a) Original image (b) Flip left to right (c) Flip top to bottom

(d) Rotation (e) Shearing (f) Skew (g) Add Noise

Fig. 4. The view of different types of transformation
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each image are different due to the different shooting angles and magnification, but the
input of CNN needs the same size image. The wear debris images are unified into
256 * 256 size.

After preprocessing the images, the number of training dataset, validation dataset
and test dataset for each class of wear debris images used in the experiment are shown
in Table 4. In each training, the training dataset and validation dataset are divided
randomly in the ratio of 4:1 in order to achieve the purpose of cross-validation.

2.2.3 Experimental Analysis
The basic UstbNet includes six conv layers and three fully connected layers. To
investigate the behavior of Batch Normalization, SoftmaxWithLoss and Dropout as
proposal methods, we conducted several ablation studies on the basic UstbNet. From
Table 5, the results show that the network with SoftmaxWithLoss is more accurate than
HingeLoss. Therefore, the following experiments are adopted SoftmaxWithLoss. As
shown in Table 6, it is obviously that Batch Normalization can improve the classification
accuracy and are better than Dropout. Dropout can reduce the training time while Batch
Normalization slow down the training because of the large number of matrix operations.
Furthermore, the combination of Batch Normalization and Dropout is the best.

Table 4. Number of experimental images

Wear debris classification Training dataset Validation dataset Test dataset

Normal wear debris 1248 312 314
Spherical wear debris 1090 272 232
Cutting wear debris 930 232 236
Severe sliding wear debris 1011 252 302
Fatigue wear debris 1303 325 311
Total number 5582 1393 1395

Table 5. Ablation experiments of SoftmaxWithLoss and HingeWithLoss

Network structure Average cross-
validation accuracy (%)

Test accuracy (%)

Basic UstbNet + SoftmaxWithLoss 93.2 92
Basic UstbNet + HingeWithLoss 91 89

Table 6. Ablation experiments of Batch Normalization and Dropout

Network structure Average cross-
validation accuracy (%)

Test accuracy
(%)

Average Training
time (min)

Basic UstbNet + Batch
Norm

95.6 94 138

Basic UstbNet +
Dropout

94.2 93 113

Basic UstbNet +
BatchNorm + Dropout

96.8 96 122
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By using the same configuration as UstbNet, the experimental results of Cifar10,
AlexNet, GooleNet and UstbNet on GPU are shown in Table 7. Both the validation
accuracy and test accuracy of UstbNet are the highest. Through analyzing the accuracy
and loss curve of above network structures as shown in Fig. 5, we can see that UstbNet
guaranteed loss to decrease and stabilize gradually while achieving the highest accu-
racy. Besides, using GPU greatly speeds up the training speed and shortens the training
time.

3 Wear Debris Quantity and Size Calculation

The wear debris image classification is used to judge whether there are wear debris or
not, and the calculation in this section is for finding out the specific type of different
wear debris.

Table 7. Comparison of experimental results of cifar10 and UstbNet

Model Layers GPU training time
(min)

Average cross-validation
accuracy (%)

Test accuracy
(%)

AlexNet 8 202 94 93.8
Cifar10 5 8 85.5 84
GoogleNet 22 78 95 94.2
UstbNet 9 122 96.8 96

Fig. 5. The accuracy and loss curve
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3.1 Object Detection Algorithm Faster RCNN

Faster RCNN is a CNN object detection framework, gradually developed by RCNN.
Faster RCNN consists of four parts. (1) Faster RCNN first uses a set of basic CNN to
extract the feature maps of image. The feature maps are shared for subsequent Region
Proposal Network (RPN) and full connection layer. (2) RPN is used to generate region
proposals. The layer uses softmax to determine whether anchors belong to foreground
or background, and then uses bounding box regression to correct anchors to obtain
accurate proposals. (3) ROI pooling collects input feature maps and proposals. After
synthesizing these information, proposal feature maps are extracted and sent to the
subsequent full connection layer to determine the target category. (4) The proposal
feature maps are used to calculate the classification of the proposal. The final detection
box is obtained by bounding box regression again.

As shown in Fig. 6, an image (P � Q) is input to Faster RCNN, scaling to a fixed
size M � N after sending to the basic conv networks. RPN first performs 3x3 con-
volution on the feature map, then generates offset between foreground anchors and
bounding box regression, and calculates proposals. The ROI pooling uses proposals to
extract proposal features from feature maps and send them to subsequent full-
connection and softmax to classify the proposals.

3.2 Faster RCNN Improvement

3.2.1 Region-Based Fully Convolutional Networks R-FCN
Classification requires feature translation invariance, while detection requires accurate
response to object translation. Faster RCNN are all conv layers before ROI pooling. It
has translation invariance. After inserting ROI pooling, the full connection layers no
longer have translation invariance and unable to share computing. Therefore, it has
position translation-invariance and does not match the network’s superior classification
accuracy. In order to introduce translation variance, R-FCN uses a special conv layer to
construct position-sensitive score maps and remove the full connection layers. R-FCN
algorithm steps are shown in Fig. 7. Firstly, the preprocessed images are sent into a

Fig. 6. Faster RCNN structure
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pre-trained classification network. The corresponding network parameters are fixed.
There are three branches on the feature map obtained from the last conv layer of the
pre-trained network. One gets the corresponding ROI from the RPN operated on the
feature map. Another gets a k * k * (C + 1) dimension position-sensitive score map on
the feature map for the classification. A 4 * k * k dimension position-sensitive score
map is obtained on the feature map for regression. Finally, position-sensitive ROI
pooling is performed on k * k * (C + 1) dimension and 4 * k * k dimension position-
sensitive score maps to obtain the corresponding classification and position
information.

3.2.2 Online Hard Example Mining
According to the loss of input samples, Online Hard Example Mining (OHEM) filters
out hard examples to represent the samples that have a greater impact on classification
and detection. The obtained hard examples will be trained in stochastic gradient des-
cent. Hard example is selected according to the loss of each ROI and the largest loss
ROIs are chosen. The specific operation is to extend the original ROI Network to two
ROI Networks, which share parameters. The front ROI Network has only forward
operations, mainly for computing losses. The latter ROI Network includes forward and
backward operations Hard examples are used as input to calculate the loss and pass
back the gradient.

3.2.3 Feature Pyramid Network
Although Faster RCNN has the characteristic of high detection stability, it lacks the
ability to detect fine-grained and small-size features. In this paper, a detection frame-
work combining Faster RCNN and FPN (Feature Pyramid Network) is used to obtain

Fig. 7. R-FCN structure
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better small object detection results. As shown in Fig. 8(a) shows a sketch of
Faster RCNN extracting and predicting features, a process that only uses the last layer
feature map of the convolutional neural network. However, due to the small size of
spherical wear debris studied in this paper, its information will be lost after several
convolution and pooling operations. Figure 8(b) shows the structure of FPN, which
uses the inherent multi-scale and multi-level structure of deep convolution neural
network and adopts a top-down side connection to construct high-level semantic fea-
ture maps at all scales, gaining the ability to detect fine-grained features.

3.3 Experiment Analysis

Wear debris detection use original images. The methods of data augmentation in
Sect. 2.2.1 is applied. After data augmentation, the training dataset is 2238, both the
validation dataset and test dataset are 745. The number of each type of wear debris
label bounding boxes are shown in Table 8. In the following experiments, five types of
wear debris (fatigue, severe sliding, cutting, spherical, copper) are tested. The learning
rate is set to 0.001 with step policy and stepsize is 10000. Max iteration is 20000.

Faster RCNN uses ZF, VGG1024, VGG16 and ResNet50 as a pre-trained model to
initialize the network parameters. The experiment result uses AP value as evaluating
indicator. AP is an indicator of global performance. It is the area value of the Precision-
Recall (PR) curve. The formula is shown as Eq. (1).

AP ¼
Z 1

0
PðRÞdR ð1Þ

Faster RCNN detection results are shown in Table 9. Among these network
structures, ResNet50 gets the best effort. ResNet50 trains the deeper network by using

Fig. 8. Different structure of feature map (a) Single feature map (b) Feature pyramid network

Table 8. Each type of wear debris label bounding boxes

Wear debris Fatigue Sever sliding Cutting Spherical Copper

number 1732 1008 1064 3134 1012
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residual modules and conventional SGD. R-FCN use ResNet50 and OHEM compared
with Faster RCNN. As illustrated in Table 10, R-FCN with ResNet50 and OHEM gets
better test result and shorter test time. In addition, the detection results in Table 9 are
based on the framework including only Faster RCNN, and the last three rows in
Table 10 are based on the framework including R-FCN, Faster RCNN, OHEM and
FPN. Faster RCNN is used to detect the wear debris because the fatigue and severe
sliding wear debris have more harm to the normal operation of mechanical equipment.

According to the detected boxed number, we can get the quantity of each wear
debris.

3.4 Grabcut Segmentation on Wear Debris

Graphcut is an image segmentation technology based on graph cut algorithm. It just
needs foreground and background input. The algorithm can complete the background
and foreground similar supervision weighted graph, and segment image by optimal
cutting. Grabcut is the improvement of Graphcut. Grabcut doesn’t require user inter-
action, and it just needs to input foreground region to segment the foreground from the
background. The detected boxes in Faster RCNN are input to Grabcut as foreground
region. The detected box is shown in Fig. 9. After open operation and close operation,
the segmentation result is shown in Fig. 10. The long axis of wear debris can be
calculated on the segmented image.

Table 9. Faster RCNN detection results

Detect model mAP Fatigue Severe sliding Cutting Spherical Copper

Faster RCNN+ZF 0.5812 0.7099 0.4727 0.7596 0.4458 0.5182
Faster RCNN+VGG1024 0.6355 0.7642 0.4976 0.7803 0.4636 0.6717
Faster RCNN+VGG16 0.7480 0.7323 0.7698 0.8588 0.5385 0.8403
Faster RCNN+ReNet50 0.7793 0.7920 0.8428 0.7734 0.6543 0.8338

Table 10. R-FCN detection results compared with Faster RCNN

Detect model mAP Fatigue Severe
sliding

Cutting Spherical Copper Test time
(sec/img)

Faster RCNN+
ReNet50

0.7793 0.7920 0.8428 0.7734 0.6543 0.8338 0.391

Faster RCNN +
ReNet101

0.7700 0.7677 0.8571 0.8465 0.5293 0.8496 0.180

Faster RCNN+
ReNet101+ FPN+
OHEM

0.8297 0.8426 0.8868 0.8844 0.6522 0.8823 0.179

R-FCN+ ReNet50 +
FPN + OHEM

0.8319 0.7491 0.8512 0.8252 0.8555 0.8787 0.178
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4 Application

The wear debris in the oil of steel production equipment lubrication system are
deposited on the ferrography. Then we use the above methods to analyze the wear
debris images, so as to judge the wear degree and failure type of steel equipment and
repair it in time.

Fig. 9. Faster RCNN detected box in wear debris image

Fig. 10. Grabcut Segmentation result
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4.1 Fault Analysis of Caster Ladle Turret Lubricating System

The caster ladle turret bearing of steel plant is the key equipment in the steelmaking
production line, and the cost is very high. We evaluated the current wear state of a large
ladle turret bearing in a steel plant, and a large number of large size wear debris were
found on ferrography of the 4 sample points of the bearing. By analyzing the wear
debris images, we find that there were mainly severe sliding and fatigue wear debris, as
shown in Fig. 11.

The occurrence of large-size severe sliding wear debris indicates that the sliding
wear between the friction pairs is serious. The occurrence of extra-large-size fatigue
wear debris indicates that the bearing has a severe fatigue spalling phenomenon. It can
be concluded that serious abnormal wear occurs in the bearing. Therefore, it is sug-
gested that the manufacturer prepare as soon as possible so as to replace the bearing.
According to the suggestion, the manufacturer disassembled and checked the bearing.
The results show that there is a serious fatigue spalling in the main and outer raceway
of the bearing, as shown in Fig. 12. The inspection results showed that the fatigue
spalling of the bearing had made it unable to continue service, and it further proved that
the previous classification results were completely accurate.

(a) Severe sliding                      (b) Fatigue

Fig. 11. Wear debris images generated by the bearing

Fig. 12. Bearing dismantled results
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4.2 Fault Analysis of Material Sintering Vibrating Screen Lubricating
System

The vibrating screen of steel plant is used to screen ore, with the characteristics of large
vibration amplitude and heavy load. The wear debris produced by the vibrator bearing
of a vibrating screen in a steel plant. It was found that there were a large number of
large size fatigue wear debris on ferrography, as shown in Fig. 13. Therefore, the
bearing had serious fatigue wear and tear. It is recommended that the factory arranges
the maintenance as soon as possible, and check the bearing damage. After the factory
dismantle it, a large number of fatigue spalling were found in the inner ring and rolling
body of the free side bearing, as shown in Fig. 14. The cage also had obvious abnormal
wear and tear, so the bearing was replaced.

After checking the replacement bearing, it was found that although the prosecution
took every 2 d oil change once the measure, but the bearing wear was very large. The
wear debris deposited on ferrography were analyzed and we found large size of fatigue
wear debris. It indicated that there was still a serious abnormal wear phenomenon in the
bearing. Bearing wear status had further deteriorated trend, belonging to the typical
fatigue failure. Consequently, the root cause of abnormal wear of the device was not

Fig. 13. Fatigue wear debris generated by the bearing

(a) Abnormal wear inner ring of bearing    (b) Abnormal wear of rolling body

Fig. 14. Bearing dismantled results
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lubrication, but because of the unreasonable selection of bearings. The factory
accordingly redesigned bearing models and replaced all the bearings. By tracking and
monitoring the wear debris on ferrography, the new bearing wear rate significantly
reduced compared with the original bearing, and the bearing is in good condition.

4.3 Fault Analysis of De-silication Dust Cleaning Fan

The de-silication dust cleaning fan is a tail-wagging equipment for the iron-making
production line. Through the ferrographic analysis of sampling the lubrication oil on
both sides of motor bearing, it was found that there were a large number of large size
wear debris in the load side bearing. Among them, there were normal sliding, fatigue,
cutting and spherical wear debris, as shown in Fig. 15. There was serious abnormal
wear on the load side bearing, and the main reason for the fault is the wear of the
bearing cage. After dismantling the bearing, we found that the motor load side bearing
holder was worn by 2–4 mm depth, leaving an obvious indenter, and there was an
indentation in the inner ring and outer ring of the bearing. After replacing the bearings
on both sides of the motor, the condition of the motor was tested. The vibration of the
motor had been restored to the normal level.

5 Conclusion and Future Work

In this paper, an improved lightweight CNN UstbNet is proposed. It proves that CNN
for the wear debris classification task is very effective. In addition, we use the improved
Faster RCNN to detect wear debris and segment wear debris image on detected region
proposals through grabcut. The feature pyramid network is added in Faster RCNN to
improve the detection result of small objects such as spherical wear debris. The above
methods are applied to analyze the fault of caster ladle turret lubricating system,
material sintering vibrating screen lubricating system and desilication dust cleaning fan.
The application shows that the methods are effective to find the severe wear in steel
production equipment.

Fig. 15. Wear debris of load side bearing
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The UstbNet classification model for single-feature wear debris images has reached
a higher classification accuracy, but it still needs to be further improved for multi-
feature wear debris images. Future studies will focus more on the classification of
multi-feature wear debris images by using multi labels to train the classification model.
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Abstract. It is a common phenomenon that GIS service, a convenient
tool, helps people to solve the problem in various fields. However, single
GIS service can no longer meet the diverse needs of users. To address
this challenge, a GIS services composition recommendation framework
based on semantic and heuristic optimization algorithms is proposed in
this paper. The Normalized Google Distance (NGD), as an indicator
of invoking between two services, is used to construct dynamic seman-
tic network. In order to save processing time, we use the hierarchical
structure of ArcGIS services. In addition, we use the improved heuris-
tic optimization algorithm to find the solution with the highest seman-
tic value quickly. Consequently, once the initial parameters set and the
end parameters set are given by the user, our GIS services composi-
tion recommendation framework will find the most appropriate Directed
Acyclic Graph (DAG) to the user. The result of evaluation proves that
our method could give more meaningful solution, compared with others.

Keywords: Semantic GIS service composition · Normalize Google
Distance (NDG) · Heuristic optimization algorithm · ArcGIS service

1 Introduction

More and more tools and method for geospatial data analysis are being developed
and distributed on the web, which makes it easier for us to solve problems in
our lives [1]. For example, GIS services helps us find the best location to set up
a fire station easily and quickly in [2]. Beside that, GIS services are also used
in agriculture, medical care, transportation and various fields. Therefore, it is
a trend that composing many GIS services together to provide added values to
meet the user’s requirement. Automatic services composition can be of great
value to the GIS users, cause it can greatly broaden the functional ability to
handle users’ requirement [3]. However, it is still a big challenge for service
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developers that making GIS service composition fulfill functional requirements
[4].

The process of service discovery, selection and composition is a crucial task
in web service based application development [5]. The methods of [6] is based
on syntax matching, which didn’t take the services semantics information into
account. Later, in [11], the author proposed to optimize the service composition
by considering QoS, which didn’t consider the semantic information. And some
scholar proposed that automate interactions between web services are important
[7]. So the concept of ontology is proposed in [8–10], which is used to measure
the semantic distance between services. However, it is a huge problem that how
to build a comprehensive and standard ontology library of GIS.

To solve the problem mentioned above, we proposed a method that can
compose and recommend GIS services in a semantic way. The main contributions
of this article are summarized as follows:

– To get semantic relationships between services, we use Normalized Google
Distance (NGD) to discover the actual inter-service invocation status.

– Considering the hierarchical structure of ArcGIS Services, a round of filtering
is carried out before the network is built for reducing the retrieval time.

– In order to speed up the search time in the network, this paper use improved
simulated annealing algorithm to get a relatively better solution.

The rest of this paper is organized as follows. Section 2 defines relevant con-
cepts. Section 3 introduces the mechanism about how to construct the dynamic
semantic model. Section 4 use an improved heuristic optimization algorithm to
accelerate the processing of selecting DAG. Section 5 shows the result about
our experimental evaluation and analysis the research. Section 6 introduces the
related works of service recommendation. Finally, 7 concludes about this work.

2 Preliminaries

Definition 1 (User Requirement). An user requirement is a tuple req=(IuP,
OutP), where:

– IuP is a parameter set containing all user input parameters;
– OutP is a parameter set containing all user input parameters;

A req is consist of input and output parameters set, given by the user.

Definition 2 (Directed Acyclic Graph). A Directed Acyclic Graph, which
can be performed to meet the user requirement, is a tuple DAG = (S, INV),
where:

– S is the set of ArcGIS Services contained in this DAG, which can also regard
as lots of vertices in this DAG;

– INV is the set of direct links, which represents the invocation relationships
between these ArcGIS Services contained in this DAG;
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A DAG is used to describe the invocation relationship between services, which
is generated to meet user requirements.

Definition 3 (ArcGIS Service). An ArcGIS Service is a tuple s = (nm, dsc,
IuP, OutP), where:

– nm is the name of ArcGIS Service;
– dsc is an explanation of the functionality of this ArcGIS Service;
– IuP is the set of input parameters contained in this ArcGIS Service;
– OutP is the set of output parameters contained in this ArcGIS Service;

Each s has a specific function, which can be used to solve specific problem.

Definition 4 (Semantic Services Network Model). A Dynamic Semantic
Services Network is a triple SNetM = (S, INV, WGT), where:

– S are the services contained in this Dynamic Semantic Services Network;
– INV is the set of direct links between ArcGIS Services, which represents the

ability that this ArcGIS Services may invoke others;
– WGT are the weights defined upon the direct links INV, which represent the

specific possibility that an ArcGIS Services is invoked by the other; contained
in this ArcGIS Services.

There is an example in Fig. 5. Each vertex represents a service, each oriented
edge represents the direction of service execution, and the value on the edge
represents the semantic similarity between services.

3 Construction of Semantic Network Model

3.1 Hierarchical Structure of ArcGIS Services

ArcGIS offers advanced GIS functionalities geoprocessing tool to the users to
solve the problem, which are organized in a tree structure [12]. Such a special
structure can help us to remove off the unnecessary ArcGIS services to save
the time and computing resources, which is shown in Fig. 1. For example, if the
output parameter of the previous service(s) is vector data, there is no need to
retrieve the cluster of ArcGIS services which could only use raster data as input
parameters in the same subtree. Thus, using ArcGIS services tree structure can
help us reduce the scope of the search and speed up the retrieve.

3.2 Services Semantic Calculation

(1) Normalized Google Distance (NDG)

Based on the principle that words with similar meanings appear more fre-
quently in the browser web page, we use NGD to calculate the invocable between
services. NGD is calculated by Eq. 1:

NGD(x,y) =
max(logf(x),logf(y)) − logf(x,y)

logM − min(logf(x),logf(y))
(1)
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Fig. 1. ArcGIS services tree structure.

In Eq. 1, M represents the total number of pages searched by Google. f(x)
and f(y) are the hits of the search terms x and y, respectively. f(x, y) is the
number of pages that appear in both x and y. If two search terms x and y never
appear together on the same page, the normalized Google distance between them
is infinite. Thus, the value of NDG ranges from 0 to infinity, the larger value
represents the greater the distance, which meaning the greater semantic distance
between two words, and vice versa.

(2) Services Semantic Calculation

The name of GIS services would be broken dowm into multiple words. Then
use the minimum cost and maximum flow algorithm [13,14] adopted method to
compute the cost between WDArcNm1 and WDArcNm2. So, the names similarity
can be computed by Eq. 2.

simserNm(ser.nm1, ser.nm2)

= 1 − cost
max(SizeOf(WDserNm1,WDserNm2))

(2)

The text description similarity of ArcGIS Services is calculated by Eq. 3,
which use xsimilarity [15]. In this method, words similarity in sentences (denoted
as wordSim) and the words order (denoted as ordSim) are taken as parameters.
The specific calculation formula is as:

simserDsc(ser1.dsc1, ser2.dsc2)
= ξ × wordSim + (1 − ξ × ordSim)

(3)
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The Similarity Computation between ArcGIS Services is calculated by
parameters simserNm and simserDsc in Eq. 4.

simact(act1, act2)
= � × simserNm(Arc1).nm1, ser2.nm2)
+ (1 − �) × simserDsc(ser1.dsc1, ser2.dsc2)

(4)

(3) Calculating the Semantic value of Workfolw Pattern

There are two common workflow patterns for GIS service composition:
sequential workflow pattern and parallel workflow pattern, which can see in
Fig. 2. The semantic value for sequential workflow pattern and parallel workflow
pattern are calculated by Eqs. 5 and 6 respectively.

SIMseq =
n∑

i=1

Si (5)

SIMpara =

∑n
i=1 Si

n
(6)

Fig. 2. Sequential workflow pattern and parallel workflow pattern.

3.3 Construction Network

(1) Narrowing Candidate Service Set

It would be a huge project that retrieving the entire set of ArcGIS services
when we selected the candidate services. So we can use the unique tree structure
of the ArcGIS services (refer to Sect. 3.1), which can help us reduce the services
search space. Algorithm 1 tells about how to narrow the service candidate set.

In Algorithm 1, S can be obtained. T represents the set of all GIS services
organized in a tree structure. I represents all the input parameters. S represents
all candidate services which take these parameters as input parameters. First,
set S copies all GIS services in T . Count the number of first level subtrees in
the tree structure and assign this value to variable n (lines 1–2). By checking
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Algorithm 1. Narrowing Candidate Service Algorithm
Require:

- T : all ArcGIS services set organized by tree structure.
- I: all input parameters set.

Ensure:
- S: all candidate services set.
- P : output parameters set generated by the candidate services

1: V ar S ← T ; S ← ∅; P ← ∅;
2: n ← the number of tree categories in the first layer;
3: for i = 1: n do
4: if I.par �= subtree(i).par then
5: remove subtree(i) from S;
6: end if
7: end for
8: k ← the number of subtree in S;
9: for i = 1: n do

10: for j = 1: i do
11: if subsubtree(j).par ⊇ I.par then
12: remove subsubtree(j) from V ar S;
13: end if
14: end for
15: end for
16: find candidate services set S by retrieving V ar S(I)
17: S ← s(I);
18: P ← S.OutP ;

the required parameter types between the subtree and I, we can remove the
unmatch subtree from S. When all subtree nodes have been detected, count the
number of subtrees left and assign the value to variable k (lines 3–8). For each
subsubtrees in the subtree, a parameter type check is performed again. If the
required parameters for the service to run in the subsubtree are more than the
parameter types in I, this subsubtree is deleted (lines 9–15). And then find the
services in V arS , taking all parameters in I as input (denoted as V arS(I)), and
assign it to S. Finally, put the output parameters of S into P (lines 16–18).

(2) Building Semantic Networks

The Algorithm 2 is used to build a solution space network, from which gener-
ate the DAG and recommend it to users. Therefore, the Algorithm 2 takes user
requirements req as input and the solution space network model SNetM as out-
put. First, copy the parameters in InP to P and set V ar S, INV as empty sets,
where V ar S is used to store the services generated in the process and INV
is used to record invocation relationships between services. Record the number
of parameters in P and put them into variable n.Set parameter V ar P to null
to store the generated parameters (lines 1–2). For all parameters in P , if using
Algorithm 1 (denoted as NarrSer) finds a narrowed service set, then find the
appropriate service from the narrowed service set and put it into the variable
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V ars. The output parameters of all services generated during this process are
put into the variable V arp. Record the relationship and sematic value between
these services into the INV (lines 3–9). Looking for a candidate service with
multiple parameters as input is similar to looking for one parameter as a can-
didate service (lines 10–18). Then, the number of iterations k is increased once
and the parameters in the intermediate variable V ar P are copied into the P
set. NetM can be output if the generated parameters include the parameters
required by the user or if the number of iterations is greater than the thresh-
old. Otherwise, jump to the line 2 and continue with the above procedure (lines
19–24).

Algorithm 2. Building Semantic Networks Algorithm
Require:

- req: req = (InP, OutP ).
Ensure:

- SNetM : service network model.

1: P ← InP ; V ar S ← ∅; k ← 0; INV ← ∅;
2: V ar P ← ∅; n ← the number of parameters in P ;
3: for i = 1: n do
4: if NarrSer(P (i)) then
5: V ar S ← find services in NarrSer(P (i)).S;
6: V ar P ← V ar S.P ;
7: recording INV and INV .SIMseq;
8: end if
9: end for

10: for i = 1: n do
11: for j = 1: n do
12: if NarrSer(P (i), P (j)) then
13: V ar S ← find services in NarrSer(P (i), P (j)).S;
14: V ar P ← V ar S.P ;
15: recording INV and INV .SIMpara;
16: end if
17: end for
18: end for
19: k + +; P ← V ar P ;
20: if V ar P ⊇ OutP || k � 50 then
21: SNetM = (V ar s, INV );
22: else
23: turn to Line 2;
24: end if

In this way, a dynamic semantic web is formed, which contains the DAG
required by users. For instance, Fig. 5 is a SNetM . According to the user input
and output parameters Req.I, Algorithms 1 and 2 are used to constructing seman-
tic network model, which contains the DAG needed by users.



494 J. Zheng et al.

4 Recommendation System Based on Improved
Simulated Annealing Algorithm

4.1 Generating New Path

To reach global optimal solution instead of local optimal solution, the simu-
lated annealing algorithm is required to accept the new solution with a certain
probability. Therefore, this section will talk about how to generate new path.

– Dividing the Solution into Small Module: The resulting graph solution could
be divided into blocks according to workflow patterns (Fig. 2).

– Selecting the Replacement Module: The marked block should be replaced by
the other block(s) in the SNetM. So use the random number generator to
select a block, which will be replaced by other block, which is shown in Fig. 4.

– Generating New Solution: Replace the selected block and connect the selected
block between the former block and the latter block. Consequently, a new
graph result is produced, which can be seen example B in Fig. 3.

Fig. 3. Dividing into blocks.

Fig. 4. Dividing into blocks.
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4.2 Improved Simulated Annealing Algorithm

Algorithm 3. Building Dynamic Semantic Network Model Algorithm
Require:

- Cur DAG: an arbitrary initial DAG.
- coolingtable(t, α, EPS, ILOOP ): the parameters of simulated annealing algo-
rithm were recorded
- LIMIT : upper limit of probability selection.
- OLOOP : number of external cycles.
- Best DAG: DAG recommended to user.

Ensure:

1: P L = 0; P F = 0;
2: Best DAG = Cur DAG; New DAG = Best DAG;
3: while 1 do
4: for i = 0; i < ILOOP ; i++ do
5: New DAG = changeSolution(Cur DAG);
6: dE = SIMNew DAG - SIMCur DAG;
7: if dE < 0 then
8: Cur DAG = New DAG;
9: P L=0; P F=0;

10: else
11: if exp(dE/t) > rand(0,1) then
12: Cur DAG = New DAG;
13: P L + +;
14: end if
15: end if
16: if P L > LIMIT then
17: P F + +; break;
18: end if
19: end for
20: if SIMCur DAG<SIMBest DAG then
21: Best DAG = Cur DAG;
22: end if
23: if P F>OLOOP || t<EPS then
24: break;
25: end if
26: t ∗ = α;
27: end while

The simulated annealing algorithm starts with the initial solution i and the con-
trol parameter t and the process is controlled by the cooling schedule, which
includes the initial value of the control parameter t and its attenuation fac-
tor α, the iteration number ILOOP of each t and the stop condition EPS in
Algorithm 3. Cur DAG is a result randomly found from the network that meets
the user’s input and output requirements. The Best DAG represents the DAG
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which can better meet the user’s requirement. Coolingtable represents a set of
parameters that control the progress of an algorithm.

Parameters P L and P F are set to record the times of receiving bad results
in a certain stage of annealing process and the times of this process respec-
tively. Temporarily set Best DAG and New DAG to be the same value as
the Cur DAG (lines 1–2). Use the algorithm changeSolution() to generate the
New DAG and calculate the semantic value difference between the two path
(denoted as dE). If the semantic values of New DAG (denoted as SIMNew DAG)
is higher than that of Cur DAG (denoted as SIMCur DAG), the New DAG will
be accepted as the Cur DAG. Otherwise, the above operation is carried out with
a certain probability to avoid falling into local optimal and increment the value
of the P L by 1. If PL is greater than LIMIT, jump out of the loop (lines 3–
19). After the above process, if the SIMCur DAG is higher than SIMBest DAG,
replace the Cur DAG with Best DAG (lines 20–22). Then, determine whether
the program is completed by judging whether P F is greater than OLOOP or
the temperature t reaches the minimum value EPS. If the exit condition is not
reached, use attenuation coefficient α to cool the temperature and continue the
cycle (lines 20–27). As a result, the DAG is found in the semantic web in Fig. 5
and recommended it to the user.

Fig. 5. The dynamic semantic network model.
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5 Experiment

5.1 Dataset Description and Precision

In order to verify the effectiveness of our proposed method, we use the Java
language to test the method and use MySQL database to store the data, which
is conducted on a desktop with an Inter (R) Core (TM) i7-3770 CPU @ 3.40 GHz,
8.00 GB memory, and a 64-bit Windows 10 operating system.

The data uses 300 geoprocessing services organized by tree from ArcGIS Tool-
box. In addition, 112 DAG rules, which represents the invocation rules between
services based on different requirements, are found from numerous communities
such as CSDN.

Our experimental results will be evaluated by precision and running times.
The precision is computed as follows:

precision =
DAGP

⋂
DAGR

N
(7)

In Eq. 7, DAGP represents the DAG generated by our method and the DAGR

represent the right DAG that really meets the requirements of the user in the
DAG rule set. N is the operation number contained in a DAGP . To get a more
correct value of precision, we proceed experiment with different user requirement
for 112 times. The average precision is 76.4%.

5.2 Impact of Parameters in Cooling Table

To investigate the effect of Cooling Table parameters in the proposed method in
Algorithm 3. As show in Fig. 6, we set the parameters in the Cooling Table to
three different sets of values and compared them.

The cooling Table contains four parameters t0, α, EPS and ILOOP. Nor-
mally, the values of t0 and α are 1000 and 0, so we only consider α and ILOOP,
which are denoted as (α, ILOOP) in Fig. 6. α represents the rate of tempera-
ture decay and ILOOP represents the number of temperature drops in the same
stage, which are mutually dependent. Although the higher value of α represents
the better ability to cool the temperature in Fig. 6(a). It will also take a lot of
times. For the same reason that higher value of ILOOP will cost more computing
resource in Fig. 6(b), the value of parameter ILOOP should not be very large.
Therefore, the experimental accuracy is relatively high and the computation
time consumption is relatively small, when α is 0.9 and ILOOP is 80.

5.3 Compare with Other Method

The number of services is varies from 3 to 9, so we consider the impact of the
number of services on the service composition. We compare our method with
the method proposed by the author in [16], which used the GA as heuristic
optimization algorithm.
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Fig. 6. Influence of parameters in cooling tables.

Figure 7 shows that the precision value reaches the peak value when the ser-
vice number of DAG is from 4 to 6. The reason for this phenomenon are as
follows. If a large number of services need to be found in the required DAG, but
some detailed or transitional services may not be found during the actual execu-
tion, thus affecting the precision. That is the reason why precision decreases as
the number of services increases. Because comparison method can only get ser-
vices chain, the precision of our method is higher than compared one in Fig. 7(a).
And as the number of services in the DAG increases, the service composition
consumes more time. The reason why our method takes more time is that our
graph structure solution is much more complex than chain structure in Fig. 7(b).
But the usability of our proposal is much higher than the comparison one.

Fig. 7. The precision and run time of proposed method.
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6 Related Work

6.1 Service Composition Technology

Web services composition technology, aiming to provide added values by loosely
coupling web services, has been used to efficiently find near-optimal composite
services to satisfy users’ requirements reasonably well [17]. The syntax-based ser-
vice composition depends on the matching between selected keywords and Web
service description [18], which takes little account of the semantics of web ser-
vices. To get the concepts relationship, scholar use a certain criterion to measure
the semantic distance in [19]. In [10], the authors proposed a novel Permutation-
based Multifactorial Evolutionary Algorithm to solve the fully automated seman-
tic service composition problem for diverse user segments with different QoSM
preferences. And the principle of [20,21] is that using ontology as a fundamen-
tal criterion to measuring the concept distance of the user’s requirement and
the services. The method of using ontology is not suitable for direct application
in GIS domain, cause it’s a hard work to construct the ontology. It is obviously
that the accuracy of web services semantic annotations will significantly improve
the effectiveness of the web service discovery, recommendation and composition
[22]. In [11], the author proposed an invocation-based technique to verify the
QoS accuracy by using annotations.

6.2 GIS Services Composition

The GIS domain service composition can be divided into three categories:
semi-automated GIS services composition, syntax-based GIS services compo-
sition, and semantic GIS services composition. In [23], the author proposed the
registration-binding-lookup mechanism, which is a semi-automated approach to
service composition recommendation. In order to provide services to user auto-
matically, some authors suggest that taking services context into consider. In
[24], the authors proposed an active proxy, which can regard service context
and user’s requirement, extract useful information and send it to the server.
But this method can only used in location-based service. In [25], the authors
mapped the OWS input/output message to WSRF ResourceProperties, which
could bring higher efficient. But this method doesn’t incorporate many useful
WSRF function. Besides, high performance data transfer is a challenge in GIS
service.

7 Conclusion

The enhancement of Internet technologies has improved the technology in GIS
services discovery, composition and recommendation. It is becoming increasingly
important to combine GIS services to help users solve a various problems. There-
fore, in this paper, we discusses the related technologies of service composition
in GIS and computer fields, and analyzes the principles of these technologies. We
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find that effective use of semantic information between services can improve the
quality of service composition, which could meet the users’ requirement better.
To solve this problem, by using the tree organization structure of ArcGIS service,
we can quickly select the set of services that meet the requirements according
to the syntax matching relationship between services. To further explore the
semantic correlation between services we use the NDG to build the dynamic
semantic network. Then simulated annealing algorithm is used to find the DAG
with high semantic value and recommend it to the user. Experiments show that
our method could recommend a meaningful DAG with higher precision.
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Abstract. Internet of Things (IoT), big data, artificial intelligence (AI), and the
new media environment have changed the traditional pattern of communication
in public cultural service. Public digital cultural service (PDCS) system is a kind
of cyber physical system that integrates physical and digital cultural resources.
The public could access cultural knowledge more conveniently from the PDCS
system. However, there are existing of some accessibility issues in the inter-
active process between the public cultural service digital terminals and users.
This paper explored methods of designing PDCS interactive system using
reality-based interaction (RBI) principles to enhance the user experience. RBI
principles using in PDCS provides natural communication and displays ways,
which are helpful in solving the problem of traditional public culture service
transmission. The proposed methods supply the intelligent services according to
the different information input by users such as the actions, facial expressions,
voice, and physiological signals. User’s context is also considered. At the same
time, public cultural service data is obtained, analyzed and visualized to provide
public digital cultural knowledge to users. In this way, the general population
and special groups like the elderly people could use the PDCS interactive system
without any obstacles. The research is helpful to improve the accessibility and
usability of PDCS system.

Keywords: Reality–Based Interaction (RBI) � Interactive system � User
experience � Public Digital Cultural Service (PDCS) � Accessibility

1 Introduction

The aims of public cultural service are to meet the cultural needs of the public. With the
development of social economy, the public cultural service has developed rapidly
which provides the public with cultural products and services, as well as its related
regulations and systems in general [1]. The public service areas discussed in this paper
are mainly including museums, libraries, art galleries, cultural centers, intangible
cultural heritage administrations and other nonprofit public service institutions. Public
digital culture service (PDCS) is a kind of cyber physical system that integrates
physical and digital cultural resources. The goal of the public digital cultural services is
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to provide rich and convenient digital cultural services for all kinds of people. It is of
great significance to enhance the efficiency and quality of public cultural service [2].

Information technology like big data, artificial intelligent (AI) are helpful in pro-
viding new contents and forms for the public digital cultural service. Media is
everywhere in the new media environment by-network TV, computers, mobile devices
and users can obtain information anytime and anywhere. People would like to par-
ticipate the information building, feedback and dissemination instead of simple
information receiving in new media environment. However, a series of problems are
also produced accompany with the universal usage of new media and digital tech-
nology. Massive data are generated with the rapid expansion of cultural information.
People can’t find the desired knowledge quickly among the massive public culture data.
The public digital cultural service aims at both the ordinary people and the special
groups, such as the elderly people, the disabled people, and the people with low
education. But some existing digital service systems are difficult to operate, especially
for some special groups. Persons with disabilities such as the blind, limbs disabled
people often have obstacles in using digital service system [3–7]. These factors affect
the usage experience of the public, leading to low usage intention and few interesting
for public digital cultural service.

To address these issues, we studied interactive methods to enhance the user
experience of public digital cultural service. Different methods and technologies of
human computer interaction (HCI) based on reality–based interaction (RBI) principles
were explored in this paper. Smart interaction services and user interfaces were
designed which could facilitate the cultural cognition of public. In this way, the
interactive system of public digital cultural service became more intelligent and the
accessibility of it was greatly improved.

The rest of the paper is organized as follows. Section 2 introduces the related work
of PDCS interactive system. Technology architecture of PDCS interactive system
based on RBI principles is proposed in Sect. 3. Section 4 studies the key technology
and methods of the PDCS interactive system based on RBI principles. Section 5
presents a case study. Finally, conclusion and future work are given in Sect. 6.

2 Related Work

The main public cultural institutions include museums, libraries, art galleries and
cultural heritage management institutions. Many scholars and cultural service institu-
tions had done the research work to explore the innovative interactive form of digital
culture service.

Carrozzino et al. [8] presented a 3D virtual interactive platform to protect the
intangible cultural heritage and traditional technologies through the virtual display of
bronze sculpture manufacturing process. Kiourt et al. [9] presented DynaMus, a novel
fully dynamic web-based virtual museum framework that relied entirely on user cre-
ativity and rich content of web-based resources. Cianciarulo [10] described an exper-
imental augmented reality project in a small museum in Viggiano (Basilicata, Italy) and
explained the use of augmented reality (AR) technology to change the perception of
small local museums. Rattanarungrot et al. [11] developed a service-oriented mobile
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AR architecture for a variety of applications, such as museum interaction or web
applications. Shichinohe et al. [12] introduced the augmented calligraphy system that
could give feedback to learners. Some notice was given when learner’s posture moved
into a bad shape by this system. With this, the learners could learn by themselves.
Soontornvorn et al. [13] developed a system for training human calligraphy skills
utilizing AR technology and dynamic font method. The dynamic font was used to
generate a model character. The AR technology was used to produce visual information
consisting of not only static writing path but also dynamic writing process of model
character. The Palace Museum used virtual reality technology in multi-scene interactive
exhibitions of Duanmen digital museum. Google, in conjunction with the British
Museum, built virtual reality museums.

Soga et al. [14] created video content for a special exhibition at Nerikuyo. A virtual
fitting system had been proposed that could identify a user’s gestures or poses and
provide virtual fitting. Baraldi et al. [15] developed a system which could provide a
more natural and interesting way of accessing museum knowledge based on distributed
self-gesture and picture recognition. Saha et al. [16] proposed gesture recognition
algorithm for Indian Classical Dance Style using Kinect sensor, which recognized body
gestures and obtain higher recognition accuracy. Khan and de Byl [17] proposed a
system based on motion detection technology that allowed children to be in a heritage-
related environment to create awareness of local dance movements.

Kolay [18] had explored new media, such as game design and animation, to
educate the target audience by translating the visual language of Indian local art forms.
Hashim et al. [19] proposed the integration of technical and cultural heritage that could
create innovative museum’s display, providing the best knowledge and interactively
understand experience to meet the public’s needs. Zongming and Wenjin [20] con-
structed the digital platform module of Chinese traditional furniture culture. Papangelis
et al. [21] presented a 3-phase model for the design, development and application of
mobile technologies within cultural heritage projects. Yeung et al. [22] proposed a
novel multimedia human computer interface that allowed untrained users to write with
the physical hairy brushes in a virtual paper. Vaz et al. [23] presented the design of a
tangible user interface to enhance the experience of visitors with visual impairments.
Yang et al. [24] presented an integrated, interchangeable visualization approach used in
public culture service system. Intuitive and efficient views for cultural topic popularity,
topic contents, document clusters, and relationships between cultural topics and doc-
ument clusters were provided.

The above research works are all based on modern information technology. Virtual
and augmented reality technology has been widely used in the museum for cultural
heritage communication. Game and animation, digital service platforms, gesture
recognition and tangible user interface are also applied to public culture display and
transmission, which could give people a novel experience. However, the interaction
form between human and service system is still not natural enough.

Reality-Based Interaction (RBI) [25, 26] put forward the new thinking of human-
computer interaction. It redefined the understanding of computer and interaction, and
realized the universal perception of the physical world, such as gravity, friction, and
scaling; the perception of body consciousness, i.e. the human perception of their own
bodies, perception of their ability to control and coordinate the body; the perception of
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the surrounding environment, and the ability to operate and navigate in the environ-
ment; the perception of others in the environment, and other human interactions. The
reality-based interface stems from user’s original skills and expectations from the real
world instead of trained computer skills. RBI principles provide a more natural
interaction paradigm. We will explore the methods and the key technology to realize
the interactive system of PDCS based on RBI principles in this paper.

3 PDCS Interactive System Architecture Based on RBI
Principles

Human interact with themselves and the real outside world through the vision, hearing,
touch, taste, smell and intuition. As shown in Fig. 1, RBI imitates the interaction of the
real world based on the user’s prior knowledge, which is a critical factor for interaction
with a new product [27, 28]. It is an intuitive natural human-computer interaction
paradigm, as well as visual language and interactive forms. We propose to design
natural interactive system for PDCS based on user’s prior knowledge and the ways
people interact with themselves and the outside world. Users operate PDCS interactive
system like they communication in real world, e.g. input and output information
through vision, hearing, touch, taste, smell and intuition.

Our PDCS interactive system follows the RBI interaction paradigms between
human and physical world, between human and body consciousness, between human
and environment, and enables the users to perceive the external world more intuitively.
The intelligent system may have the human intention expression and perception ability
that can realize the human behaviors, tasks, intention, emotion and environment.

Fig. 1. Interaction among person, object and environment
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Combining with content of service system terminals, the intelligent service system can
provide more intuitive information expression, effective feedback as well as the needed
service content and interactive experience for users. These methods can promote the
public cultural service communication more effectively, as shown in Fig. 2.

The technology architecture of PDCS interactive system is presented, as shown in
Fig. 3. The context data in interactive process, user emotional data, user conscious data
and big data of public culture service are collected in data acquisition layer. Some
knowledge reasoning rules including context awareness computing, affective com-
puting, brain-computer interface technology and data mining technology are adopted to
extract the cultural service knowledge. The function and service content of intelligent
interactive system of PDCS are produced based on the extracted knowledge patterns.
Finally, the natural PDCS interactive system is constructed and intelligent public
cultural service content is provided to users.

users

Facial expression,
Voice, Gesture... TasksActions,

Behavior…

Environment PDCS system content 
and resources…  

PDCS interactive system

Awareness

AwarenessAwareness

Physiological
Characteristics...

Fig. 2. PDCS interactive system based on RBI principles
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4 The Key Technology and Methods of RBI Interactive
System for Public Digital Culture Service

4.1 PDCS Interactive System Based on Affective Computing

People hope to communicate with the computer as easy as human communication. The
most difficult problem of the human-computer interaction is how to teach computers
understand human emotion. Affective computing is a calculation method that is related
to emotion, derived from emotion or can affect emotion [29, 30]. Affective computing
creates a computing system that senses, identifies, and interprets human emotions
intelligently, empowering computers to observe, understand, and generate various
emotional features like human do. Affective computing plays an important role in
improving the natural and harmonious of human-computer interaction.

Moods and emotions are a subjective internal emotional experience. We obtain user
emotional data by collecting physiological and psychological feature data, e.g. voice,
postures, facial expressions, and physiological signals from the users of PDCS inter-
active system. Some devices include eye trackers, sensors and behavioral analysis
instruments are used. Data preprocessing, feature extraction, and feature selection are
executed based on the obtained physiological signal, expression, voice, and posture
data. The emotion model of ordinary users and special groups, such as the elderly, the
disabled, and the patients, is constructed using the methods such as OCC emotional
model, Kismet emotional model, HMM emotional model, and the emotion generation
mechanism in psychological research. By selecting the affective computing models and
optimizing it, the emotion recognition rate can be improved and the recognition result
can be obtained. By this means, the PDCS interaction system can understand user’s
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Fig. 3. Technology architecture of PDCS interactive system
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emotion and make appropriate response. Based on the construction of emotion signal
recognition result and emotion model, the intelligent interactive terminals of PDCS
system with emotion understanding and feedback function is constructed. The system
can perceive the user’s emotions and context to infer the emotional state, e.g. when the
PDCS interactive system perceives the user’s frustration, then the public cultural ser-
vice content can be adjusted to be more reasonable and easier to use. The architecture
of PDCS interactive system based on affective computing technology is shown in
Fig. 4.

4.2 PDCS Interactive System Based on Context Awareness

The trigger and development of human emotion are inseparable from the context.
When operating the product service terminals, the context adaptation brings the
dynamic update to meet user needs. Real-time perception of the context can further
clarify the user’s emotional and internal needs. We divide the context type into user
context, environment context, task context, and device context. The context data
include user context data, such as the physiological and psychological context data of
users. Environmental context data include various factors, such as location, time,
temperature, light, and other environmental data. Task context data indicate the tasks
and related activities to be done. Device context data describe the type and operation
status of the device.

We obtain context data using the context awareness measurement instruments, e.g.
wireless sensor, behavior measurement system, video recording device, GPS and eye
tracker. Context awareness computing [31–33] technology is adopted. The acquired
context data are processed, then calculated and analyzed. The system can reason and
extract the context information around the users. It can also visualize the context
information. Hence, the PDCS interactive system can acquire and understand the
context and user needs, and provide appropriate service application needed by the user,
so that the service is more natural and humane. The architecture of PDCS interactive
system based on context awareness technology is shown in Fig. 5.
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Fig. 4. The architecture of PDCS interactive system based on affective computing technology
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4.3 The Natural Interactive System of PDCS Based on Brain–Computer
Interface

Brain–Computer Interface (BCI) is able to transfer and use information from distinct
brain states for communicating with an external device, so to enhance people’s ability
to manipulate external systems [34]. BCI technology can achieve better natural user
interaction with the product service system. In the medical, neuroergonomics and
intelligent environment, game entertainment, security and certification fields have
broad application prospects [35]. The user can interact with the service system through
the brain nerve signal, and communicate with the external environment. The applica-
tion of brain-computer interface technology in the field of public cultural services is of
great significance to the disabled and the elderly, who are the disadvantaged groups.
The EEG signals are measured by magnetic resonance imaging (MRI) and ultrasound
projection. The brain signal preprocessing, removal of clutter, artifacts and noise, are
followed by feature extraction and classification, and ultimately into control instruc-
tions for external devices, to achieve the public digital cultural services interactive
system of intelligent control and the feedback to the brain, as shown in Fig. 6.
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4.4 Big Data for PDCS Interactive System

In the new media environment, the users are diverse and dispersed. The public service
agencies and government can hardly obtain the user’s requirements dynamically. On
the other hand, users can hardly identify the authenticity of data due to the diversity and
complexity of information. In this case, it needs the personalized content services
because users cannot quickly obtain the desired knowledge. The PDCS system pro-
vides content services through various new media terminals. Tremendous data are
generated in this process and we can discover the hidden values by mining the big data.

4.4.1 Data Collection for Public Digital Cultural Service
Public cultural services data comes from various resources including traditional paper
media, the network sources, the public cultural experience equipment, cultural insti-
tutions, big data platform and other data source. Data from network sources mainly
includes data generated in cyberspace, such as public cultural service-related websites,
WeChat, microblog, blog, social network. Network data are mainly obtained by the
web crawler technology in the case of obtaining permission from the website.

Service end-user data from digital cultural experience equipment, e.g. network TV,
mobile phone, and cultural experience terminals mainly includes users’ physiological,
psychological and behavioural data. Service end-user physiological, psychological and
behavioural data can be obtained by sensors, eye tracking, video surveillance, and other
technologies.

All kinds of public cultural services data from cultural institutions mainly include
data collection through a specific access interface and other related means, e.g. a unified
data access interface based on RESTful API (Application Programming Interface).
OCR (Optical Character Recognition) technology is adopted to collect the data from
traditional paper media to realize the public culture digitization.

The data from big data platform mainly include the data generated automatically by
the public digital cultural national sharing service platform. This part of the data is the
most objective and truthfully records the visiting heat of the platform, the operating
efficiency and fault of the platform, and the interaction between users and public
cultural service platform. The data from big data platform mainly include the log data
of the platform, and the user behavior data, such as search, browsing content, browsing

Signal 
acquisition

Brain

Signal 
preprocessing

Feature 
extraction

Feature 
classification

External 
control device

PDCS interactive 
systemFeedback

Fig. 6. The architecture of PDCS interactive system based on BCI technology
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time, scoring, commenting, favorites operating, adding resources to access the list of
expectations, and its shared services platform, such as participation in the discussion,
communication through BBS platform, user interaction, and all other behavioral data.
The data are collected by the user detailed behavior data capture software running on
the platform.

The data from other data sources are collected by using website public API, a
specific system interface working with enterprise or research organization, DPI (Deep
Packet Inspection) or DFI (Deep/Dynamic Flow Inspection) and other bandwidth
management technology. Figure 7 shows the data sources and collection techniques for
public digital cultural service.

4.4.2 Data Analysis for Public Digital Cultural Service
Data analysis is important for the enhancement of the quality and efficacy of public
digital cultural service. Analyzing public digital culture data can obtain user behaviour
and preferences. It can help public cultural management department better understand
the needs of user and provide service content to users. The culture distribution, com-
munication trends, existing problems and other public culture knowledge can also be
presented by analyzing various public culture data.

Data including structured data, semi-structured data and unstructured data are
collected from various resources. The obtained data must be cleaned, converted, and
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Fig. 7. The data sources and collection techniques for public digital cultural service
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stored. Apache Spark [36, 37] algorithm based on Hadoop [38, 39] technology is used
to realize the data clean quickly. The distributed messaging system Apache Kafka [40]
serves as a data buffer between data cleaning and data loading. The preprocessed data
will be sent to Kafka for temporary storage.

Data mining [41] is the computing process of discovering patterns in large data
sets. It aims at extracting information from a data set and transforming it into an
understandable structure for further use. Some commonly used data mining methods
like statistical analysis, association analysis, sequence pattern analysis, classification
analysis, and cluster analysis are adopted in public digital cultural service platform.
Figure 8 shows the extracted interesting, implicit and potentially useful patterns or
knowledge from the public cultural service data, such as resource visiting heat, regional
resource access characteristics, and different time periods of resource access features,
public cultural hot spots, and user’s personalized needs, resource allocation of public
culture big data platform.

Information visualization aims at conveying abstract information in intuitive ways
and producing interactive visual representations of abstract data to reinforce human
cognition [42]. The information visualization model [43, 44] is explored to provide a
reference method for the visualization of public cultural information. The interactive
visualization of the analysis process allows the user to perform more accurate data
analysis. It can greatly improve the efficiency of public culture data understanding and
analysis.

PDCS interactive system based on RBI principles provide natural and intuitive
interface for various user groups. The affective computing, context awareness, brain-
computer interface and big data mining technology are applied to the PDCS interactive
system. The smart system can intelligently perceive user’s mood, emotion, conscious,
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context, service content and so on. The real state and requirement of the user in the
process of interacting with the PDCS interactive system are analyzed, and the function
and service of the user demand are provided under the support of the ubiquitous
computing. A large amount of public cultural information can also be presented by
visualization so as the users can find the public cultural knowledge quickly. These
methods can effectively enhance the user experience of the PDCS interactive system.

5 Case: Intelligent Square Dance Service System

The square dance is organized spontaneously by the residents. It is a dance for the
purpose of recreation and fitness. The activities are mostly carried out in open spaces
such as squares and dams. The square dance has a wide participation group, and the
middle-aged and elderly people are the main groups. Square dance provides dynamic
music and rich content, which has become the most popular form of dance.

The popularity of square dance in China has caused many problems, the main
problems as follows:

• The number of participants in the square dance is large, and the sound of music
equipment is loud, which creates noise and interferes with the lives of people
around.

• The venue and time of dancing are not fixed, which brings trouble to the organi-
zation of the square dance activities.

• Square dance teachers lack professional knowledge. The teacher’s posture is not
easy to see when the learner’s position is far away from the teacher, which affects
the learning effect.

In view of the existing problems, we proposed intelligent square dance service
system. The interactive system was designed based on the RBI principles. Some
technologies including virtual display, context awareness and motion capture were
adopted to achieve the smart interactive system.

The display screen and Kinect camera were adopted to construct the interaction
environment and physical interface of new media interactive system. The intelligent
square dance service system provides rich square dance resources such as different
types of square dance videos and square dance teaching resources, which could bring a
novel experience to participant.

The intelligent square dance service system based on context awareness technology
can perceive the external environment and time. Then, the system can automatically
adjust the sound constraint range and music volume according to changes in the
external environment. The system can also perceive the dancer’s context and provide
appropriate teaching content to the users. It can perceive dancer’s location, actions and
emotion state by GPS, wireless sensor and camera. For example, when the dancer
learns difficult or their posture is not standard, the square dance system will intelli-
gently adjust the learning content, e.g. Repeatedly playing the difficult dance moves.
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In the dance teaching section, the system provides a real-time virtual human based
on Kinect technology. The dancer can control the virtual human’s activities using
motion capture technology. The dancer’s movement of head, hands and legs will be
captured by Kinect camera and drive the action of the virtual human. Thus, the dance
teaching actions are shown in the big screen in front of all participants. The prototype
for interactive scene and content of square dance service system are shown in Figs. 9
and 10.

6 Conclusions

This paper proposed interactive system design method based on RBI principles for
PDCS interactive system. The key technology of PDCS interactive system based on
RBI principles was explored in this study. We presented the architecture of natural
PDCS interactive system by using big data mining, context awareness computing,

Fig. 9. Interactive scene of intelligent square dance service

Fig. 10. Interactive content of dance teaching section
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affective computing, and brain-computer interface computing. A natural PDCS inter-
action system was explored. The PDCS System based on RBI principles presented the
rich service content and intelligent interactive interface, which can improve the user
experience of public service.
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Abstract. In order to ensure the correctness and reliability of the Internet of
Things service system, it is very necessary to fully test before the system is
deployed. However, due to the particularity of the Internet of Things environ-
ment, conventional simulation and test methods are more costly and have longer
cycles than traditional software systems. Therefore, based on the resource-
oriented thinking of REST and with the context constraints of Internet of Things
services, a formal modeling and verification method of Internet of Things ser-
vices is proposed. Firstly, the resource of Internet of Things service is formally
described from the aspects of resource service port, resource type, resource
interface operation method and resource link attribute. Then, combined with the
method of CSP (communication sequence process) in process algebra, a
resource-oriented Internet of Things service model with the context constraints
is constructed. Furthermore, the atomic service and composite services are
abstractly modeled and analyzed by taking the Internet of Things application
scenario of hospital intelligent clinic as an example. Finally, the model is ver-
ified by the model checking tool named PAT from the aspects of security,
certainty and accessibility. This method provides a scientific basis and imple-
mentation reference for the correctness and reliability test before the deployment
of the Internet of Things service system.

Keywords: Resource-oriented � Context constraints � Internet of Things
services � Formal modeling � CSP (communication sequence process)

1 Introduction

The Internet of Things is the third information technology revolution after computers
and the Internet, and its ultimate value lies in services and their applications. It needs to
be application-oriented and provide reliable and efficient services [1, 2]. In the Internet
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of Things, the service-oriented approach to information development and integration
has been widely accepted and has attracted great attention. The essence of Internet of
Things service is the combination of service computing and Internet of Things tech-
nology, and its core idea is to uniformly package the capabilities provided by
heterogeneous physical devices and then provide services to users [3–5]. By reusing the
existing Internet of Things services and constructing an on-demand Internet of Things
service system, the disadvantages of high cost caused by redevelopment can be
avoided. In order to ensure the correctness and reliability of the Internet of Things
service system, it is very necessary to carry out full testing and inspection before the
system is deployed, which has become a key problem to be urgently solved in the
Internet of Things project.

The methods to verify the system include simulation, software testing and formal
methods. Conventional simulation methods sometimes face the problem that they are
quite different from actual systems and cannot carry out targeted tests. The traditional
testing method cannot completely test the system and the testing cycle and cost will
increase dramatically due to the deployment and debugging of actual hardware
equipment and networks. Formalization method is a system description and verification
method based on mathematical method [6], and it can provide efficient verification
methods and steps under the premise of low cost and short cycle for conventional
Internet of Things service applications, which provides a better implementation method
for pre-deployment verification of Internet of Things service systems.

In the formal research of Internet of Things service system, service modeling is the
core content of formal methods. For example, document [7] proposes a WSDL-based
Internet of Things service description meta-model based on the traditional Web service
description model WSDL by extending the physical objects and service contents of
Internet of Things services. The model uses the adjacency matrix method of directed
graph to represent the precursors and successors of events, and it can only express the
order of services, but not the context constraints of services through the weight of
directed graph. In addition, its processing method is single and fixed, which does not
meet the intelligence requirements of the Internet of Things. Literature [8–11] takes
time automata as modeling tool to model the behavior of Internet of Things services as
its interaction with related environmental entities, and introduces environmental entities
to depict the attributes and behaviors of various objects in the physical world,
emphasizing the description of the behaviors of physical environmental entities, atomic
services and composite services and the verification of related attributes. Ge [12] and
others model the Internet of Things service and physical environment as probabilistic
time automata on the basis of the aforementioned documents, and analyzes and verifies
the non-functional constraint attributes such as response speed, reliability and resource
consumption of the Internet of Things service. However, the above-mentioned methods
only focus on the order of service and do not consider the context constraints when
modeling and verifying by timed automata, and the resource-oriented ideas and
methods have not yet been embodied. Document [13] constructs the Internet of Things
service model based on differential dynamic logic and quantitative differential dynamic
logic, and proposes a modeling and verification framework of Internet of Things ser-
vice based on hybrid system theory. Although the explosion problem of state space is
effectively avoided, the application of hybrid system theory to the research of Internet
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of Things service is not mature and in-depth enough, and further exploration is needed.
Although literature [14] models the Internet of Things service based on the resource-
oriented idea, context constraints have not been considered in the modeling process.

From the above, it can be seen that most of the formal modeling of the existing
Internet of Things services focus on service content, service functions, dynamic
interaction of services, etc. However, the context constraints of services are rarely
involved, and it is even less to analyze and verify the modeling of Internet of Things
services from the perspective of service resources.

For this reason, this paper proposes a formal modeling method of resources-
oriented Internet of Things service based on resource-oriented thinking and considering
context constraints for the pre-deployment inspection of Internet of Things service
system. Taking the application scenario of the Internet of Things in hospital intelligent
clinic as an example, the model is analyzed and its key properties are verified by using
the model detection tool PAT, which provides scientific basis and implementation
reference for the correctness and reliability inspection of the Internet of Things service
system.

The rest of this paper is organized as follows: Sect. 2 discusses the formal
description of Internet of Things service resources; Sect. 3 combines context con-
straints and communication sequence process method in process algebra to build a
resource-oriented Internet of Things service model, and takes the application scenario
of Internet of Things in hospital intelligent clinic as an example for abstract modeling
and analysis. Section 4 analyzes how to verify the above model through the model
testing tool PAT. Section 5 summarizes the full text and discusses the next research
direction.

2 Formal Description of Internet of Things Service Resources

2.1 Internet of Things Services Based on REST Architecture

At present, there are two styles of Web services, namely, representational state transfer
(REST) and Simple Object Access Protocol (SOAP). Because the resource equipment
in the Internet of Things service system does not have high storage capacity, computing
capacity and communication capacity, traditional SOAP-based Web services are dif-
ficult to meet the needs of Internet of Things services, while REST-based Web services
are simple in form, lightweight in design, fast in implementation, and more suitable for
Internet of Things services.

REST is a distributed system architecture design style [15, 16], whose core idea is
the concept of resource orientation. In REST architecture style, everything is regarded
as a resource, which can be not only physical objects such as rooms and sensors, but
also abstract concepts such as software and network environment. Based on this idea,
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all elements in the application scenario of the Internet of Things, such as environmental
entities, equipment, perceived data, services, state information, management informa-
tion, etc., can be abstracted as resources. REST’s resources are addressable and are
uniquely identified by using the Uniform Resource Identifier (URI) through the
operation method defined by the HTTP protocol. The above ideas provide a new idea
for the formal description of resources in the Internet of Things service system.

2.2 Construction and Implementation of Internet of Things Service
Resource Description Model

REST has the characteristics of addressability, unified interface, connectivity and
statelessness. According to the user needs in the Internet of Things service, the fol-
lowing key issues need to be solved when describing its resources: (1) Determination
of the resource identifier of the Internet of Things service; (2) Determination of the
unified interface and operation method of Internet of Things service resources;
(3) Definition of the expression format of Internet of Things service resource, so as to
form links with each other through resource expression; (4) Efficient management of
the service resource states of Internet of Things to achieve stateless resource-oriented
architecture.

From the above questions, it can be seen that the description of the resource
identifier is very important to describe the service resources of the Internet of Things.
The following first gives a description of the resource identifier of the Internet of
Things service, which is represented by a seven-tuple as follows:

Definition 1: Uniform Resource Identifier

URI ¼ ðRIP; RType; RID; RName; RPro; RAct; RParaÞ

RIP indicates the root directory, that is, the service port address;RType is the type of
resources, such as article resources, computing resources, management resources and
communication resources, etc., where the article resources refer to the functional units
required by the capabilities directly related to articles provided by the Internet of
Things, and communication resources refer to the communication functional units for
network data transmission in the Internet of Things;RID is the resource identification
number;RName is the name of the resource;RPro represents resource-related
attributes;RAct indicates the resource operation method; Rpara represents the param-
eters to be called during the operation.RAct and RPara can be set according to specific
conditions, for example:

Http : ==. . .=fCommunicationresources; Sensorsg=fHeartRateSensor:Idg
=HeartRateSensor=fPatientId;BedNumberg=fRAct:Idg=fRParag
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Http : ==. . . is the port address of the resource service; fCommunication
resources; Sensorsg indicates that the resource type is a communication resource,
specifically a sensor class in the communication resource; HeartRateSensor:Id is the
resource identification number; HeartRateSensor is the name of the resource, that is the
heart rate sensor; fPatientId; BedNumberg is the attribute of the resource, namely the
patient Id number and its bed number of the heart rate sensor installed; fRAct:Idg
indicates the resource operation method; fRParag represents the parameters to be
called during the operation.

Next, based on the idea of resource-oriented architecture, a formal description
model of Internet of Things service resources is given as follows:

Definition 2: Internet of Things service resources are formally described as a four-
tuple

RS ¼ ðURI; Method; Link; MediaTypeÞ

URI represents the uniform resource identifier of the Internet of Things, and its
related description is specifically shown in Definition 1.

Method indicates the interface operation method of the resource and the relevant
information exists in HTTP methods. The basic operation interface methods of HTTP
include reading resources GET, updating resources PUT, adding resources POST and
deleting resources DELETE. In order to meet the complex operation requirements of
users, the method of operation interface can be expanded according to user
requirements.

Link represents the link attribute of a resource, by which resources can be connected
to each other.

MediaType indicates the media type of the resource. The transmission format of data
in the transmission process under the media type is defined, such as text, binary stream,
XML, JSON, etc.

Next, the concrete implementation of the formal description model of Internet of
Things service resources is illustrated by taking the application scenario of Internet of
Things in hospital intelligent wards as an example. In the intelligent ward service, the
heartbeat data of critically ill inpatients are collected in real time by wearing a heart rate
sensor. When the heartbeat data is not within the normal threshold range, a real-time
alarm will be given, and the medical staff on duty will quickly check and take decisive
measures. In order to realize the above functions, first of all, all sensor lists must be
searched. Secondly, heart rate information of critically ill patients is obtained by
searching heart rate sensors. Finally, whether the heart rate information is within the
normal threshold range is judged, and if not, an alarm is sent out in real time. The
specific process is shown in Table 1.
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3 Resource-Oriented Internet of Things Service Modeling
with Context Constraints

3.1 Construction of Resource-Oriented Internet of Things Service Model
with Context Constraints

Based on the formal description of the Internet of Things service resources mentioned
above, a resource-oriented Internet of Things service model with context constraints is
constructed based on the resource-oriented idea and considering context constraints.
The model is as follows:

Definition 3: The Internet of Things service is modeled as

S ¼ ðURI; SN; SR; CSP; OP; CCÞ

URI represents the unique identification and address of the resource-oriented ser-
vice, as shown in Definition 1.

SN indicates the name of the resource-oriented service, which corresponds URI one
to one;

SR represents a collection of resources that make up a service, including atomic
services and composite services;

Table 1. Formal description instance data of Internet of Things service resources

Resource URI Method MediaType Description

Resource 1 Http : ==. . .=fCommunicationresources; Sensorsg GET XML/JSON To get all
sensors

Resource 2 Http : ==. . .=fCommunicationresources; Sensorsg=
fHeartRateSensor:Idg=HeartRateSensor=

fPatientId; BedNumberg

GET XML/JSON To obtain the
resource
information of
the heart rate
sensor,
namely the
heart rate
information of
the patient

Resource 3 Http : ==. . .=fCommunicationresources; Sensorsg=
fHeartRateSensor:Idg=HeartRateSensor=

fPatientId; BedNumberg=fRActg=fRParag

GET XML/JSON To monitor the
patient’s heart
rate and
automatically
trigger to
change the
working state
of the alarm

Resource 4 Http : ==. . .=fManagementresources; Alarmsg=
fAlarm:Idg=Alarm=fAlarm:RProg=fRAct:Idg=

fOn; Off g

PUT XML/JSON To change the
status
information of
the alarm
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CSP represents the Communication Sequential Processes (CSP) [17, 18] method in
process algebra, which is used to describe the dynamic behavior of Internet of Things
services. CSP is a typical process algebra method to describe the specification and
design of distributed concurrent software systems. As the Internet of Things service
system is a distributed concurrent system, CSP method is adopted to describe and
analyze the dynamic behavior of REST-based Internet of Things services.

OP represents the set of operations for resource-oriented services, as shown in
Definition 2, respectively referring to the HTTP basic operation methods GET, PUT,
DELETE, POST;

CC represents context constraints for resource-oriented services. It can be divided
into subjective constraints and objective constraints. For example, for the hospital
diagnosis and treatment service, the subjective constraint condition is the patient’s
needs. For example, the closer the patient wants to see a doctor to his home, the better;
the shorter the waiting time, the better; the higher the credibility of the doctor, the
better; and the cheaper the medical expenses, the better. Objective constraints are
diagnosis and treatment rules, including the objective requirements for the time and
place of diagnosis and treatment, as well as related matters needing attention, such as
liver function blood test requires fasting blood in the morning, and female gynecologic
B-ultrasonography requires bladder filling.

Internet of Things services include atomic services and composite services. Atomic
services refer to services that are indivisible and cannot be decomposed into finer-
grained services during execution. The composite service refers to a new and more
complex Internet of Things service which is formed by aggregating multiple atomic
services according to specific business processes in order to meet different application
requirements of users. According to the modeling method of Internet of Things service
given in Definition 3, the modeling method of resource-oriented Internet of Things
atomic service and composite service with context constraints is further refined below.

Definition 4: Internet of Things atomic service can be modeled as AS ¼ ðURI; SN;
SR; CSP; OP; CCÞ, where URI, SN and OP are not empty. SR represents a collection
of resources that make up the atomic service; CSP is not empty, indicating that the
dynamic behavior of atomic services to the Internet of Things is represented by CSP
methods; CC indicates the context constraints of the atomic service.

For example, take the atomic service of mobile ward rounds of resident doctors in a
smart hospital environment as an example, the constraint condition of the atomic
service is that the ward round doctors must complete the routine ward rounds (objective
constraint condition) for the patients in charge at the surgical hospital building between
7: 30 and 9: 00 every morning, and the expected waiting time of the patients cannot
exceed 10 min (subjective constraint condition). Then the constraint condition is for-
mally expressed as follows:

Time between 7 : 30 and 9 : 00 \ Location ¼ urgical hospital builiding

\Patient:Waitingtime � 10min
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Definition 5: The Internet of Things composite service can be modeled as
CS ¼ ðURI; SN; SR; CSP; OP; CCÞ. URI, SN and OP are not empty, which are the
addresses, names and related operation sets of the combined new service respectively.
SR represents a resource set of composite services formed by the combination of atomic
services; CSP is not empty, which means that the dynamic behavior of composite
services in the Internet of Things service is modeled according to the composite
operation of processes; CC indicates the context constraints of the composite service,
including not only the constraints of the atomic services that make up the service, but
also the constraints between the atomic services during the composition of the service.

From the above analysis, it can be seen that when modeling the Internet of Things
service, the CSP method is the most critical to describe the dynamic behavior of the
Internet of Things. Next, with a specific scenario example, the modeling of resources-
oriented Internet of Things services will be described in detail.

3.2 Application Example of Resource-Oriented Internet of Things
Service Modeling

Intelligent diagnosis and treatment service is the core service content of hospital Internet
of Things, of which the Internet of Things application system in intelligent clinic is the
most direct application of Internet of Things system in hospital outpatient service. It is
assumed that the intelligent clinic of the hospital is equipped with air conditioner,
fluorescent lamp, access control system, film viewing light box for observing X-ray
films, CT films, magnetic resonance films and other films, as well as curtain and other
equipment to protect the privacy of patients when they need to undergo in-depth
examination. The specific description of its application scenario is as follows:

• Air conditioner: when the room temperature is lower than 20°C, the air conditioner
automatically turns on the heating mode to raise the room temperature to 22°C;
When the room temperature is higher than 28°C, the air conditioner automatically
turns on the cooling mode to reduce the room temperature to 22°C; When the room
temperature is between 20°C and 28°C, the air conditioner stops working.

• Fluorescent lamp: when the indoor light does not reach the preset brightness
standard, the system will automatically turn on the fluorescent lamp.

• Film viewing light box: when x-ray films, CT films, magnetic resonance films and
other films are pasted on the light box, the light box will automatically open and
light up. On the contrary, when the above film is removed from the light box, the
light box is automatically closed and the light box is extinguished.

• Curtain: The examination area is set in the examination room, separated from the
examination room by curtain, with beds and stools, suitable for examination of
private parts. When the patient enters this area and needs to be examined, the
curtain automatically descends to play the role of shielding. When the patient leaves
this area and the examination is finished, the curtain will automatically rise.

• Access control system: Call sign system sorts call signs according to registration
order and check-in order, and patients visit doctor in sequence according to call sign
prompts. The patient enters the clinic by brushing the RFID card, and the entrance
guard service carries out perception control on the door according to the card. When
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it is detected that the swiped card number is consistent with the current call sign of
the system, the door opens automatically; Otherwise, you will be prompted “Please
wait patiently before you go to see a doctor”. If no one swipes the card within
1 min, the system will directly enter the call of the next serial number.

Next, taking the application scenario of Internet of Things in hospital intelligent
clinic as an example, the atomic service and composite service are modeled respec-
tively, and how to use CSP method to describe and analyze its dynamic behavior is
emphatically discussed.

(1) Atomic Services. Monitoring the temperature in the clinic is an atomic service. If
it is not within the set range, the system will automatically turn on the air con-
ditioner, which can be modeled as ðURI; TempMonitor; SR; CSP; OP; CCÞ. URI
is the unique identification of room temperature monitoring service; TempMonitor
is the name of service for room temperature monitoring; SR is a collection of
resources serving the atom, etc.; OP includes acquiring information of a room
temperature sensor, monitoring room temperature information to trigger an air
conditioner, changing the working state of the air conditioner and other related
operations; CC is the constraints serving the atom; CSP is used to describe the
dynamic behavior of room temperature monitoring, which can be expressed as:

RoomTempMonitorð Þ ¼
½RoomTemp\ 20� TurnOnAirconditionerfAirconditionerSwitch ¼ 1; Mode ¼ heat; g

! ControlRoomðRoomTemp ¼ 22; Þ ! RoomTempMonitorð Þ
½ �½RoomTemp [ 28� TurnOnAirconditionerfAirconditionerSwitch ¼ 1; Mode ¼ cool; g

! ControlRoomðRoomTemp ¼ 22; Þ ! RoomTempMonitorð Þ
½ �½RoomTemp � 20&&BodyTemp � 28� TurnOffAirconditionerfAirconditionerSwitch ¼ 0; g

! Skipð Þ

The brightness monitoring service in the clinic is also an atomic service. When the
indoor light does not reach the set brightness standard, the system will auto-
matically turn on the fluorescent lamp. It can be modeled as ðURI;
RoomLightMonitor; SR; CSP; OP; CCÞ, in which CSP is used to describe the
dynamic behavior of indoor brightness monitoring, which can be expressed as:

RoomLightMonitorðÞ ¼
½RoomLight\ 60� TurnOnChandelierfChandelierSwitch ¼ 1; g ! RoomLightMonitorðÞ

½ �½RoomLight � 100� TurnOffChandelierfChandelierSwitch ¼ 0; g ! RoomLightMonitorðÞ

Monitoring the patient’s position in the clinic is also an atomic service. If the
patient is detected to enter the examination area, the curtain will automatically
descend, effectively protecting the patient’s privacy and facilitating the doctor’s
diagnosis. On the other hand, when it is detected that the patient leaves the
examination area, the curtain will automatically rise. It can be modeled as
ðURI; PatientLocMonitor; SR; CSP; OP; CCÞ, in which CSP is used to describe
the dynamic behavior of monitoring the patient’s position in the clinic, which can
be expressed as:
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PatientLocMonitorðÞ ¼
½PatientLoc 2 R�DescendCurtainfCurtainSwitch ¼ 1; Mode ¼ down; g

! ControlCurtainfCurtainLoc ¼ bottom; CurtainSwitch ¼ 0; g ! PatientLocMonitorðÞ
½PatientLoc 62 R�RiseCurtainfCurtainSwitch ¼ 1; Mode ¼ up; g

! ControlCurtainfCurtainLoc ¼ top; CurtainSwitch ¼ 0; g ! PatientLocMonitorðÞ

Gesture monitoring of doctors in the clinic is also an atomic service. If it is
detected that the doctor’s gesture is to approach the film viewing light box, the
light box will be automatically turned on to facilitate the doctor to view the film,
otherwise, it will be turned off. It can be modeled as ðURI; GestureMonitor;
SR; CSP; OP; CCÞ, in which CSP is used to describe the dynamic behavior of
doctor gesture monitoring in the clinic, which can be expressed as:

DoctorGesMonitorðÞ ¼
½DoctorGes ¼ near� TurnOnLampfLampSwitch ¼ 1; g ! DoctorGesMonitorðÞ

½ �½DoctorGes ¼ leave� TurnOffLampfLampSwitch ¼ 0; g ! DoctorGesMonitorðÞ

Hospital entrance guard service is also atomic service. When the system call sign
is used, it will automatically detect whether the card number of the RFID card
swiped by the patient is consistent with the current call sign. If so, the clinic door
will automatically open, otherwise, it will prompt “It is not your turn to see a
doctor, please wait patiently”. If no one swipes the card within 1 min, the call will
go directly to the next medical serial number. When the system does not have a
call sign, if a patient swipes his card to enter the clinic at this time, he will be
directly prompted “There are still patients visiting, please be patient”. The atomic
service can be modeled as ðURI; CardMonitor; SR; CSP; OP; CCÞ, in which
CSP is used to describe the dynamic behavior of the clinic entrance guard service,
which can be expressed as:

CardMonitor
if  Call VisitSeriNum

if  waittime 60s

( )
( )

( )

=

<
{[CardId VisitSeriNum.PatientId OpenDoor DoorSwitch == ] { 1;}}

( );
[ ]  [ ! = 

→ CardMonitor
CardId VisitSeriNum.PPatientId

CloseDoor DoorSwitch
ale

] 
{ { = 0;}

rrt  "It is not your turn to see a doctor, please wait pa( ttiently"
CardMonitor

else VisitSer

)}
( );

{
→

iiNum CardMonitor
else alert  There are still p

+ +; ( );}
(" aatients visiting, please be patient "
CardM

)
→ oonitor( );
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(2) Composite services. For the Internet of Things application scenario of hospital
intelligent clinic, clinic monitoring and control is a composite service, which can
be modeled as ðURI; CompositeService; SR; CSP; OP; CCÞ. URI is the unique
identification of the clinic monitoring and control service; CompositeService is the
name of the monitoring and control service for the clinic; SR is all resource sets of
the composite service, OP comprises acquiring information of various sensors
(such as temperature sensors, brightness sensors, infrared sensors and so on),
monitoring information to trigger relevant equipment, changing various equip-
ment states and other relevant operations; CC is the constraints serving of the
composite service; CSP is used to describe the dynamic behavior of each service
in the clinic monitoring control, which can be expressed as:

CompositeService if(time RoomMonitor   else Sto( ) 10) { ( )} {= > ppMonitor
RoomMonitor RoomTempMonitor RoomLight

( )};
( ) ={ ( ); MMonitor PatientLocMonitor( ); ( );

DoctorGesMonitor  CardMonitor TimeSet( ); ( ); ( );}
TTimeSet timeset time CompositeService
StopMoni

( ) { 0;} ( );= = →
ttor change time  CurtainSwitch  CurtainLoc top  ( ) { ; 0; ;= + + = =

LampSwitch = 0; DDoorSwitch
CompositeS

=
→

0;}
eervice( );

4 Verification of Internet of Things Service Based on PAT

PAT Model Detector [19] is a tool for modeling, reasoning and verifying concurrent
real-time systems, and next PAT is used as a tool for verifying the timeliness cor-
rectness of Internet of Things services. In PAT, linear temporal logic LTL (LTL) [20] is
used to verify relevant attributes.

The verification of Internet of Things service mainly verifies the five properties of
Internet of Things service, such as security, non-divergence, certainty, accessibility and
activity. The specific explanation is as follows:

• Security: that is, verifying that the service can be in a running state all the time
under abnormal shutdown conditions, and unexpected events will never occur.
Deadlock-free service is a typical security.

• No divergence: that is, verifying that the service does not contain useful services.
• Certainty: that is, verifying that the transition of any state in the service will not

result in two different states.
• Accessibility: that is, verifying that the final desired target state of the service can be

achieved. For example, in the room temperature monitoring service of the clinic, it
is hoped that the room temperature will be maintained at a certain set value. When
the room temperature is higher than 28°, the air conditioner can be started for
cooling, and when the room temperature is lower than 20°, the air conditioner can
be started for heating.

528 L. Yu et al.



• Activity: that is, verifying the information collected by the sensor can trigger the
corresponding operation, and all the desired events can eventually occur. For
example, when it is detected that the patient is located in the examination area of the
clinic, the curtain descends to facilitate examination.

The verification of the Internet of Things service includes the verification of its
atomic services and composite services. Next, PAT tool is used to verify the modeling
example of the Internet of Things application scenario of the 3.2 hospital intelligent
clinic.

(1) Atomic Service Verification
Take the monitoring service for the patient’s location in the clinic
PatientLocMonitor as an example.

• Security (mainly verifying deadlock-free)

#assert PatientLocMonitorðÞ deadlockfree;

• No divergence

#assert PatientLocMonitorðÞ divergencefree;

• Certainty

#assert PatientLocMonitorðÞ deterministic;

• Accessibility
Verify that the curtain in the service are operational. Represented by CSP#
assertion as follows:

#define goal10ðCurtainSwitch ¼¼ 1Þ;
#assert PatientLocMonitorðÞ reaches goal10;
#assert PatientLocMonitorðÞ j ¼ hi goal10;

• Activity
Verify that when the patient is monitored to be in the examination area of the
clinic, the curtain will automatically descend, effectively protecting the
patient’s privacy and facilitating the doctor’s diagnosis. Represented by CSP#
assertion as:

#define PatientLocðPatientLoc 2 RÞ;
#assert PatientLocMonitorðÞ j ¼ ½� Curtain ! hi DecscendCurtain;

Verify that when the patient is not in the examination area, the curtain will
automatically rise. Represented by CSP# assertion as:
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#define PatientLocðPatientLoc 62 RÞ;
#assert PatientLocMonitorðÞ j ¼ ½� Curtain ! hi RiseCurtain;

Similarly, through PAT platform to automatically verify the models of each
atomic service, it can be concluded that all atomic service models in the appli-
cation scenario of the Internet of Things in the hospital intelligent clinic have the
above properties.

(2) Composite Service Verification

• Security (deadlock-free)

#assert CompositeServiceðÞ deadlockfree;

• No divergence

#assert CompositeServiceðÞ divergencefree;

• Certainty

#assert CompositeServiceðÞ deterministic;

• Accessibility
Verify that the temperature of the clinic in the service can reach the expected
state value and the fluorescent lamp, curtain, viewing light box and entrance
guard system can reach the running state. Represented by CSP# assertion as
follows:

#definegoal6 ððRoomTemp � 0&&RoomTemp � 28Þ
&&ChandelierSwitch ¼ 1&&CurtainSwitch ¼ 1

&& LampSwitch ¼ 1&&DoorSwitch ¼ 1Þ
#assert CompositeServiceðÞ reaches goal6;
#assert CompositeServiceðÞ j ¼ ½� hi goal6;

• Activity
In the composite service, it is verified that when the room temperature is lower
than 20°C, the air conditioner will eventually be turned on for heating; When
the brightness of the light in the clinic is less than 60, the fluorescent lamp is
automatically turned on; When the patient is monitored to be in the exami-
nation area of the clinic, the curtain automatically descends; When the doctor’s
gesture is detected to be close to the film viewing lamp box, the film viewing
lamp box is automatically opened; When it is detected that the card number of
the RFID card swiped by the patient visiting to the doctor is consistent with the
current call sign, the clinic door is automatically opened. Represented by CSP#
assertion as follows:
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#assert CompositeServiceðÞ j ¼ ½�RoomTemp ! hi TurnOnAirconditioner
#assert CompositeServiceðÞ j ¼ ½�RoomLight ! hi TurnOnChandelier

#assert CompositeServiceðÞ j ¼ ½�PatientLoc ! hiDescendCurtain
#assert CompositeServiceðÞ j ¼ ½�DoctorGes ! hi TurnOnLamp

#assert CompositeServiceðÞ j ¼ ½�CardId ! hiOpenDoor

In the same way, PAT platform is used to verify the satisfiability of the related
properties in each atomic service and composite service mentioned above. The
results show that other properties are also satisfied.

5 Conclusion

With the continuous development and wide application of Internet of Things tech-
nology, the correctness and security problems of Internet of Things service system are
increasingly prominent. Formal analysis and verification are the key issues that need to
be solved urgently in Internet of Things engineering. Based on REST’s resource-
oriented idea and the context constraints of Internet of Things services, this paper
proposes a formal modeling method of resource-oriented Internet of Things services
with context constraints. Firstly, the service resources of the Internet of Things are
formally described from the aspects of resource service ports, resource types, resource
interface operation methods, resource link attributes, etc. Then, the resource-oriented
service model of the Internet of Things with context constraints is constructed by the
communication sequence process CSP method in process algebra. Furthermore, the
atomic service and composite service are abstractly modeled and analyzed respectively
by taking the application scenario of the Internet of Things in the intelligent clinic of
the hospital as an example. Finally, the model testing tool named PAT is used to verify
the above example models from five aspects: deadlock-free, divergence-free, certainty,
accessibility and activity, which provides effective support for the correctness and
reliability testing of the Internet of Things service system before deployment.

However, when modeling the Internet of Things service system abstractly, this
paper studies the simplest mode of service combination of the Internet of Things–
sequential combination mode. The next step is to study other combination modes of
services corresponding to actual scenes, such as parallel combination, mixed combi-
nation, etc. For example, when taking the model as an example, the application sce-
nario of the Internet of Things in the intelligent clinic with relatively simple functions
in the smart hospital is selected and the service combination mode of the scenario is
sequential combination. In fact, the smart hospital also has more complex intelligent
ward scenarios (including mobile ward round service and mobile nursing service) and
intelligent diagnosis guidance scenarios (real-time suggestions for diagnosis and
treatment process according to the number of people in each link), etc., which require a
variety of service combination modes. The next step is to describe all the Internet of
Things application scenarios of the smart hospital through this model to provide
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effective support for the specific deployment and full implementation of the smart
hospital.

In addition, context constraints are considered in the abstract modeling of the
Internet of Things service system in this paper, and the static combination of Internet of
Things services is studied, but the dynamic combination of atomic services into ser-
vices satisfying the constraints according to the context constraints of services has not
been involved. In connection with practical application scenarios, such as intelligent
guidance services in smart hospitals, how to provide recommendations of diagnosis and
treatment processes and service schemes according to the actual needs of users is the
next direction to be paid attention to.
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Abstract. For most current POI (point-of-interest) recommendation algorithms,
only the common visited POIs among users are used to calculate the similarity
among users. Due to the high sparsity of the data, the recommendation result of
POI is inaccurate. Aiming at this problem this paper proposes a method to
determine the similarity among users by combing the similarity that using
Cosine similarity with the similarity among users by Jensen-Shannon diver-
gence (JS divergence) after mining the user interest distribution with the Latent
Dirichlet Allocation (LDA). At the same time combining POI’s commentary text
information, rating information, geographical location information and friend
relationship information in social networks, a multi-Factor personalized POI
recommendation model Sc-Ge is proposed to improve the precision and recall
rate of POI recommendation. Experiments are carried out on the comment
dataset Yelp, and it is concluded that this model is better than other mainstream
POI recommendation algorithms.

Keywords: Point-of-interest � Latent Dirichlet Allocation � Yelp �
Jensen-Shannon divergence � Cosine similarity

1 Introduction

Due to the emergence of Web 2.0 technology, the Internet has completed the trans-
formation from passive user reception of information to active creation of information
quality. With the rapid spread of the Internet, more and more users actively exchange
and share information with other users through the Internet. The explosive growth of
this information has declared that people are in an era of “information overload” [1]
that cannot effectively screen out the information they need from the vast ocean of
information. How to help users efficiently filter out the POI that they may like from
countless POIs is also an urgent problem in the background of this era.

Today, most of the mainstream POI recommendation algorithms are based on POI
explicit feedback data (such as POI’s ratings, likes or dislikes) and contextually implicit
feedback information (such as comments, comments, time, etc.) to explore POIs which
mach user preferences, so that the data sparseness problem of the users-POIs sign-in
matrix and the cold-start problem of recommendation are alleviated to different
degrees. The variant collaborative filtering (CF) [2] algorithm is more common in
which other information sources are combined to improve the precision of similarity
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calculation. Huang et al. [3] used the social, sequential, temporal and spatial modes to
characterize the user’s registration behavior, and integrated the heterogeneous stream
data in the Cyber-Physical Systems (CPS) system into the multi-mode Bayesian
embedding model to jointly recommend for user decision-making. Dai et al. [4]
combined the four factors of geographic location information, personal hobbies, social
relations and time period, and proposed the PRAFF heuristic recommendation algo-
rithm to improve the recommendation performance. Ye et al. [5] proposed a hybrid CF
(collaborative filtering) algorithm which combined User-based CF (based on user
collaborative filtering) algorithm, collaborative filtering based on friend relationship,
and recommended method for applying geographic location information based on
personal preference, friend relationship and POI distance factors, so that the POI
recommendation precision is improved.

In general, the above POI recommendation algorithm has achieved certain results in
data sparseness mitigation, which further improves the recommendation quality, but
also leaves some shortcomings:

(1) Only the common scoring POIs checked by the user are used in calculating the
POIs or the users similarity, but since the user-POI check-in matrix is highly
sparse, the recommendation result is inaccurate;

(2) The training model takes a long time, and the model calculation cost is large.

In order to effectively solve the problems in the above recommendations and the
imperfections included in the research, this paper combines POI’s comments, ratings,
geographic location and friend relationships in social networks to design a personalized
POI recommendation model Sc-Ge. In summary, the contribution of this article to the
recommendation of POI is as follows:

(1) This paper combines the multi-heterogeneous information such as social service
information, comment text information and geographical location information,
and forms two major influencing factors of society and geography, so that the
recommendation system has good robustness and has a good effect in dealing with
the cold start problem;

(2) Reduce the amount of calculation, make the program less expensive when run-
ning, and improve efficiency;

(3) The recommendation experiments on the real (Location-Based Social Networks,
LBSN) dataset show that the precision and recall are improved compared with
other mainstream POI recommendation algorithms.

2 Related Work

2.1 Social Factor Modeling Based on LBSN Friends Relationship

In daily life, social members (ie, friend relationships) that are grouped into groups often
have strong similarities in certain aspects, such as interests, language, lifestyle, values,
and so on. According to research findings [6], in a person’s social circle, friends share
their position more often than non-friends. In a location-based social network, friend
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relationships play a role in calculating similarity between users than non-friend rela-
tionships. The greater role, which just proves that the above daily life phenomenon is
reasonable.

Therefore, when the user-based collaborative filtering algorithm is used to calculate
the probability of the target user accessing a certain POI and the similarity between the
users is calculated, only the friend relationship is considered, the calculation overhead
is reduced, and the efficiency is improved. The process is as follows:

Definition 1: Assuming that all users collection is U, the total number of friend
users in the total user is Uf 2 U, and Uf is much smaller in number than U. The total
set of POIs is P, and the users-POIs visit scoring comment matrix is V, and the size of
V is greatly reduced when Uf is used instead of U to calculate the similarity between
users. Given that the target user is Au 2 U, and the POI that has not been visited in the
friend collection is Pm, the social factor visit probability that the target user Au may
visit the POI Pm in the future is dðAu; PmÞ. The calculation formula is as follows:

dðAu;PmÞ ¼ 1
Rmax

ð

P
Av2Uf ðAu;KÞ

smlðAu; AvÞRAvPm

P
Av2Uf ðAu;KÞ

jsmlðAu; AvÞj Þ ð1Þ

Where RAvPm is the score of the user Av at the POI Pm, Uf 2 ðAu; KÞ is the set of K
friends most similar to the user Au, and Rmax is the maximum score item, which is the
normalized processing item. In this paper, smlðAu; AvÞ is defined as the social factor
similarity between any two users. It is the core element to obtain the probability of
social visit. It is obtained through the following two steps in the experiment:

2.1.1 Definition and Calculation of Interest Similarity Among Users
In real life, friends and friends are more likely to watch movies, fitness, meals, etc., a
series of behaviors involving visit to POIs in LBSN [7], because they are more likely to
have a common interest, here we have the following definition:

Definition 2: Assume that PlistðAuÞ represents a collection of POIs that user Au has
visited, and PlistðAvÞ represents a collection of POIs that user Av has visited. We define
smliðAu; AvÞ as the similarity of interest between users. In the course of the experiment,
cosine similarity is mainly used to calculate the similarity of interest. According to
formula (2), the interest similarity between any two users is:

smliðAu; AvÞ ¼ jPlistðAuÞ \PlistðAvÞjffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffijPlistðAuÞjjPlistðAvÞj
p ð2Þ

2.1.2 Definition and Calculation of Users’ Sentiment Orientation Similarity
In order to further improve the similarity between users and make the POI recom-
mendation more accurate, in the process of obtaining the target user social factor access
probability, this paper obtains the similarity of emotional sentiment among users based
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on the calculation of the similarity of interest between users. Finally, the two are
linearly combined to obtain social factor similarity.

Definition 3: In this paper, smleðAu; AvÞ is defined as the similarity of emotional
sentiment between users and added to the calculation of the similarity among users.
The process of calculating the similarity of sentiment between users is as follows:

(1) Through the three-layer Bayesian model LDA, through the unsupervised learning
process in machine learning, the probability distribution of each user’s sentiment
tendency is explored. The method steps are as follows: Since the short com-
mentary in the comment text information left by the user on the POI in the LBSN
accounts for a large proportion, the text that can express the user’s emotion is
sparse, which is not conducive to training LDA, therefore, this paper extracts the
comment information of any user who has visited all the POIs as a small docu-
ment d. Each document consists of several words. In this paper, d is defined as an
sentiment orientation document, and all users’ emotional tendency documents are
collected in the data set. d gather together to form a large emotional tendency
document for mining the user’s emotional tendencies. The obtained large senti-
ment orientation document is input into the LDA model, and the document-word
distribution is mapped to the document-topic distribution and the topic-word
distribution by the process of maximum likelihood estimation and Gibbs sampling
to make the topic distribution convergence. Assuming that the number of topics
entered during the LDA process is Tnum (ie, the document-theme’s matrix
dimension is N), then

~utw ¼ nðwÞt þ b
PL

l¼1
nðwÞt þ Lb

ð3Þ

~hdt ¼ nðtÞd þ a
PN

t¼1
nðtÞd þ Na

ð4Þ

Where nðwÞt is the number of w for the topic t, nðtÞd is the number of topics t for the
document d, V and N are the number of the vocabulary and the number of topics, and a
and b are hyperparameters, respectively representing the document-topic distribution
density and topic-word distribution density. Because each topic represents the char-
acteristics of a POI, but also represents a person’s emotional preference. Thus, the

probability distribution of the emotional tendency between users is defined as~hdt, and
the specific realization form of the result is as follows:

PðAuÞ : ½x1; x2; x3; x4; x5�

QðAvÞ : ½x11; x22; x33; x44; x55�
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Where X1–X5 and X11–X15 are both probability values between [0–1], the prob-
ability distribution of Au is PðAuÞ, and the probability distribution of Av is QðAvÞ.
(2) According to the emotional tendency probability distribution~hdt, Jensen-Shannon

divergence (JS divergence) is introduced to obtain the similarity degree of emo-
tional tendency among users. JS divergence, also known as JS distance, is a
variant of KL scatter (Kullback-Leibler divergence), which is an index for cal-
culating the similarity of two variables from the perspective of probability dis-
tribution in information theory [8]. The difference from the KL divergence is that
the JS divergence value range is [0–1], the same is 0, and the opposite is 1, which
makes the calculation of the similarity more precise and adds symmetry to the KL
divergence. That is, JSðPðAuÞ jjQðAvÞÞ ¼ JSðQðAvÞ jjPðAuÞÞ. The process of
obtaining the similarity of the user’s emotional inclination is as follows:

First, calculate the KL divergence according to formula (5) based on any two
probability distributions PðAuÞ and QðAvÞ obtained from the first step of this section.

KLðPðAuÞ jjQðAvÞÞ ¼
X

PðAuÞ log PðAuÞ
QðAvÞ ð5Þ

JSðPðAuÞjjQðAvÞÞ ¼ 1
2
KLðPðAuÞjjPðAuÞþQðAvÞ

2
Þþ 1

2
KLðQðAvÞjjPðAuÞþQðAvÞ

2
Þ
ð6Þ

After obtaining the KL divergence, it is taken into the formula (6) to obtain the JS
divergence between any two users. According to JS divergence, the formula for cal-
culating the similarity of emotional tendency among users is as follows:

smleðAu; AvÞ ¼ 1
1þ JSðPðAuÞ jjQðAvÞÞ ð7Þ

The smaller JSðPðAuÞ jjQðAvÞÞ is, the greater the similarity of the emotional ten-
dency between any two users, and a rule that measures the similarity between two
variables in accordance with JS divergence.

2.1.3 Definition and Calculation of Social Factors Similarity Among Users
Definition 4: After the interest similarity and sentiment similarity between users
obtained by 2.1.1 and 2.1.2, we define the social factor (ie, interest + sentiment)
similarity between any two users as the final The basic formula is as follows:

smlðAu; AvÞ¼ gsmliðAu; AvÞþ ð1� gÞsmleðAu; AvÞ ð8Þ

smliðAu; AvÞ is the interest of similarity between any two users, and smleðAu; AvÞ
is the similarity of sentiment orientation between any two users. Thus, the social factor
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visit probability dðAu; PxÞ of the user visiting an unvisited POI on social factors can be
obtained, and the probability has been normalized. Where g is the weight coefficient. If
smliðAu; AvÞ is 0, it means that the interest similarity between user Au and user Av

does not work, that is, it means that two users in real life have not visited the same POI
jointly. At this time, the similarity of sentiment orientation plays a role, it is a good
solution to the case where the numerator is equal to 0 when the interest similarity
among users is calculated by the cosine similarity. To some extent, the problem of data
sparsity is alleviated.

2.2 Modeling Based on Geographic Features in LBSN

The geographical feature in LBSN is to add unique spatial attributes based on Social
Networking Services (SNS). This attribute plays an important role in POI recom-
mendation because this factor is the essential difference between social networks and
LBSNs. In real life, every user likes to visit the POI near his living place or near his
work. On the other hand, the user prefers to visit the POI around the nearby points of
interest he has visited, even if it is far from home. In other countries, the emergence of
this phenomenon shows that geographical factors affect the probability of visit. Related
research [9] shows that this kind of user visit behavior has geographical clustering
phenomenon, which proves the above life phenomenon, and the distance between the
same user to visit two POIs and the probability of their visit can be fitted by power law
distribution, so this paper uses this method is used to get the probability that any user
Au can visit any POIs that he has not visited.

The process of obtaining geographic feature visit probability is as follows:

(1) Calculate the distance between any two POIs by formula (9), (10) according to
any two POI latitude and longitude coordinates (ie geographic features):

Assuming that the latitude and longitude of the two POIs are Pxðlat1; lon1Þ and
Pyðlon2; lat2Þ, then:

h ¼ sin2ðdlat = 2Þ þ cosðlat1Þ � cosðlat2Þ � sin2ðdlon = 2Þ ð9Þ

DisðPx; PyÞ ¼ 2� a sinðsqrtðhÞÞ � R� 1000 ð10Þ

Where h is the large circle distance expressed in radians, dlat = lat1−lat2, dlon =
lon1−lon2, and R is the radius of the earth (6,371 km), so the distance between any two
POIs can be obtained.

(2) Bringing the power law distribution formula (11) on the basis of obtaining the
distance of any two POIs, the probability that the target user accesses the unvisited
POI can be obtained.

Y ¼ a � Xb ð11Þ
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Where Y is the probability of the user visiting the POI, X is the distance between
the two POIs, a is the normalization constant, b is the scaling parameter. The values of
a and b are obtained by training the power law distribution model through the training
set using the maximum likelihood estimation method and the least square method,
respectively.

Suppose the target user is Au and the POI set he has visited is Plist. According to the
distance between POIs, the probability that user Au visits all POIs in Plist is as follows:

Pg½Plist� ¼
Y

Px;Py2Plist^x 6¼y

Pg½DisðPx; PyÞ� ð12Þ

Where DisðPx; PyÞ represents the geographic distance between Px and Py in Plist,

and Pg½DisðPx;PyÞ� = a� ½DisðPx;PyÞ�b conforms to our power-law distribution
model.

Definition 5: Assume that the set of POIs for the entire data set is P, the target user
is Au, and his historical visited POIs list is Plist. For any one of the possible recom-
mended POI Pm 2 ðP � PlistÞ, the probability of Au visiting Pm is:

Pg½PmjPlist� ¼ 1
Pgmax

f
Y

Pn2Plist

Pg½DisðPm;PnÞ�g ð13Þ

Pg½PmjPlist� is the geographical factor visit probability, where Pgmax is the nor-
malized processing item, and Pgmax ¼ maxPm2P�PlistfPg½Pm jPlist�g.

2.3 Sc-Ge Model

This paper combines the POI’s geographical location information, comment text
information, rating information and social relationship information in social networks.
After the processing of 2.1 and 2.2, the probability that the target user visits an
unvisited POI is affected by two aspects. The influence of factors, namely social visit
probability factors and geographic visit probability factors. Therefore, this paper pro-
poses a POI recommendation model Sc-Ge. The POI recommendation model considers
that the probability of the target user visiting the POI is determined by the social factor
visit probability and the geographic factor visit probability. Therefore, the two
influencing factors are linearly combined to determine the final visit probability, and
the final probability is defined as PlastðAu; PmÞ. The calculation formula is as follows
shown as follows:

PlastðAu; PmÞ¼ s � dðAu; PmÞ þ ð1 � sÞ � Pg½Pm jPlist� ð14Þ

Where dðAu;PmÞ represents the social factor visit probability, Pg½PmjPlist� repre-
sents the geographic factor visit probability, and s represents the balance factor that
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regulates the weight of the two factors. When s¼ 1, it means that only the social factor
visit probability plays a role in the recommendation. At this time, it is not necessary to
deal with the geographical factor visit probability. Similarly, when s¼ 0, only the
geographical visit probability plays a role, and it is not necessary to deal with the social
visit factor.

2.4 Sc-Ge Model Flow Chart

The overall flow of the Sc-Ge model is shown in Fig.1.
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obtained.
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Y

N
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interest similarity between the target user and the 

friend?

N

Fig. 1. Sc-Ge model flow chart
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2.5 Algorithm Implementation in This Paper

Based on the above modeling and analysis process, this paper proposes the Sc-Ge POI
recommendation model. The basic steps of its implementation are as follows:

Algorithm 1: Sc-Go Model Algorithm

Input: users-POIs feedback information matrix V, target user uA , number of neighbor users K, 

number of recommendations N.
Output: N POIs recommended to the target user uA . 
Step 1: Calculate the similarity ( , )u vsml A A between the target user uA and any other user 

vA by using formula (8);

Step 2: Determine the most similar neighbor set f ( , )uU A K of the target user uA according to 

the size of ( , )u vsml A A ;

Step 3: Using the data in the neighbor set, calculate the social factor visit probability ( , )u mA Pδ
between any two users according to the formula (1) in the definition 1;
Step 4: Using the data in the neighbor set, calculate the geographic factor visit probability

[ | ]g m listP P P between any two users according to the formula (13) in the definition (5);

Step 5: According to the visit probability in step 3 and step 4, the final visit probability is 

calculated by formula (14), and the top- N POIs are recommended to the target user uA

according to the size of the values of ( , )last u mP A P .

3 Experimental and Experimental Results Analysis

In order to verify the superiority of the POI recommendation model of this paper
compared with other mainstream POI recommendation algorithms, applying the POI
recommendation model and other mainstream POI recommendation algorithms to the
real life LBSN dataset, the experimental results are obtained, and the conclusions are
obtained through comparison and analysis.

3.1 Experimental Data Set

In this section, we use data collected from the Yelp dataset, the largest review site in the
United States, for data analysis. The Yelp data set includes 1,326,101 users and 174,567
POIs. In addition, Yelp also included 5,261,669 comments and 4,962,957 friendship
pair, and the statistical results and data formats are shown in Tables 1, 2 and 3.
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3.2 Evaluation Model Validity Index

In order to evaluate the performance of the POI recommendation model, this paper
selects two effective evaluation indicators, Precision and Recall, to verify its
performance.

Precision ¼ NðIvisited \ IreÞ
NðIreÞ ð15Þ

Recall ¼ NðIvisited \ IreÞ
NðIvisitedÞ ð16Þ

Where Ivisited represents the set of POIs that the target user has visited in the test
data set. Ire represents a collection of the top-N recommended POIs.

3.3 Comparative Experiment and Analysis of Results

In order to verify the effective performance of the model, three mainstream POI rec-
ommendation algorithms are selected as the comparison algorithm. The representation
and detailed description are as follows:

User-Cos: Calculate the similarity among users based on the cosine similarity of the
user’s common visit POIs, that is, the traditional user-based collaborative filtering for
recommendation, without context information related to the user;

Table 1. Yelp data set statistic.

Number of related data Yelp data set

Users 1326101
POIs 174567
Comments text 5261669
Friendship pairs 49626957

Table 2. Social relationship data format.

Data attribute Yelp data set

user_id oMy_rEb0UBEmMlu-zcxnoQ
Friend_id cvVMmlU1ouS3I5fhutaryQ

Table 3. Rating and comment text data format.

Data attribute Yelp data set

business_id Ue6-WhXvI-_1xUIuapl0zQ
user_id gVmUR8rqUFdbSeZbsg6z_w
Text Red, white and bleu salad was super yum and a great addition to the menu!
Starts 1–5
Latitude 43.8409
Longitude −79.3996
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Fcf-Cos: Calculate the similarity among users based on the relationship using
cosine similarity, that is, the traditional user-based collaborative filtering variant using
the cosine similarity to calculate the similarity among users is improved, and there is no
context information related to the user;

CoRe [10]: The POI recommendation model incorporates social relationship factors
(ie, using traditional user-based collaborative filtering calculations) and geographic
factors, but its geographic factor modeling uses a kernel density estimation method.

This article selects 100,500 socially friendly friendship pairs from 49,625,957
friendship pairs, including 1,304,243 comments, and the number of POIs visited is
42,830. In order to further improve the recommendation quality, the number of com-
ments and visited POIs less than 3 times are filtered out. The data set was randomly
divided into a 70% training set and a 30% test set according to a ratio of 7:3, and the
experimental comparison analysis was performed.

After a number of parameter adjustment experiments to obtain the best experi-
mental results, the paper finally sets the subject number parameter Tnum of the LDA
model to 75, the density of the document-topic distribution a¼ 50=Tnum þ 1 and the
topic-word distribution density b¼ 0:15. Set g¼ 0:46 when adjusting the social factor
similarity in definition 4, and set s¼ 0:35 in formula (14) when making the final
interest point recommendation.

3.3.1 Discussion on the Impact of Data Sparsity
The mainstream POI recommendation algorithm mainly uses the common visit items
among users to calculate the similarity among users. In the actual LBSN, the common
visit POI data is sparse and affects the result of POI recommendation. When s¼ 1, the
influence of data sparsity on the recommendation results is discussed. That is to discuss
the social influence factors of traditional user-based collaborative filtering calculation and
the influence of social influencing factors on the experimental results in linear fusion
similarity calculation in this paper. The comparison experiment is shown in Figs. 1 and 2:

It can be seen fromFigs. 2 and 3 that Fcf-Cos is higher thanUser-Cos in Precision and
Recall, which indicates that the performance of collaborative filtering based on friend
relationship in POI recommendation is better than the traditional user-based collaborative
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filtering recommendation algorithm; At the same time, the performance of the Sc-Ge
model is better than the other two algorithms in terms of Precision and Recall. It proves
that the Sc-Ge model reduces the sparseness of the data and improves the performance of
the recommendation by incorporating the comment text information related to the user.

3.3.2 Analysis of Final Recommendation Results
This paper combines the POI’s geographical location information, comment text
information, rating information and friend relationship information in social networks
to design the Sc-Ge POI recommendation model. In the actual LBSN dataset Yelp, it is
compared with the mainstream POI recommendation algorithms. The results are shown
in Figs. 3 and 4:

It can be seen intuitively from Figs. 4 and 5 that compared with the mainstream
POI recommendation algorithms, Sc-Ge, a personalized POI recommendation model
that combines heterogeneous information, has improved both Precision and Recall.
Both this paper Sc-Ge model and CoRe’s performence is better than that of Fcf-Cos
and User-Cos. The fusion of user-related context information (especially geographic
location information) helps to improve the performance of the POI recommendation
system. Based on the above comparative experimental analysis, it can be seen that the
fusion of multi-heterogeneous information personalized POI recommendation model
Sc-Ge alleviates data sparsity to some extent. At the same time, social influence factors
and geographical influence factors can be adjusted to have better robustness, which
improves the performance of the POI recommendation system and has good application
value.

4 Conclusion

This paper combines the multi-heterogeneous information of POI’s commentary text
information, rating information, geographical location information and friend infor-
mation in social networks, and proposes the Sc-Ge model. The model considers that
there are two main factors that determine if the user will visit to POI, namely social
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factors and geographical factors. When recommended, the model has good robustness
due to the fusion of multi-heterogeneous information. At the same time, after calcu-
lating the user similarity that combining similarity calculated by cosine similaristy with
similarity that using the LDA to mine the user interest topic distribution then use JS
divergence to calculate applying to the POI recommendation. It eases the impact of data
sparsity and improves the Precision and Recall of recommendations. In recent years,
machine learning and artificial intelligence have become more and more hot. Inte-
grating new technologies such as network representation learning, reinforcement
learning and game theory into POI recommendation is a good research direction.
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Abstract. Large amounts of data are generated daily in the industrial field, the
safety of which is related to national security and social interests. Data classi-
fication is an important component of data protection because different types of
data may require different protection methods. When compared with traditional
data, industrial data mostly comprise real-time monitoring data, thereby pos-
sessing high requirements for time efficiency. However, the existing classifi-
cation methods aimed at accuracy optimization cannot meet the requirements of
time efficiency. To solve this problem, a random tree-based random forest model
is proposed. This model is a combination classification model with attribute
sampling, which can have the accuracy of random forest and the rapidity of
random tree. Experiments show that the proposed model improves the accuracy
of the existing single model, decreases the lost time of random forest, and is
suitable for data classification in an industrial environment.

Keywords: Random forest � Time efficiency � Classification � Random tree

1 Introduction

With the advent of the new industrial revolution era, the industrial control system has
slowly moved from being closed to open, and its security has become increasingly
severe. The protection of industrial data security is an urgent problem begging for
solutions in the development of the industrial Internet. In this study, data classification
is the precondition and the core foundation of industrial Internet data security con-
sidering its usefulness when making strategies for classification decision-making in
data protection. However, compared with traditional data, the volume of industrial
Internet data is extremely large, causing difficulty in data classification. Furthermore,
the data mostly comprise real-time monitoring data; thus, they have higher require-
ments for time efficiency. Relevant industry enterprises are accelerating the formulation
of classification standards and classification technology. The automatic classification of
industrial Internet data has been an emerging trend.

The application of data classification algorithms in machine learning to industrial
Internet data classification is an experimental approach to the automatic classification
of industrial data. However, compared with traditional data, industrial data require
higher time efficiency. Therefore, establishing a model that considers accuracy and time
is necessary to ensure the performance of industrial Internet data. However, the current
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single classifier does not consider both accuracy and time efficiency. To solve this
problem, this research proposes the RFT classification model using fault data of fan
tooth belts. The research contributions are as follows.

• An automatic classification method for industrial data is proposed on the basis of
random tree. Compared with the general random forest model, attribute sampling is
applied to improve classification time efficiency. Experiments show that the pro-
posed model can save more time than the random forest.

• The model proposed in this paper is based on ensemble learning. Experiments show
that this model has higher classification accuracy compared with the single models
such as Naive Bayes and random tree.

The remainder of this paper is organized as follows. Section 2 introduces the
related works. Section 3 establishes the classification model proposed in this research.
Section 4 conducts an experimental analysis of the proposed model. Section 5 sum-
marizes the work of this research.

2 Related Works

Many studies at home and abroad focus on data protection and data classification, but
studies scarcely specialize in industrial data classification. To solve the problem of
industrial data classification, Xu et al. [1] proposed a classification method for remotely
sensed data sources using the two-branch convolution neural network (CNN); Dörksen
et al. [2] presented a ComRef-2D-ConvHull method for linear classification opti-
mization in lower-dimensional feature space, which is based on ComRef. However,
these algorithms focused on accuracy, and their time efficiency is not very good. Platos
et al. [3] described the processing of two different datasets acquired from a steel-mill
factory using three different methods, namely, SVM, Fuzzy Rules, and Bayesian
classification. However, its accuracy is insufficient. For other typical classification
models, Chutia et al. [4] developed an effective method based on the principal com-
ponent analysis technique to improve the classification accuracy of Random Forest
both on predictive ability and computational expenses, but the principal component
analysis technique assumes that the variables obey Gaussian distribution. When the
variables do not obey Gaussian distribution (e.g., uniform distribution), scaling and
rotation will occur; thus, it is not suitable for time-series data of the industrial Internet.
Tong et al. [5] proposed a novel privacy-preserving naive Bayes learning scheme with
multiple data sources. The proposed scheme enables a trainer to train a naive Bayes
classifier over the dataset provided jointly by different data owners, without the help of
a trusted curator; however, its time performance is poor. Augereau et al. [6] proposed a
document image classification method by combining textual features extracted with the
bag of words technique and visual features extracted with the bag of visual words
technique, but data generated by Internet of Things devices are often structured and
numerical and is thus unsuitable for non-text industrial data.

In summary, current classification methods mostly focus on text and image data,
and little research is specialized for industrial data classification. Furthermore, current
classification methods highly focus on accuracy, which cannot meet the time efficiency
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requirements of industrial data. Moreover, classification accuracy requires continued
improvements.

3 Classification Model

The single classifier has limited classification accuracy, whereas the combination
model of the naive Bayes algorithm and decision tree consumes considerable time.
Decreasing the time consumption of the combined model is a core idea of the model
built in this research. On this basis, a random forest model based on random tree is
proposed. Random forest is an ensemble classifier that integrates many decision trees
into forests and uses them together to predict the final results. The classifier can solve
the inherent shortcomings of a single model, compensating for shortcomings and
avoiding limitations. Specifically, it first generates j training sets using a bootstrap
method that can regenerate many new samples of the same size from the samples. For
each training set, a decision tree is constructed. When the nodes search for features to
split, some features are randomly extracted from the feature set, and the optimal
solution is found among the extracted features to split nodes. Considering the bagging
idea, the random forest method is equivalent to sampling both samples and features,
possibly avoiding over-fitting. At the same time, given that it is a combination-based
algorithm, its accuracy is usually higher than other machine-learning algorithms.
Random tree is a method of randomly selecting several attributes to construct a tree;
thus, its classification time is relatively low. This research applies the concept of
random tree to random forest to improve the efficiency of random forests. First, we
generate several training samples, and then some attributes are randomly selected.
Then, we extract features to make decisions. In other words, all samples, attributes, and
features are sampled to construct classifiers in our model. The principle of the model is
as follows:

Assuming that the training sample has l records, then the total sample can be
marked as G ¼ fg1; g2; . . .glg. j trees are generated after sampling and j 2 f1; 2; 3. . .dg
d[ 0. The sample attribute X�Rn is a set of n-dimensional vectors. Attribute prob-
ability P ¼ f0; 1g is a set of two-dimensional vectors, and E�Rs is a set of s-
dimensional eigenvectors. The output Y ¼ fc1; c2; c3. . .ckg is a set of class tags, and
the input attribute vector is x 2 X. The attribute probability vector is p 2 P, the feature
vector is e 2 E, and the output vector is y 2 Y .

Then, the RFT is constructed as follows:
For the ith(i <= j) subsample in a Random Forest T ¼ fg1; g3; . . .g2h�1g, h\ lþ 1

2 ,
assuming that the selection of attributes uses even multiple interpolation sampling.
Then, the set of input attributes is

X ¼ fp0 � x1; p1 � x2; p0 � x3. . .p1 � xng
p0 ¼ 0; p1 ¼ 1; n ¼ 2m;m[ 0

ð1Þ

The feature vectors are extracted from the input attributes as follows:
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X � [ E ¼ fe1; e2; e3. . .esg ð2Þ

Then, the eigenvector is input into the classifier to obtain the classification result of
the ith tree marked as yi.

The final classification result of the classifier is

Y ¼ votefy1; y2. . .yi. . .yjg ð3Þ

Figure 1 shows the classification principle.

4 Experiment

This section illustrates the classification performance of the RFT model via multi-round
experiments on fault data of fan tooth profiles, and we comprehensively analyze the
performance of the model via comparative experiments.

4.1 Description of Source Data

This study uses the fan tooth profile with fault data as the research object; these data
usually comprise hundreds of variables as a type of SCADA monitoring data. Thus, the
data used in this screening retained 28 continuous numerical variables, which cover the
fan working parameters, environmental parameters, state parameters, and other
dimensions. Table 1 presents the name and description of the variables.
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Prior to classification, the relationship between the attributes and group undergoes
preliminarily analysis. Taking pitch 3_ng5_tmp, Int_tmp, Environment_tmp, and time
as examples, Figs. 2, 3, 4 and 5 present the effects of these attributes on the group. The
attributes in Table 1 have a certain functional relationship with the classification
identifiers and can be used as classification attributes.

Table 1. Description of source data.

Serial number Attribute Description

1 time time stamp
2 wind_speed wind speed
3 generator_speed generator_speed
4 power active power (kw) on network side
5 wind_direction wind direction (°)
6 wind_direction_mean 25 s average wind direction
7 yaw_position yaw position
8 yaw_speed yaw speed
9 pitch1_angle angle of pitch1
10 pitch2_angle angle of pitch2
11 pitch3_angle angle of pitch3
12 pitch1_speed speed of pitch1
13 pitch2_speed speed of pitch2
14 pitch3_speed speed of pitch3
15 pitch1_moto_tmp temperature of pitch motor1
16 pitch2_moto_tmp temperature of pitch motor2
17 pitch3_moto_tmp temperature of pitch motor3
18 acc_x acceleration in x-direction
19 acc_y acceleration in y-direction
20 environment_tmp ambient temperature
21 int_tmp cabin temperature
22 pitch1_ng5_tmp ng5 1 temperature
23 pitch2_ng5_tmp ng5 2 temperature
24 pitch3_ng5_tmp ng5 3 temperature
25 pitch1_ng5_DC ng5 1 Charger DC Current
26 pitch2_ng5_DC ng5 2 Charger DC Current
27 pitch3_ng5_DC ng5 3 Charger DC Current
28 group data classification identification
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Fig. 2. Relationship between pitch 3_ng5_tmp and group

Fig. 3. Relationship between Int_tmp and group

Fig. 4. Relationship between Environment_tmp and group
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4.2 Evaluation Indicators

This paper reports the kappa coefficient and accuracy to observe the performance.
Kappa coefficient is a statistic that measures inter-rater agreement for qualitative items.
It is generally thought to be a more robust measure than a simple percent agreement
calculation because it considers the possibility of the agreement occurring by chance
[7]. Accuracy refers to the ratio of the number of correctly predicted samples to the
total number of predicted samples. In bi-classification, for example, if TP indicates that
the forecast result is positive and the actual result is positive, FP represents that the
forecast result is positive and the actual result is negative, TN represents that the
forecast result is negative and actual is negative, and FN represents that the forecast
result is negative and actual is positive. Then, accuracy can be calculated as follows:

Acc: ¼ ðTPþ TNÞ=ðTPþ TNþFPþFNÞ ð4Þ

Although this research deals with a non-binary classification problem, Formula (4)
describes the calculation method. The difference is that TP, FP, TN, and FN are
weighted values here.

4.3 Experimental Verification

To verify the effectiveness of the proposed algorithm, the algorithm is compared with
random forest [8], random tree, and naive Bayes; then, the parameters in the experiment
are determined via a ten-fold cross-validation process. k denotes kappa coefficient, NB
denotes naive Bayes, RF denotes random forest, and RT denotes random tree in the
next part.

First Group of Experiments. The number of training samples and test samples
selected in this group of experiments is 10,833. Five algorithms are used to observe
classification performance. Tables 2 and 3 reflect their performances.

Fig. 5. Relationship between time and group
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Second Group of Experiments. The number of training samples and test samples
selected in this group of experiments is 10,552. Five algorithms are used to observe
classification performance. Tables 4 and 5 display their performances.

Third Group of Experiments. The number of training samples and test samples
selected in this group of experiments is 10,403. Five algorithms are used to observe
classification performance. Tables 6 and 7 present their performances.

Table 3. Performance comparison of RFT with other models when number of instances = 10833

Algorithm Acc._cmp k_cmp time_cmp(s)

RF 0 0 −88.17%
RT 2.44% 2.47% 5.36
NB 9.79% 9.90% 13

Table 2. Classifier performance when number of instances = 10833

Algorithm Acc. k time(s)

RF 99.16% 0.9915 5.92
RT 96.7968% 0.9676 0.11
RFT 99.16% 0.9915 0.7
NB 90.3166% 0.9022 0.05

Table 4. Classifier performance when number of instances = 10552

Algorithm Acc. k time(s)

RF 98.8154% 0.988 5.39
RT 94.475% 0.9442 0.09
RFT 99.0049% 0.9899 0.33
NB 91.7077% 0.9162 0.04

Table 5. Performance comparison of RFT with other models when number of instances = 10552

Algorithm Acc._cmp k_cmp time_cmp(s)

RF 0.19% 0.19% −93.88%
RT 4.79% 4.84% 2.67
NB 7.96% 8.04% 7.25
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Tables 3, 5 and 7 are performance comparisons between RFT and other models.
Assuming that all other models are represented by other models, the numerical for-
mulas in these tables are as follows.

Acc: cmp ¼ ðAcc:RFT � Acc:othermodelÞ=Acc:othermodel ð5Þ

k cmp ¼ ðkRFT � kothermodelÞ=kothermodel ð6Þ

time cmp ¼ ðtimeRFT � timeothermodelÞ=timeothermodel ð7Þ

4.4 Analysis of Experimental Results

As Table 3 shows, the accuracy and kappa coefficient of the RFT model are not lower
than those of other models. The accuracy of the RFT model is 2.44% higher than that of
the random tree model and 9.79% higher than that of the Naive Bayes model. In
addition, the time loss of the RFT model is considerably lower than other benchmark
models, except for the naive Bayes model. However, given the low accuracy of naïve
Bayes, the RFT model is compatible with accuracy and time loss. In summary, the RFT
model is suitable for industrial data classification, considering time efficiency and
classification accuracy.

5 Conclusions

This research proposes a “random tree-based random forest model” for classification of
SCADA real-time monitoring data. The model uses the idea of random tree to extract
features from attributes after sampling, substantially decreasing the loss time compared

Table 6. Classifier performance when number of instances = 10403

Algorithm Acc. k time(s)

RF 98.9618% 0.9895 5.78
RT 95.2514% 0.952 0.1
RFT 99.0291% 0.9902 0.31
NB 90.1567% 0.9006 0.04

Table 7. Performance comparison of RFT with other models when number of instances = 10403

Algorithm Acc._cmp k_cmp time_cmp(s)

RF 0.06% 0.07% −94.63%
RT 3.97% 4.01% 2.1
NB 9.84% 9.95% 6.75
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with random forest with higher classification accuracy than single models, such as
Naïve Bayes. Experiments show that the RFT model can simultaneously meet the needs
of industrial data for classification accuracy and classification time efficiency.
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Abstract. The efficient and accurate meter reading method can help us manage
water resources more reasonably. Aiming at the image of the non-smart water
meter taken by mobile phone photographing, a new method for locating and
fragmenting digital area of water meter is proposed in this paper. Firstly, locate
the position of the measuring unit in the water meter. Obtain the binary image of
the measurement unit and correct the image according to its vertical projection
feature, and then locate the number area of the water meter again. The adaptive
threshold is used to binarize the digital region, then the median filtering and
connected-domain method are used for denoising. Finally, the digital segmen-
tation is completed by finding the circumscribed rectangle of the character. The
experimental results show that the method can effectively locate the digital area
and segmentation numeric characters for the water meter image with rotation
problem and has strong adaptability to the water meter of different water meter
companies.

Keywords: Water meter � SIFT � Picture correction � Character segmentation

1 Introduction

Water meter is one of the meters that every household used to record the water
consumption. An ideal meter reading method can reduce cost and increase meter
reading efficiency at the same time. Today’s meter reading methods are mostly manual
meter reading, prepaid, and wireless remote meter reading. The latter two methods are
not applicable to traditional mechanical water meter and need to replace the water
meter which increases the cost of retrofitting. Although the manual meter reading
method does not need to replace the water meter, it has problems such as low efficiency
and easy to make mistakes [1]. Based on the development of machine vision, there is
also recognition of numbers on water meters through processing the images of
mechanical water meter which are photographed. However, most of the methods are to
install a fixed camera on the mechanical water meter, that is, the digital region of the
water meter is also fixed in the picture [2]. At present, almost every household has at
least one smartphone. Instead of relying on a camera, we can take water meter photos
directly from our mobile phone. However, due to the shooting angle of the phone, there

© Springer Nature Singapore Pte Ltd. 2019
H. Ning (Ed.): CyberDI 2019/CyberLife 2019, CCIS 1137, pp. 557–571, 2019.
https://doi.org/10.1007/978-981-15-1922-2_39

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-1922-2_39&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-1922-2_39&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-1922-2_39&amp;domain=pdf
https://doi.org/10.1007/978-981-15-1922-2_39


will be some problems such as picture rotation. It is necessary to correct the water
meter image and locate the number area before recognizing the water meter digital.

Aiming at the water meter image obtained by mobile phone photographing, a new
method for localization and segmentation of water meter digital region is proposed in
this paper. Firstly, the SIFT [3–5] algorithm is used to identify the measurement unit
“M” in the water meter. For the rotation problem of the water meter image caused by
mobile phone photographing, the water meter picture is corrected by the characteristics
of vertical projection histogram after rotating “M”, thereby positioning and cutting the
water meter digital area. Then, the adaptive threshold is used to binarize the image of
the digital region [6], and the binary image of the digital region is obtained. After
median filtering and connected domain denoising [7, 8], digital character segmentation
is achieved by taking the circumscribing rectangle of each number in the digital region
[9]. The main contributions of this paper are summarized as follows:

• For images that are not taken with fixed camera, we need to correct the image first
in order to locate the digital region. This paper proposes a new algorithm to correct
the picture and then locate the digital region based on the characteristics of the water
meter picture, that is, the measurement unit on the dial of the water meter.

• the image of a digital area cut from a water meter image is processed and then
segmented. For the large-area noise, the connected-domain method is used to
denoise, and the morphological processing is used to solve the problem of character
break after binarization.

The paper is structured as follows: Sect. 2 mainly introduces the SIFT algorithm
and propose a new algorithm for image correction. Section 3 introduced the processing
of digital area pictures and the segmentation of digital characters. Section 4 showed the
experimental results and shortcomings of this paper. Section 5 is the summary for this
paper.

2 Digital Region Positioning

The automatic reading of the water meter is mainly to find the digital region of the
water meter, and then identify the digit characters in sequence after processing the
digital region. For water meter image taken by non-fixed cameras, finding the digital
area of the water meter is critical to achieving automatic reading of the water meter.
This section describes a new algorithm for locating the water meter reading area [10,
11]. Using the SIFT algorithm to locate the measurement unit “M” on the water meter,
then correcting the water meter image based on the vertical projection characteristics of
the “M” after rotated, finally determining the position of the digital area.
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2.1 Introduction to SIFT Algorithm

The scale-invariant feature transform algorithm [12] was proposed by Professor
David G. Lowe of the University of British Columbia in 1999 and was refined in 2004.
The algorithm extracts unique and invariant features from the image and is used to
match the target or scene between different perspectives. The extracted features are
invariant to image scale and rotation and are robust to light and noise. There are several
main steps in generating a feature point set.

Scale-Space Extrema Detection. Construct image pyramid and construct Gaussian
difference scale space (DOG). L x; y; rð Þ is defined as an image scale space function,
that is produced from the convolution of a variable-scale Gaussian, Gðx; y; rÞ, with an
input image, Iðx; yÞ:

L x; y; rð Þ ¼ Gðx; y; rÞ � Iðx; yÞ ð1Þ

Where * is the convolution operation in G x; y; rð Þ and I x; yð Þ, x, y represent the hor-
izontal and vertical coordinates of the image, respectively, and r is the scale space
coordinate.

To efficiently detect keypoints in the scale space, it is necessary to construct a
Gaussian difference scale space D x; y; rð Þ:

D x; y; rð Þ ¼ G x; y; krð Þ � G x; y; rð Þð Þ � I x; yð Þ
¼ L x; y; krð Þ � L x; y; rð Þ ð2Þ

Where k is a constant factor of a multiple of two nearby scale spaces, L x; y; rð Þ
represents an image generated by convolving a Gaussian filter with the original image,
and I x; yð Þ represents the original image.

In order to detect the local maximum and minimum values of D x; y;rð Þ, each
sample point is compared to its eight neighbors in the current image and nine neighbors
in the scale above and below. It is selected only if it is larger than all of these neighbors
or smaller than all of them.

Accurate Positioning of Feature Points. The extreme points of discrete space are not
true extreme points. The method of using continuous spatial extreme points obtained by
interpolation of known discrete spatial points is called sub-pixel interpolation. In order
to improve the stability of keypoints, curve fitting of the scale space DOG function is
required. The Taylor expansion or fitting function of the DOG function in the scale
space is:

D Xð Þ ¼ Dþ @DT

@X
X þ 1

2
XT @

2D
@X2 X ð3Þ

Where x ¼ ðx; y; rÞT .
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Keypoint Direction Allocation. To create a keypoint descriptor, first calculate the
gradient size and orientation of each image sample point in the vicinity of the keypoint
location. In order to make the descriptors have rotational invariance, it is necessary to
utilize the local image properties to assign a consistent orientation to each keypoint.
The keypoints descriptor can be related to this orientation and therefore achieve the
invariance of image rotation. The image gradient method is used to obtain the stable
direction of the local structure. For the keypoints detected in the DOG pyramid, the
gradient and direction distribution characteristics of the pixels in the 3r neighborhood
window of the Gaussian pyramid image are collected. The modulus and orientation of
the gradient are as follows:

m x; yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

L xþ 1; yð Þ � L x� 1; yð Þð Þ2 þ L x; yþ 1ð Þ � L x; y� 1ð Þð Þ2
q

ð4Þ

hðx; yÞ ¼ tan�1 L x; yþ 1ð Þ � L x; y� 1ð Þ
L xþ 1; yð Þ � L x� 1; yð Þ

� �

ð5Þ

Where L x; yð Þ represents an image produced from the convolution of a Gaussian filter
with the original image.

After completing the gradient calculation of the keypoints, the histogram is used to
calculate the gradient orientations of the pixels within a region. An orientation his-
togram is formed from the gradient orientations of sample points within a region
around the keypoint. The orientation histogram divides the orientations range of 0 to
360° into 36 bins, each of which is 10°. Each sample added to the histogram is
weighted by its gradient magnitude and by a Gaussian-weighted circular window with
a r that is 1.5 times that of the scale of the keypoint. The peak of the orientation
histogram corresponds to the gradient orientations of pixels within a region around the
feature point, with the maximum value in the histogram as the dominant direction of
the keypoint. In order to enhance the robustness of the matching, the direction in which
the peak value is greater than 80% of the peak value of the dominant direction is
retained as the auxiliary direction of the keypoint. Therefore, for keypoint positions of
multiple peaks of the same gradient value, multiple keypoints with different orienta-
tions will be created at the same location and scale. Only about 15% of the keypoints
are assigned multiple orientations, but these contribute significantly to the stability to
the matching. In the actual programming implementation, the keypoints are copied into
multiple keypoints, and the orientations are assigned to the keypoints after the copying,
and the discrete gradient orientation histograms are subjected to interpolation fitting
processing to obtain more accurate orientation angle value. Now, keypoints containing
position, scale and orientation will be detected.
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Keypoint Description. The image gradient magnitudes and orientations are sampled
around the keypoint location, and the gradients of the sample points are precomputed.
As shown in the Fig. 1, they are illustrated with small arrows at each sample position.
The scale of the keypoints is used to select the level of Gaussian blurring of the image.
A Gaussian weighting function with r equal to half the width of the descriptor window
is used to assign a weight to the amplitude of each sample point so that the weight can
be smoothly reduced. The purpose of this Gaussian window is to avoid sudden changes
in the descriptor with small changes in the position of the window, and to give less
emphasis to gradients that are far from the center of the descriptor, as these are most
affected by misregistration errors.

The following figure shows a 2 � 2 descriptor array computed from an 8 � 8 set
of samples, whereas the experiments in this paper use 4 � 4 descriptors computed
from a 16 � 16 sample array.

In order to ensure that the feature vector has rotation invariance, the angle h is
rotated in the nearby neighborhood centering on the feature point, that is, the gradient
orientations are rotated to the keypoint orientations (see Fig. 2).

Fig. 1. Image gradients and keypoint descriptors.

Fig. 2. Rotation diagram.
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The new coordinates of the sampling points in the rotated region are as follows:

x0

y0

� �

¼ cos h �sin h
sin h cos h

� �

x
y

� �

ð6Þ

The rotated region is divided into d � d sub-regions, and gradient histograms of
multiple orientations are calculated in the sub-region, and the accumulated values of the
gradient orientations in each orientation are plotted to form a seed point. Lowe’s paper
experiments show that the best results are achieved with a 4 � 4 array of histograms
with 8 orientation bins in each, so it is different from the dominant orientation. At this
time, the gradient orientation histogram of each sub-region divides 0°–360° into 8
direction intervals, each interval is 45°. That is, each seed point has gradient intensity
information of 8 direction intervals. Since there are d � d, that is, 4 � 4 sub-regions, a
total of 4 � 4 � 8 = 128 data is finally formed, forming a 128-dimensional SIFT
feature vector.

2.2 Digital Region Positioning

In order to effectively obtain the reading of the water meter, you first need to obtain the
digital area of the water meter. The flowchart of digital area positioning is shown in
Fig. 3:

Positioning Unit of Measurement. We present a picture of the measurement unit “M”
of the water meter as a template picture, obtain the keypoints of the template picture
and the water meter image to be detected through the SIFT algorithm, and obtain two
keypoint sets SET1 and SET2. For each of the keypoints in SET1, find the best match
from SET2 (that is, the one with the smallest Euclidean distance is the best match), and
then, in turn, find the best match from SET1 for each keypoint of SET2, only those
keypoints that are considered to be the best match for each other are the matching
points. Since each keypoint has 128 dimensions, two keypoint vectors are set as
R = (r1, r2…, r128) and S = (s1, s2…, s128), and the Euclidean distance between R
and S can be calculated as follows:

Image of 
M

Binary 
image of 

M

Input water 
meter image

Template 
image

Water meter 
image contains 

keypoints

Template image
contains 

keypoints

Keypoint 
matching

Keypoint 
matching

image

Corrected 
image 

Digital area of water 
meter image

Fig. 3. Digital region positioning flowchart.
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d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð r1� s1ð Þ2 þ r2� s2ð Þ2 þ . . .þðr128� s128Þ2Þ
q

ð7Þ

The smaller the d value is, the higher the similarity of the two keypoints and the higher
the matching degree is.

After using keypoints matching, the effect is shown in the Fig. 4:

Image Correction. Through keypoint matching, the measurement unit “M” can be
found in the water meter picture. For normal pictures, we know that the position of
digital region is at the same horizontal position as “M”, to the left of “M”. But for the
rotated water meter picture, we cannot obtain the rotation information of the water
meter through keypoint matching. Therefore, it is necessary to correct the water meter
picture before processing the digital region [13, 14].

RANSAC algorithm [15] is often used in computer vision, such as solving related
problems and estimating the basic matrix of stereo camera at the same time, and
calculating transformation matrix when splicing images. General target detection can
use the homography matrix calculated by this algorithm to obtain the transformation
relationship between the two images, thereby correcting the images. However, in real
life, due to different manufacturers, the printing font on the water meter is also different,
with the result that the “M” on the water meter is only similar to the template rather
than the same, and it is impossible to correct the water meter picture through local
transformation matrix. Figure 5 shows the position of the template “M” calculated by
this method in the water meter to be tested. As shown in the figure, this method cannot
locate “M” correctly, so it cannot correct the water meter picture.

Fig. 4. Keypoint matching.
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Therefore, this paper proposes a correction algorithm based on the vertical pro-
jection histogram of the rotated measurement unit “M”. The algorithm is mainly
divided into two parts. The first part determines the position of “M”, and the second
part determines the rotation angle of the image through the vertical projection [16] of
“M” to correct the image. To determine the position of “M”, the transformation matrix
method mentioned above cannot be used, so we determined by the position of the
matching points. After determining the position of “M”, the image containing “M” is
intercepted and processed to obtain a binary image. The rotation angle is determined by
the vertical projection histogram feature of “M”. Specifically, the “M” is rotated, and
each time it is rotated, a vertical projection is performed. Since the maximum wave
peak of the vertical projection histogram in the horizontal or vertical direction of “M” is
the largest, based on this feature, the angle at which the picture is rotated to the
horizontal and vertical directions is found. Because the picture rotates 180° and its peak
value does not change, it will eventually obtain two angles with a difference of 180°. It
is also possible that the horizontal and vertical peaks of “M” have the same maximum
value, and then 4 angles will be obtained. If there are only two angles, rotate to get the
other two angles perpendicular to the first two. “M” has three large peaks in the
horizontal direction and only one in the vertical direction, based on this feature, the
angle at which the picture is rotated to the horizontal direction is found. “M” is rotated
90° clockwise and then vertically projected. The maximum wave of 0° and 180° are
different in the position of the entire image, one is in front and the other is in back.
Based on this feature, the rotation angle of “M” can be found, and finally the correction
angle of the image can be found.

Fig. 5. Transformation matrix positioning.

564 F. Lei et al.



The algorithm steps are as follows:

Algorithm: ImgRotAngle
Input: all matching points

ct: Mismatch range threshold
Output: final rotation angle 

1. sort all matching points in the X direction, take the median point x1
2. sort all matching points in the Y direction, take the median point y1
3. for every matching point(x, y) do
4. if abs(x- x1)> ct or abs(y- y1)>ct
5. delete the match point
6. end if
7. end for
8. sort all new matching points in the X direction, take the median point x2
9. sort all new matching points in the Y direction, take the median point y2

10. intercept "M" from the new median point to obtain the water meter unit image 
unitImg

11. call function cvtColor()
12. call function adaptiveThreshold()
13. call function medianBlur() Obtain a binary image of water meter unit binImg
14. for every degree do
15. rotate binImg and call the vertical   projection function
16. record the maximum peak value peak[i] of each vertical projection histogram
17. find the maximum value maxPeak among them;
18. end for
19. add the corresponding angle with the peak value maxPeak to the angle set
20. calculate the number of directions 
21. take the median of each direction angle as the angle of the direction
22. if only two direction
23. rotate 90 degrees to get the other two angle
24. end if
25. for four angle do
26. obtain a vertical projection of each angle corresponding to binImg
27. the difference between the first peak and the third peak
28. sort difference
29. end for
30. get two angles corresponding to the two smaller difference
31. for two angles do
32. vertical projection after rotating 90 degrees clockwise
33. calculate the x-axis coordinate corresponding to the maximum peak value
34. end for
35. select the angle corresponding to the larger one as the final angle
36. return final angle
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The picture correction is to determine the position of the digital region. In this
section, we use the new algorithm to obtain the rotation angle of the image, thereby
correcting the image. The position of the digital region can be determined by deter-
mining the position of the measurement unit “M” in the correct picture. The intercepted
digital region is shown in Fig. 6:

3 Digital Region Processing and Digit Segmentation

After the digital region of the water meter is acquired, it needs to be processed into a
binary image of a single character for easy identification. The acquired image of the
multicolor digital region is not convenient for character segmentation, so the digital
region image needs to be processed into binary images with as little noise as possible
before segmentation. This section describes the methods of digital region image pre-
processing and the segmentation of digital characters.

3.1 Digital Region Processing

For intercepted digital pictures. First, it is binarized [17]. When performing binariza-
tion, the binarization method of the fixed threshold is to set the pixel value larger than
the threshold portion to 255 and the smaller than the threshold portion to 0, and the
threshold value needs to be input by the user in advance. Since there is a light dif-
ference in the water meter image we obtained, it is obviously unreasonable to adopt a
fixed threshold, so the adaptive threshold is used for binarization. In this paper, the
digital region image is binarized by the adaptive threshold binarization function
adaptiveThreshold of opencv. It is not to calculate the threshold of the global image,
but to calculate the local threshold according to the brightness distribution of different
regions of the image. Therefore, different thresholds can be adaptively calculated for
different regions of the image, so it is called adaptive threshold method. How to
determine the local threshold? The mean or weighted mean of a neighborhood can be
calculated to determine the threshold. Weighted mean means that the pixels around (x,
y) in the region are weighted according to the Gaussian function according to their
distance from the center point. Obviously, the adaptive threshold is more consistent
with the different illumination of the water meter image. The effect is shown in Fig. 7:

Fig. 6. Digital region.
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There will always be some noises in the binarized picture. The median filtering
method is very effective in eliminating salt and pepper noise, some of the small particle
noise is removed first by using median filtering [18]. We take a 3*3 matrix in the image
which contains nine pixels, sort the nine pixels, and finally assign the median of the
nine pixels to the center of the matrix. Traverse the entire image. After the previous
processing, there may be a case where the numeric characters are not connected which
will affect the subsequent processing. Therefore, we perform the morphological pro-
cessing [11, 19] on them, and open calculation can connect the disconnected numbers.
The effect is shown in the Fig. 9. In the picture of the water meter after binarization, the
number of pixels in the digital is within a certain range. For some large noises, the
connected domain is used to denoise. Combining the ratio of the digital pixel points in
the circumscribed rectangle and the aspect ratio of the circumscribed rectangle can
effectively remove noise. The following figure shows the denoising effect after the
morphological processing is performed after the denoise is not performed.

Figure 8 is a denoising effect diagram without morphological processing. Figure 9
is a denoising effect diagram after morphological processing. As we can see in Fig. 8,
the number “0” is not connected; causing the lower half to be removed as noise, and
Fig. 9 is connected by morphological processing.

3.2 Digit Character Segmentation

Digit character segmentation usually uses vertical projection segmentation, but some
noise that is not completely removed may affect the segmentation effect. In this paper, a
new method is adopted to select and intercept the digital regions through the connected
domain circumscribing rectangle. In the later recognition, as long as it can determine
whether it is a number, it can filter out the influence of the remaining noise and increase
the accuracy of digit recognition. The digit segmentation effect is shown in the Fig. 10.
In order to better display the segmentation effect, Fig. 10 changes the image back-
ground to black.

Fig. 7. Binary picture.

Fig. 8. No morphological treatment.
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4 Experimental Results and Analysis

The algorithm in this paper can correctly locate the digital region of the water meter
and obtain a good digit character segmentation effect. Test the collected 100 images
and part of the processing results as shown:

It can be seen from the results in the Fig. 11 that the algorithm proposed in this
paper can effectively correct the water meter image and correctly locate the digital
region. Due to the different printing styles of different water meter manufacturers, the
unit “M” of the water meter is not horizontal alignment with the digital region in the
water meter, so there will be cases where the actual digital region is on the upper or
lower part of the intercepted picture, but this does not affect the subsequent split
operation. For images that are tilted at a lesser horizontal angle, as shown in Fig. 11(d)
it can also be correctly positioned. The algorithm in this paper is robust to horizontal
tilt. In the denoising and segmentation process of the image, the segmenting operation
has a good effect on the whole character, but the segmentation effect on the half
character is not good, mainly because it is easy to remove the half-character part as
noise in the denoising process. The experimental results are shown in Table 1.

The experimental results show that the proposed algorithm can effectively locate
the digital region of the water meter image and can correctly split the numbers. For a
few images with deviations in correction angle but little deviation, it is also possible to
locate and segment the digital area. The algorithm of this paper is very robust to
different printing fonts of different water meters, the difference in the light of the
captured image, and rotation problems caused by shooting angles.

Fig. 9. Morphological treatment.

Fig. 10. Digit character segmentation.
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5 Conclusion

In this paper, the vertical projection feature of the measurement unit “M” on the water
meter is used to effectively correct the water meter image, and then determine the
position of the digital region on the water meter. It solves the rotation problem of the

Fig. 11. Partial processing effect.

Table 1. Experimental result

Water meter image Correct positioning Correct segmentation Accuracy %

100 92 89 89%
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water meter image caused by the non-fixed camera shooting. There is also some
robustness to the tilt of the small angle of the picture. Denoising by morphological
processing and connected-domain method, the interference of the noise is effectively
removed while the complete number is retained to achieve the division of the digital
characters.

References

1. Li, H., Zhang, L.Z., Tian, Y.: Performance, problems and application prospects of water
meter copy in residential areas. Ind. Des. 2015(9), 123 (2015)

2. Zhang, Z., Chen, G., Li, J., et al.: The research on digit recognition algorithm for automatic
meter reading system. In: Intelligent Control & Automation. IEEE (2010)

3. Zhao, Y.A., Cui, H.: Multi-variable background target recognition based on SIFT algorithm.
Inf. Comput. (Theor. Ed.) 2019(01), 85–87 (2019)

4. Lei, B., Jing, Y., Ding, J.: Target localization based on SIFT algorithm. In: Zeng, D. (ed.)
ICAIC 2011, Part I. CCIS, vol. 224, pp. 1–7. Springer, Heidelberg (2011). https://doi.org/10.
1007/978-3-642-23214-5_1

5. Narhare, A.D., Molke, G.V.: Trademark detection using SIFT features matching (2015)
6. Luo, B.J.: Binarization and its application in check recognition preprocessing. Southwestern

University of Finance and Economics (2007)
7. Liu, X.H., Qian, K., Wang, Y.F., Zhu, X.X., Sun, Z.X.: Research on text recognition

algorithm based on connected domain detection in natural scene. Comput. Technol. Dev. 25
(05), 41–45 (2015)

8. Gan, L., Lin, X.J.: License plate character segmentation algorithm based on connected
domain extraction. Comput. Simul. 28(04), 336–339 (2011)

9. Wang, J.X., Zhou, W.Z., Xue, J.F., et al.: The research and realization of vehicle license
plate character segmentation and recognition technology. In: 2010 International Conference
on Wavelet Analysis and Pattern Recognition. IEEE (2010)

10. Liu, Y.L., Cui, L.Y., Shu, J.J., Xin, G.J.: License plate location method based on binary
image jump and mathematical morphology. Int. J. Digit. Content Technol. Appl. 5(5), 259–
265 (2011)

11. Li, K., Dan, T.: Fast rotation and correction of image algorithm based on local feature. In:
2013 International Workshop on Microwave and Millimeter Wave Circuits and System
Technology (MMWCST). IEEE (2013)

12. Lowe, D.G.: Distinctive image features from scale-invariant keypoints. Int. J. Comput. Vis.
60(2), 91–110 (2004)

13. Wang, W.: The image correction algorithm based on combined transformation. In: Zhang, Y.
(ed.) Future Communication, Computing, Control and Management. LNEE, vol. 141,
pp. 73–81. Springer, Heidelberg (2012). https://doi.org/10.1007/978-3-642-27311-7_11

14. Li, L., Sang, H., Chang, Y.: Horizontal tilt correction for license plate image (2011)
15. Wang, L.Y., Yin, H.B., Wang, Q.: Application of SURF and RANSAC in image stitching.

Electron. Meas. Technol. 39(04), 71–75 (2016)
16. Ostu, N.: A threshold selection method from gray-histogram. IEEE Trans. Syst. Man

Cybern. 9(1), 62–66 (2007)
17. Niu, Z., Li, H.: Research and analysis of threshold segmentation algorithms in image

processing. J. Phys. Conf. Ser. 1237(2) (2019)

570 F. Lei et al.

http://dx.doi.org/10.1007/978-3-642-23214-5_1
http://dx.doi.org/10.1007/978-3-642-23214-5_1
http://dx.doi.org/10.1007/978-3-642-27311-7_11


18. Yang, A.: Research on image filtering method to combine mathematics morphology with
adaptive median filter. In: 9th International Conference on Optical Communications and
Networks (ICOCN 2010) (2010)

19. Herry, C.L., Goubran, R.A., Frize, M.: Segmentation of infrared images using cued
morphological processing of edge maps. In: Instrumentation and Measurement Technology
Conference Proceedings, IMTC 2007. IEEE (2007)

A New Non-smart Water Meter Digital Region Localization 571



Fault Prediction for Software System
in Industrial Internet: A Deep Learning

Algorithm via Effective Dimension Reduction

Siqi Yang1(&), Shuaipeng Yang1, Zigang Fang1, Xiuzhi Yu2,
Lanlan Rui1, and Yucheng Ma1

1 State Key Laboratory of Networking and Switching Technology,
Beijing University of Posts and Telecommunications, Beijing, China

{yangsiqi,yangshuaipeng,2018140769,llrui,

mayucheng}@bupt.edu.cn
2 China Electronics Standardization Institute, Beijing, China

1006564282@qq.com

Abstract. In recent years, as information technology develops, Industrial
Internet has become a hot issue in international industry. Because of the use of
networked software in Industrial Internet, many machines are software-
intensive. But software is a product of human brain thinking activities, with
the increase of its scale and complexity, there will inevitably be some software
defects caused by human errors in the process of design and development.
Nowadays, software fault diagnosis mostly relies on personal experience and
lacks effective technology and methods, which seriously affects the ability of
software-intensive systems. This paper mainly designed a software system fault
prediction model, which can be used by software-intensive system users of
Industrial Internet to quickly predict whether software failures occur or not.
Different fault prediction methods based on deep learning are introduced. We
propose a software fault prediction model based on locally linear embedding
(LLE) algorithm and long short-term memory (LSTM) algorithm to train the
model. Original data sets are from MDP dataset of NASA. We process original
datasets by using LLE algorithm to reduce dimensions of datasets. After pro-
cessed datasets were trained by LSTM algorithm, the prediction model can be
obtained. Compared with single LSTM and principal components analysis-long
short-term memory algorithm (PCA-LSTM), the results show that locally linear
embedding-long short-term memory algorithm (LLE-LSTM) algorithm has a
better performance than other existing algorithms in terms of prediction accu-
racy, precision, recall, f-measure.

Keywords: Fault prediction � LSTM � LLE � Software

1 Introduction

In recent years, as information technology develops, Industrial Internet has become a
hot issue in the international industry. Industrial Internet represents the integration of
complex physical machine with networked sensors and software (see Fig. 1). In order
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to realize real-time perception, dynamic control of large-scale industrial system, Cyber-
Physical Systems (CPS) becomes core technology. CPS is a multi-dimensional com-
plex system that integrates computing, network and physical environment, so machines
are software-intensive. But software is a product of human brain thinking activities,
with the increase of its scale and complexity, there will inevitably be some software
defects caused by human errors. Nowadays, software fault diagnosis mostly relies on
personal experience and still lacks effective technology and methods, which seriously
affects the normal operation of software-intensive machines. Therefore, establishing a
reasonable software fault prediction algorithm to complete the software fault prediction
work economically and effectively is important.

Many fault prediction methods are used in different areas. Wei H proposed a model
using neighborhood preserving embedded support vector machine to predict software
fault distribution [1]. Wei H proposed a LTSA-SVM algorithm to improve the pre-
diction performance by reducing dimensions of datasets [2]. S. Zhang, Y. Wang, M.
Liu and Z. Bao proposed a novel prediction algorithm which is based on LSTM and
support vector machine [3]. Tong, HN, Liu, B, Wang, SH proposed SDAEsTSE, which
is improved stacked denoising autoencoders (SDAEs) for software fault prediction [4].
C. Guo, Y. Wang and Y. Zhong presented an advanced algorithm based on BP neural
network and particle swarm optimization algorithm to predict air conditioner fault [5].
And due to the complexity of software-intensive system, there will inevitably be some
data redundancy. Dimension reduction algorithm is used to solve this problem. LLE is
a non-linear dimension reduction algorithm [6], which can keep the original manifold
structure of the dimension reduction data.

Based on the ideas above, we propose an algorithm based on LLE-LSTM. Our
main contributions can be summarized as follows: (1) Locally linear embedding
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algorithm is applied in the software fault prediction. Aiming at the problem of
dimensional redundancy caused by the increasing attributes of software fault data sets.
This paper applies LLE manifold learning algorithm and gives an approach for
parameter selection. (2) Long short-term memory algorithm is applied in the software
fault prediction. By designing forget gate, input gate and output gate, it can learn long-
term dependent information. After processing dataset with LLE, training the dataset by
LSTM algorithm, the prediction accuracy, precision, recall and F-measure are
improved. (3) Selection of parameters of locally linear embedding algorithm. Different
number of neighbors and dimensions have big impact on the final result of model. By
comparing the prediction accuracy under different conditions, the parameters are
selected.

2 Related Work

2.1 Locally Linear Embedding (LLE)

Local linear embedding is a dimension reduction method. Unlike other linear algo-
rithms, LLE keeps the original manifold structure and maintains the characteristics of
samples [7]. And the procedures are shown as follows.

Step 1: K-nearest neighbor algorithm is used to obtain k-nearest neighbor points for
each data point. Suppose it is linear, each data point can be expressed by a linear
combination of its k-nearest data points, i.e.

Ni ¼ KNN xi; kð Þ;Ni ¼ ½x1i; . . .; xki� ð1Þ

Step 2: Get weight coefficient matrix by minimizing the loss function.

arg min
W

XN

i¼1
jjxi �

Xk

j¼1
wjixjijj22 ð2Þ

The notation wi is a column vector; wji is the jth row of wi; xji is the jth adjacent
point of xi. This equation can get weight coefficient w ¼ w1;w2; . . .;wn½ �. There are
n data points, that is N column of wi.
Step 3: LLE algorithm supposes that after reduction, the data set can still be
expressed as a linear combination of its k-nearest neighbors, and the combination
coefficient remains unchanged. Minimize the loss function again.

arg min
Y

XN

i¼1
jjyi �

Xk

j¼1
wjiyjijj22 ð3Þ
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2.2 Long Short-Term Memory Algorithm

Long Short-term Memory Algorithm is an improved recurrent neural network (RNN).
The nodes of recurrent neural network (RNN) are directionally connected into rings,
the current output of a sequence is also related to the previous output [8]. RNN has 3
layers: input layer, hidden layer and output layer (see Fig. 2). Hidden layer will accept
the data from the previous hidden layer. Therefore, RNN uses internal memory to
process input sequences of arbitrary time series. However, RNN can only memorize
part of the sequence and has limited access to contextual information, which results in
the decrease of accuracy and vanishing gradient problem. Therefore, LSTM redesigns
the memory module, adds input gate and output gate to adjust input data and state
information of memory unit, adds the forget gate, clear the useless information, and
effectively uses the long-distance sequence information (see Fig. 3).

Because the prediction needs to be decided by the previous input and the latter
input together, we choose Bi-directional long short-term memory (BiLSTM) to
improve performance. BiLSTM is composed of forward LSTM and backward LSTM
[9]. BiLSTM takes into account both past features and future features. Backward
process is equivalent to the reverse input of the original sequence into LSTM. BiLSTM

Output 
Layer

Hidden
Layer

Input
Layer

hkW hkW hkW hkW hkW

hW ' hW ' hW ' hW '

ihW ihW ihW ihW ihW

Fig. 2. Simple RNN architecture

Input Gate Output Gate

Forget Gate

Fig. 3. LSTM memory module

Fig. 4. Architecture of BiLSTM
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is like two LSTMs. One LSTM uses forward input sequence. The other one uses
reverse input sequence. The final result combined the 2 outputs together. Finally, the
final output is obtained by combining the output results of forward layer and backward
layer at each time (see Fig. 4).

3 The Software Fault Prediction Model

3.1 Software Fault Prediction Model Based on LLE-LSTM

The LLE-LSTM software fault prediction model is designed (see Fig. 5).

Step 1: Obtain and choose data sets.
Step 2: Use LLE algorithm to process the data sets. LLE algorithm is used to reduce
dimensions of the dataset.
Step 3: Extract characteristics and generate characteristic vector of training set.
Train LSTM model by using training set.
Step 4: Put the characteristics of test dataset into trained LSTM model. Get the
predict value.
Step 5: Compare the target label and predict value to get accuracy.

3.2 Parameter Selection of LLE Algorithm

Because of the characteristics of LLE algorithm, the model needs to select the number
of neighbors (k) and the number of embedding dimensions (d). Different value of
combination will affect the final results. In this paper, accuracy is used to evaluate the
predictive power of model. By generating accuracy with different number of neighbors
and different number of dimensions, the optimized parameters can be selected. The
optimized result only for the data set and algorithm used in this paper.
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Fig. 5. The overview of software fault prediction model
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Selection of Number of Neighbors. In the process of using LLE algorithm, the impact
of k is great. The larger the number of neighbors, the more time it takes to establish the
local relationship of samples, but the better the local relationship is. But if the value of
K is too large, the smoothness of the whole manifold may be affected and local
characteristics cannot be embodied. But if the value is too small, it is difficult for LLE
to maintain the topological structure of sample points. By generating datasets with
different dimensions and different neighbors, get the relation of accuracy and k, d.
According to Fig. 6, the optimized k value is 22.

Selection of Number of Dimensions. The number of dimensions determines whether
the local topological structure on the embedded low-dimensional manifold can ade-
quately describe the intrinsic law and essential characteristics of the original high-
dimensional space by using LLE algorithm mapping, seek a reasonable and effective
low-dimensional visual representation of the original high-dimensional space data by
the lowest dimension output after dimensional reduction. If the minimum dimension d
is too large, there will be too much noise in the dimension reduction results, and if the
value of d is too small, different points may overlap in the low dimension space.
According to Fig. 6, the optimized d value is d = 12.

4 Results and Discussion

4.1 Selection of Datasets

MDP data sets are widely used in the area of software fault prediction. There are 13
different data sets. They are CM1, JM1, KC1, KC3, KC4, MC1, MC2, MW1, PC1,
PC2, PC3, PC4, PC5 [10]. Different data sets have different attributes and fault ratio.
Extract the common attributes and put the data sets together. The label of the raw data
from NASA is N/Y. In order to train the dataset, we replace N with 0 and replaces Y
with 1. Extract characteristics of each sub data set and integrate them.

Fig. 6. The relation of accuracy and k, d
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4.2 Comparison of Different Algorithms

According to the selection of parameters, the optimized number of neighbors is 22 and
the optimized number of dimensions is 12. Based on the 2 indexes, we implemented 4
algorithms: single LSTM, SMOTE-LSTM, PCA-LSTM and LLE-LSTM.

Compared with different algorithms, it shows 2 aspects (see Fig. 7). On one hand,
SMOTE algorithm is not applicable in the MDP dataset because of its low accuracy.
And the method which synthesis new samples using neighbor points is not applicable.
On the other hand, the performance of using dimension reduction algorithm before
training is better than that of single LSTM algorithm. Because there are redundant
information and noise information in MDP dataset. Dimension reduction removes
redundancy features and can solve overfitting problem of software fault dataset MDP.

Compare PCA-LSTM with LLE-LSTM from dimension 8 to 18 (see Figs. 8 and 9).
It shows that both PCA-LSTM and LLE-LSTM can predict software faults effectively
and improve the performance. The prediction result including accuracy, precision and
F1 reaches the highest value when the dimension is 12. When the number of dimen-
sions is between 8 and 18, compared with the single LSTM algorithm, the performance
of PCA-LSTM and LLE-LSTM is better.

Fig. 7. Comparison of different algorithms

Fig. 8. Result of LLE-LSTM algorithm Fig. 9. Result of PCA-LSTM algorithm
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Then, we compare PCA-LSTM and LLE-LSTM in terms of accuracy, precision and
F1 (see Figs. 10, 11 and 12). The comparison of PCA-LSTM and LLE-LSTM shows
that LLE-LSTM has a stable and better performance than traditional linear PCA-
LSTM. LLE-LSTM preserves local linear relations in high dimensional space and
improves the accuracy, precision and F1 in the prediction process.

5 Conclusion and Further Work

Fault prediction methods based on deep learning used in software fault prediction are
remained to be designed and tested. We give a design of software fault prediction
algorithm based on LLE and LSTM algorithm. Compared with the traditional LSTM
algorithm, when the dimension varies from 10 to 18, LLE-LSTM algorithm performs
better on prediction accuracy, precision, recall and F-measure. And manifold LLE-
LSTM algorithm not only solves the data redundancy but also preserves local linear
relations in high dimensional space. Some further research work remained to be done:
(1) There are many advanced algorithms both in the dimension reduction and pre-
diction. For example, LTSA is an advanced LLE. And the combination of different
algorithms may lead to different results. (2) Use cross-validation. Cross-validation can
ensure that all data have the opportunity to be trained and validated, make the per-
formance of the optimized model more credible.

Fig. 12. Comparison of F1

Fig. 10. Comparison of accuracy Fig. 11. Comparison of precision
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Abstract. The NSGA-II algorithm is widely used in multi-objective opti-
mization problems, but the traditional NSGA-II algorithm has some shortcom-
ings such as large computational cost and poor convergence in some complex
practical problems. To solve above defections, an improved NSGA-II algorithm
is proposed in this paper. Firstly, the specific crossover and mutation operators
are designed. Secondly, a novel elitist strategy is developed as well. Then, the
simulations of the standard test functions are carried out, the results illustrate
that the improved strategies can effectively enhance the convergence and
operation speed of the traditional algorithm. Finally, in order to test the prac-
ticality of the algorithm, a multi-objective mathematical model for charge plan
of steelmaking is established. Simulation is carried out with real industry data.
The results show that the algorithm is practical for charge scheduling.

Keywords: Multi-objective optimization � NSGA-II � Crossover operator �
Mutation operator � Charge plan

1 Introduction

Compared to single-objective optimization, multi-objective optimization needs to
consider multiple goals simultaneously, which are often contradictory, in addition, the
number of solutions is usually more than one, but a set of Pareto optimal solutions
composed of multiple non-dominated solutions [1]. Traditionally, the multi-objective
problems are mostly solved by a weighted method into a single objective problem.
However, there are some limitations in this method, one of disadvantages is that the
weight assigned to objective needs the expert background, which is infeasible in many
circumstances, another is that only one optimal solution can be obtained in each run.
Therefore, the conventional method cannot satisfy the actual needs very well.

In 1994, the non-dominated sorting genetic algorithm (NSGA) proposed by
Srinivas and Deb [2] is widely used to solve multi-objective problems [3], which can
provide more than one acceptable solution in every run for users to make choices
according to their preferences. However, it has some shortcomings, such as high
computational complexity, need to set the sharing radius manually, lack of elite pro-
tection strategy, etc. In 2002, Deb put forward an improved NSGA-II algorithm [4],
using fast non-dominated sorting method to reduce computational complexity,
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introduce crowding distance and elitist strategy, it has become one of the most
mainstream methods for solving multi-objective problems [5–7].

However, the NSGA-II algorithm has the defections of high computational cost and
poor convergence in solving complex nonlinear multi-objective optimization problems.
In order to improve above problems, a developed NSGA-II is proposed in this paper.
Firstly, the crossover operator is revised to refine the convergence of the algorithm.
Secondly, an adaptive differential mutation operator is introduced to enhance the global
search ability. Finally, simplify the elitist strategy to accelerate the operation speed.

In order to verify the effectiveness of the proposed strategy, the Generational
Distance (GD), Diversity Metric (Δ), and running time are used as indices to compare
the performance of the test functions with other algorithms. In the end, a multi-
objective mathematical model for charge plan of steelmaking is established, and the
proposed algorithm is applied to solve the problem.

2 Improved NSGA-II Algorithm

Aiming at the convergence and operation speed of the original NSGA-II, the following
improvements are made in this paper.

2.1 Mixed Crossover Operator

Most of the multi-objective optimization problems use the Simulated Binary Crossover
(SBX) suggested by Deb [8] at present. The literature [9] proposed a Normal Distri-
bution Crossover (NDX) based on Gaussian distribution, the NDX operator has a wider
search space, it is easier to jump out of the local optimal solution than SBX. These two
crossover operators are combined in this paper, in the early stage of the evolution, the
location of the optimal solution is unknown, applying the NDX operator to enlarge the
search space. At the late stage of iteration, the whole population has tended to be stable,
most of the individuals are around the optimal Pareto solution, it is necessary to narrow
the search space, SBX crossover operator is used to accelerate the convergence of the
algorithm. The formula for the parent individual x1;i and x2;i to generate the child
individual c1;i and c2;i is:

c1;i ¼ ½ðx1;i þ x2;iÞþ 1:481ðx1;i � x2;iÞN�=2 if ðg�G=2Þ and u � 0:5
½ðx1;i þ x2;iÞþ bðx1;i � x2;iÞ�=2 if ðg[G=2Þ and u � 0:5

�
ð1Þ

c2;i ¼ ½ðx1;i þ x2;iÞþ 1:481ðx2;i � x1;iÞN�=2 if ðg�G=2Þ and u [ 0:5
½ðx1;i þ x2;iÞþ bðx2;i � x1;iÞ�=2 if ðg[G=2Þ and u [ 0:5

�
ð2Þ

where u is the random number generated by uniform distribution on the interval (0,1),
N is the value of the random variable of (0,1) Gauss distribution, g is the current
evolutionary generations, G is the maximum evolutionary generations, b is a random
variable as exhibited below:
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b ¼ ð2uÞ 1
gþ 1; u� 0:5

ð2ð1� uÞÞ� 1
gþ 1; u[ 0:5

(
ð3Þ

where g is a constant cross-parameter which set by users.

2.2 Adaptive Differential Mutation Operator

Differential evolution [10] is a random search algorithm based on population evolution.
It has good performance in global optimization for using the optimal vector solution in
the group for information sharing. In order to enhance the global search ability of the
original algorithm, the adaptive mutation operator is designed to replace the polynomial
mutation operator. The main idea is enlarging the search step by increasing the value of
scaling factor F in the early stage, reduce the value of F to improve the local search
ability and accelerate the convergence speed when evolution is coming to an end. The
adaptive differential mutation operator expression is:

vi ¼ ð1� qÞ � xbest þ q � xþF � ðxr2 � xr1Þ; i ¼ 1; 2; � � � ;NP ð4Þ

where vi is the individual after mutation, xbest is the best individual at present, x is the
individual which needs mutation at present, x1; x2 is the two individuals selected
randomly from the population size NP, q and F as exhibited below:

q ¼ ðG� gÞ
G

ð5Þ

F ¼ ðFmax � FminÞðG� gÞ
G

þFmin ð6Þ

where G is the maximum evolutionary generations and g is the current evolutionary
generations.

2.3 Improved Elitist Strategy

The elitist strategy of the original NSGA-II needs to merge the parent and the offspring
populations to perform non-dominated sorting again, and select NP individuals to enter
the next generation. It is meaningless to calculate the domination level and crowding
distance of the abandoned part in the original strategy, furthermore the calculation time
will increase when the number of populations is large. To the point, a simplified elitist
strategy is developed, when N individuals are selected, the domination level and
crowding distance of remaining individuals will not be calculated, as shown in the
Fig. 1.
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2.4 Process of the Improved Algorithm

The steps of improved NSGA-II are as follows:
Step 1: Randomly generates the population Pt with the number of N by real number

encoding. Perform non-dominated sorting and calculate the crowding distance on the
population.

Step 2: Using binary tournament selecting method to select N=2 individuals for
crossover and mutation operation, generate the offspring Qt.

Step 3:MergePt andQt to get new populationRt, and perform non-dominated sorting
on Rt. When the total number of individuals in the first n ranks generated is larger thanN,
stop calculating the dominance level of the remaining individuals, and use the crowding
degree ranking for the first n ranks. Select the best N individuals as Ptþ 1.

Step 4: Selection, crossover and mutation on population Ptþ 1 to generate popu-
lation Qtþ 1.

Step 5: Stop the loop if the termination condition is met, otherwise, go to Step 2.

2.5 Performance Indices

Convergence and distribution uniformity are two important indices for evaluating
multi-objective optimization algorithms. This paper uses the following two indices to
evaluate the algorithm.

Convergence. TheGenerational Distance (GD) [4] is used to reflects the proximity of the
non-inferior solutions to the real optimal frontier. The calculation formula is as follows:

GD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPjQj

i¼1 d
2
i

q
jQj ð7Þ

Fig. 1. Improved elitist strategy
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where Q is the set of the obtained solutions, di is the minimum Euclidean distance
between the individual i which is the nearest member of the Pareto optimal solution set.
The smaller the GD value is, the closer the solution is to the true optimal frontier.

Distribution Diversity. BANOS [11] proposed a diversity index (Diversity Metric, D)
to evaluate the solution distribution uniformity. The calculation formula is as follows:

D ¼ df þ dl þ
PN�1

i¼1 di � �d
�� ��

df þ dl þ n� 1ð Þ�d ð8Þ

where df and dl are the Euclidean distance between the boundary point of the obtained
set of non-inferior solutions and the Pareto optimal frontier, di is the Euclidean distance
between point i and point iþ 1 in the set of non-inferior solutions, �d is the average
value of di. The smaller the D value is, the better the distribution uniformity of the
optimal solution set is.

2.6 Algorithm Testing

We choose the multi-objective optimization test functions of ZTD1-ZTD4 [12] in
Table 1 to test the proposed algorithm.

Table 1. Test problems

Test functions Expressions

ZDT1 f1ðx1Þ ¼ x1
f2ðxÞ ¼ gð1� ffiffiffiffiffiffiffiffiffi

f1=g
p Þ

gðxÞ ¼ 1þ 9
Pm
i¼2

xi=ðm� 1Þ
s:t: 0� xi � 1; i ¼ 1; 2; � � � ; 30

8>>><
>>>:

ZDT2 f1ðx1Þ ¼ x1
f2ðxÞ ¼ gð1� ðf1=gÞ2Þ

gðxÞ ¼ 1þ Pm
i¼2

xi=ðm� 1Þ
s:t: 0� xi � 1; i ¼ 1; 2; � � � ; 30

8>>><
>>>:

ZDT3 f1ðx1Þ ¼ x1
f2ðxÞ ¼ gð1� ffiffiffiffiffiffiffiffiffi

f1=g
p � f1=gð Þ sinð10pf ÞÞ

gðxÞ ¼ 1þ 9
Pm
i¼2

xi=ðm� 1Þ
s:t: 0� xi � 1; i ¼ 1; 2; � � � ; 30

8>>><
>>>:

ZDT4 f1ðx1Þ ¼ x1
f2ðxÞ ¼ gð1� ffiffiffiffiffiffiffiffiffi

f1=g
p Þ

gðxÞ ¼ 1þ 10ðn� 1Þþ Pn
i¼2

x21 � 10cos 4pxið Þ� �
s:t: � 5� xi � 5; i ¼ 1; 2; � � � ; 10

8>>><
>>>:
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The algorithm is programmed by MATLAB, and runs on 1.8 GHz CPU, 4 GB
memory and Windows10 system. The parameters in both algorithms are set to be: the
population size is 200; the generation is 500; the crossover probability is 0.8; the
mutation probability is 0.1. Each test function runs 20 times to get the average value.

Comparison of Crossover and Mutation Operators. In order to compare the effect
of different improved strategies on the traditional NSGA-II, only the crossover and
mutation operators have been changed in the simulations, and other settings are the
same as the traditional NSGA-II. Table 2 presents the GD and D value comparison
between the two proposed strategies and the traditional NSGA-II.

It can be seen from Table 2 that the two proposed operators can effectively enhance
the convergence and distribution performance of traditional NSGA-II. The DE muta-
tion operator has a greater effect on improving convergence than mixed crossover
operator, which means that the DE mutation operator can greatly expand the global
search ability of the algorithm to search the optimal solutions. In addition, the mixed
crossover operator has the best performance on distribution of ZDT1 and ZDT4.

Comparison of Elitist Strategy. Table 3 presents the comparison of the running time
between the improved elitist strategy and the traditional algorithm.

Table 2. Comparison of improved strategies

Test functions Algorithms GD D

ZDT1 Traditional NSGA-II 0.0026 0.3633
NSGA-II with mixed crossover 0.0027 0.3251
NSGA-II with DE mutation 0.0025 0.3755

ZDT2 Traditional NSGA-II 0.0026 0.3812
NSGA-II with mixed crossover 0.0026 0.3534
NSGA-II with DE mutation 0.0024 0.3344

ZDT3 Traditional NSGA-II 0.0050 0.5634
NSGA-II with mixed crossover 0.0050 0.5733
NSGA-II with DE mutation 0.0049 0.5525

ZDT4 Traditional NSGA-II 0.0378 0.6256
NSGA-II with mixed crossover 0.0350 0.5733
NSGA-II with DE mutation 0.0339 0.7974
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It can be seen from Table 3 that the novel elitism strategy is faster than the original
strategy. Compared with NSGA-II, the average operation time of the improved NSGA-
II is reduced by 18.3% on ZDT1, 16.5% on ZDT2, 11.2% on ZDT3 and 39.6% on
ZDT4. Therefore, the proposed elitist strategy can effectively speed up the running time
by reducing unnecessary calculations.

Comparison of Other Algorithms. Traditional NSGA-II and MOPSO [13] are used
to compare with the improved NSGA-II. The Pareto optimal fronts we get by using
above algorithms are listed in Figs. 2, 3, 4 and 5.

Table 3. Comparison of running time

Test functions Algorithms T/s

ZDT1 Traditional NSGA-II 21.157
NSGA-II with improved elitist 17.284

ZDT2 Traditional NSGA-II 20.334
NSGA-II with improved elitist 16.978

ZDT3 Traditional NSGA-II 52.642
NSGA-II with improved elitist 46.732

ZDT4 Traditional NSGA-II 30.980
NSGA-II with improved elitist 18.702

Fig. 2. The Pareto solutions of ZDT1

Fig. 3. The Pareto solutions of ZDT2
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It can be seen from Figs. 2, 3, 4 and 5 that NSGA-II has a better performance on
diversity and distribution in solving four test functions. The Pareto solutions obtained
by NSGA-II and MOPSO are very uneven, especially in ZDT1 and ZDT4. The con-
vergence of the solutions obtained by MOPSO is almost the same as that of improved
NSGA-II, but NSGA-II has poor convergence in ZDT1 and ZDT4. In order to quantify
the comparison results, Table 4 presents three indices obtained by these three algo-
rithms in test functions.

Fig. 4. The Pareto solutions of ZDT3

Fig. 5. The Pareto solutions of ZDT4
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As can be seen from Table 4 that the improved NSGA-II has a better performance
in GD and D on ZDT1 and ZDT3 than the other algorithms, and improved NSGA-II is
the fastest of all comparison algorithms. Although the GD and D on ZDT4 is slightly
inferior to MOPSO, it is better than NSGA-II. Compared with NSGA-II, the improved
NSGA-II algorithm has a 15.4% decrease in GD index, a 12.1% decrease in D index
and a 21.4% decrease in running time in all test functions. Therefore, the test results
demonstrate the superiority of the improved strategy.

3 The Application of NSGA-II

3.1 Model of Charge Planning

Problem Description. The main task of steelmaking is to convert the molten steel
from the ironmaking plant into molten iron. The charge is the basic unit of smelting a
furnace steel [14]. The size of the furnace determines the weight of each heat, generally
in tens to hundreds of tons. An effective charge plan can increase production efficiency,
reduce the cost of steel companies, and maximize production capacity.
Charge plan is a typical Multiple Knapsack Problem (MKP) [15], as shown in Fig. 4.
Different orders differ in steel grades, specifications and delivery dates, only combine
these orders with the same or similar indicators can meet the demands of mass pro-
duction in steel industry (Fig. 6).

Table 4. Comparison of test results

Test functions Algorithms GD D T/s

ZDT1 MOPSO 0.0031 0.4289 25.524
NSGA-II 0.0026 0.3633 21.157
Improved NSGA-II 0.0025 0.3346 17.284

ZDT2 MOPSO 0.0024 0.3167 31.528
NSGA-II 0.0026 0.3812 20.334
Improved NSGA-II 0.0023 0.3304 16.978

ZDT3 MOPSO 0.0042 0.5996 68.527
NSGA-II 0.0050 0.5634 52.642
Improved NSGA-II 0.0037 0.5397 46.732

ZDT4 MOPSO 0.0167 0.3308 42.672
NSGA-II 0.0378 0.6256 30.980
Improved NSGA-II 0.0301 0.4835 18.702
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The following goals should be met:

• The difference in steel grade and width in the same charge is the smallest.
• Each slab is assigned to a single charge.
• The total number of charges is the smallest.
• Minimize Non-commissioned materials [16].

Constraints for charge planning:

• Slabs have the same steel grade.
• The thickness and width of the slab are the same.
• The total mass of the slab shall not exceed the maximum production capacity of the

steelmaking furnace and not less than 80% of the furnace capacity
• The delivery dates are similar

Model Establishment for Charge Plan. Assuming that the weight of a single slab is
less than the furnace capacity, the furnace capacity is constant, the number of slabs to
be planned is N, and it is arranged to be produced in m charges. The multi-objective
mathematical model of the charge plan is as follows:

Minimize slab steel grade differences in all charges:

Min F1 ¼
Xm

j¼1

XN

i¼1
C1
ijXij ð9Þ

Minimize slab width differences in all charges:

Min F2 ¼
Xm

j¼1

XN

i¼1
C2
ijXij ð10Þ

Charge1 Charge4

Slab1 Slab3Slab2 Slab13 Slab14 Slab15

Fig. 6. Equivalent diagram of furnace scheduling
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Minimize total remaining capacity:

Min F3 ¼ mU �
Xm

j¼1
Sj ð11Þ

Subject to:

Xm

j¼1
Xij ¼ 1; i 2 f1; 2; . . .Ng ð12Þ

Sj ¼
XN

i¼1
WiXij �U; j 2 f1; 2; . . .;mg ð13Þ

Xij 2 f0; 1g i ¼ 1; . . .;N j ¼ 1; . . .;N ð14Þ

Where:

C1
ij ¼

þ1 Steel grade of slab i and furnace j is different
K1 STi � STmax j

�� �� others

�
ð15Þ

C1
ij ¼

þ1 WDi �WDmax j

�� ��[ 100
K2 WDi �WDmax j

�� �� others

�
ð16Þ

The parameters in the above formulas are expressed as follows:

U Upper limit of furnace capacity;
Wi Weight of ith Slab;
Si Total weight of slab in the ith charge;
STi Steel grade of the ith slab;
WDi Width of the ith slab;
C1
ij i

th slab merged into the jth charge steel grade cost factor;

C2
ij i

th slab merged into the jth charge steel width cost factor;
K1 Steel grade difference penalty coefficient;
K2 Width difference penalty coefficient;
STmax j The highest steel grade quantitative index of slab in the jth charge;
WDmax j The max width of slab in the jth charge;

Xij ¼ 1 merge ith slab into jth charge
0 others

�

Constraint (4) means that each slab can be uniquely grouped into the charge plan;
Constraint (6) means that the total slab weight of each charge cannot exceed the
maximum furnace capacity; Constraint (7) is the decision variable range of values.

3.2 Case Analysis

The actual production data of a steel company in the literature [17] is used to test the
practicality of improved NSGA-II. Randomly select 15 slab orders, and the parameters
are set as follows.
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The furnace capacity is 100 ton; the penalty coefficients K1 and K2 are 20 /t, 10
/m2 � t, respectively; the population size is set to 50; the generation is 200; the

crossover probability is 80%; the mutation probability is 0.1%.
In the MATLAB 2016 environment, running 200 generations. One of the running

results as follows.

From the Fig. 7, it can be seen that three solutions are obtained in one run which
have a good distribution in the function space. In order to illustrate the difference
between the solutions clearly, Table 4 presents the cost of each plans under different
goals. The obtained plans are presented in Table 5.

Fig. 7. Spatial distribution map of optimal solution

Table 5. Cost of each scheme

Schemes Steel grade cost ( ) Width cost ( ) Non-commissioned materials (ton)

1 457.49 620.00 2.50
2 460.78 320.00 2.50
3 550.84 320.00 0

Table 6. Result of charge scheduling

Schemes Charge 1 Charge 2 Charge 3 Charge 4

1 (9,10,11) (1,7,12,14) (5,8,13,15) (2,3,4,6)
2 (2,5,6,7) (9,10,11) (1,3,4,12) (13,14,15)
3 (2,9,13) (4,8,11,12) (3,10,14,15) (1,5,6,13)
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It can be seen from Table 4 that the values of the individual objective functions of a
scheme fluctuate within a certain range. The results demonstrate the plans obtained by
improved NSGA-II have diversity and practicality. Decision makers can select the most
suitable scheme from Table 5 according to actual situations.

At the end of the experiment, the traditional NSGA-II is used to solve the model,
although the results are the same as the improved NSGA-II, the main difference is in
the running speed. Table 6 presents the average running time after ten runs with
NSGA-II and NSGA respectively.

It can be seen from Table 6 that improved NSGA-II reduces operation time by
28%. Therefore, the improved algorithm can effectively enhance the efficiency of
charge planning (Table 7).

4 Conclusions

In this paper, the improvement on the original NSGA-II is illustrated in details, by
introducing the developed mix crossover operator and an adaptive DE mutation
operator enlarges the search range of the original algorithm, the experimental results
prove that the improved NSGA-II is better than original NSGA-II in distribution
uniformity and convergence of population, and the novel elitist strategy is helpful to
enhance the speed of operation. Therefore, this proposed algorithm has certain supe-
riority by comparison with original algorithm.

In the end, the simulation results of charge plan are diverse and satisfy the actual
situation, demonstrate the practicability of the improved NSGA-II.
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