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Preface

The China Conference on Wireless Sensor Networks (CWSN) is the annual conference
of CCF on Internet of Things (IoT). As a leading conference in the field of IoT, CWSN
is the premier forum for IoT researchers and practitioners from academia, industry, and
government in China to share their ideas, research results, and experiences, which
highly promotes research and technical innovation in these fields domestically and
internationally.

CWSN 2019 provided an academic exchange, research, and development forum for
IoT researchers, developers, enterprises, and users to exchange ideas and experiences in
IoT research and application. The conference also explored key challenges facing IoT
research and application and research hotspots. As a high-level forum for the design,
implementation, and application of IoT, CWSN 2019 aimed to promote the exchange
and application of IoT theory and technology. Top experts at home and abroad pre-
sented special reports, and IoT-related companies showcased their latest technologies.

This year, CWSN received 158 submissions. After a thorough reviewing process, 31
English papers and 65 Chinese papers were selected for presentation as full papers. The
high-quality program would not have been possible without the authors who chose
CWSN 2019 as a venue for their publications. We are also very grateful to the members
of the Program Committee and Organizing Committee, who put a tremendous amount
of effort into soliciting and selecting research papers with a balance of high quality,
new ideas, and new applications.

We hope that you enjoy reading and benefit from the proceedings of CWSN 2019.

October 2019 Songtao Guo
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Improving the Scalability of LoRa
Networks Through Dynamical Parameter

Set Selection

Qingsong Cai and Jia Lin(B)

School of Computer and Information Engineering,
Beijing Technology and Business University, Beijing 100048, China

lemonlinjia@126.com

Abstract. LoRa technology has emerged as an interesting solution for
Low Power Wide Area applications. To support a massive amount of
devices in large-scale networks, it is necessary to design an appropri-
ate parameter allocation scheme for device. LoRa devices provide high
flexibility in choosing settings of communication parameters (includ-
ing spreading factors, bandwidth, coding rate, transmission power, etc),
which results in there are over 6000 settings for choosing. However, the
existing methods mainly focus on the same parameter setting for net-
work deployment. To this aim, the impact of different parameter selec-
tions on communication performance is analyzed first. Then, channel
collision and link budget model are established and implemented in the
NS3 simulator. A dynamic parameter selection method based on orthogo-
nal genetic algorithm (OGA) is introduced to solve the model, ultimately
according to link budget, each device selects its parameter setting, which
minimized collision probability. Finally, simulation results show that the
OGA algorithm proposed in this paper can improve the packet delivery
rate by 30%. Knowing different packet sizes have an impact on net-
work performance, the experiment also evaluated the impact of different
packet sizes on network transmission reliability under different param-
eter setting methods, the introduced OGA has significantly improved
adaptability and scalability of the network in the case of high payloads.

Keywords: Internet of things · LoRa · Low power wide-area
network · Orthogonal genetic algorithm · Parameter combination

1 Introduction

With the continuous development of IoT, its application domains are increasing,
and the number of device deployment is exploding. According to forecasts, the
number of connected IoT devices will continue to grow at a rate of 32% per year
and it is estimated that there will be 500 billion devices connected with wire-
less communication by 2022 [1]. Compared with the Internet, some emerging IoT
applications require merely less memory, bandwidth and processing ability of the

c© Springer Nature Singapore Pte Ltd. 2019
S. Guo et al. (Eds.): CWSN 2019, CCIS 1101, pp. 3–18, 2019.
https://doi.org/10.1007/978-981-15-1785-3_1
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device to efficiently complete their work [2,3]. Traditional cellular networks and
related technologies have been unable to satisfy the demands for “less of every-
thing” in terms of network capacity, communication range, energy consumption
and cost. Aiming at solving this issue, LPWAN, a very attractive and promising
communication technology, is utilized to carry out the long-range communica-
tion with a large number of devices. And it is gradually applied on the smart
home, metering application and other application fields [4–6]. LPWAN has the
advantage on offering long-range connectivity for low power and low rate end
devices. Therefore, it is suitable for those applications that are delay-tolerant,
only need low data rates and typically require low power consumption. Recently,
small payload packets with low amount of data have been garnered widespread
attention in the IoT industry [7]. For example, for smart meters, each device is
only required to transmit a packet per day. Other similar applications merely
need transmit small amounts of discrete packet such as temperature and humid-
ity. Such applications regularly use low-cost and low-consumption processors.
When using LPWAN technology to transmit packets, the device can operate for
several years with only one battery.

As an emerging LPWAN technology, LoRa has attracted much attention not
only for its low power consumption and low deployment cost, but also for transfer
of messages over a long-range. LoRa is a physical layer technique. Its MAC layer
solution is regarded as LoRaWAN [8]. To keep the system free of complex routing
protocols, LoRa technologies often rely on star topologies, in which end devices
communicate directly with gateways in a single hop [9]. In order to achieve the
scalability of LoRa network, LoRa technologies are required to provide connec-
tivity for a massive number of IoT devices. And a large number of parameter
settings will be generated from massive IoT devices which need to meet dif-
ferent IoT applications with varying communication patterns. LoRa provides a
range of communication parameter settings, including Spreading Factor (SF),
Bandwidth (BW), Code Rate (CR), Transmission Power (TP) and Packet Size
(PS) [10]. Many combination settings are orthogonal and keep communications
from simultaneous collision, it has to be noted that using the same parameters
increases the probability of collision. A packet can have significant variations in
ToA (Time on Air) depending on the selected setting. For example, a 20 bytes
packet can vary between 7 ms and 2.2 s. For this reasons it is indispensable in a
LoRa network that end devices with battery-powered make good transmission
parameter choices.

In view of the above problems, some researches have proposed SF adaptive
optimization strategy [8,11,12], which can effectively improve the fairness of
Packet Error Rate (PER) in LoRa network. However, this method does not take
into account the full spectrum of parameters governing such as BW, CR, TP
and PS on scalability of LoRa networks. Considering the shortcomings of existing
methods, in this paper, a model of channel collision and link budget for single-
gateway LoRa network is established and implemented in NS3 simulator. By
solving the model, the parameter combination with minimum collision probabil-
ity obtained. Algorithm for solving multi-objective combinatorial problems with
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exhaustion method, genetic algorithm, simulated annealing algorithm. Consider-
ing that the end device is battery powered, the exhaustive method consumes too
long time and is not suitable for this scenario. Simulated annealing algorithm
is a random algorithm with slow convergence speed and cannot find the global
optimal solution. The Genetic Algorithm (GA) processes the individual chromo-
somes encoded by the parameter set and can simultaneously process multiple
individuals in the population. However, the core operation-crossover operator of
the traditional GA is random in factor segmentation. The search has a certain
blindness to some extent, which reduces the search efficiency of the algorithm.
Therefore, the orthogonal design method is utilized to design crossover opera-
tor, and as a result, crossover operator self-adaptive to adjust the location for
dividing the parents into several sub-vectors, so as to generate the population
of genetic algorithm. In order to achieve a higher user experience quality at a
lower power consumption, by using the dynamic parameter selection method
based on orthogonal genetic algorithm (OGA), the communication device can
independently select SF, BW, CR, TP and other parameters. In summary, the
main work of this paper includes:

• First of all by experiment, a study of the impact of the LoRa transmission
parameters SF, BW, CR, TP and PS on communication performance is ana-
lyzed;

• A channel collision and link budget model are established for single-gateway
LoRa network and implemented in NS3 simulator. An OGA-based dynamic
parameter selection algorithm is proposed. By using the cross-combination
dynamic selection of parameters, the collision probability is minimized;

• By simulating 10,000 end devices with the same PS, PDR was 30% better
than the static deployment. Knowing different packet sizes have an impact on
network performance, the experiment evaluated the impact of different PS on
network transmission reliability under different parameter setting methods.

2 Related Work

To optimize the performance of LoRa, many work mainly focus on how to allo-
cate the wireless resources effectively. Author Peng et al. [11] at SIGCOMM
2018 proposed PLoRa, an ambient backscatter design that enables long-range
wireless connectivity for battery less IoT devices, but the author points out in
the study that the limitation of PLoRa design is that only encoding a data rate
(determined by SF, BW and CR). There are also many other works studied
on performance improvements of network-related parameters. To sum up, the
research on LoRa parameter configuration can be divided into two categories:

The first category is the static deployment method which refers to a setting
where all end devices employ the same parameter. Martin et al. [9] adopted three
static parameter settings for network communication, those are SN1, SN2, SN3.
SN1, which is the longest ToA setting, SN2 is the shortest ToA setting, and SN3
is the default setting. These parameter settings are applied to evaluate the scal-
ability of the LoRa network for the established link model. Thiemo et al. solved
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the problem of interference caused by deploying multiple independent LoRa net-
works in close proximity [12]. All experiments have the same parameter setting
SN1 and SN3. SN3 is similar to SN1 except for a lower CR which reduces the
ToA and leads to fewer collisions. A stronger CR is very energy-costly as packets
contain redundant information, however, better communication performance can
be achieved in areas with burst interference. It is possible to conclude that with
the increase number of end devices, static parameter deployment cannot make
the LoRa scaled well. Therefore, the dynamic configuration and autonomous
selection of LoRa parameters are of great significance for reducing energy con-
sumption of end device and improving network scalability.

The second category is the dynamic deployment method. Martin et al. [9]
evaluated the impact of dynamic communication parameter selection on PDR.
Three settings SN3, SN4, and SN5 are compared. SN3 is the same as the exper-
iment in static deployment as a comparative experiment. In the case of SN4, set
BW, SF, and CR to minimize ToA (with a constant TP = 14 dBm), SN5 sets
the first ToA determined by BW, SF, CR and minimizes the selection of the TP.
Dynamic parameter settings have significant improvements over static setting
implementation in LoRa. But it has to be considered that this achievement is
not practical and relies on quite optimistic assumptions. First, the minimum ToA
setting has the lowest CR, which fail to provide sufficient protection. Second, due
to environmental changes, it is necessary to re-evaluate selected settings from
time to time and requires implementation of complex protocols to facilitate set-
tings in the LoRa network. EXPLoRa heuristic method [13] aims to effectively
allocate SFs between end devices, and proposes two SF allocation methods,
EXP-SF and EXP-AT. EXP-SF distributed SFs equally among N nodes based
on RSSI, EXPLoRa-AT is a more sophisticated method of transmitting data
packets across SF channels by equalized ToAs. The two aforementioned meth-
ods use same BW, CR and TP, which leads to a higher overall data rate than
in reality. Martin et al. [14] developed a link probing regime which enables us to
quickly determine transmission parameter selection with lower energy consump-
tion, but they did not evaluate the impact of different parameters on network
scalability. Adelantado et al. [15] reported the characteristics and limits of LoRa
according to the relationship between duty cycle and throughput of different PS.
Taoufik et al. [16] pointed out that the consumed energy changes with different
LoRa parameters such as SF, CR, BW, TP and PS. Optimizing these parame-
ters are of great importance for both reducing sensor energy consumption and
network scalability.

Although there have been studies on SF dynamic allocation, this category is
still classified as static deployment in our study because other parameters such
as BW, CR and TP are indeed fixed.
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3 Overview of LoRa

3.1 LoRa Physical Layer Parameter

LoRa uses the CSS modulation combined with the Forward Error Correction
(FEC) to maintain low power and long communication range [17]. LoRa key
properties are: long-range, high robustness, multipath resistance, Doppler resis-
tance and low power [18]. A typical LoRa device provides several main modula-
tion parameters SF, BW, CR and TP. Theses parameters influence the effective
bit-rate of the modulation, its resistance to interference noise and ease of decod-
ing. LoRa’s communication performance can be tuned by varying the selection
of these parameter settings and the LoRa network scalability is determined by
this key factors. BW is the width of frequencies in the transmission band. The
higher is the BW, the shorter is the ToA and the lower is the sensitivity. SF
is the number of bits encoded into each symbol, namely the ratio of chip rate
to symbol rate. Each increase in SF allows a longer communication range, but
doubles ToA and ultimately energy consumption. CR is the FEC code rate used
by LoRa modem to protect from a burst of interference. Depending on the CR
selected, additional robustness can be obtained with interference. A higher CR
offers more protection, but increases ToA. A high TP will result in a higher
RSSI, increasing the range of communication while allowing a lower PER. Max-
imum PS for a LoRa network is 255 bytes. In our testing, the packet sizes were
configured as: 10 bytes, 20 bytes, 30 bytes, 40 bytes, 60 bytes, 80 bytes.

3.2 The Effect of Different Parameter

Each data rate, through the combination of SF, BW, CR and PS, experiences
different ToA, thus different collision probability. Following these considerations,
we analyzed the effects of different parameters on ToA and energy consumption
through experiments. Figure 1 shows the comparison between ToA and energy
consumption with different parameters. It can be seen from the figure that the
ToA of data packets varies significantly with different communication parameter
selections. For example, the ToA of packets of 20 bytes with different parame-
ters varies between 7 ms–2 s. Therefore, the dynamic selection of communication
parameters has a significant impact on the scalability of LoRa network deploy-
ment.

4 System Modeling

In order to study the influence of communication parameters on LoRa network
performance, in this section, we describe system model that are used in the
paper.
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Fig. 1. Effect of different parameter on ToA and Energy.

4.1 Channel Collision Model

The LoRaWAN physical layer supports adjustable SFs, SFs ∈ [7, 12] and spread
spectrum signals with different SFs have good orthogonality and can transmit
in the same channel simultaneous without interference [19]. As shown in Fig. 2,
in LoRaWAN, it is assumed that the available SFs are SF9 and SF11, and the
following three cases are transmitted in the channel. In case 1, on account of
two SFs 11 arrive at different channels simultaneously, they can be successfully
received and decoded. In the case 2, SF9 and SF11 are in the same channel,
and due to their orthogonality, collisions can be avoided. In the case 3, the
same SF9 arrives at the same channel simultaneously, causing a collision to
occur. When there are multiple SFs transmitting on the channel, two collide
occur: Two packets with same SF arriving at the same channel simultaneous
cause a collision, thus causing data packet loss. Collisions with the same SF: the
probability of at least one collision with the same SF using the random access
formula, as shown in Eq. (1):

Pcoll,sf = 1 − e−2Gsf (1)

where Gsf is the amount of packets generated during the transmission of one
packet with SF.

The transmission time of a packet Tsf in LoRa is given by Eq. (2)

Tsf =
L
Rb

(2)

Rb is bit-rate that can be expressed as:

Rb = SF × BW

2SF
× CR (3)
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Fig. 2. Multiple access under the orthogonal SF.

the amount of traffic generated per unit of time λ is given by

λ =
N

Ti
(4)

Ti the average packet inter arrival time per end device. The amount of traffic
Gsf generated during the transmission of one packet using SF is

Gsf = λ∂sfTsf (5)

where ∂sf is the fraction of devices using the same SF. Finally, the probability
of collision can be expressed as

Pcoll,sf = 1 − e−2[ 2
sf

sf
L

BW×cr ∂sfλ] (6)

The probability of packet collision during transmission is closely related to the
combination of these parameters and ∂sf , which is the variable used to optimize
the PDR. Therefore, the channel collision model is established as the objective
function to improve PDR by dynamically selecting the combination of parame-
ters, so as to improve the reliable transmission of the network.

4.2 Link Budget Model

The solution to our problem is not merely to minimize the probability of colli-
sion, but also to increase the correct reception of the gateway. The gateway is
determining the reception depending on the receive sensitivity. These parameters
also have significant influence on the receive sensitivity [20]. The increase of BW
will reduce the sensitivity of the receiver, while the increase of SF will increase
the sensitivity of the receiver. The evaluation and analysis of link budget depend
on link parameters such as SNR and receive sensitivity, and receive sensitivity
is positively correlated with SNR. The SNR is calculated as follows:

SNR =
2sf × Prx

BW × NF × K × T
(7)

where Prx, NF , K and T are the received power, receiver architecture noise
figure, the Kelvin constant, the temperature respectively. The sensitivity can be
defined in the following equation:

SR(SF,BW ) = −174 + 10log10(BW ) + NF + SNR (8)
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Equation (8) depicts the Lpath expression, Thus, real path loss in LoRa can be
mathematically defined as:

Lpath =
Ptx

SR(SF,BW )
(9)

In wireless communication, the MCL is defined as the maximum link budget
allowed for each value of SF, BW and TP. To ensure correct signal demodulation,
Lpath must be smaller than MCL:

p =
{

1 MCL > Lpath

0 else
(10)

where MCL is determined based on the sensitivity of the gateway and TP used
by the end device as follows:

MCL = TP − SR(SF,BW ) (11)

4.3 Packet Delivery Rate

In this paper, we define reliability as the ratio of the packets successfully received
by the gateway to the total number of packets transmitted from the end device
over a period of time. The main evaluation metric used in the simulation to esti-
mate the performance is called packet delivery rate (PDR). The packets trans-
mitted from the end device fail to deliver if they could not satisfy the condition
mentioned in (10). The Lpath defined in (9) refers to the average statistical path
loss in the city environment. However, in real-life scenarios, path loss fluctuates
and exact path loss is hard to estimate. This happens because wireless commu-
nication is effected by several unpredictable factors [21–23] such as the blocking
of signals caused by large obstacles, fluctuation caused by weather conditions.
Therefore, in order to simulate the real scenario as much as possible, we need to
fully consider the impact of these parameters on communication.

5 Proposed Solution

In this section, we will explain in detail the proposed method. First, we specify
the feasibility of the proposed method. Following it, we describe the implemen-
tation process of the algorithm. With small data rate and resource limited LoRa
end device, configuration of optimal settings becomes challenging. Especially
when the number of end device is large, how to utilize an appropriate dynamic
selection algorithm becomes particularly important. For the LoRa parameter,
the set S= {SF, BW, CR, TP}, where SFs ∈ [7, 12] has 6 levels, BW = 125 kHz,
250 kHz and 500 kHz have 3 levels, CR = 4/5, 4/6, 4/7, 4/8 have 4 levels, and
there are 13 levels in TP ∈ [2, 14]. When N nodes are considered, the search space
for optimal parameter for each node is N6×4×3×13, this optimization problem
can easily be solved by GA. The advantage of GA is reflected in the extensiveness
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of the representation of the feasible solution. The object it deals with is not the
parameter itself, but the individual gene obtained by encoding the parameter set
and can simultaneously process multiple individuals in the population, which is
very suitable for parameter configuration in LoRa network.

5.1 OGA Dynamic Selection

Although GA has been successfully applied in many optimization problems.
However, a large number of studies have shown that traditional GA has many
shortcomings [25], such as premature convergence and poor local search ability.
Crossover operator imitates the natural process of chromosome gene recombina-
tion, and the core operation of GA. In the traditional way to carry out crossover
operation, the location of factor segmentation is randomly generated and the
search has certain blindness, which greatly reduces the search efficiency of the
algorithm. In order to solve this problem, this paper adopts OGA as a solution
to the problem, by integrating the orthogonal design into crossover operator, the
position of the segmentation of the individual factors of the parent generation
can be adjusted adaptively to generate the population of the GA. Among many
combination parameters of LoRa, the two parent individuals involved in the
crossover operation are: p1: (7, 125, 1, 2), p2:(8, 250, 2, 5). If the first and second
dimensions of p1 and p2 are denoted as factor 1, third and fourth are considered
as factor 2 respectively, the position of factor segmentation is shown in the dotted
line in the equation. In this way, the cross operation of p1 and p2 is transformed
into a two-factor, two-level experimental problem. Finally, orthogonal design is
arranged in orthogonal table to generate offspring population p1, as shown

{
p1 = (7, |125 , 1, 2)
p2 = (8, |250 , 2, 5) ⇒ p1 =

⎧⎪⎪⎨
⎪⎪⎩

(7, 125, 1, 2)
(7, 250, 2, 5)
(8, 125, 1, 2)
(8, 250, 2, 5)

(12)

After the three methods are utilized to segment the factors, eight descendant
individuals including two fathers are generated. In the multi-point crossover
operation, the cross combination method exists in various ways. As the num-
ber of intersections increases, the number of combination methods will increase
sharply, and the number of intersections and the position of the cross operation
are adaptively adjusted hence improve search efficiency. The specific method of
factor segmentation is shown in step 1 of the algorithm. In the N-dimensional
space, set Q parents involved in the recombination be p1, p2, . . . pQ. Each parent
involved in the recombination was regarded as a level of the orthogonal design,
namely the Q level. Then, each parent was divided into T groups, and each
group was considered as one factor. In this way, the recombination problem of Q
parent individuals is transformed into the orthogonal design problem of Q level
and T factor. The whole algorithm flow is as follows: (1) The Q parent individ-
uals involved in the recombination were considered as a level of the orthogonal
design, and the i-th level was denoted as βi, i ∈ {1, 2, 3, · · · Q} (2) The specific
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grouping method is: randomly generate T − 1 integers, that is k1, k2..., kT−1,
and satisfy the requirement that 1 < k1 < k2 < ... < kT−1 < N . Individual
X = (X1,X2 . . . , XN ) is divided into T parts, each of which represents a factor
of individual X. ⎧⎪⎪⎨

⎪⎪⎩

f1 = (x1, x2, · · · , xk1)
f2 = (xk1+1, xk1+2, · · · , xk2)
· · ·
fT =

(
xkT−1 , xkT−1+1, · · · , xN

) (13)

Therefore, the Q levels of the i-th factor can be expressed as
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

fi(1) =
(
βki−1+1,1

, βki−1+2,1
. . . , βk,1

)
fi(2) =

(
βki−1+1,2

, βki−1+2,2
. . . , βk,2

)
· · ·
fi(Q) =

(
βki−1+1,Q

, βki−1+2,Q
. . . , βk,Q

)
(14)

(3) Select orthogonal table and M descendants were generated according to the
orthogonal table ⎧⎪⎪⎨

⎪⎪⎩

(f1(b1,1), f2(b1,2), · · · fT (b1,T ))
(f1(b2,1), f2(b2,2), · · · fT (b2,T ))
· · ·
(f1(bM,1), f2(bM,2), · · · fT (bM,T ))

(15)

Algorithm 1. Dynamic selection algorithm
1: function OPTIMAL SETTING(Pcoll,sf )
2: Connection ← FALSE
3: Si, T = 0 initializes
4: Select and crossover in (13)(14)(15)
5: while ( doT > 30)
6: Si = {SF, BW, CR, TP}
7: Calculate Lpath givenPcoll,sf from (9)
8: while s in Si do
9: Calculate MCLs from (11)

10: if MCLs > Lpath then
11: Connection ← TRUE
12: if Pcoll,sf < 4% then
13: Si{opt} ← s
14: else
15: return NULL
16: return Si

The proposed OGA uses dynamic selection of optimal setting Si based on
estimated path loss, depending on the parameter combination with a mini-
mum probability of collision, as per (11). In this paper, each settings is a
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combination of independently varying SF, BW, CR and TP and thus is a
subset of S = {SF,BW,CR,TP}. At the beginning, the proposed method ini-
tializes Si by using orthogonal design method to generate the initial pop-
ulation S = (7, 125, 1, 2), (7, 500, 4, 11), (8, 250, 2, 5), (8, 500, 3, 14), (9, 500, 3, 8),
(9, 125, 2, 8), (10, 125, 4, 11), (10, 250, 1, 5), (11, 125, 3, 2), (11, 250, 4, 14), as it gen-
erate among all possible settings in LoRa transmission. Then set the maximum
iterations T = 30, the initial iteration T = 0. After generating the population, it
is first determined whether the number of iterations is reached. Random select
two parent individuals to perform three cross operations at different positions.
Calculate the fitness value (Lpath) of the candidate solution, that is, the process
of the above multi-point cross, hence generate the child generation population
t + 1. The probability of selection = individual fitness value/total fitness value.
The method then iterates over all possible setting and chooses the Si which
minimum collision possibility (fitness value) is within 4% for successful commu-
nication.

6 Evaluation and Results of Simulation Experiments

We used NS3 simulator to evaluate the scalability of LoRa networks. Since large-
scale network deployment would be prohibitively expensive, it is not feasible to
evaluate the scalability of such LoRa networks in real scenarios. For scalability,
we focus on the capacity of a single gateway. This section presents the numerical
results of the proposed method. We calculated PDR with respect to the total
number of devices ranging from 0 to 10,000. The parameters in the experimental
simulation are shown in Table 1.

Table 1. Parameters set.

Parameters Values

End device 0–10000

SF 7–11

BW 125 kHz, 250 kHz, 500 kHz

CR 4/5, 4/6, 4/7, 4/8

λ 60ms

PL 20B

6.1 The Impact of Parameter Selection

In this subsection, we first present the results of simulations with different SFs
as a function of the number of end devices (up to 5000). Figure 3 shows PDR
with different SFs from 7 to 12. We can see that PDR decreases when the
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number of end device increases. The SF7 has better PDR compared with the
others due to its short ToA but its range is reduced. Figure 4 shows the PDR
with different SFs and CR. We can conclude that the higher CR (4/8) experience
better PDR because it provide more protect. This means selection of parameters
has a significant impact on network performance.

Fig. 3. The impact of SF selection. Fig. 4. The impact of CR and SF selection.

6.2 End Device Distribution Assessment

We define the ratio of devices using SF i as ∂i. The motivation of our study is
to optimize the PDR in environments where a large number of devices can use
the same SF, thus the biased deployment must be considered. The optimized
distribution of end devices (∂7, ∂8, ∂9, ∂10, ∂11, ∂12) is (0.3, 0.1, 0.1, 0.2, 0.3, 0).
The sum of the devices allocated by all SF is the total number of devices in
the network. Although SF12 provides a larger coverage, it also increases the
probability of collision, so we neglect its allocation. The network is serviced by
a gateway located in the center of a circle with a radius of 8 km. The device
distribution is shown in the Fig. 5.

Fig. 5. End device distribution
without SF = 12.

Fig. 6. PER control parameter selection
within 4%.
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6.3 Scalability Analyses

Before assessing PDR, first analyzes the PER of TP and DR determined by
different SF, BW and CR, and the Fig. 6 of the DR value of 1 to 6. The SF, BW,
and CR corresponding to the DR are shown in Table 2, according to the basic
trend is rising with the increase of power, in the case of DR for 1 and 2, may be
affected by the power of saturated, the overall PER are relatively low. Figure 6
shows the parameter selection with the set fitness value controlled within 4%.

Table 2. SF, BW and CR corresponding to different DRs.

DR SF BW CR

1 11 125 kHz 4/6

2 10 250 kHz 4/5

3 9 125 kHz 4/8

4 8 500 kHz 4/5

5 7 125 kHz 4/7

6 7 250 kHz 4/5

100 200 300 400 500 600 700 800 900 1000
End Device

0

0.2

0.4

0.6

0.8

1
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R

LoRaAT LoRaTS OGA

Fig. 7. Compare with dynamic parameter settings of PDR under 1000 device.

Figure 7 shows the PDR of the dynamic parameter method LoRa-TS and
LoRa-AT under 1000 end device. With the increase number of end devices, the
proposed method of dynamic parameter selection has a significant improvement
on PDR. The Fig. 8 shows a comparison of PDRs for different dynamic methods
of up to 10,000 end devices. The method in NS3, for each end device, by dynam-
ically assigning the SF of lowest PER below a certain threshold and employed
same parameters such as BW, CR and TP, the PDR based on OGA method was
always high regardless of the number of end devices. In SN5, dynamic parameter
selection is used, the minimum ToA and minimum TP are selected each time.
When the number of end devices is less than 2000, there is no obvious difference
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in PDR, but when the number of end devices is large, the OGA method proposed
in this paper has obvious advantages, it is worth noting that above situations
all have the same PS with 20B.

The proposed OGA method also has some advantages in terms of PS. We
change the PS for end devices and measure the corresponding PDR. From the
Fig. 9, it can be seen that the PDR difference between different methods is not
obvious when the payload is smaller as the gateway is not saturated. As the
PS increases and the gateway becomes saturated, however, increasing the PS
decreases the capacity, as expected. Specially, for 200 devices, the PDRs achieved
for payload size of 80 are improved about 70%, which is quite significant.
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Fig. 8. Different dynamic param-
eter settings of PDR under 10000
device.
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Fig. 9. Different PS of the PDR with 200
devices.

7 Conclusions

In this paper, The OGA method is introduced to solve the established channel
collision and link budget model, which made the parameters of LoRa network
selected dynamically. By the above method, the minimized collision probabil-
ity parameter combination of which probability is 30% higher than the static
parameter could be obtained. It is verified that LoRa network can be well scale
by dynamic parameter selection. LoRa can support the deployment of a large
number of applications, such as smart meters, smart parking and street light-
ing. However, most support multiple applications over a single current network
deployment studies only support network simulation using a single IoT appli-
cation, and different IoT applications have different data requirements on the
amount of data to be transmitted and quality of service requirements. So our
next step is to study application’s data generation rate for different applications.
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Abstract. For the node deployment problem in three-dimensional heteroge-
neous sensor networks, the traditional virtual force method is prone to local
optimization and the parameters required for calculation are uncertain. A spatial
deployment algorithm for 3D mobile wireless sensor networks based on
weighted Voronoi diagram is proposed (TDWVADA) to solve the problem.
Based on the positions and weights of all nodes in the monitoring area, a three-
dimensional weighted Voronoi diagram is constructed. Next, the central position
of each node’s the Voronoi region is calculated and the position is regarded as
target position of the node movement. Each node moves from the original
position to the target position to complete one iteration. After multiple iterations,
each node is moved to the optimal deployment location and network coverage is
improved. In view of the initial centralized placement of sensor nodes, the
addition of virtual force factors is added to the TWDVDA algorithm. An
improved algorithm TDWVADA-I was proposed. The algorithm enables nodes
that are centrally placed to spread quickly and speeds up deployment. The
simulation results show that TDWVADA and TDWVADA-I effectively improve
the network coverage of the monitored area compared to the virtual force algo-
rithm and the unweighted Voronoi method. Compared with the virtual force
method, the coverage of TDWVADA has increased from 90.53% to 96.70%, and
the coverage of TDWVADA-I has increased from 81.12% to 96.56%. Compared
with the Voronoi diagram method, the coverage of TDWVADA has increased
from 85.01% to 96.70%, and the coverage of TDWVADA-I has increased from
80.82% to 96.56%. TDWVADA and TDWVADA-I also greatly reduce the
energy consumption of the network. Experimental results demonstrate the
effectiveness of the algorithms.
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1 Introduction

The Internet of Things (IOT) is one of the most important research fields in the current
information age. It has been widely used in all walks of life, such as smart home, smart
city, smart community and vehicle network in the transportation field. As the bottom
supporting part of the Internet of Things, wireless sensor networks (WSN) is one of the
key technologies of the Internet of Things. Three-dimensional wireless sensor networks
(3DWSNs) is a Wireless ad hoc network. It is composition by large number of micro-
sensors deployed in the 3D monitoring area to extract energy from batteries. Three-
dimensional wireless sensor networks have been successfully applied in many fields.
Aguirre et al. applied it to real-time monitoring of urban traffic environment [1]. Jia
et al. proposed an intelligent manhole cover management system based on edge
computing by using vibration identification of sensors and narrow-band communica-
tion technology of Internet of things [2]. Manju et al. worked alternately by setting
different nodes, and divided the priority of monitoring regions, increasing the priority
of key monitoring areas in order to extend the life cycle of wireless sensor networks
[3]. Fosalau et al. monitored natural disasters by deploying highly sensitive sensor
nodes to perceive the direction and distance of soil movement [4].

Many research achievements have been made on the 3D deployment of wireless
sensor network, Poduri et al. studied the feasibility of extending the existing 2D
solution to 3D [5]. Huang et al. proposed a k coverage algorithm for monitoring target
points, so that the target points are covered by at least k sensor nodes and improving the
monitoring quality of the network [6]. The node activity scheduling solution proposed
by Nauman et al. studied how to minimize the number of active nodes [7]. At the
beginning, sensor nodes were randomly deployed to the object region, and the nodes
that needed to be placed to the object location were allocated to the island activation
state, while other nodes were switched to the dormant state to extend the entire net-
work’s face cycle.

The autonomous deployment of 3D wireless sensor networks has also achieved a
lot. In literature [8], Li et al. proposed an autonomous deployment algorithm based on
Voronoi partitioning principle for the k coverage problem of 3D surface. Brown et al.
[9] studied the three-dimensional full space coverage of indoor wireless video sensor
network by using heuristic greedy algorithm and enhanced depth-first algorithm, and
obtained good experimental results. Temel, Akbarzadeh, Topcuoglu et al. [10–12] used
heuristic algorithms to solve the problem of maximizing the coverage of three-
dimensional terrain surfaces. Li et al. and Boufares et al. used virtual force strategy to
autonomously deploy 3D mobile wireless sensor networks, and each sensor node could
move in 3D target space according to the virtual force [13, 14]. Boufares et al.
autonomously deployed the 3D plane using the virtual force strategy and completed the
deployment of the 3D plane through the autonomous movement of nodes [15]. In
literature [16], Yang et al. For the first time put forward the method of using discrete
wavelet transform to detect the coverage cavities of 3D surface wireless sensor network
and completed the node deployment of 3D surface by improving the artificial bee
colony algorithm.
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Above all, most of the existing deployment algorithms are based on random or
deterministic strategies proposed for 3D static wireless sensor networks, some
researchers have also proposed the deployment of 3D wireless sensor networks using
virtual force method, but the virtual force may produce local optimality, leading to
overlapping coverage and covering holes. This paper proposes a weighted Voronoi
diagram method for autonomous deployment of 3D heterogeneous mobile sensor
networks to solve the above problems.

2 Environmental Assumptions

This paper focuses on the problem of node deployment in a bounded 3D region, which
can be abstracted as deployment in a cube region and regarded as a 3D target moni-
toring area. To ensure coverage and network connectivity in the monitoring area, the
following assumptions are made.

A1: the monitoring area of wireless sensor network is an ideal area without obstacles
and other adverse factors.
A2: the location information of each node in the wireless sensor network can be
obtained by the positioning system.
A3: the sensor node perception model adopts the traditional binary perception model
(0–1 perception model), that is, the probability of the node perceives the event within
the perception range is 1, whereas the probability is 0.
A4: In this paper, the Cartesian coordinate system is adopted, and the node adopts the
spherical model, with the node position as the center of the sphere. In the range of the
node as the center of the sphere, the node can sense the surrounding environment, and
the radius of the node is the center of the sphere. Within, nodes can communicate with
each other, and the node model is shown in Fig. 1. The communication between nodes
uses 5 g communication technology to realize long-distance communication and ensure
the connectivity of the wireless sensor network. In this paper, all nodes are set to have
the same parameters except for the perceived radius, which constitutes a three-
dimensional heterogeneous sensor network.

3 Deployment Algorithm

In this paper, a novel space self-deployment algorithm for heterogeneous wireless
sensor networks based on weighted Voronoi diagram is proposed, and an effective
improvement is proposed for node centralization placement, so that the algorithm can
adapt to different node placement situations. Both algorithms are described in detail in
the following.

3.1 Voronoi Partitioning Algorithm

Voronoi diagram is a basic data structure about space partition. It uses Euclidean
distance as a metric to divide the two-dimensional plane region or three-dimensional
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space region. A Voronoi diagram of a three-dimensional point set is a spatial division
of the point set. Each node after the division corresponds to a only polyhedral Voronoi
region, which is the region closest to the node. The regions are seamlessly joined
together without overlap to cover the three-dimensional space determined by the whole
point set. As shown in Fig. 2, black is the node and red is the vertex of the Voronoi
region polyhedron corresponding to the node.

3.2 Space Deployment Based on Weighted Voronoi Diagram Algorithm
(TDWVADA)

According to the weights of each node, TDWVADA constructs a three-dimensional
weighted Voronoi diagram in three-dimensional space to obtain the set of polyhedral
vertices corresponding to each node, as shown in Fig. 2. The only polyhedron corre-
sponding to node c is the enclosed polyhedron fv1; v2; v3; v4; v5; v6; v7; v8; v9; v10g. The
center of the polyhedron is taken as the target position of the moving node, so that the
position of the node can be constantly updated, and the node can be deployed in
the whole three-dimensional space, and the coverage of the whole monitoring area can
be improved. Suppose the location set of all nodes is C¼fC1;C2; . . .;Cng, the set of
perceived radius of nodes is Rs ¼ fRs1 ;Rs2 ; . . .Rsng, the set of polyhedral corre-
sponding to each node in the weighted Voronoi diagram is V ¼ fV1;V2; . . .Vng, the
center set of polyhedron corresponding to each node is C0¼fC0

1;C
0
2; . . .;C

0
ng, the

weight set of nodes is W¼fw1;w2; . . .;wng, and the volume of the monitoring area is
A. The weight of the current node Ci is w1, the perceived radius is Rsi , the vertex set of
the corresponding polyhedron is Vi ¼ v1; v2; . . .; vkf g, and the polyhedron center is C0

i .
The weight of the node and the calculation formula of the polyhedron center are shown
in formulas (1) and (2).

wi ¼
ffiffiffiffiffiffiffiffiffiffi
3n2A
4p

3

r
� RsiPn

j¼1
Rsj

ð1Þ

Fig. 1. Node model Fig. 2. Three-dimensional Voronoi diagram
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Where ðxC0
i
; yC0

i
; zC0

i
Þ is the coordinate of C0

i , ðxvj ; yvj ; zvjÞ is the vertex coordinate of

the polygon. The calculation formula of displacement vector of nodes MVi

!
is shown in

formula (3):

Mvi

! ¼ C
0
i � Ci ð3Þ

The specific description of TDWVADA algorithm is as follows1:

Input: Sensor nodes location C; Monitoring area volume A; Sensing radius of
sensor nodes Rs; The maximum number of iterations Maxloop
Output: Sensor nodes final location C’

/*         Initialization          */
1  Set Maxloop
2  Randomly set sensor node initial position set C
3  Set monitoring area volume A
4  Set sensing radius of sensor nodes Rs
5  Set n = 0
6  Compute W
/*             Main Loop            */
7  while n < maxloop do
8      V ← WVoronoi(C, W, A, Rs
/* Construct a three-dimensional weighted Voronoi diagram */

9      for i=1 to Length(V) do
10         Compute Ci’
11         ← Ci’- Ci

12         Add Ci’ to C’
13         Add to Mv

14     End for
15     C ← C’
16 End while

3.3 An Improved Algorithm for Nodes Set Placement (TDWVADA-I)

In the case of node centralization positioned, TDWVADA will cause local optimization
and the deployment task of nodes cannot be completed well. An improved TDWVADA-
I algorithm is proposed on the basis of TDWVADA so that centrally-placed nodes can

1 In this paper, the generation algorithm of three-dimensional weighted Voronoi graph adopts the
generation algorithm in the Voro++ library.
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disperse rapidly. TDWVADA -I based on TDWVADA combines the principle of virtual
force algorithm, that is between the various nodes and between nodes and border joined
the virtual repulsion, virtual boundary will generate virtual repulsion to the nodes near
the border, prevent nodes move beyond the monitoring area, and the same time each
node will also be produced by the neighbor node repulsive action, whether there is
virtual repulsion between nodes is determined according to the distance between nodes.
The boundary of the monitored area generates virtual repulsive force or no virtual force
according to the distance from the current node Ci. The nodes move under the action of
virtual resultant force and Voronoi diagram so that the concentrated nodes can disperse.

Define the set of neighbor nodes of node Ci as Cn= {Cj|D(Ci,Cj) < Dth}, where D
(Ci,Cj) is the Euclidean distance calculation formula of node Ci and node Cj, as shown
in formula (4), Dth is the range of repulsive forces generated between nodes, and the
value of Dth in this paper is ðRsi þRsjÞ.

D Ci;Cj
� � ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xCj � xCi

� �2 þ yCj � yCi

� �2 þ zCj � zCi

� �2q
ð4Þ

The calculation formula of virtual repulsive force generated by neighbor nodes of
node Ci on node Ci is shown in formula (5):

~Fði;jÞ ¼
k

Dk
Ci ;Cjð Þ

;�~a i;jð Þ

 !
; 0\D Ci;Cj

� �
\Dth

~1; D Ci;Cj
� � ¼ 0

~0; other

8>>><
>>>:

ð5Þ

Where k, k is the repulsive force coefficient,~a i;jð Þ is the unit vector, represents the
direction from the node Ci to the neighbor node Cj 2 Cn, Dth is the critical point
generated by the virtual repulsive force, and the value Dth in this paper is ðRsi þRsjÞ.
The virtual resultant force of neighbor node Ci is shown in formula (6) :

~Fir ¼
X
Cj2Cn

~Fði;jÞ ð6Þ

Where~Fir is the resultant of the repulsive force on node Ci,Cj is the neighbor node of
node Ci,~Fði;jÞ is the virtual repulsive force on node Ci, and Cn is the set of neighbor nodes
of node Ci. Node Ci is not only affected by the virtual repulsion of neighbor nodes, but
also by the virtual repulsion from the boundary of the monitoring area, the virtual
repulsion of the boundary to the node ensures that the node will not be deployed outside
the monitoring area. The calculation of virtual repulsive force of each boundary on the
nodeCi is shown in formula (7)–(9). In formula (7)–(9), Lx andHx are the boundary plane
in the direction of X axis, Ly and Hy are the boundary plane in the direction of Y axis, Lz
andHz are the boundary plane in the direction of Z axis, and dth are the critical distance to
generate virtual repulsive force in the boundary plane. In this paper, the value is Rsi , a

! is
the unit vector, and represents the direction from the node to the boundary plane.
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� �
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0
!
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8>>>>><
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k
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k
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k
ðzCi�LzÞk ;�~a i;Lzð Þ

� �
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k
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!
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The resultant of virtual repulsive force ~FiXYZ of all boundaries on node Ci is cal-
culated by formula (10):

FiXYZ

! ¼ FiX

! þ FiY

! þ FiZ

! ð10Þ

The resultant of all repulsive forces on the node Ci is the total resultant of the
resultant force on the node and the resultant force on the node on the boundary. The
calculation formula is shown in formula (11), and the calculation of the movement
vector of the node under the action of virtual force is shown in formula (12).

Fi

! ¼ ~Fir þ~FiXYZ ð11Þ

MFi

! ¼ kFi

! ð12Þ

k is the moving coefficient in formula (12). Then, the resultant displacement vector

of the current node Ci is calculated according to the MVi

!
sum in formula (2) and MFi

!
in

formula (12). The calculation method is shown in formula (13). The resultant dis-
placement vector determines the moving distance and direction of the node.

Mi

! ¼ lMFi

! þ MVi

! ð13Þ

l in the formula (13) is to adjust the coefficient of the influence of the virtual force
moving vector on the whole moving vector, due to the method of weighted Voronoi
diagram is not ideal for the deployment of centrally placed nodes, but the deployment
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effect after the nodes are dispersed is better than the virtual force method, so by
constantly adjusting the movement vector of the virtual force changes the impact on the
moving vector of virtual force, this enables the node deployment to achieve an ideal
effect, in this article, calculation formula of l is as shown in formula (14):

l ¼ de�i ð14Þ

In Eq. (14), the value of d is less than 1, and the value of e is greater than 1, The
two parameters determine the value l together.

The specific description of TDWVADA-I algorithm is as follows:
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The Voronoi diagram of 3D point set has the worst algorithm complexity of O(n2).
Assuming that the number of iterations of the algorithm in this paper is m, the time
complexity of the algorithm TDWVADA is O(mn2). The time complexity of virtual
force algorithm the maximum is O(n2), generally less than O(n2), so the time com-
plexity of TDWVADA-I algorithm the least is O((m + 1)n2).

4 Simulation and Analysis

4.1 Simulation

This experiment adopts Python2.7 simulation experiment platform, monitoring area set
to 50 m * 50 m * 50 m of the three-dimensional space, the node’s perception radius Rs

is a random integer between 3 to 8 m, the number of nodes deployed in monitoring area
is 300, the initial node of algorithm TDWVADA random distribution in the whole
monitoring area, the initial node of algorithm TDWVADA -I random distribution in the
center of the monitoring area of 10 m *10 m * 10 m, that is the values of x, y, z is in
the areas of 20 to 30. The specific parameters are shown in Table 1.

The deployment of algorithm TDWVADA and algorithm TDWVADA-I are shown
in Figs. 3 and 4, respectively showing the distribution of nodes in the initial state, three
iterations and 50 iterations.

Table 1. Parameter values table

Parameters Values

Area size A 50 m * 50 m * 50 m
Nodal number n 300
Random deployment area [(0,50), (0,50), (0,50)]
Centralized deployment area [(20,30), (20,30), (20,30)]
d 0.9
e 2
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4.2 Results Analysis

In wireless sensor networks, the main indicators to evaluate the performance of the
algorithm are as follows: (1) coverage rate: one of the important indicators to evaluate
the performance of the sensor network, which reflects the comprehensive monitoring
ability of the sensor network to the monitored objects; (2) rate of convergence: refers to
the time required for the coverage rate to reach a relatively stable state in the whole

(a) Initial deployment (b) 3 iterations (c) 50 iterations

Fig. 3. TDWVADA deployment

(a) Initial deployment (b) 3 iterations (c) 50 iterations

Fig. 4. TDWVADA-I deployment
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deployment process. The smaller the time is, the faster the rate of convergence will be
and the better the performance will be. (3) energy consumption: energy consumption
can directly affect the service life of wireless sensor network. In this paper, the average
moving distance of nodes is used to reflect energy consumption. If the average moving
distance of wireless sensor network is lower during deployment, the energy con-
sumption of the network will be lower.

Table 2 compares the coverage rate, the time spent and the average movement
distance of each node when the algorithm (VFA) based on virtual force, the algorithm
(Voronoi) based on Voronoi diagram and the algorithm combined with virtual force
(Voronoi+VFA), TDWVADA and TDWVADA-I first iterated for 50 times under
different initial conditions. It can be seen from Table 2 that the coverage rate of
TDWVADA and TDWVADA-I in the case of initial random deployment nodes is
much higher than that of other algorithms. The time consumed by VFA is 7 times
bigger than that of TDWVADA, 3.5 times bigger than that of TDWVADA-I, and the
average moving distance is 12 times bigger than that of TDWVADA and 7 times
bigger than that of TDWVADA-I. Compared with TDWVADA-I, TDWVADA has
more advantages in time spent and moving distance. In the case of initial centralized
deployment, the coverage rate of TDWVADA-I reaches 96.65%, which is much higher
than other algorithms. Compared with VFA algorithm, in terms of the time consumed
by the algorithm and the moving distance, it also has a great improvement. For the
unweighted Voronoi diagram method, the Voronoi region for all the nodes what will
eventually occur is not very different in size, but this area cannot be completely covered
for the nodes with a small perceptual range, it will cause cover hole. To the nodes with
a larger perceptual range, the node will have a large coverage beyond the Voronoi
region of the node, overlapping, and can’t do deployment task well. For the VFA
method, due to the interaction force between nodes, all nodes will be concentrated in
one area, resulting in the overlapping of coverage in this area. At the same time, for
some areas close to the boundary, the coverage hole will appear and the deployment
task cannot be well completed.

Table 2. Algorithm comparison

Method of
deployment

Algorithm Coverage Time
cost (s)

Average moving
distance (m)

Initial random
deployment

VFA 90.53% 22.298 156.29
Voronoi 85.01% 3.285 5.717
Voronoi+VFA 85.33% 6.181 18.27
TDWVADA 96.70% 3.230 13.08
TDWVADA-I 94.81% 6.303 22.09

Initial centralized
deployment

VFA 81.12% 21.641 234.81
Voronoi 76.28% 3.325 16.34
Voronoi+VFA 80.82% 6.172 29.38
TDWVADA 84.12% 5.028 23.71
TDWVADA-I 96.65% 6.311 37.61
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In order to study the convergence speed of the algorithm, 300 nodes were deployed
in the target area, and the relationship between the number of iterations and the cov-
erage rate was simulated. The results are shown in Fig. 5. From Fig. 5 shows that in the
case of random deployment points, TDWVADA and TDWVADA-I after 10 times
iteration the coverage have exceeded other algorithms, after 30 times loop coverage
will basic stable, and reached more than 95%, Voronoi and Voronoi+VFA convergence
is faster but the coverage is lower than under TDWVADA and TDWVADA-I, VFA
coverage reached 90% after 5 times iterations, but after this the coverage can not reach
a steady state, always fluctuates up and down at 90%. This shows that it is difficult for
the VFA algorithm to make the whole sensor network reach a relatively stable state.
Under the condition of the centralized deployment, TDWVADA-I after 20 times
iteration, the coverage reached over 95%, although TDWVADA can also achieve a
higher level of coverage finally, but the convergence speed is too slow, from Fig. 5(b)
can find the Voronoi and TDWVADA after 50 times iteration are still no convergence,
VFA and the Voronoi algorithm convergence needed, though less iteration times but
coverage far less than TDWVADA algorithm. According to the running time of the
algorithm, the convergence time of TDWVADA and TDWVADA-I is still lower than
that of VFA algorithm.

Node energy consumption is very important for wireless sensor networks, the
average moving distance can reflect the energy saving effect of the algorithm to a
certain degree, Fig. 6 shows the 300 nodes 50 times each iteration each node in the
process of point moving average distance, the ordinate adopted index coordinates in the
graph, Fig. 6(a) is random deployment, Fig. 6(b) shows the centralized deployment.

Can be found from the Fig. 6, both random deployment and centralized deploy-
ment, eventually the average moving distance of the nodes in VFA algorithm is always
from 3 m to 4 m, at the same time can be found from the Fig. 5, coverage of the VFA
algorithm is also fluctuates around 90%, this shows again that VFA algorithm is
difficult to make the whole network to achieve a relatively stable state, the average
distance of other algorithms is quickly dropped to below 1 m, when the network
achieve a relatively stable, the average movement distance gradually tend to be zero.
However, in Fig. 6(b), the average moving distance of the algorithm TDWVADA does
not approach to 0 in the end because the algorithm has not yet converged and the

(a) initial random deployment          (b) initial centralized deployment

Fig. 5. The relationship between the number of iteration and the coverage ratio
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wireless sensor network has not in a stable state. According to the experimental results
of average moving distance, the energy saving effects of TDWVADA and
TDWVADA-I is very obvious.

In Fig. 7, the total movement distance, total consumption time and final coverage
rate of the five algorithms after 50 times iterations were compared under the initial
random deployment and centralized deployment, Comprehensive the three factors of
energy saving, time efficiency and coverage, at the initial random deployment, the
algorithm TDWVADA has the best performance, during initial centralized deployment,
algorithm TDWVADA-I has the best performance. Figure 8 studies the influence of
different deployment locations on the TDWVADA-I algorithm during the initial nodal
centralized deployment. In the experiment, four types of node deployment locations are
selected. The First type is close to three boundary planes, in the experiment, the values
of x, y and z are selected from the 10 m * 10 m * 10 m area between 0 and 10 m, as
shown in the First area in Fig. 9. The Second type is the area close to the two boundary
planes. The values of x and y are selected in the experiment between 0 and 10 m, and z
is between 20 and 30 m in the area of 10 m * 10 m * 10 m, as shown in the Second
area in Fig. 9. The third category is the area close to a boundary plane. In the exper-
iment, the values of x are all between 0 and 10 m, and the values of y and z are within
the 10 m * 10 m * 10 m between 20 and 30 m, as shown in the third region in Fig. 9.
The fourth category is the region not close to the boundary plane. In the experiment, the
value of x, y and z are selected from the 10 m * 10 m * 10 m region between 20 m and
30 m, as shown in the fourth region in Fig. 9. Can be seen from the Fig. 8, the location
of the initial node set deployment for algorithm TDWVADA-I have influence, the
convergence speed and average moving distance of the algorithm are optimal when the
initial node is deployed in the fourth region, these are the Third, Second, and the First
area in the region. Therefore, in the actual deployment, it is necessary to deploy as far
as possible in the center of the monitoring area to improve the performance of the
algorithm.

(a) initial random deployment          (b) initial centralized deployment

Fig. 6. The relationship between the number of iteration and average moving distance
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Can be seen from the above analysis of the proposed TDWVADA algorithm and
TDWVADA-I, the performance of the algorithm is superior to other algorithms,
TDWVADA-I algorithm can achieve higher coverage in both random deployment of
initial node and centralized deployment of initial node, but in the case of the initial
nodes random deployment the convergence speed and energy consumption are not as
good as TDWVADA algorithm; the performance of TDWVADA-I algorithm is much
better than that of TDWVADA algorithm in the case of initial node-set deployment.

5 Conclusions

In this paper the deployment of three dimensional heterogeneous wireless sensor
networks are studied, an algorithm for spatial autonomous deployment of heteroge-
neous mobile sensor networks based on three-dimensional weighted Voronoi diagram
is proposed, and on this basis an improved algorithm TDWVADA-I is proposed for the
centralized placement of sensor nodes, and how to achieve the highest coverage

Fig. 9. Initial node centralized deployment area

Fig. 7. Algorithm comparison Fig. 8. The influence of position on Algorithm
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through autonomous deployment of nodes in 3D monitoring area is discussed in depth,
through the simulation analysis of the rate of convergence of the algorithm and the
energy consumption of the sensor network problems. Experimental results show that
the proposed algorithm can greatly improve the coverage of heterogeneous wireless
sensor networks and has a very good performance in energy saving.
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Abstract. We study the joint uplink and downlink (JUAD) resource
allocation problem in D2D networks, where D2D sender communicates
with D2D recipient by reusing the channel of cellular users (CUs). In
order to maximize the throughput of D2D networks, we model the JUAD
problem as a mixed integer nonlinear programming problem (MINLP).
Since the problem is NP hard, to solve it better, we divide it into two
sub-problems by analyzing the structure of the primal problem, including
channel assignment and power allocation. Then, we turn the sub-problem
of power allocation into convex problem by the Lagrangian dual theory
for getting the optimal power value of CUs and D2D pair. Next, an
improved Hopcroft-Karp algorithm is proposed to solve the sub-problem
of channel allocation, which has lower complexity compared with the
traditional channel allocation approaches. Finally, extensive simulations
show that our proposed approach achieves a near optimal solution.

Keywords: Device to Device communication · Power allocation · Joint
uplink and downlink resource allocation · Hopcroft-Karp algorithm

1 Introduction

The exponential growth of smart devices and corresponding applications leads
to an increasing demand on high data rate access, which can hardly be accom-
modated under traditional wireless communication techniques [1]. To efficiently
utilize the spectrum resource as well as to alleviate the huge infrastructure invest-
ment of operators, D2D communications allow two nearby end users to commu-
nicate directly instead of communicating via a base station, which provide the
following potential gains: (i) the reuse gain due to the sharing spectrum resource
with other cellular users (CUs) [2], (ii) the proximity gain due to the good chan-
nel condition of D2D pairs in proximity [3], and (iii) the hop gain due to one-hop
communication between two user devices (UEs) [4].

In D2D communications underplaying cellular networks, there are two ways
for D2D users to access the spectrum: overlay spectrum sharing and underlying
c© Springer Nature Singapore Pte Ltd. 2019
S. Guo et al. (Eds.): CWSN 2019, CCIS 1101, pp. 35–47, 2019.
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spectrum sharing [5]. In the former one, a base station (BS) allocates a portion of
the idle spectrum for D2D communications, obviously, which cannot effectively
solve the shortage problem of BS spectrum resources [6]. Besides, the quality
of service (QoS) for CUs may be reduced due to the increasing number of D2D
pairs in wireless networks. In the latter one, each D2D pair can share subcar-
rier resources with CUs, which can greatly improve the spectrum efficiency and
ensure the QoS of cellular communications [7]. Thus, in this paper, we focus on
the underlying spectrum sharing problem where each D2D pair can reuse the
spectrum resources of CUs.

However, due to the coexistence of D2D pairs and CUs that operate under
the same spectrum, the D2D pair will cause some interference to CUs and BS
[8]. In addition, the CU may also interfere with the D2D pair, which greatly
reduce the communication rate of D2D pair. Since the source of interference
depends on the shared resource in uplink (UL) or downlink (DL) phases [9], it
is crucial to devise efficient resource allocation management to maximize the
overall throughput of D2D networks.

In recent years, many resource allocation methods in UL and DL phases are
proposed in literatures [10–14]. In [10], the authors studied the joint optimization
of subcarrier allocation, uplink and downlink user pairs and power allocation
to maximize the overall throughput. In [11], the authors first adopted Kuhn-
Munkras (KM) algorithm to solve the problem of channel allocation, which the
complexity of KM is increasing with the number of users. By contrast, in [12], the
authors proposed an improved Hungarian algorithm to reduce the complexity
of channel allocation. But it only assign a subcarrier to each D2D pair. Then a
novel scheme that allow each D2D pair to reuse channels of multiple CUs (D2D-
CUs) was proposed in [13]. However, in [10–13], the authors did not consider
the impact of interference. In [14], the authors first proposed a packet delivery
mechanism to reduce the required bandwidth in UL and DL scheme, but its
objective is not the problem of maximizing throughput of D2D networks.

Different from the above works, we design a joint uplink and downlink
(JUAD) resource allocation scheme in frequency division duplex (FDD) sys-
tem, where each D2D pair can reuse the channels of multiple CUs. The main
contributions of this paper are summarized as follows:

i. We formulate the JUAD problem as a MINLP problem with the aim of
maximizing the overall throughput of D2D networks, in which each D2D
pair is allowed to reuse the resources of multiple CUs.

ii. We develop a two-step method to decouple the JUAD problem into two sub-
problems, including power allocation and channel allocation. Then, we adopt
a convex optimization technology and propose an improved Hopcroft-Karp
algorithm to solve the power allocation problem and the channel allocation
problem, respectively.

iii. The simulation results highlight the effectiveness of our approach. By care-
fully checking all possible assignments between D2D pairs and CUs, the
overall throughput of D2D networks can be improved.
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2 System Model and Problem Statement

We consider a D2D-enabled system in a fully loaded single cell. As shown in
Fig. 1, there are M CUs coexisting with N D2D pairs, denoted by set M =
{1, 2, ...,m} and set N = {1, 2, ..., n}, in which the number of CUs is greater
than that of D2D pairs in cellular networks. The system employs the universal
frequency reuse scheme, where BS pre-assigns an orthogonal uplink channel and
an orthogonal downlink channel to each CU for ensuring the QoS of CUs [13].
Besides, giving the shortage of spectrum resource, each CU shares channel with
only one D2D pair while each D2D pair can reuse channels of multiple CUs to
transmit data. In order to guarantee that all D2D pairs can share channels with
multiple CUs, we limit the number of reused channels of the D2D pair j by the
quota qj .

Fig. 1. System scenario of the device-to-device underlaying communication.

We denote by au = {au
ij} and ad = {ad

ij} the uplink and downlink assignment
vector of D2D pair, respectively, i.e., au

ij = 1 when D2D pair j reuses the uplink
channel of the CU i, and otherwise au

ij = 0. Similarly, ad
ij = 1 when D2D pair j

reuses the uplink channel of the CU i, and otherwise ad
ij = 0.

Since each CU shares channel with only one D2D pair and each D2D pair
can share channel with a maximum number of CUs, channel assignment should
satisfy ∑

i∈M

(au
ij + ad

ij) ≤ qj ,∀j ∈ N , (1)

0 ≤
∑

j∈N

au
ij ≤ 1,∀i ∈ M, (2)

0 ≤
∑

j∈N

ad
ij ≤ 1,∀i ∈ M. (3)
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Given that each D2D pair cannot choose to reuse both the uplink and the
downlink resources of one CU, channel assignment also should satisfy

(
m∑

i=1

au
ij) · (

m∑

i=1

ad
ij) = 0,∀j ∈ N . (4)

2.1 Transmission Rate

In uplink (UL) and downlink (DL) phases, since the impact of interference on
CUs and D2D pair is different, we should derive the transmission rate formulas of
CU and D2D pair in both UL and DL phases, respectively. Then the transmission
rates of CUs and DUs can be calculated.

In UL communication phase, the communication of CU will cause interference
to D2D pair. So the transmission rate of CU i, D2D pair j, and the rate constraint
can be expressed as

Rul,c
i ≥ γc

th, (5)

Rul,d
ij ≥ γd

th, (6)

Rul,c
i = Blog(1 + ψul,c

i ), (7)

Rul,d
ij = Blog(1 + ψul,d

i,j ), (8)

where ψul,c
i and ψul,d

i,j are respectively the signal to interference plus noise ratio
(SINR) of CU i and the SINR of D2D pair j, γc

th and γd
th are denoted by the

uplink rate requirements of CU i and D2D pair j, the specific SINR formula of
CU i and D2D pair j is shown below

ψul,c
i =

P c
i · hiB∑n

j=1 au
ij · P d

ij · hjB + N0
, (9)

ψul,d
i,j =

P d
ij · hij∑n

j=1 au
ij · P c

i · hij + N0
, (10)

where N0 represents additive gaussian noise, hiB and hij are respectively the
channel gain between CU i and BS, the channel gain between CU i and D2D
pair j, the transmission power of CU i and the transmission power of D2D pair j
on uplink channel i are respectively denoted by P c

i , P d
ij . Due to the limited power

of devices, the power value of devices should meet the following constraints

0 ≤ P c
i ≤ Pmax

i , (11)

0 ≤
∑

i∈M

∑

j∈N

(au
ij · P d

ij) ≤ P d
total, (12)

where Pmax
i represents the maximum power value of CU i, P d

total represents the
maximum power value of D2D pair.
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In DL communication phase, BS will interfere with D2D pair, thus the SINR
of CU i and D2D pair j are expressed as

ψdl,c
i =

PBi · hi∑n
j=1 ad

ij · P d
ij · hBj + N0

, (13)

ψdl,d
ij =

P d
ij · hjj∑n

j=1 ad
ij · PBi · hBj + N0

, (14)

where hjj represents the channel gain between the D2D transmitter and receiver
in D2D pair j, PBi represents the transmission power value of BS.

According to the formula of shannon, the transmission rate of CU i and
D2D pair j in the downlink communication phase can be expressed as Rdl,c

i =
Blog(1 + ψdl,c

i ), Rdl,d
ij = Blog(1 + ψdl,d

i,j ). Similar to the uplink communication
phase, the communication rate of DL phase also needs to meet the following
constraints

Rdl,c
i ≥ γc

th, (15)

Rdl,d
ij ≥ γd

th. (16)

2.2 Problem Formulation

In this paper, we investigate a JUAD resource allocation problem to maximize
the overall throughput of D2D networks while ensuring the QoS of both CUs
and D2D pairs. Specifically, the optimization problem is as follows:

P1 : max
au,ad,Pd,Pc

M∑

i=1

N∑

j=1

(au
ij · Rul,d

ij + ad
ij · Rdl,d

ij ) (17)

s.t.(1) − (6), (11), (12), (15), (16).

The problem P1 includes both continuous and discrete variables, which is
a mixed integer nonlinear programming (MINLP) and usually mathematically
intractable. To solve P1, we propose a JUAD resource allocation algorithm that
includes power allocation and channel allocation.

3 Problem Solution

The JUAD resource allocation algorithm decomposes P1 into two sub-problems,
including the problems of power allocation and channel allocation. First, we
convert the power allocation problem to a convex problem by the Lagrangian
dual theory and use the gradient descent algorithm to get the optimal powers of
D2D pair and CU. Then an improved Hopcroft-Karp (HK) algorithm is presented
to solve the problem of channel allocation, which has low complexity.
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3.1 Power Allocation Problem

To simplify the power allocation problem, we assume that D2D pair j chooses
to reuse the uplink channels of the CUs, then the transmission powers of D2D
pair and CU are mainly considered in P2, which can be written as

P2 : max
Pd,Pc

m∑

i=1

n∑

j=1

Rul,d
ij (18)

s.t.(5), (6), (11), (12).

According to (18) and constraint (12), the problem P2 can be rewritten as

L({P c
i , P d

ij , λ}) =
m∑

i=1

n∑

j=1

log(1 +
P d

ij · hjj

P c
i · hi,j + N0

)

−λ(
m∑

i=1

n∑

j=1

P d
ij − P d

total), (19)

where λ is the multiplication factor, and the Lagrangian dual function can be
expressed as

G(λ) = max
Pd

ij ,P c
i

L({P c
i , P d

ij}, λ) =
∑

j∈N

Gi(λ) + λP d
total, (20)

where Gi(λ) can be written as

Gi(λ) = max
Pd

ij ,P c
i

∑

i∈M

[log(1 +
P d

ij · hjj

N0 + P c
i · hij

) − λP d
ij ], (21)

We denote by Gj
i (λ) the value when the D2D pair j reuses the uplink channel

of CU i. Then the original optimization function can be converted into the
following expression

Gj
i (λ) = max

Pd
ij ,P c

i

∑

j∈N

[log(1 +
P d

ij · hjj

N0 + P c
i · hij

) − λP d
ij ]. (22)

Due to P c
i and P d

ij are coupled in the above problem, we decompose it into
two levels [15]. Then we can get following formula according to (5) and (11)

γc
th

hiB
(P d

ij · hjB + N0) ≤ P c
i ≤ Pmax

i . (23)

Thus, the optimal value of P c
i is

P ∗
i =

γc
th

hiB
(P d

ij · hjB + N0) (24)



Joint Uplink and Downlink Optimization for D2D Resource Allocation 41

For a given P d
ij , (22) is a monotonically decreasing function of P c

i . It shows
that (22) can reach the maximum value when P c

i obtain the minimum value.
Then according to (24), (22) can be written as

Gj
i (λ) = max

Pd
ij

[log(1 +
P d

ij · hjj

P d
ij

γc
thhjBhij

hiB
+ N0(1 + γc

thhij

hiB
)
) − λP d

ij ] (25)

By taking the second-derivative of (22), the value of the second-derivative is
always less than 0. Thus, it is a convex function about P d

ij . We take the first-
derivative of formula Gj

i (λ) for P d
ij and set the value of first-derivative to 0. The

optimal power P ∗
ij can be obtained by the subgradient method [16], then the

optimal power P ∗
i can be obtained according to (24) and the value of P ∗

ij .

3.2 Channel Allocation Problem

After channel assignment, we will get the optimal powers of D2D pairs and CUs,
and then we specify some channel for each D2D pair. For CU i, if no D2D pair
reuses its channel, the transmission rate of CU i on UL is as follows:

Rul,max
i = log(1 +

Pmax
i hiB

N0
). (26)

If the uplink channel of CU i is reused by the D2D pair j, the throughput
gain of the system in UL communication phase is:

Tul
ij = Rul,c

i + Rul,d
ij − Rul,max

i , (27)

Similarly, in DL communication phase, the throughput gain of system can be
calculated. Then the optimal D2D-CUs problem turns to be a maximum weight
bipartite matching problem, and it can be given by

P3 : max
au,ad

m∑

i=1

n∑

j=1

au
ijT

ul
ij + ad

ijT
dl
ij (28)

s.t.(1), (2), (3), (4).

We represent Set D as one group vertices of D2Ds pairs and Set C as the
other group vertices of channels which includes both the uplink and downlink
subcarriers. Assuming the uplink channel of CU i is reused by D2D j, Tul

ij repre-
sents the weights of the edge connecting D2D pair j and CU i. Similarly, if D2D
pair j reuses the downlink channel of CU i, the weights of the edge can represent
as T dl

ij . In addition, to guarantee that each D2D pair can reuse the same number
of channels, we use qj to represent the maximum number of channels for D2D
j and set the value of qj is equals to 3. Then we propose an a low-complexity
algorithm to select channels for each D2D pair, and we can get the result of
channel matching in Algorithm 1 based on the Hopcroft-Karp algorithm [17].
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Algorithm 1. an improved HK algorithm for channel allocation
1: Initial : |Lij | = 0, a = [au

ij ..., a
d
ij ] = 0,

2: Input : the optimal powers P∗
i and P∗

ij

3: Output : a = [au
ij ..., a

d
ij ]

4: while |Lij | ≤ qj and D is not empty do
5: /*channel selection
6: we first choose D2D pair j from D, and execute HK algorithm to select channel

for D2D pair, then add the matching channel to Lij

7: if Lij coexists Ld
ij and Lu

ij then
8: /* exist channel conflict according to (4)
9: not remove D2D j from D and not remove CU i from C

10: else if Lij only exist Lu
ij then

11: set au
ij = 1 and remove the UL of CU i from C

12: else
13: set ad

ij = 1 and remove the DL of CU i from C
14: end if
15: if Lij is a maximum match then
16: remove D2D j from D and remove the select channel of D2D j from C
17: else
18: continue
19: end if
20: end while

4 Performance Evaluation

4.1 Experiment Parameter

In the simulation experiment, we consider the single-cell scenario, where BS is
deployed in the center of the cell, CU and D2D are uniformly distributed, and the
radius of cell is 500 m and 800 m, respectively. The specific parameter settings are
shown in Table 1. Then, we compare the resource allocation algorithm (JAUD)

Table 1. Simulation parameters

Parameter Value

Bandwidth 0.5 MHz

Noise spectral density −144 dBm

Path loss exponent 3

Maximum transmission power of CU 20 dBm

Maximum transmission power of D2D 22 dBm

SINR threshold of CU and D2D 7 dB

D2D cluster radius 5–30 m

Number of CUEs (M) and D2D pair (N) 50, 10
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proposed in this paper based on the joint reuse of uplink and downlink spectrum
with the following basic schemes:

– all D2D links only reuse the uplink resources;
– all D2D links only reuse downlink resources;
– the Hungarian algorithm in uplink and downlink resource allocation [12].

4.2 Comparative Analysis of Experiments

Figure 2 compares the performance of different schemes against different num-
bers of CUs. It is evident that D2D throughput increases with the number of
CUs because D2D pair can reuse more resources. In JUAD scheme, since each
D2D pair can reuses channels of multiple CUs, the system performance is better
compared with others. Moreover, in OU scheme, due to the impact of interfer-
ence from CUs on D2D pair, the performance of OU scheme is better than OD
scheme.

Fig. 2. D2D throughput with different numbers of cellular users (CUs)

Fig. 3. D2D throughput versus the number of D2D pairs.
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Figure 3 illustrates the impact of the number of D2D pairs on the performance
of D2D networks. Obviously, the performance of D2D networks increases with
the number of D2D pairs. In JUAD scheme, the throughput increases rapidly,
but the performance of D2D networks increases slowly in others scheme, this is
because each resource of CU can only be reused by at most one D2D pair.

Figure 4 shows the influence of different D2D cluster radius on the total
throughput of D2D networks under three schemes. It can be seen that the
increasement of distance in D2D cluster will result in the decreasement of D2D
throughput.

Fig. 4. D2D throughput versus D2D cluster radius.

In Fig. 5, we note that the throughput of D2D networks with radius R =
800m is obviously better than that with radius R = 500m in JUAD scheme.
It is owing to the interference gain declines as the cell radius increases, so D2D
pair has more chances to select some good channels.

Fig. 5. D2D throughput versus transmission power.

Figure 6 illustrates the access rate versus the number of D2D pairs. With the
increasement of D2D pair, the access rate of D2D pairs monotonically decreases,
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which means that when the number of CUs is fixed, the number of D2D pairs
sharing the channels of CUs are limited. However, compared with the OU and
OD scheme, the access rate of D2D pair in JUAD scheme decreases slowly. That
is because D2D pair can joint reuse uplink and downlink channels of CUs in the
JUAD scheme.

Fig. 6. The D2D access rate versus the number of D2D users.

Figure 7 shows the influence of algorithm complexity with different system
users. It can be seen that algorithm running time increases with the increase of
system users, in which the running time of OU, OD and JAUD scheme are close.
This is because both OU and OD are based on the Hopcroft-Karp algorithm.
Since JAUD algorithm carried out mode selection, the running time of JAUD
algorithm is longer than OU and OD scheme.

Fig. 7. The running times of different algorithms

5 Conclusions

In this paper, we investigate the joint uplink and downlink resource allocation
problem in D2D communication networks, where each D2D pair can reuse the
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resources of multiple CUs. To maximize the overall throughput of D2D networks,
we model the JUAD resource allocation problem as a mixed integer nonlinear
programming problem, which jointly consider the influence of channel selec-
tion and transmit power value. Afterwards, we decouple the problem into two
sub-problems, namely, power allocation and channel allocation. Then, the power
allocation problem is settled with convex optimization techniques to get the opti-
mumvalue of power. Next, we propose an improved Hopcroft-Karp algorithm to
solve the problem of channel allocation, which has a lower time complexity com-
pared with traditional channel allocation approaches. Simulation results show
that our proposed approach achieves a near-optimal solution to the JUAD prob-
lem.
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Abstract. Accurate link quality estimation is a prerequisite for efficient routing
in wireless sensor networks. Good link quality estimators should provide agility
and stability simultaneously, which not only filter out transient link quality
fluctuations but also respond quickly when sudden changes arise. However, only
stability or agility is considered as optimization goal in existing estimators, so
their performance is always below expectations. In this paper, a fluctuation
adaptive link quality estimator is proposed, which adjusts smoothing factor of
the estimation dynamically according to the degree of link quality fluctuations
and achieves equilibrium of stability and agility. Experimental results show that
stability of the proposed estimator is same as that of existing stable estimators
when there are transient fluctuations, and agility of the proposed estimator is
same as that of existing agile estimators when sudden changes arise. More
importantly, compared with existing estimators, the estimate error of the pro-
posed one is reduced by 22.5%–31.8% for different link characteristics.

Keywords: Link quality estimation � Wireless sensor networks � Fluctuation
adaptive � Stability � Agility

1 Introduction

Wireless sensor networks (WSNs) are multi-hop self-organizing networks composed of
hundreds and thousands of sensor nodes with parameter sensing, information pro-
cessing and wireless communication capabilities. They have been successfully used in
many fields including military investigation, environmental monitoring, industrial
control and medical care. WSNs typically use low power RF transceivers, which make
the wireless links less stable and have many fluctuations. In order to find the best end-
to-end routes and improve transmission efficiency, real-time accurate link quality
estimation is necessary. As a result, a good link quality estimator (LQE) is of the
essence for the design of these networks.

Evaluation parameters of LQEs mainly include accuracy, agility, stability and
overhead. Good LQEs should provide agility and stability simultaneously, which not
only filter out transient link quality fluctuations but also respond quickly when sudden
changes arise. However, from the traditional point of view, stability and agility are at
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odds [1]. Improving stability will always be at the cost of agility and vice versa. As a
result, only stability or agility is considered as optimization goal in existing estimators
[2–4], so their performance is always below expectations. It is due to the fact that
existing LQEs are lack of effective perception and self-adaption to link dynamics. In
this paper, a Fluctuation adaptive Link Quality Estimator (FaLQE) is proposed, which
adjusts smoothing factor of the estimation according to changing degree of packet
reception rate (PRR) of adjacent estimation windows dynamically and achieves equi-
librium of stability and agility accordingly.

The rest of this paper is organized as follows. In Sect. 2, related works in link
quality estimation are given. This is followed by experimental setup and analysis in
Sect. 3. Design motivation and algorithm description of the proposed estimator are
described in Sect. 4. Performance comparisons with other estimators are discussed in
Sect. 5. Finally, conclusions are presented and suggestions are made for future works.

2 Related Works

Existing LQEs can be classified into four categories: hardware-based [5–8], software-
based [2, 9], hybrid metrics-based [3, 4, 10–12] and machine learning-based [13–15].
Hardware-based estimators predict link quality by directly using physical layer
parameters such as received signal strength indicator (RSSI) and link quality indicator
(LQI) or based on relationships between these parameters and PRR. Although
hardware-based estimators have advantages of low overhead and high sensitivity, they
may overestimate the link quality by ignoring information from lost data packets, be-
cause physical layer parameters can only be obtained from successfully received data
packets.

Software-based estimators predict link quality by computing the packet reception
rate or the number of transmissions over a defined period of time, which is usually
called a window. ETX (Expected Transmission Count) is a software-based estimator,
which is obtained by computing the inverse of the product of PRR of the forward link
and PRR of the backward link [9]. WMEWMA (Window Mean with Exponentially
Weighted Moving Average) is another software-based estimator, which uses an
exponentially weighted moving average filter to process the window means of PRR [2].
It solves the problem that raw PRR is too agile. However, when there are sudden
changes in the link, it cannot keep up with the changes as quickly as possible. Per-
formance of the software-based LQEs depends on the choices of window size: with
smaller windows, the estimator is more agile but may cause unnecessary switching of
routes; with larger windows, the estimator is more stable but cannot respond quickly
when sudden changes arise [1].

Hybrid metrics-based estimators combine multiple metrics together to estimate link
quality. Four-Bit uses LQI to quickly identify whether the link has high quality or not,
and then estimate the link quality through calculating uplink and downlink’s ETX [10].
EasiLQE dynamically selects the size of next detection window by average RSSI, and
outputs estimated PRR of current detection window through an error-based filter [3].
As the smoothing factor of the error-based filter changes too fast when the link fluc-
tuates, EasiLQE cannot filter out transient link fluctuations effectively. F-LQE (Fuzzy
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Link Quality Estimator) processes four metrics of the link based on fuzzy logic [11]. As
F-LQE is too stable, some researchers attempt to achieve more agile and accurate
estimations by adjusting metrics of fuzzy logic [4, 12]. ELQET (Enhanced Link Quality
Estimation Technique) uses four link metrics, PRR, stability attribute, average signal-
to-noise ratio (SNR), and average LQI to describe a link, and estimate the link quality
by fuzzy logic and exponentially weighted moving average filters [4]. Although fuzzy
logic-based LQEs are very stable, their agility is relatively poor due to the requirement
for combining multiple link metrics.

In recent years, machine learning-based estimators attract the attention of
researchers, which are used to improve agility and accuracy of link quality estimation.
However, there are some defects for this kind of estimator. On one hand, machine
learning algorithms are too complicated and difficult to be executed efficiently on
sensor nodes with limited computing power and memory. On the other hand, one
intention of link quality estimation is to reduce energy overhead of network trans-
missions. However, excessive energy overhead brought by executing machine learning
algorithms is obviously contrary to this intention.

In summary, only stability or agility is considered as optimization goal in existing
LQEs, so their performance is always below expectations. It is due to the fact that
existing LQEs are lack of effective perception and self-adaption to link dynamics. The
contribution of this paper is that a fluctuation adaptive link quality estimator is pro-
posed, which adjusts smoothing factor of the estimation dynamically according to the
degree of link quality fluctuations and achieves equilibrium of stability and agility.

3 Experimental Setup and Analysis

In order to obtain wireless links with different characteristics, three different experi-
mental fields are chosen, as shown in see Fig. 1. Among these fields, playground is a
typical outdoor environment which has simple propagation channel and low external
interferences. On the contrary, corridor of our building is a typical indoor environment
which has complex propagation channel and high external interferences. Experiments
are conducted using two TelosB nodes, one as transmitter and the other as receiver.
TelosB uses TinyOS 2.1 operating system and is programmed with NesC language
[16]. Changing the distance between transmitter and receiver to produce different link
qualities. 500 packets are sent in each experiment, and PRR is calculated using the
number of successfully received data packets.

Wireless links are typically classified into three categories according to different
PRR values, which are good link (PRR > 80%), moderate link (20% � PRR � 80%)
and bad link (PRR < 20%) [17]. This classification evaluates link quality from a long-
term statistical perspective, which ignores inherent transient fluctuations of wireless
links. In order to analyze PRR distribution under different link qualities, 50 groups of
data are chosen randomly from links with different qualities. Then, distributions of
PRR are calculated by taking windows with different sizes. Figures 2 and 3 show the
cumulative distribution functions (CDF) of PRR under good, moderate and bad links
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for window size of 0.5 s and 1.25 s respectively. It can be seen that cumulative
probability for PRR > 80% under good link is greater than 0.95, cumulative probability
for PRR < 20% under bad link is greater than 0.85, and cumulative probability for
20% � PRR � 80% under moderate link exceeds 0.6. It is shown that using sta-
tistical means of PRR to describe link qualities is reasonable to some extent. However,
transient values of PRR under good link may be less than 0.2, and transient values of
PRR under bad link may also be greater than 0.8. It’s same for moderate link.
Moreover, if transient values of PRR are changed from 0.8 to 0.2 suddenly, it has large
probability to change from good link to bad link, and vice versa. This indicates that
inherent transient fluctuations of wireless links are ignored unwisely when using sta-
tistical means of PRR to describe link qualities.

Fig. 1. Environments for link quality experiments: (a) Corridor, (b) Rooftop, and (c) Playground.
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Fig. 2. CDFs of PRR under different links when window size is 0.5 s.
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4 Fluctuation Adaptive Link Quality Estimator

From the above analysis, it is obvious that wireless link is mutable in practical envi-
ronments. The PRR may change from 0.8 to 0.2 in short time and vice versa. In other
words, it is not enough to only rely on the long-term statistical means of PRR to
describe link qualities. It is necessary to take transient fluctuations of PRR into con-
sideration carefully. Therefore, difference between PRR of two consecutive time
windows is used as an indicator to determine the degree of transient fluctuations of the
link. We define fluctuation coefficient D(i) as follows:

DðiÞ ¼ PRRðiÞ � PRRði� 1Þj j ð1Þ

where i denotes the i-th window.
Different fluctuation coefficients correspond to different degrees of link fluctuations.

According to the values of D(i), links can be classified into three categories:

Definition 1 (Stable link). D(i) < 0.2, indicating that transient fluctuations of the link
are small and negligible;

Definition 2 (Fluctuating link). 0.2 � D(i) � 0.5, indicating that the link quality is
unstable and there are nonnegligible transient fluctuations;

Definition 3 (Sudden changed link). D(i) > 0.5, indicating that there are large fluc-
tuations in the link, and the probability that a permanent change in link quality would
occur is high.

The LQE should be self-adaptive to different degrees of link fluctuations: it should
not only filter out transient link quality fluctuations but also respond quickly when
sudden changes arise. This requires the estimator to be able to effectively sense link
fluctuations and make corresponding adjustments. Unfortunately, existing LQEs often
ignore this point, which makes their performance always below expectations. By using
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Fig. 3. CDFs of PRR under different links when window size is 1.25 s

52 W. Liu et al.



fluctuation coefficient previously defined, we proposed FaLQE, a fluctuation adaptive
link quality estimator. FaLQE is a software-based estimator, in which the estimated
PRR of the i-th window is:

PRRFaLQEðiÞ ¼ aðiÞ � PRRFaLQEði� 1Þþ ð1� aðiÞÞ � PRRðiÞ ð2Þ

where a(i) denotes fluctuation adaptive smoothing factor, which is defined as follows:

aðiÞ ¼
0:6 DðiÞ\0:2
0:4 0:2�DðiÞ� 0:5
0:1 DðiÞ[ 0:5

8<
: ð3Þ

where i denotes the i-th window. The values of a(i) are chosen with the following
considerations:

(1) When transient fluctuations of the link are small and negligible, which means a
stable link, the LQE should filter out these fluctuations effectively, so a larger
smoothing factor is needed;

(2) When the probability that a permanent change in link quality would occur is high,
which means a sudden changed link, the LQE should keep up with the change as
quickly as possible, so a smaller smoothing factor is needed;

(3) The smoothing factor under a fluctuating link should be between above two cases.

FaLQE chooses corresponding smoothing factors according to different fluctuation
coefficients in order to achieve self-adaption to link dynamics. The algorithm flow chart
of FaLQE is shown in Fig. 4.

START

Calculate  PRR of the i-th window

(i)=|PRR(i)-PRR(i-1)|(i)>0.5

= 0.1

0.2< (i)<0.5

= 0.4

(i)<0.2

= 0.6

PRRFaLQE(i)= ×PRRFaLQE(i-1)+(1- )×PRR(i)

Output PRRFaLQE

Fig. 4. The algorithm flow chart of FaLQE.
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5 Performance Comparison

To demonstrate the performance benefits of FaLQE, three popular LQEs, namely
WMEWMA [2], EasiLQE [3] and ELQET [4] are chosen. Stability and agility of these
estimators are compared. WMEWMA is a software-based estimator with high stability
as its optimization goal. The estimated PRR of the i-th window is:

PRRWMEWMAðiÞ ¼ a� PRRWMEWMAði� 1Þþ ð1� aÞ � PRRðiÞ ð4Þ

where the smoothing factor a = 0.6, and PRR(i) is the packet reception rate of the i-th
window.

EasiLQE is a hybrid metrics-based estimator with high agility as its optimization
goal, in which RSSI is used to assist PRR estimation. The estimated PRR of the i-th
window is:

PRREasiLQEðiÞ ¼ at � PRREasiLQEðiÞþ ð1� atÞ � PRRðiÞ ð5Þ

where at is the smoothing factor and calculated as follows:

at ¼ 1� ð Dt

Dmax
Þ ð6Þ

where Dt denotes estimation error and Dmax is the maximum of m consecutive Dt

values.
ELQET is also a hybrid metrics-based estimator, but its optimization goal is high

stability. The estimated value of the i-th window is:

ELQETðiÞ ¼ k� ELQETði� 1Þþ ð1� kÞ � lðiÞ ð7Þ

where k = 0.8. Four metrics, namely PRR, average SNR (ASNR), average LQI
(ALQI), and stability attribute (SA) are combined using fuzzy logic to compute l(i):

lðiÞ ¼ aminðlPRRðiÞ; lSAðiÞ; lASNRðiÞ; lALQIðiÞÞ
þ ð1� aÞmeanðlPRRðiÞ; lSAðiÞ; lASNRðiÞ; lALQIðiÞÞ

ð8Þ

where a = 0.6.
In order to obtain adequate data for performance comparisons of these estimators,

test was conducted in the corridor for a long time. Multiple link conditions such as
stable links, fluctuating links and sudden changed links are recorded. Three links with
500 s each are chosen and PRR is calculated every 50 s, as shown in Fig. 5. The
characteristics and objectives of these links are as follows:

(1) Link 1: Transient fluctuations of this link is small and negligible, which conforms to
the definition of stable link. It is mainly used to evaluate stability of each estimator.

(2) Link 2: The quality of this link is unstable and there are nonnegligible transient
fluctuations, which conforms to the definition of fluctuating link. It is used to
evaluate both stability and agility of each estimator.
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(3) Link 3: A change from good link to bad link occurs in this link, which conforms
to the definition of sudden changed link. It is mainly used to evaluate agility of
each estimator.

Figure 6 shows the response curves of FaLQE, WMEWMA, ELQET and EasiLQE
under three links described above. It is obvious that for link 1 with small transient
fluctuations, stability of FaLQE is same as WMEWMA and ELQET, namely stable
estimators. As EasiLQE is optimized for high agility, its estimations present larger
fluctuations and cannot filter out small transient fluctuations. In addition, FaLQE can
keep track of link changes quickly, which is better than WMEWMA and ELQET.
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For link 2 with larger transient fluctuations, the estimated values of EasiLQE are
more fluctuating with maximum estimate error close to 0.5. In contrast, FaLQE shows
better performance, it not only filters out unnecessary fluctuations but also keeps track
of link changes.

For link 3 with a sudden change, WMEWMA and ELQET both take long time to
keep track of the change. Instead, FaLQE can respond quickly within one window.
Although EasiLQE can also respond quickly, its estimations fluctuate too much, even
with estimate error more than 0.7.
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From the above analysis, it can be concluded that the response curve of our pro-
posed estimator is most consistent with practical PRR. For links with transient fluc-
tuations, stability of FaLQE is same as that of existing stable estimators. Meanwhile,
for links with sudden changes, agility of FaLQE is same as that of existing agile
estimators. Estimated value’s coefficient of variation (CV) is generally used in the
literature to assess stability and agility of LQEs quantitatively, which is defined as the
ratio of the standard deviation to the mean of estimated values [1]:

CV ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Pn
i¼1

EðiÞ � 1
n

Pn
i¼1

EðiÞ
� �2

s

1
n

Pn
i¼1

EðiÞ
ð9Þ

where E(i) denotes the estimated value of the i-th window and n is the number of
estimated values. For stable and fluctuating links, smaller CV means more stable
estimations. For sudden changed links, larger CV means more agile estimations.

Figure 7 shows coefficients of variation for FaLQE, WMEWMA, ELQET and
EasiLQE under three links described above. For link 1 and link 2, the CV of FaLQE is
close to that of WMEWMA and a little higher than that of ELQET, but significantly
lower than the CV of agile estimator EasiLQE. For link 3, the CV of FaLQE is lower
than that of EasiLQE, but higher than the CVs of WMEWMA and ELQET. Conse-
quently, we can conclude that FaLQE provides agility and stability simultaneously,
which not only filter out transient link quality fluctuations but also respond quickly
when sudden changes arise.
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Fig. 7. Coefficients of variation for LQEs under different links.
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Figure 8 shows the root mean square errors (RMSE) between estimated values and
practical PRR. The smaller the RMSE is, the more accurate the LQE is. It can be
concluded that RMSE of FaLQE is the smallest under all kinds of links, which indi-
cates that FaLQE adapts to link dynamics better and obtains the closest estimation to
practical PRR. Compared with WMEWMA, ELQET and EasiLQE, the estimate error
of FaLQE is reduced by 22.5%–31.8%.

6 Conclusions and Future Works

Links in wireless sensor networks are mutable in practical environments. However,
existing LQEs are lack of effective perception and self-adaption to link dynamics. As a
result, they cannot provide agility and stability simultaneously. In this paper, fluctuation
coefficient is defined as an indicator to determine the degree of transient fluctuations of
the link, and links are classified into three categories: stable link, fluctuating link and
sudden changed link. Based on such a classification, a fluctuation adaptive link quality
estimator FaLQE is proposed. In order to achieve self-adaption to link dynamics, the
proposed FaLQE adjusts smoothing factor of the estimation according to the changing
degree of packet reception rate of adjacent estimation windows dynamically.

Experimental results show that stability of the proposed estimator is same as that of
existing stable estimators, such as WMEWMA and ELQET, when there are small
transient fluctuations, and agility of the proposed estimator is same as that of existing
agile estimators, such as EasiLQE, when sudden changes arise. More importantly, due to
equilibrium of stability and agility, the estimate error of FaLQE is reduced by 22.5%–

31.8% for different link characteristics compared with other estimators. In future works,
comprehensive tests and in-depth analysis will be conducted to evaluate performance of
FaLQE under different kinds of links, including its accuracy, agility, stability and
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overhead. At the same time, FaLQE will be integrated into existing protocol stacks, for
assessing its impact on upper layer protocols and network performance.
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Abstract. This paper presents Rate Adaptive Broadcast (RAB), a
novel wireless design that enables the rate adaptive broadcast in Internet
of things (IoT). Broadcast is common in IoT due to the ubiquitous tree
topologies. Channel resource is usually underused in broadcast because
there is no rate adaptation in conventional broadcast and the data rate
is always set as the lowest one by default. Existing rate adaptation meth-
ods work only for unicast or multicast, relying on information interaction
between senders and receivers. These methods cannot directly apply in
broadcast, which is a one-way transmission without acknowledgement
(ACK). It is also impractical to transplant conventional ACK into broad-
cast, otherwise, massive ACKs will lead to a heavy overhead. To tackle
this dilemma, we propose RAB, which allows the sender to broadcast
data ceaselessly while adjusting the data rate according to real-time
channel states. The core contribution is the subtly designed feedbacks
that can be concurrently delivered and do not affect any reception. We
implement RAB on USRPs and establish a 20-node IoT testbed. Exper-
iment results demonstrate that the throughput is largely improved. The
throughput of RAB is 2.8x of the standard WiFi and 1.3x of MuDRA,
the state-of-the-art multicast rate adaptation method.

Keywords: Internet of things · Rate adaptation · Acknowledgement ·
Wireless broadcast

1 Introduction

Wireless broadcast is an efficient solution to deliver data that one sender (server)
transmits data to all neighbors (clients) simultaneously. Its value lies in plenty of
Internet of things (IoT) applications. For example, data dissemination in Internet
of vehicles [19] and data sharing in collaborative robots [7].

However, the throughput of wireless broadcast is extremely low. Using
802.11g WiFi as an example, the data rate of broadcast is always set at the
lowest 6 Mbps. Field tests [10] reveal that even if three clients connecting to
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Fig. 1. Compared with existing rate adaptation methods, RAB removes the overhead.

one AP try to watch the same video, the performance is abysmally poor. The
performance of wireless broadcast leaves much to be desired.

Rate adaptation is the fundamental technique to improve the throughput in
dynamic wireless channel. Existing studies usually focus on unicast and multi-
cast. In unicast, diverse rate adaptation methods have been investigated using
frequency [9], constellation [11], collision [5], or SNR [18] analysis. All these meth-
ods depend on the information exchange between sender and receiver. In multi-
cast, recent studies allow only partial clients to reply in order to balance accuracy
and overhead. For example, in REMP [8], only NACKs are sent. In MuDRA [3],
the server collects ACKs from representative clients by a lightweight protocol.
Nevertheless, these methods are impractical in broadcast because: (i) there is
no ACK in broadcast; (ii) the number of clients may be large and their channel
states are different. If the conventional ACK mechanism is adopted, heavy over-
head will be introduced due to a large amount of clients, largely reducing the
throughput.

We observe that the preamble in WiFi has opportunity to improve this prob-
lem. The essence of preamble is a training sequence at the packet header. Even
partial samples in the preamble cannot be decoded, the packet still can be suc-
cessfully received. Our main idea is that the server keeps broadcasting packets
while all clients concurrently transmit their feedbacks for rate adaptation during
the preamble time as shown in Fig. 1.

There are two major challenges to realize this idea. First, since all feedbacks
and the preamble are parallel, they are collided together. Processing this over-
lapped signal is difficult because the interference is from not only the server but
also all clients. Second, the duration of preamble is only 16µs in WiFi, equal to
four OFDM symbol length. When numerous clients exist, it is not easy to design
such short feedbacks containing all required and decodable information.
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Table 1. IEEE 802.11a/g data rate information.

Modulation Coding Data rate Effective SNR

BPSK 1/2 6Mbps <6.6 dB

BPSK 3/4 9Mbps 6.6–8.7 dB

QPSK 1/2 12Mbps 8.7–9.6 dB

QPSK 3/4 18Mbps 9.6–17.3 dB

16QAM 1/2 24Mbps 17.3–18.4 dB

16QAM 3/4 36Mbps 18.4–26.0 dB

64QAM 2/3 48Mbps 26.0–28.1 dB

64QAM 3/4 54Mbps >28.1 dB

To tackle these challenges, we propose the rate adaptive broadcast (RAB).
Fully exploiting the WiFi subcarrier, every client just transmits a two-symbol-
length feedback, while the server extracts the needed information from the col-
lisions of all clients. The other advantages of RAB include: the subtly designed
feedback has the same structure of standard OFDM symbols. So it is easy to
be implemented and is compatible to commercial WiFi devices; RAB is also a
general solution, which can be extended to other wireless protocols.

The main contributions of this paper are as follows:

– We design RAB that enables rate adaptive broadcast in IoT. The core design
of RAB leverages the preamble to realize the concurrent transmission and
leverages the orthogonal subcarriers to develop the short feedbacks.

– We implement RAB on USRPs, and establish a 20-node testbed. Experiment
results demonstrate that RAB achieves the mean throughput gain of 2.8x
and 1.3x compared with the standard WiFi and the state-of-the-art MuDRA,
respectively.

2 Problem Statement

Before introducing RAB, we review the background and understand the WiFi
preamble. Then, we state our problem and summarize the design challenges.

2.1 Background

Rate adaptation is a fundamental primitive in wireless networks. Since the
channel state varies unpredictably, a sender has to measure the dynamic channel
and selects the appropriate data rate to maximize the throughput. Taking IEEE
802.11a/g WiFi as an example, eight different data rates are available including
6, 9, 12, 18, 24, 36, 48, 54 Mbps. We list the data rate information in Table 1
and with the effective SNR measured by our experiment (details in Sect. 4).

Broadcast, multicast, and unicast are three general communication modes
in WiFi. If clients have interests in the same content, broadcast is the most
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efficient mode that utilizes one channel to transmit data to all clients. In IEEE
802.11a/g, if the broadcast mode is chosen, the data rate is fixed at the lowest
6 Mbps. Due to no ACK in broadcast, the server cannot acquire different channel
states from all clients, so the lowest rate is the conservative setting.

2.2 Understanding of WiFi Preamble

Preamble is a pre-defined training signal at the packet header. Nearly all wireless
protocols require preambles, because packet detection and time synchronization
between sender and receiver totally rely on it. WiFi’s preamble is 16µs length
consisting of an 8µs short training field (STF) and an 8µs long training field
(LTF). STF is the 10 repetitions of a given 16-sample sequence and LTF is the 2.5
repetitions of a 64-sample sequence, where the repetition pattern is a 32-sample
cyclic prefix (CP) and then two 64-sample signals. When a client receives a
preamble, it operates the correlation by known STF and LTF sequences. Through
the 10 correlation peaks in STF and 2 correlation peaks in LTF, the client can
detect the start-of-packet and complete the time synchronization.

Following the preamble is the signal field (SIG), which contains the informa-
tion of data rate and packet length. Specially, the reserved bit is intended for
future use.

2.3 Problem, Challenges, and Observations

In IoT, the lowest data-rate broadcast obviously lowers the quality of experience.
Motivated by fully exploiting the channel resource and improving the through-
put, we propose to study the rate adaptation problem in WiFi broadcast.

Rate adaptation and broadcast never work collaboratively in standard WiFi.
On one hand, an accurate adaptation depends on the two-way interaction to
measure all channel states. However, the broadcast is a one-to-many and one-
way transmission mode without ACKs. On the other hand, existing reactive
rate adaptation methods, used in unicast and multicast, cannot directly apply
in broadcast. Since there may be numerous clients in broadcast case, one-by-one
ACKs result in a heavy overhead.

Inspired by full duplex [1] and concurrent transmission [12], we conceive a
concurrent-feedback design to tackle the above dilemma. In addition, we observe
two opportunities from the packet structure, which are able to facilitate the
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Fig. 3. The correlation and recovered results on the collided signal.

design. First, the essence of the preamble is a training sequence. Partial missing
preamble will not lead to any data loss. Moreover, the missing part is potential
to be compensated by the known sequence and channel coherence. Second, the
reserved bit in signal field can be used to transmit 1-bit information.

3 Design of RAB

Based on the observations, we design the rate adaptive broadcast (RAB) to bridge
rate adaptation and broadcast in IoT. The block diagram of RAB architecture
is shown in Fig. 2, including the designs of client and server. In RAB, every
device equips one TX and one RX antennas, which is a usual configuration in
commercial WiFi devices.

– At the client side, three modules are added. After receiving a packet, the
preamble compensation module is ready to compensate the collided preamble
of next packet; while the rate estimation module estimates the supported data
rate by analyzing the received packet. Then, the feedback generation module
generates the short RAB feedback implying the estimated rate and transmit
it to the server during the preamble time.

– At the server side, three modules are added. The server receives an overlapped
signal containing the clients’ feedbacks and its own preamble. The function
of preamble cancellation filters the feedbacks out from the preamble. How-
ever, the multiple feedbacks are still overlapped. So the feedback estimation
module recognizes every client’s information from the overlapped feedbacks.
According to the recognized information, the rate selection determines the
optimal data rate.

The greatest strength of RAB is to enable the rate adaptation in broadcast
without extra time overhead. The server fully exploits the channel in time domain
by broadcasting data ceaselessly. On the contrary, all clients receive the data in
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Fig. 4. Subcarrier allocation for OFDM symbol (up) and RAB symbol (down).

most time. They only concurrently transmit their 8µs feedbacks within the 16µs
preamble time (align center).

It is not easy to realize RAB. The first challenge is the collision resolution.
The severe collision caused by the parallel server’s preamble and clients’ feed-
backs. Another challenge is how to design the short feedback so that the server
can recognize the information from the parallel feedbacks. Next, we describe the
design of every module in details.

3.1 Client: Preamble Compensation Module

Every client is only interested in the preamble, but the preamble is hard to be
extracted from the collided signal. Fortunately, unlike the payload, the preamble
is a training sequence attaching no essential data. Hence, a client just needs to
compensate the preamble.

First, for start-of-packet detection and time synchronization tasks, the pream-
ble compensation module directly operates the correlation on the collided signal
by 16-sample STF sequence and 64-sample LTF sequence. The correlation results
are shown in Fig. 3(a) and (b). Although several correlation peaks are distorted,
their number and locations are clearly recognized. Hence, the detection and syn-
chronization tasks can be accomplished as usual.

Then, for AGC, this module leverages the feature that the received preamble
is partially overlapped. Every feedback signal is 8µs-duration overlapped at the
center of the 16µs preamble. So the fist 80 samples in STF and last 80 samples
in LTF are nearly non-collided. To be conservation, we use the first correlation
peak in STF and the last correlation peak in LTF to recover the other peaks in
Fig. 3(c) and (d). Therefore, AGC task is accomplished.

3.2 Client: Rate Estimation Module

The rate estimation module aims to assess the maximal supported data rate. In
literature, plenty of metrics have been adopted to assess the data rate such as
constellation [11], collision [5], and SNR [18]. This module is open to any existing
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Fig. 5. The synchronization goal is the ‘align center’ between preamble and RAB
feedback. However, it can be tolerant as long as the feedback falls in 0.8–12.8µs range.

method as long as the data rate could be accurately and quickly estimated. In
current RAB, we adopt the classic metric effective SNR [4]. Yet SNR is coarse
and insufficient, the effective SNR is more accurate to adapt the rate in dynamic
channel.

When a client receives the packet, the maximal supported rate is obtained
by the following steps: (i) calculate CSI by the received packet (ii) the MMSE
expression is used to compute subcarrier SNRs from the CSI; (iii) the effec-
tive SNR is computed from the subcarrier SNRs; and (iv) assess the maximal
supported data rate through the effective SNR.

Since the effective SNR is a mature technique, we just briefly introduce how
to compute the effective SNR. First,

Beff,k =
1
52

26∑

s=−26

fS→B,k(Ss), (1)

where Beff,k is the effective BER at the pre-set data rate k, k ∈ {6, 9, · · · , 54},
s is the indicator of subcarriers belonging to [−26, 26] and s �= 0, fS→B,k()
is the mapping function from SNR to BER, and Ss is the SNR of the s-th
subcarrier. According to different k, Beff,k needs to be computed respectively
because of different mapping function. For example, if k = 6 Mbps, fS→B,k(Ss) =
Q(

√
2Ss), where Q is the standard normal CDF; if k = 48 Mbps, fS→B,k(Ss) =

7
12Q(

√Ss/21); the mapping functions for the other data rates can be found
in [4]. Then,

Seff,k = fB→S,k(Beff,k), (2)

where Seff,k is the effective SNR at data rate k and fB→S,k() is the inverse
function of fS→B,k().

3.3 Client: Feedback Generation Module

After the data rate is estimated, the client needs to generate the feedback con-
taining this data rate information. Since a server cannot decomposed the collision
of conventional ACKs, it is necessary to design a novel pattern of feedback, refer
to RAB feedback. In RAB, the feedbacks are overlapped in time domain, we
conceive to distinguish them from the frequency domain.
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Fig. 6. The process of preamble cancellation.

Let us first understand the OFDM symbol, which is the least transmission
unit. Each OFDM symbol consists of 64 orthogonal subcarriers in frequency
domain and 80 samples in time domain. The allocation of these subcarriers is
illustrated in Fig. 4(up).

Based on the OFDM symbol, we design the RAB symbol, a customized sym-
bol for RAB feedback. Each RAB symbol also consists of 64 subcarriers. The
allocation of these subcarriers is illustrated in Fig. 4(down), where 64 subcarriers
are evenly divided into 8 groups mapping to 6, 9, 12, 18, 24, 36, 48, 54 Mbps,
respectively. According to its maximal supported data rate, a client randomly
selects one subcarrier within the corresponding group to transmit a peak and all
the other subcarriers are set null. Then, operating IFFT on the RAB symbol,
the 64 corresponding samples are obtained in time domain. Repeating 2.5 times
of these samples, we have the 8µs RAB feedback (160 samples).

The advantages of RAB feedback include: (i) The RAB symbol is compati-
ble to commercial WiFi devices, because the framework of RAB symbol is the
same as OFDM symbol. (ii) All 64 subcarriers are fully exploited to maximize
the number of different feedbacks. The guard and pilot subcarriers are unnec-
essary because the feedback is short and simple. (iii) The length of feedback is
minimized in order to reduce the interference on preamble.

Besides generating the RAB symbol, another job of the feedback generation
module is to synchronize the feedback transmission. The goal is to align center
between the preamble and the feedbacks as shown in Fig. 5, i.e., transmitting
every feedback at the 4–12µs position of the preamble. So that the first 4µs of
STF and the last 4µs LTF can be non-collided for training tasks. This goal is
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approached by two steps. First, since the finish time of current packet reception
is known as t and the server broadcasts its packets ceaselessly, the feedback can
be transmitted at t+4µs. Second, the client could detect the time offset between
the preamble and its own feedback.

Even utilizing these two steps, the synchronization may be not prefect
because of hardware limitation. Fortunately, some offset can be tolerant in our
design. We find that the first repetition of STF sequence finishes at 0.8µs and
the last repetition of LTF sequence starts at 12.8µs. Thus, as long as the RAB
feedback is transmitted within the range of 0.8–12.8µs, the aforementioned two
repetitions are still non-collided, which is sufficient to accomplish the training
tasks. Compared with the ideal 4–12µs position, the tolerated offset is up to 4µs.
Such a offset is easily achievable by existing technique [15], which can realize a
<0.5µs synchronization for concurrent transmissions.

3.4 Server: Preamble Cancellation Module

As shown in Fig. 6, the server receives a collided signal, which is dominated by its
own preamble. The preamble cancellation module aims to cancel this preamble
and filter the feedbacks out. To operate the cancellation, we introduce the non-
collided preamble in the last packet. Due to the channel coherence and two
consecutive packets, the last preamble is potential to be the baseline to cancel
the preamble in current collision. Nevertheless, since the phase offset may exists
in different complex signals, we cannot subtract the non-collided signal directly
from the collided signal.

The preamble cancellation module operates the cancellation in frequency
domain. A 64-sample time window is set to extract the time-domain signal in
both the collided and non-collided signals, where the 64-sample is the least win-
dow to do FFT on 64 subcarriers. To guarantee that all feedbacks have at least
64-sample overlapped together, the minimal duration of a feedback is 8µs. And
the location of time window is from 4.8 to 8µs. Hence, the information of all
clients are included in this time window.

Operating FFT on both extracted signals and doing the cancellation by mag-
nitude subtraction, the preamble signal is cancelled and we have all clients’ feed-
backs in frequency domain as shown in Fig. 7.

According to the subcarrier allocation in RAB symbol, the distribution of
peaks can be counted in every data rate. Since the noise can be easily measured,
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Fig. 8. RAB testbed.

a peak is determined when its amplitude is larger than the average noise. We
note a subcarrier with peak as ‘1’ and a subcarrier without peak as ‘0’.

3.5 Server: Feedback Estimation Module

A client randomly selects one subcarrier in the group of its data rate. Hence, it is
possible that multiple clients select the same subcarrier, especially in dense case.
Considering this case, the goal of the feedback estimation module is to compute
the number of clients in every group of data rate. Various existing methods
serve for cardinality estimation based on responses of ‘0’ and ‘1’. For example,
UPE [6] and ART [12]. This module is open to diverse such methods as long as
the number of clients can be accurately estimated.

In current RAB version, we adopt the classic unified probabilistic estimation
(UPE) [6] to realize this feedback estimation module. Denote n0 as the number
of ‘0’ s, m as the number of subcarriers in a group, and N as the number of clients
in this group. UPE estimates N on account of n0 and m. The UPE estimator is

Ñ = −m × ln(
n0

m
), (3)

where Ñ is the estimate of N . According to Eq. (3) and the setting of m =
64/8 = 8, in Fig. 7, there are 6 peaks can be found in the group of 9 Mbps, so
n0 = m−6 = 2. Then, UPE estimates the number of clients Ñ = −8× ln(2/8) ≈
11.

3.6 Server: Rate Selection Module

Using the result of feedback estimation, the rate selection module determines the
optimal data rate according to the applications. Various policies can be defined
such as ‘maximize the throughput’ or ‘maximize the total number of clients’.

To see how rate selection module works, we use a simple example. If the
policy is ‘maximize the total number of clients’, 9 Mbps is the optimal data
rate, in which all clients could decode the broadcasting data from server. If the
policy is ‘maximize the total throughput’, 48 Mbps is the optimal rate. Although
only 5 clients achieve the successful reception, the total throughput is 48 × 5 =
240 Mbps, which is larger than selecting 9 or 24 Mbps.
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Fig. 9. Rate adaptation results.

4 Performance Evaluation

We implement RAB on USRP and build a 20-node testbed to evaluate its per-
formance.

4.1 Implementation

Platform: We build the prototype of RAB using the GNU Radio toolkit and
USRP N210. All the USRP nodes are equipped with SBX daughter boards and
two VERT2450 antennas, so that they can simultaneously transmit and receive
on 2.4 GHz. We adopt existing IEEE 802.11 a/g/p transceiver for GNU Radio [2]
as the basic WiFi physical layer (PHY).

RAB PHY: The design of RAB PHY is shown in Fig. 2. We implement it
according to the design. To trigger the rate adaptation, the server sets the
reserved bit as ‘1’. The server keeps broadcasting packets while it logs the non-
collided preamble for the use of preamble cancellation. Besides, every client esti-
mates the noise level from the received packet and keeps updating the average
SNR for each subcarrier in order to calculate the effective SNR.

MAC: Since RAB works at the broadcast mode, the carrier sensing in MAC
layer is disabled in our prototype.

SNR: The relationship between the maximal supported rate and the effective
SNR is measured using our USRP nodes. Then, every client can empirically
determine its maximal supported rate when the effective SNR is obtained.

Testbed: As shown in Fig. 8, our testbed includes 20 USRP nodes as an IoT
covering an office, whose area is 32 m2. One server and 19 clients build a single-
hop topology for data broadcasting.

Configuration: All USRP nodes operate at 2.484 GHz. To avoid the odd deci-
mation, we use the bandwidth of 10 M instead of 20 M. Hence, the data rates are
halved, e.g., the lowest data rate is 3 Mbps in our evaluation. The size of every
packet is 1500 Byte.
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Fig. 10. Comparison on throughput.

Compared Schemes: We compare RAB with

• MuDRA [3]: is the state-of-the-art rate adaptation design for multicast, which
adapts the data rate by lightweight feedbacks from partial clients. MuDRA
aims to ensure >85% packet reception ratio (PRR) for >95% clients. The
feedback interval is set to be 500 ms as used in [3], and no more than 4 clients
will send their feedbacks every 500 ms.

• MaxClient: is a straightforward method that selects the data rate for maxi-
mizing the number of clients.

• WiFi: is the standard IEEE 802.11a/g protocol. The server broadcasts with
the lowest data rate and the clients do not transmit ACK.

4.2 Evaluation Result

Micro Benchmark Rate Adaptation. The server broadcasts 1500Byte pack-
ets to a client with a 50 ms interval using RAB, MuDRA, MaxClient, and WiFi.
The aim of such real-time experiments is to validate the rate adaptation in RAB.
In the experiments, the USRP nodes are kept stationary, leading to relatively
stable effective SNR.

Figure 9 shows the average data rate when the number of clients increases
from 1 to 19. We observe that RAB always selects the highest data rate, because
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it does not sacrifice the overall throughput for poor clients. To be specific, when
the number of clients increases, MaxClients tends to be stuck in the data rate
of 4.5 Mbps, which is the lowest data rate for all 19 clients. Meanwhile, since
MuDRA is allowed to ignore the worst client, it is slightly better than Max-
Clients, but still fall behind RAB. In Fig. 10, we adopt the sum of each client’s
data rates, i.e., the total rate, to indicate the throughput. The high total rate
implies that RAB scales well with increasing clients. These results verify the
promising advantage of RAB in broadcast.

System-Level Gain. Based on the experiment results, we collect the maximal
supported data rates for all the 19 clients for system-level simulation. For com-
parison, we assume MaxClients utilize the feedbacks without extra overhead,
while the standard WiFi directly broadcasts packets using the lowest data rate.
Moreover, as [3], each feedback in MuDRA is 1 ms, and we let all the feedback
nodes transmit successively.

We iterate all the possible combinations of the 19 clients, and calculate the
cumulative distribution of the throughput shown in Fig. 10. From Fig. 10(a),
we find that in WiFi, all clients have the same throughput because they all
receive packets from the server at the lowest data rate. Besides, both RAB
and MaxClients have partial zero throughput. The reason is that the server
“abandons” some clients with poor link quality. However, those zero-throughput
clients (less than 20%) does not impact the network-wide throughput. As shown
in Fig. 10(b), the overall throughput gain of RAB is tremendous, i.e., the median
throughput increments compared with MuDRA and MaxClients are as high as
31.03% and 72.73%, respectively.

Specifically, we evaluate the total throughput gains of RAB, MaxClients, and
MuDRA, compared with the standard WiFi broadcast in Fig. 10(c). The median
gain of RAB and MuDRA are 2.76x and 1.87x respectively. Moreover, RAB can
achieve an average throughput gain of 2.85x compared with WiFi, which is also
30.51% higher than that of MuDRA.

5 Related Work

We classify existing rate adaptation techniques into two categories.

Rate Adaptation in Unicast. Adapting the suitable data rate to the dynamic
channel is valuable for wireless communication, where a too high data rate leads
to decoding error and a too low rate wastes the channel resources. In unicast,
the data rate is adjusted by various metrics. RRAA [16] measures the packet
loss rate. SoftRate [14] utilizes the SoftPHY hints to obtain the per packet BER.
FARA is a frequency awareness rate adaptation [9]. AccuRate [11] investigates
the constellation state. CARA analyzes the collisions [5]. These methods perform
well in unicast. However, collecting the metrics from all clients is not practical
in broadcast due to heavy overhead.

Rate Adaptation in Multicast. To improve the throughput in multicast,
extensive low-overhead rate adaptation methods are developed. REMP [8]
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requires the non-reception clients to send NACKs. ARSM [13] reduces the over-
head by selecting partial clients to send feedbacks, typically the clients with
poor channel quality. Peercast [17] improves the link layer multicast through
collaborative relays and batch ACKs. MuDRA [3] dynamically adjusts the data
rate relying on collecting representative feedbacks via a light-weight protocol.
However, overhead of above methods cannot be completely removed.

6 Conclusion

This paper presents the novel RAB to enable the rate adaptation in IoT broad-
cast. Leveraging the preamble and orthogonal subcarriers, RAB collects parallel
feedbacks from all clients during the preamble time, which has no affect on
packet reception and requires no extra overhead. Through implementation and
testbed based performance evaluation, we show that RAB embraces the parallel
acknowledgements, separates feedbacks from preamble signals, and increases the
throughput in broadcast.

The future work includes the RAB transplant from WiFi to other IoT wireless
protocols such as ZigBee and LoRa, the RAB extension on subcarrier allocation
to obtain more accurate estimation, and the RAB generalization from broadcast
to multicast.
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Abstract. The large-scale of data collection from IoT devices to central cloud
brings several challenges that need to be overcome, especially for needs of real-
time collection and bandwidth restrictions. In order to address this issue, we
proposed a data collection method that combine cloud with edge node by using
deep learning technology to provide the data collection service. The cloud is
responsible for storing the large amount of historical sensor data, training the
deep learning model, and deploying the model to the edge side. The edge node
will receive the model of data prediction and then determines whether the real
data will be uploaded to the cloud to optimize the model. Experiments show that
the method we proposed can not only increase the speed of data collection, but
also reduces the network traffic and eliminates bandwidth load effectively.

Keywords: Data collection � Cloud-edge coordination � Deep learning

1 Introduction

With the development of Internet of Things (IoT) technology, IoT system will face a lot
of data due to the numerous smart terminal devices. According to research firm
Gartner, as many as 20 billion connected devices will generate billions of bytes of data
per user by 2020. These devices are not just smartphones or laptops, but also connected
cars, vending machines, smart wearables, surgical medical robots, and more. The vast
amount of data generated by countless types of such devices needs to be pushed to a
centralized cloud for retention (data management), analysis and decision making. The
analyzed data results are then passed back to the device if needed. This round-trip of
data consumes a large amount of network infrastructure and cloud infrastructure
resources, further increasing latency and bandwidth load issues, thereby affecting
critical mission of IoT system [1]. In this case, edge computing technology is rapidly
integrated into large-scale IoT monitoring systems [2] and is supported by edge
computing devices such as smart gateways, lightweight servers, and small base sta-
tions. In the IoT system, the edge computing layer is closer to the IoT terminal devices,
therefore, it can not only provide local data collection and improve the real-time
performance of the service, but also reduce the backhaul delay between the terminal
devices and the cloud platform. However, edge nodes have very limited computing,
storage, and network resources, which make it difficult to process large-scale data.
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In this paper, a method of data collection using deep learning technology com-
bining cloud and edge nodes is proposed. Using advantage of computing power of the
cloud and real-time superiority of the edge node, the neural network model can be
trained in cloud and deployed to the edge node and predict sensor data at the edge
node. When the prediction accuracy is less than the threshold, the prediction result will
be saved in the edge node as a match object for the next business; otherwise the real
data will be uploaded to the cloud and will be used to optimize the training model. The
experiment results show that this method can not only increase the speed of computing
services and satisfy the real-time requirements of data collection, but also reduces
network traffic and eliminates bandwidth load effectively.

The rest part of this paper is organized as follows: Sect. 2 introduces related
research on the edge computing in the field of deep learning. Section 3 mainly intro-
duces the principle of the method proposed in this paper and the data processing flow.
Section 4 introduces the realization of the test system. Section 5 presents the experi-
mental design and verification of results. Section 6 makes a conclusion and outlook for
future work.

2 Related Work

The ambitious vision of IoT not only led to many studies in scientific and academic
communities, but also attracted many industrial domains. Considering the overall
methodological perspective of IoT, there are still problems for the IoT data collection.
Firstly, the delay is too long caused by the distance between the IoT device and the
central cloud. Secondly, pushing a large amount of sensor data packets to the cloud
would increases the bandwidth load of the network. Aiming at IoT data collection and
load balancing, researchers have developed various data collection models and pre-
diction mechanisms for IoT applications.

The first method is to push the sensor data into the central cloud for processing
directly (Sensor-Cloud). Madria et al. [3] have proposed a sensor cloud architecture
that connects different wireless sensor networks in vast geographic areas. This archi-
tecture can be used by multiple users “on demand” at the same time. Virtual sensors
will help create a multi-user environment based on resource-constrained physical
wireless sensors and help support multiple applications on demand. However, Madria
does not consider the high network load and delay problem when the sensor transmits
large amount of data. Truong et al. [4] present the design of an Internet of Things
(IoT) system consisting of a device capable of sending real-time environmental data to
cloud storage and a machine learning algorithm to predict environmental conditions for
fungal detection and prevention. They built a data collection cluster for sensor data
access and processed raw environmental data and predict short-term temperatures in the
cloud using SVMr (Support Vector Machine regression) algorithm, increase throughput
while helping to predict the presence of harmful fungi and prevent disease collection.
However, they do not consider the coordination between cloud and edge node, the
number of packet collections cannot be further reduced.
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The second method adds an edge node as the middle layer based on the first method
(Sensor-Edge-Cloud). Peralta et al. [5] extend MQTT, the de facto IoT collection
protocol, using an edge computing approach that introduces a low complexity com-
putational layer between the Cloud and IoT nodes. In this approach, the MQTT broker,
which is in charge of relaying data from publishers to subscribers, is placed at the edge
layer. With this architecture, the collections required from IoT devices may be reduced,
since the publishers would only need to update the predicted data in case of mis-
matching. However, their architecture is limited by the computational power of edge
nodes. Oma et al. [6] propose a linear IoT model to deploy processes and data to
devices, edge nodes, and servers in IoT. Edge nodes not only receive sensor data, but
also do some computation and storage on a collection of data sent by sensor nodes so
that the total electric energy consumption of nodes can be reduced. The experiments
show the total electric energy of the IoT model is smaller than the traditional cloud
model.

In the field of deep learning, many researchers have proposed different prediction
algorithms with the above purpose. Hinton [7] and others use the Deep Belief Network
(DBN) structure to form a DBN. Each layer of Restricted Boltzmann machine
(RBM) structure was used for unsupervised learning training and used in MNIST
handwritten digit recognition tasks, which achieving the best score of 1.2% error.
Xiaoyun [8] et al. applied LSTM neural network to short-term wind power data pre-
diction based on Principal Component Analysis, and the prediction error was lower
than that of SVM model. The smart home machine learning system proposed by Wei
[9] used the single hidden layer BP neural network (BPNN) prediction model as the
core to receive environmental data and predict the data. The prediction model uses
Umass Trace Repository and the prediction accuracy on the platform dataset is 85%.

Above methods provide some references for the conception of our method to solve
the problem of current data collection about IoT. This paper proposes a deep learning
method combining cloud with edge node. It can train the model using Bi-directional
LSTM (Bi-LSTM) and send the model to edge node, the future sensor data will be
predicted by using model in the edge node. The experiment results show that the
method can not only increase the speed of data processing and satisfy the real-time
requirements of intelligent services, but also reduces network traffic and eliminates
bandwidth restrictions effectively.

3 System Architecture

The system is divided into three parts: the IoT device layer, the Edge layer, and the
Cloud layer, as Fig. 1 shows. The devices send sensing data to the edge node, and real-
time calculation is performed on the edge node according to the requirements. Then,
the calculation results are sent to the cloud to be stored. The cloud is also responsible
for computational tasks with large computational complexity and low real-time
requirements, such as neural network model training tasks, and training results are
transmitted to the edge.
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• IoT Device Layer: In this layer, the sensor device nodes need to receive sensor data
from current environment and push sensor data to the edge layer.

• Edge Layer: This layer is a real-time data storage and processing center, which is
responsible for receiving real-time data transmitted from the IoT Device Layer. The
Edge Layer is also responsible for calculating the accuracy value between the
predicted data and the real data, and determining whether to upload real data to the
cloud based on the accuracy value.

• Cloud Layer: This layer interacts with the edge layer and performs the historical
data storage, training, prediction and deployment of deep learning models.

4 Principle of the Method

4.1 Bi-LSTM RNN

Since the IoT sensor data is mostly time series data, and the Recurrent Neural Network
(RNN) can achieve high precision if the sequential machine learning task is involved.
LSTM RNN is a special kind of RNN, which are characterized by the addition of valve
nodes of each layer outside the RNN structure and long-term dependency problems can
be avoided and long-term storage memory information can be supported by analyzing
the overall logical sequence between input information.

A typical LSTM unit is shown in Fig. 2. It contains one or more memory cells c
with internal states, an input gate it, a forgotten gate ft, and an output gate ot, assuming
ct is the state of memory cells at time T. Then, the calculation process of the LSTM unit
at time T is as follow:

ft ¼ r Wf � ht�1; xt½ � þ bf
� � ð1Þ

it ¼ r Wi � ht�1; xt½ � þ bið Þ ð2Þ

ot ¼ r wo � ht�1; xt½ � þ boð Þ ð3Þ
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Cloud Center
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Fig. 1. Cloud-edge IoT architecture
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~ct ¼ tanh Wc � ht�1; xt½ � þ bcð Þ ð4Þ
ct ¼ ft � ct�1 þ it � ~ct ð5Þ
ht ¼ ot � tanh ctð Þ ð6Þ

In the equation: W and b are parameters to learn [9]; r and tanh are the sigmoid
function and the hyperbolic tangent activation function, ect is a new candidate value
vector created by the tanh layer that will be added to the cell state, and ht is the final
output value. The LSTM model training process uses a BPTT algorithm which is
similar to the classical back propagation algorithm (BP) principle [10]. The algorithm
can be divided into four process steps:

(a) Calculating the LSTM cell output value according to the forward calculation
method ((1)–(6));

(b) Calculating the error term of each LSTM cell in reverse;
(c) Calculating the gradient of each weight according to the corresponding error term;
(d) A gradient-based optimization algorithm is applied to update the weights.

Both RNN and LSTM can predict the output of the next moment based on the
timing information of the previous moment. However, the output of the current
moment is not only related to the previous state, but also may be related to the future
state in some cases. In continuously changing weather data, the data at time v1 is not
only related to historical weather data, but also related to the trend of data in a range of
time in the future. The basic idea of the Bidirectional RNN [11, 12] is to divide the part
responsible for the forward state and the part responsible for the reverse state in each
training sequence into two RNNs, and both are connected to an output layer. This
structure provides complete past and future context information for each point in the
output layer input sequence.

Fig. 2. LSTM hidden layer cell structure
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4.2 Cloud-Edge Collaboration Algorithm

The data processing and collection flow in our proposed architecture as shown in
Fig. 3. The Cloud Layer stores a large amount of historical sensor data and uses Bi-
LSTM RNN neural network to train historical data, and deploys the obtained model as
input data to the Edge Layer so that the edge computing layer can predict the future
data. Since the time of data collection from the IoT Device Layer to the Edge is shorter
than to the Cloud, the edge computing layer, which collects data once per second, first
receives the raw sensor data T(x1, x2, …, xn) at t0 time from the device layer and pre-
processes and detects whether the local database has matching data within a period of
time. If there has not matching data from database, the predicted model will execute
and output the predicted data. If there has matching record in the database, the data will
be compared with the predicted data which at the same time, if the difference between
the predicted value and the actual value is less than the threshold, the system continues
to save the data and does not modify the model which used to next prediction,
otherwise the edge layer publishes the real data to the cloud every minute and the
model will be trained and updated using the new data.

Based on the above workflow, the algorithm pseudo code is described as follows:

Fig. 3. Data processing and collection
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Algorithm 1. Training and Deployment Algorithm

Input: Historical Sensing Data  
Output: Prediction Model 
    Start  

1.  Scaled = fit_transform(input.values) 
  2.  Reframed = series_to_supersived(scaled, 
n_minutes, 1)  
  3.  Train_X = X.reshape(sample, timestep, feature)  
   /*Standardized Data*/  
  4. Construct Model = LSTM(lstm_units, return_sequence 
= False)  
   /*Design the LSTM layer */  
  5. Add_Dropout()   
  6.  Add Layer = Dense(output_dim = 1, activation = 
‘sigmoid’)  
  7.  Compile loss, optimizer  
  8.  Fit Model(train, epoch_num, batch_size)  
   /*Define fit function*/  
  9.  Save.model(model.h5)  
  10.  Sftp model.h5 /root/model.h5  
   /*Save model and deploy model to edge layer*/  
  End  

Algorithm 2. Matching and Prediction Algorithm on Edge 

Input: Real-time Sensing Data  
Output: Matching Data, Prediction Data  

Start  
   1.  Set D0 , GPIO.setmode(GPIO.BCM)(t0)  
          /*Collection real sensor data of t0 through 
GPIO*/  
   2.  ADC.setup and GPIO.setup(D0, GPIO.IN)(t0)  
   3.  analogVal = ADC.read(0)  
      4.  Calculate Vr, Rt, Real_data(t0)  
    /* Convert the acquired signal to digital signal 
using the ADC module*/  
   5.  IF NOT EXISTS t0 = a ( SELECT t0_data FROM data-
base):  
      (1) Execute model  
         (2) upload real_data(0)  

ELSE: rmse = 
IF rmse < threshold:  

           save data  
ELSE:  

      client.publish('v1/devices/me/attribute', pro-
cess.env.ATTRIBUTE) 
           Repeat step 1~5  

End 
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5 Result and Analysis

5.1 Data and Environment

We have implemented a prototype system to test our method and the experiment
measured by python scripts in the proposed environment. The test system includes
above three layers we proposed and operation of each layer is as follows:

The IoT Device Layer, as shown in Fig. 4, which is in charge of collecting raw
sensor data, is the bottom layer and is consist of digital temperature sensor node. Then,
the raw sensor data sent to the Raspberry Pi [13] using the GPIO collection module and
the received analog signal is converted to a digital signal using the ADC analog-to-
digital conversion module (PCF8591).

The second layer is the Edge Layer which has been implemented using Raspberry
Pi. The purpose of the edge computing layer is to reduce the amount of data which sent
to the cloud and reduce the collection delay and bandwidth load. It calculates the
accuracy difference between the predicted data obtained by RNN model comes from
the cloud and standardized real-time data from the sensor. According to the error value,
the edge node determines whether to upload the real data to the cloud.

The top layer is the Cloud Layer, which is implemented using ThingsBoard IoT
cloud platform [14] (Fig. 5) running on a local server as a visualization system. We
extent two tables in the ThingsBoard database, one is used to store historical sensor
data and the other for prediction result. This layer not only to act as persistence storage
of sensor data in a Postgresql database and train the deep learning model of these data,
but also show the sensor values in more user-friendly graphs and tables. The
ThingsBoard IoT cloud system has many of these functions built in, including an
MQTT broker and an MQTT client to listen and handle MQTT message from the Edge
Layer. Hence, the cloud system simply acts as a back-end storage system and sensor
data visualizer, based on the sensor data sent from the Edge Layer.

Fig. 4. Raspberry Pi and sensor
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The experiment data used in this article comes from a real temperature sensor of
laboratory, which including 75 h temperature sensor data and collected every one
minute. First, we extract the temperature data and integrated data into CSV format.
Then, the timestamp dimension is deleted, and all the raw data are normalized. The
visual data used in the experiment as shown in Fig. 6.

5.2 Result and Analysis

The experiment first needs to determine the batch size of the model. Figure 7 shows the
change in the loss of the model for different batch sizes under the same parameters. It
can be seen that the data sets corresponding to three different Batch_sizes have no
excessive fluctuations; when Batch_size=64 and Batch_size = 128, the final loss is
small; but when Batch_size = 128, there is a test loss value which always appear below
the training loss value. Therefore, this paper selects Batch_size = 64 to train the model.

Fig. 5. Cloud dashboard

Fig. 6. Data visualization
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Fig. 7. Comparison of loss in batch sizes
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Then, in order to compare the performance of the model in different deep learning
algorithm, we divide the above dataset into 40 training sets, each of which contains
series of environmental temperature data (i.e. 1–15 h, 2–16 h, …, 10–24 h, ……, 1–
30 h, 2–31 h, …, 10–39 h), and the sample data of the following hours is used as the
testing set to process model accuracy test.

We calculate the error score of the model using the predicted value and the actual
value of the testing set and generate the Root Mean Square Error (RMSE) for error
comparison as follows, where y is an actual value and �y is a prediction value.

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y� �yð Þ2

q
ð7Þ

In order to ensure the reliability of the experiment, we performed 50 times
experiments on each set of training set predictions, and calculated the mean of each
group of RMSE. The experiment uses these data to predict and output prediction
accuracy. Comparison results are shown in Fig. 8.

The BP neural network, LSTM RNN are used in the comparative experiment.
A three-layers BP neural network structure was consisted with an input layer, a hidden
layer and an output layer. The hidden layer contains 8 hidden nodes and the layers are
interconnected by correctable weight. The parameters of LSTM neural network model
are the same as Bi-LSTM we used. The experiment uses these neural networks to
predict the same data set and output prediction accuracy. Due to the inherent defects of
the BP neural network model, which have insufficient learning of nonlinear features
and the insufficiency of memory information, and it has the problem of local minimum
value, which leads to the model not being able to fully training. The results show that
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the BP neural network prediction result of error is higher visibly than others under the
same conditions.

For three RNN, when the amount of data is large, we can get better accuracy of
prediction and the differences of the prediction effects of them are not obvious.
However, when the amount of data is smaller, the Bi-LSTM algorithm used in this
paper can get more little error by learning and assigning the parameter features with
different weights selectively compared with traditional LSTM and BP algorithm.

Next, for comparing the network bandwidth load between our proposed method
with Sensor-Cloud method above mentioned reasonably, we using the same server
system as they do to run the test experiment. The sensor data is divided into six group
and the nload tool is responsible for monitoring the bandwidth load during data col-
lection. The comparison result is shown in Fig. 9, where Sensor-Cloud represents the
delay time from the device sensor to the cloud server, the Sensor-EdgeDL-CloudDL
denotes the delay time from device sensor to the edge node. The result shows that the
method of transmitting sensor data to the cloud directly (Sensor-Cloud mode) has the
largest bandwidth load. Using deep learning technology to train and predict future data
in the cloud can reduce the collection of sensing data than the Sensor-Cloud mode
when the prediction error is lower than the set threshold. Using the method proposed in
this paper, the prediction model is deployed to the edge node and the data comparison
work at the edge layer can further reduce the packet collection amount and achieve the
minimal network load.

In addition to the above experiment, the end-to-end delay time was also evaluated
and measured. Each measurement was made 10 times and the results of the evaluations
can be seen in Table 1, where Sensor-Cloud represents the delay time from the device
sensor to the cloud server, Sensor-Edge denotes the delay time from device sensor to
the edge node, Number is the number of data packet collection. The sensor data is
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divided into five group and each group include 100 sensing data, the results shows that
the delay time of Sensor-Cloud is longer than the delay time of Sensor-EdgeDL-
CloudDL which the network and devices are on the same situation.

6 Conclusion

In this paper, an IoT data collection method based on cloud-edge coordination is
presented. Compared with the original method of IoT data access and collection
architecture, we proposed a data collection method that combine cloud with edge node
by using deep learning technology to provide data collection service. The cloud is
responsible for storing the large amount of historical sensor data, training the deep
learning model, and deploying the model to the edge side. The edge node will receive
the model of data prediction and real-time data comparison and then determines
whether the real data will be uploaded to the cloud and optimizes the model based on
the prediction accuracy. Experiments show that the method we proposed of combining
edge with cloud can not only increase the speed of computing services and satisfy the
real-time requirements of data collection, but also reduces the network traffic and
eliminates bandwidth restrictions effectively.

It is worth mentioning that the presented model and testbed system are still under
development. Moreover, aiming at the problem of how to conserve energy, we plan to
add a distributed learning model on the sensor device and simulating the data stream in
the edge, instead of transmitting all raw sensor value to the edge. These are topics for
future work.
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Abstract. Many applications ask for information of nodes in wireless
sensor networks (WSNs), among which the node location is an impor-
tant type of information. In WSNs, localization of target node is often
obtained with aid of anchors with providing distance-related informa-
tion in many algorithms. However some anchors may be attacked in real
environments. In order to guarantee the accuracy of localization, it is
necessary to identify the malicious anchors under attack. In this paper,
we propose a localization detection algorithm with malicious anchors
existing in WSNs. The algorithm firstly utilizes Isolation Forest to con-
firm the reference anchors. After obtaining the initial position estimate
of the target nodes, we establish a detection model using the consis-
tency of the measuring distance and the Euclidean distance to the initial
position estimate. Finally sequential probability ratio testing (SPRT) is
carried out on the remained anchors. The simulation results demonstrate
the proposed algorithm can efficiently identify the malicious anchors and
outperforms other existing algorithms.

Keywords: Wireless sensor networks (WSNs) · Malicious anchor
detection · Isolation Forest · Sequential probability ratio testing
(SPRT) · Secure localization

1 Introduction

Wireless sensor networks (WSNs) contain a large amount of wireless sensor nodes
deployed over specific area. The sensor nodes have the capacity of data process-
ing, information collecting and etc. WSNs can gather and process the information
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about the monitored object in the coverage area and send to the observer [1].
As soon as WSNs appears, it has been widely concerned in many fields [2], and
was applied to environmental monitoring, medical health, forest fire prevention,
National defense military and many other fields. Node location information is
crucial for these applications, so node localization in WSNs is a significant issue.

The node localization algorithms are usually divided into two categories:
range-based [3] and range-free [4,5]. The range-based algorithms utilize some
physical measuring techniques to obtain the range between anchors and the tar-
get nodes such as Time of Arrival (ToA), Time-Difference of Arrival (TDoA),
Angle of Arrival (AoA), and Received Signal Strength Indication (RSSI). The
range-free algorithms such as DV-Hop [6] locate the target nodes via the con-
nectivity of the network.

WSNs are often deployed on the unattended area like forest and marsh.
Therefore, the anchors may be vulnerable on account of the environmental impli-
cation. Furthermore, anchors may be compromised by enemy when WSNs are
used in military. All of the above situation will make some of the anchors under
attack. Anchors under attack are considered as malicious in this paper. We focus
on the secure localization of range-based algorithms in presence of malicious
anchors.

Many malicious anchors detection works in WSNs have been done before.
Method proposed in [7] filters out malicious anchor signals on the basis of the
consistency among multiple anchor signals. Gradient descent (GD) method with
a selective pruning stage for inconsistent measurements is used to achieve local-
ization [8]. Sparse recovery formulation was used to solve the secure localization
problem in the algorithm proposed in [9]. Using clustering and consistency of the
RSSI and ToA measurements can achieve good detection of malicious anchors
[10].

In this paper, we propose a malicious detection algorithm based on Isolation
Forest and Sequential Probability Ratio Testing (SPRT) to address the secure
localization problem of range-based algorithms.

The rest of the paper are organized as follows: Sect. 2 introduces the network
model and problem formulation. Then the proposed malicious anchor detection
algorithm is described in details in Sect. 3. Our simulation results and comparison
are demonstrated in Sect. 4. The last section is the summary and conclusion of
this paper.

2 Network Model and Problem Formulations

2.1 Network Model

The network model is set up as a two-dimensional wireless sensor network
(WSN). We assume that the network is stable. In the situation of our test,
the measurements of the distance between anchors and target node are avail-
able. Since ToA technology requires strict synchronization while TDoA does
not have such a requirement, we utilize TDoA technology to obtain the range
measurements in the proposed algorithm.
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The notations used in this paper are listed in Table 1.

Table 1. Summary of notations

Notations Meanings

n Number of anchors

m Number of malicious anchors

c Number of reference anchors

k Number of observations

Ai Location of the i-th anchor

T Location of the target node

Tf Initial location estimate of the target node

di Measured distance of the i-th anchor

ni Noise components of the i-th anchor

ui Attack components of the i-th anchor

σ Std deviation of noise components

μδ Mean value of attack components

σδ Std deviation of attack components

p0 Null hypothesis threshold

p1 Alternative hypothesis threshold

α False negative rate

β False positive rate

2.2 Problem Formulation

One target node T which need to be located and n anchors whose locations are
already known as {A1, . . .An} are randomly deployed in the network. Among
all the anchors, m of them are malicious. We assume that all the anchors are
in the communication range of the target node. The true distance between ith
anchor and the target node is ‖Ai − T‖. Consider noise of measurement and
attack of the malicious anchors, a model of distance measurement between i-th
anchor and the target node di can be established as Eq. (1):

di =
{ ‖Ai − T‖ + ni, if i-th anchor is honest

‖Ai − T‖ + ni + ui, if i-th anchor is malicious (1)

where, the noise components in the measurements of the i-th anchor and the
target node ni are assumed to be the independently distributed white Gaussian
variables, given by ni ∼ N (0, σ2). The attack components ui ∼ N (μδ, σ

2
δ ). In

the actual cases, the ranging impact of malicious anchors is usually characterized
by increasing measurements of distance. Therefore, in this paper, we set μδ > 0.
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3 Proposed Algorithm

In this section, we propose a malicious anchors detection algorithm using Isola-
tion Forest and Sequential Probability Ratio Testing (SPRT) to achieve secure
localization in WSNs. The proposed algorithm can be divided into the following
three steps:

1. Determine the reference anchors by Isolation Forest algorithm.
2. Calculate the reference error interval and establish the testing model.
3. Carry out Sequential Probability Ratio Testing (SPRT) on the remained

anchors.

The flow chat of the proposed algorithm is presented in Fig. 1. More specific
description is as follows.

Fig. 1. Flow chart of the proposed algorithm
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3.1 Determine the Reference Anchors

The target node sends signal for request of localization, then every anchor within
the range of the target node transmits the packet that consists of self-location,
identification number and the distance measurement from itself to the target
node. If the number of anchors are larger than 3, i.e. n > 3, select information
provided by any three of all the anchors to locate the target node via trilater-
ation. The total number of the estimate coordinates of the target node is C3

n.
Record the identification numbers of corresponding anchors of each estimate
coordinate. The estimate coordinates, which were supplied only from the honest
anchors, are considered as normal samples. As long as any of the three anchors
is malicious, the estimate coordinates are considered to be abnormal. Normal
samples are only affected by measurement noise and trilateration errors while
the abnormal samples affected by attack in addition. Thus, normal samples are
close to the real location of the target node and densely distributed, while the
abnormal samples are relatively far away and sparsely distributed.

Isolation Forest is an effective outlier detection algorithm [11]. Outliers refer
to data points that are sparsely distributed and far away from high density areas.
Combined with this feature, the technique can be used to deal with the estimate
coordinates. Isolation Forest can score each sample. The score represents the
abnormal degree of the samples, higher scores correspond to higher abnormal
degree. In our algorithm, we consider half samples with lowest scores are normal.
Vote the identification numbers of anchors corresponding to the samples that is
judged to be normal by Isolation Forest. One time of occurrence plus one vote.
Three anchors with highest votes are identified as the reference anchors used in
the next step. The reference anchors are considered to be honest.

3.2 Establish the Testing Model

Observe the distance between all anchors and the target node for k times, dij

denotes the j-th measurement of ith anchor. Self-locations and mean values of the
k measurements of the reference anchors are utilized to obtain the initial estimate
location Tf of the target nodes via trilateration. Euclidean distance between Tf

and ith anchor is ‖Ai − Tf‖, difference between the j-th measurement and
Euclidean distance of i-th anchor Dij is defined as Eq. (2):

Dij = |dij − ‖Ai − Tf‖|. (2)

If i-th anchor is honest, only measurement noise and trilateration error may
affect Dij , and the value of Dij is within an acceptable range. However, if i-th
anchor is malicious, due to the impact of attack, Dij may be out of the range. The
range can be obtained using the information provided by the reference anchors.

A reference anchor is considered as an individual and each Dij is considered
as a sample. Each individual contains k samples. The mean value and variance
of the i-th individual are calculated by Eqs. (3) and (4).

Di =

∑k
j=1 Dij

k
, (3)
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s2i =

∑k
j=1(Dij − Di)2

k − 1
. (4)

The mean value D of all the individuals is show in Eq. (5), variability of the
distribution of individual mean Di estimate by Eq. (6):

D =
c∑

i=1

Di

c
, (5)

s2d =
c∑

i=1

(Di − D)2

c − 1
. (6)

In which, c represents the number of individuals. In the proposed algorithm, the
number of reference anchors is 3, i.e. c = 3. With reference to the variance of
each individual, the variance of all the reference anchors can be estimated by
Eq. (7).

s2a =
c∑

i=1

k − 1
N − c

s2i (7)

where N = c × k. The general variance of all the samples are shown in Eq. (8).

s2g = s2d + (1 − 1
mh

)s2a (8)

where, mh is Harmonic Mean (HM) of time of observations, because we observe
k times for every anchor, so we have mh = k.

The reference error interval [Dmin,Dmax] can be given as Eq. (9),

Dmin = D − (z1− a
2
) × sg, (9)

Dmax = D + (z1− a
2
) × sg. (10)

z1− a
2

refers to the upper quartile of (1 − a
2 ) in standard normal distribution,

where a represents the significance level.

3.3 Sequential Probability Ratio Testing (SPRT)

Sequential Probability Ratio Testing (SPRT) [12] belongs to hypothesis testing.
In this paper, we utilize the technique to detect the malicious anchors because
it can reduce the times of testing and has high reliability.

Before testing, we establish a Bernoulli random variable Zij ,

Zij =
{

0, Dmin < Dij < Dmax

1, others
(11)

The probability p of Bernoulli distribution is defined as p = P (Zij = 1), and
P (Zij = 0) = 1−P (Zij = 1). If p is bigger than the predefined threshold pt, the
ith anchors are considered to be malicious. However the pt is hard to define. In
order to reduce errors caused by SPRT, two limits p0 and p1 can be introduced.
We introduce two hypotheses:
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1. H0: p < p0, the anchor is honest,
2. H1: p > p1, the anchor is malicious.

User-configured false positive rate (FPR) is defined as α, and false negative
rate (FNR) is β. The upper bounds are provided by α and β. We consider
each observation independent, so each Zij is independent. Define lij as the log-
probability ratio on j samples of ith anchor, given as Eq. (12),

lij =
P (Zi1, . . . , Zij |H1)
P (Zi1, . . . , Zij |H0)

=
j∑

q=1

P (Ziq|H1)
P (P (Ziq|H0)

. (12)

Let Sij be the times Zij = 1 of j samples, then we have

ln Sij = Sij ln(
p1
p0

) + (j − Sij) ln(
1 − p1
1 − p0

). (13)

According to the log-probability ratio lij , the following results can be inferred:

1. Sij ≤ Lj , accept H0, terminate the test.
2. Sij ≥ Uj , accept H1, terminate the test.
3. Lj < Sij < Uj , continues the test with another observation.

Lj denotes the acceptable number of samples that out of the reference error
interval, while Uj is corresponding unacceptable number of all j samples.

Lj =
ln β

1−α + j ln 1−p0
1−p1

ln p1
p0

− ln 1−p1
1−p0

, (14)

Uj =
ln 1−β

α + j ln 1−p0
1−p1

ln p1
p0

− ln 1−p1
1−p0

. (15)

4 Simulation Results

To evaluate the performance of the secure localization algorithm for wireless
sensor networks proposed in this paper, we utilize two types of evaluation criteria:
True Positive Rate (TPR), which denotes the proportion of detected malicious
anchors to the total number of malicious anchors, and False Positive Rate (TPR),
which denotes the proportion of honest anchors that are misjudged as malicious.
All the simulations were performed on Matlab2016a.

At first, we consider the situation that there is only one malicious anchors
while the total number of anchors N is relatively small. MNDC and its improved
version EMDC were proposed to achieve malicious anchor detection and secure
localization in such a situation [10]. There is a very important premise condition
to implement the method in MNDC and EMDC: to guarantee the measurements
of RSSI are not attacked while the measurements of ToA are under attack.
However attack may affect all of the measurements in practical. But such a
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Table 2. Parameters setting of Experiment 1

n m k σ μδ p0 p1 α β

6 1 30 2 m 12m 0.1 0.9 0.01 0.01

Fig. 2. Performance with varying σδ
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premise condition is not necessary in our algorithm. With reference to [10],
nodes are deployed in a 100 m× 100 m square target field, and the parameters
are set as Table 2.

The TPR and FPR curves vary the standard deviation of the attack σδ

changes of the algorithms are shown in Fig. 2. As the σδ increases, the detection
performance of the proposed method increases. That is because the detection
effect of Isolation Forest becomes better and the number of samples out of the
range of reference error interval increases if the σδ increases. Our algorithm main-
tains TPR higher than 0.9 while FPR smaller than 0.01. Compare to MNDC
and EMDC, we find our algorithm outperforms at both TPR and FPR, in par-
ticular when the standard deviation lower than 40m. In combination with the
condition that we do not need to guarantee the measurements of RSSI correct all
the time, we could draw a conclusion that the proposed algorithm outperforms
both MNDC and EMDC.

Then, we consider a situation where there is more than one malicious anchor
in the system. Ravi Garg et al. proposed two kinds of GD algorithms, one of
which is the fixed step size algorithm GDf , the other is the variable step size

Table 3. Parameters setting of Experiment 2

n m k σ μδ p0 p1 α β

30 9 30 2 m 4 m 0.1 0.9 0.01 0.01

Fig. 3. TPR and FPR curves with varying σδ
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Table 4. Parameters setting of Experiment 3

n k σ σδ p0 p1 α β

30 30 2 m 12 m 0.1 0.9 0.01 0.01

algorithm GDv [8]. For GDf , the step size is fixed at 0.5 m, and for GDv, the
rule of the change of the step size is γ(i) = 15− 15(i−1)

M , in which γ(i) represents
the step size of the i-th iteration, and M is the maximum number of iterations.
For both GDf and GDv, the gradient threshold to switch to the selecting stage
is fixed at 0.9 while M is set to 500. Half of the force vectors are pruned. Nodes
are deployed in a 60 m× 60 m square target field, and other parameters are set
as Table 3.

The TPR and FPR curves of the proposed algorithm and GD algorithms
are shown in Fig. 3. As the attack intensity increases, the TPR and FPR of GD
algorithms maintain relatively high. The main reason of this phenomenon is that
the percentage of the pruned vector is fixed at 50%. The TPR of the proposed
algorithm is close to GD algorithms when σδ exceeds 15 m. An outstanding
advantage of the proposed algorithm is that the FPR maintains around 0.1,
which greatly outperforms the GD algorithms.

Finally, we observe the TPR curves with varying number of malicious anchors
under different mean value of attack μδ. Set the parameters as Table 4.

Fig. 4. TPR curves with varying number of malicious anchors under different μδ
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As is seen in Fig. 4 TPR drops as the number of anchors increases and rises
as μδ increases. As the percentage of the malicious anchors is smaller than 30%,
TPR is greater than 0.9 when μδ = 12 m, and greater than 0.8 when μδ = 4 m.
When the proportion of malicious anchors exceeds 30%, TPR drops faster.

5 Conclusions

A secure range-based localization algorithm has been introduced in this paper
to detect the malicious anchors. We utilize Isolation Forest to determine ref-
erence anchors and the initial estimated position of the target nodes. Then a
testing model can be established using the difference between the measurements
of distances and the Euclidean distance from the reference anchors to the initial
estimated position. Finally Sequential probability ratio testing (SPRT) is carried
out on the remained malicious anchors. Our simulation results demonstrate that
the proposed algorithm outperforms other state-of-art algorithms. The future
work direction would be to improve the detection rate when the proportion of
malicious anchors increases.
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Abstract. In wireless sensor networks (WSNs), sensor data are usually cor-
rupted by the noise. Meanwhile, it is inevitable to face the problems of node
energy in WSNs. For both of these questions, this paper proposes a data
gathering method via compressed sensing combined with cross validation. In the
proposed method, data gathering via CS can save and balance energy con-
sumption of sensor nodes due to the features of CS, and CV technique is used to
judge whether stable reconstruction have been obtained. This method is
essentially an adaptive intelligent method. Unlike the existing methods, the
proposed method does not need the knowledge of signal sparsity, noise infor-
mation and/or regularization parameter while those knowledge is expensive to
acquire, especially in adaptive systems. That is to say, the method proposed in
this paper is not sensitive to signal sparsity, noise, regularization parameters
and/or other information when it is used for WSNs data collection for noise case,
but the existing methods rely heavily on the prior information. Experimental
results show that the proposed data gathering method can obtain stable recon-
struction results for noisy WSNs in the case of unknown signal sparsity, noise
and/or regularization parameters.

Keywords: Data gathering �Wireless sensor networks � Compressed sensing �
Cross validation

1 Introduction

Wireless sensor networks (WSNs) are composed of a large number of low-cost micro
sensor nodes deployed in a monitoring area. They often take the form of multi-hop self-
organizing networks to sample, sense and process the information of the objects to be
sensed [3]. So far, WSNs have been applied in a wide range of applications scenarios
since it can change the living and working ways of the human being, such as military,
environmental monitoring, transportation, agriculture, medical and health for their
application advantages [1, 4, 7]. However, energy problem of sensor nodes in WSNs is
one of main challenges for its application since each sensor node is usually powered by
batteries which will not be convenient to be charged in many cases.

It is an important way to reduce energy consumption in data gathering of WSNs by
different organizing ways, gathering technology and intelligent methods [10–12, 17].
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The articles [10, 12] realize data gathering in WSNs by organizing the sensor nodes
into hierarchical and tree structures. The cluster-based data gathering methods pro-
posed in [11, 17] usually bring to the early death of some sensor nodes and further lead
to unbalanced energy consumption. Fortunately, data gathering methods based on
compressed sensing (CS) can save and balance energy consumption of sensor nodes
since it can capture the feature of a k-sparse signal by a small number of measurements
[14]. CS, proposed by Candes and Donoho in 2006 [5, 8], indicates that a small number
of linear measurements of the noiseless signals can be used to perfectly reconstruct the
signal with high probability. CS is widely concerned in some areas, such as signal
processing, applied mathematics, and statistics and wireless sensor networks [16, 19].
In the noiseless setting, there exists an experience that a certain number of measure-
ments can be used to reconstruct perfectly the signal when restricted isometry property
(RIP) is satisfied and the sparsity of the signal is known.

The performance of plain CS drops dramatically when the measurements are
corrupted by the noise. Therefore, some researches also provide some theory results [2]
for the problem. Donoho and Candes show that for M ¼ O k log N=kð Þð Þ samples there
are efficient algorithms, for example quadratic programming algorithms, to provide
stable reconstruction results. Some articles illustrate that the sparse signals can be
stably recovered from noisy measurements under the mutual incoherence property
(MIP) framework. And the other articles show that M ¼ O kð Þ measurements are
necessary and sufficient to reconstruct stably the signals.

The methods above can be used to achieve the sensor data in the sink node of
WSNs when sensor data are corrupted by the noise. But these methods need some
knowledge of the signal and/or noise [6, 9, 13, 14, 20]. Some methods, such as [13,
20], need to know the variance of the noise because their iterative algorithms use the
information of the noise magnitude to establish a stopping criterion. The other methods,
such as basis pursuit denoising [6], lasso [15], and gradient projection [9], need to
estimate the regularization parameter, which depends on two unknown factors
including the noise level and signal sparsity. Unfortunately, they need to estimate these
parameters at great cost, especially in adaptive systems. Meanwhile, the effectiveness
of these methods relies heavily on the accuracy of these assessment parameters.

In this paper, we propose a noisy data gathering method for wireless sensor net-
works via compressed sensing combined with cross validation. In the proposed
method, data gathering via CS can save and balance energy consumption of sensor
nodes in WSNs. To obtain the stable recovery in the sink, cross validation (CV) [18] is
introduced into CS reconstruction algorithm. So the proposed method can be referred to
as CSCV. In fact, it is an improved CS data gathering method for noisy WSNs. Unlike
the existing methods, it does not need the knowledge of signal sparsity and/or noise.
Before acquiring initial measurements in the proposed method, some additional mea-
surements with log2 N components are acquired as the estimation set. After acquiring
initial measurements, CV technique is used to judge whether these measurements can
stably reconstruct the signal or not. If those measurements cannot be used to recon-
struct sensor data, some new measurements are acquired step by step until the terminal
condition is satisfied. Experimental results show that the proposed method can obtain
stable reconstruction results for noisy WSNs in the case of unknown signal sparsity,
noise and/or regularization parameters.
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Before proceeding, we define some denotations. Let be the original signal with the
length N and the sparsity k. The vector ¼ y1; y2; . . .yM½ � represents noisy measure-
ments, i.e., M is the measurement numbers. Then , where U is the random
measurement matrix, is Gaussian noise. Let ¼ w1;w2; . . .wP½ � (P ¼ log2 N) be
estimation set, and . Suppose represent the reconstruct signal by
taking M noisy measurements. The denotation s represents a given reconstruction
precision.

The remainder of the paper is structured as follows: in Sect. 2, methods and results
of previous studies on related work are summarized. In Sect. 3, a detailed introduction
is presented to explain the framework of the proposed method, the model of data
gathering in WSNs via CS, the judgment method by CV, and CSCV data gathering
method. In Sect. 4, evaluation metrics, the experimental setup and results are presented.
In Sect. 5, the conclusions are given.

2 Related Work

In this section, we firstly introduce CS for noiseless and noisy signals, and illustrate CS
data gathering in WSNs. Then, the difficult issue how to determine the stable recovery
in sink node is analyzed. Finally, CV technique is introduced to solve this difficult
issue.

2.1 Compressed Sensing

CS is a new information acquirement theory, which is proposed by Candes and Donoho
in 2006 [5, 8]. The main idea of CS is given as follows. Suppose the coefficients of
a signal with the length N is sparse or compressible in certain a orthogonal basic or
tight framework W. If these coefficients are projected to a measurement matrix U with
the dimensions M � N (M � N), which is incoherent with W, the observations can
be obtained. Then can be achieved in the sink by the following two steps. (i) Achieve
H by solving the model (1). (ii) Compute by .

ð1Þ

Certainly if is sparse, then model (1) can be transformed to the model (2).

ð2Þ

It is known that the noiseless signal can be perfectly reconstructed by M ¼
O k log N=kð Þð Þ (k is the sparsity of the noiseless signal ) linear measurements

(U 2 RM�N), when the matrix U satisfies RIP.
When the measurements are corrupted by the noise, i.e., , the noisy

signal can be stably reconstructed by M ¼ O k log N=kð Þð Þ or M ¼ O kð Þ noisy
measurements [2]. In noise setting, the signal can be stably reconstructed when the
measurements arrive at a certain numbers, while the signal cannot be perfectly
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reconstructed by using even all data. So, the noise seriously affects the performance of
CS. Figure 1 is given to illustrate the fact.

In Fig. 1, the horizontal-axis represents the numbers of the measurements, the
vertical-axis shows the signal to noise ratio (SNR) of reconstruction signal. The
measurements are corrupted by the noise with mean value 0 and variance 0.01. From
this figure, we can see that the reconstruction results of 40 observations and 128
observations are basically the same. That is to say, the signal can be stably recon-
structed when the measurement numbers are more than 40, while the signal cannot be
perfectly reconstructed for even 128 measurements.

2.2 Compressed Sensing Applied in WSNs

In WSNs, each sensor usually monitors some physical parameters, such as temperature,
humidity, wind speed, and soil moisture so on, of a certain area. The neighbor sensor
data will be very similar since they monitor adjacent range, which is called as spatial
correlation. Similarly, there is a correlation between data perceived in adjacent time on
each sensor in WSNs. It’s called as temporal correlation. Thus, sensor data of WSNs
may be viewed as compressible signal. So it is a feasible scheme that CS is introduced
into WSNs to collect the sensor data.

Some researchers have shown that data gathering methods based on CS can reduce
energy consumption of sensor nodes [5, 16]. The reasons are that these methods can
capture the feature of a k-sparse signal by a small number of measurements. So, the
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Fig. 1. Noisy reconstruction of the signal with N ¼ 128, k ¼ 10.
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signal can be obtained by less measurement number in the sink where the energy is
readily available. When sensor data are corrupted by the noise, some methods can be
used to achieve the sensor data in the sink node. However, there are not efficient
solutions for data gathering in wireless sensor networks under noise cases. According
to the conclusion in Fig. 1, it is feasible to collect the measurement numbers as little as
possible to reconstruct the data of sensor data by CS. But it is a key issue to how to
determine that a stable recovery has occurred in the sink node.

2.3 Cross Validation

CV proposed by Seymour Geisser is a statistical technique to determine the appropriate
model order complexity and thus avoid overfitting a model to a set of sample data.
CV’s theory support is Johnson-Lindenstrauss (JL) lemma. The basic idea of it [18] is
to put the original data as part of the training set, the other part as a validation set, the
training set is used to train a classifier and validation set is used to test the trained
model, eventually get reliable and stable model. The detailed steps are given below.
(i) Divide the data set into two sets: a training/estimation set, and a test/cross validation
set. (ii) The estimation set is used to obtain a model or estimation, and the cross
validation set is used to validate the performance of the model or estimation. In this
paper, we use CV technique to avoid overfitting of the CS noisy reconstruction
algorithm.

3 The Proposed Data Gathering Method

To efficiently gather data in wireless sensor networks under noise cases, this paper
propose a data gathering method via CS and CV, we call it as CSCV data gathering
method. In fact, it is a modified CS combined with CV. Thus, the improved CS method
is suitable for noisy data recovery. In this section, we firstly introduce the model of data
gathering in WSNs via CS, and then illustrate how to determine the stable recovery in
the sink node by CV, finally propose the CSCV data gathering method for WSNs.

3.1 Model of Data Gathering in WSNs via CS

In this paper, suppose the whole network is composed of N sensor nodes and a sink
node. And the sensing area is a

ffiffiffiffi

N
p � ffiffiffiffi

N
p

square region, each small area is only
deployed a sensor node who realizes the monitoring of an object in each square area.
The sink node lies around the sensing area. Let i (1� i�N) represent the i-th node of
this network, xi be the reading of the node i and indicate the monitoring feature of the i-

th area. Denote U ¼ U1; . . .;Uj; . . .;UM
� �T

(1� j�M) be the measurement matrix,
where Uj is the j-th measurement vector. The collected data of the sink node are
represented as , where ¼ x1; . . .xi; . . .; xN½ �. When data gathering is com-
pleted, the sink node obtains the vector/measurements ¼ y1; . . .yj; . . .; yM

� �

. Finally
the sink node extracts the data of sensor nodes from by solving the model (1) or (2).
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However, it is an ill-posed problem due to M\N. Fortunately, the above ill-posed
problem can be solved by considering spatial correlation or temporal correlation of
sensor data. At the same time, the model of data gathering via CS can save and balance
the energy of sensor nodes to alleviate the main bottleneck of the applications of WSNs
since CS can use a small number of measurements to reconstruct the high-dimension
data.

3.2 The Judgment Method by CV

For the difficult problem how to determine the stable recovery in the sink node, CV is
introduced to data gathering via CS. After receiving initial measurements, the homo-
topy algorithm is used to reconstruct the signal . The reconstruct error is estimated
by the following formula

ð3Þ

where is the observations vector corresponding to the estimation set, H represents
the measurement matrix corresponding to . When the formula err� s holds, it means
that the measurements may be enough to reconstruct stably the signal, otherwise it
implies that the measurements are not enough to stably reconstruct the signal, and it
needs to further acquire some measurements until the terminal condition is satisfied.

3.3 CSCV Data Gathering Method

In this section, for the situation that sensor data are polluted by noise, we propose a data
gathering method for WSNs via CS and CV. In the proposed method, CS is used to
save and balance energy consumption of the sensor node in WSNs and CV is used to
judge whether the stable recovery in the sink node has been obtained. The detailed
steps of CSCV data gathering method are shown in Fig. 2.

In CSCV, input data include measurement matrix U, the measurements vector, the
required precision of data reconstruction s and m the times satisfying the required
precision of data reconstruction. In step 1, M and N are acquired by the dimensions of
U and . In step 2, collect the initial measurements and generate logN measurements
as estimation set in the sink node according to the observation ways. In step 3, the
measurements are used to reconstruct the signal by the homotopy algorithm. In
step 4, compute err by Formula (3). If err\s, goto step 7, otherwise let the counter
counter ¼ 0, i ¼ Mþ 1, yi ¼ 0 and goto step 5. In step 5, a new noisy measurement yi
is acquired, then the signal is reconstructed by these i measurements. And the
reconstruct error is estimated by (3). In step 6, if err\s, let the counter
counter ¼ counterþ 1, i ¼ iþ 1, yi ¼ 0, and continue to collect m� 1 measurements
until m times estimation errors satisfy the required precision of data reconstruction,
otherwise the reconstruct errors cannot satisfy the required precision of data recon-
struction, let i ¼ iþ 1, yi ¼ 0, and goto step 5 to collect a new noisy measurements. In
step 7, output and err.
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4 Numerical Results

In the experiments, sparse signals are used as test signals due to spatial correlations of
sensor data without loss of generality, and then the homotopy method is selected as the
reconstruction algorithm since it is suitable to the recovery of sparse signals.

Firstly, the experiment is designed to illustrate the performance of CV estimation
for CS noisy reconstruction. In this experiment, the parameters N ¼ 128 and k ¼ 10
are adopted, the cross validation set with logN components is adopted and the variance
of the noise is 0.01. The comparison results between CV estimation error and recon-
struction error are shown in Fig. 3. In this figure, the horizontal-axis represents the
measurement numbers and the vertical-axis shows the reconstruction error. The solid
line shows the reconstruction error of the signal, and the dashed line represents the
estimation errors by CV. From this figure, we can see that CV estimation error can well
approximate the reconstruction error before reaching a stable reconstruction. In this
case, CV estimation error varies greatly, so it cannot be used as an end condition for
obtaining stable reconstruction. Especially, the two errors are almost identical when
stable reconstruction is achieved. And in this case, CV estimation error changes
steadily, so it can be used as an end condition to obtain stable reconstruction. The fact
concluded from the figure shows that the proposed method is correct in judging the
criterion of obtaining stable reconstruction. In order to ensure the stable reconstruction
results of the proposed method, the times value m satisfying the required precision of
data reconstruction should be large enough. This may lead to a lot of computation run
in the sink node, which is acceptable.

Fig. 2. The detailed steps of CSCV data gathering method.
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In order to understand the influence of the initial observation quantity on the
proposed method, we designed an experiment where N ¼ 200 and k ¼ 15 are adopted,
and the variance of the noise is 0.02. We choose uniformly initial measurement
numbers M from 20 to 40 with the interval 5. The experimental results are shown in
Table 1. In Table 1, the 1-st column M and the 3-rd column L represent the initial and
stable measurement numbers, respectively. The 2-nd column E1, the 4-th column E2

give the reconstruction errors when the initial and stable measurements are used to
reconstruct sensor data, respectively. The 5-th column ECV represents CV estimation
error, which is very near to E2. When the sparsity level k is known, it is well known the
fact that 3k–5k measurements can be taken to stably reconstruct sensor data with high
probability in CS. Measurement numbers of the third column from 61–81 are consistent
with the conclusion.

0 20 40 60 80 100 120 140
0

0.2

0.4

0.6

0.8

1

1.2

1.4

Measurement numbers

E
rro

r
Reconstruction error
CV estimation error

Fig. 3. Compare with CV estimation error and reconstruction error.

Table 1. Reconstruction results for different initial measurement numbers.

M E1 L E2 ECV

20 0.8527 81 0.0099 0.0081
25 0.948 78 0.0087 0.0071
30 0.9433 75 0.0092 0.013
35 0.59 61 0.0085 0.0069
40 0.9967 78 0.0091 0.01
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In this experiment, we will observe the influence of the signals with different
sparsity level on the proposed method. In the experiment, N ¼ 200 is adopted, and the
variance of the noise is 0.02. We choose uniformly the signal sparsity level k from 10
to 40 with the interval 10. The experimental results are shown in Table 2. In this table,
the 1-st column k is the sparsity of sensor data. The meanings of other columns are the
same as Table 1. The experiment results also show that the proposed CSCV method
can achieve stable reconstruction results for different sparsity of sensor data. In other
words, the proposed CSCV data gathering method is insensitive to signal sparsity in the
noisy data collection for WSNs.

Finally, we will observe the influence of the signals with different noise variance on
the proposed method. The experiments with different noise variance are used to test the
effectiveness of the CSCV data gathering method, and the results are shown in Table 3.

In this experiment, N ¼ 200, k ¼ 20 and M ¼ 40. We choose uniformly the noise
variance n from 0.02 to 0.08 with the interval 0.02. In this table, the 1-st column n is
the noise variance, which illustrates the degree of sensor data polluted. The meanings
of other columns are the same as Tables 1 and 2. The experiment results also show that
the proposed CSCV method can achieve stable reconstruction results for different noise
variance. In other words, the proposed CSCV data gathering method is insensitive to
noise in the noisy data collection for WSNs.

In summary, the experiments above prove that the proposed method can obtain
stable reconstruction results when collecting sensor data in WSNs polluted by noise,
and the effectiveness of the proposed method is insensitive to the signal sparsity and
noise.

Table 2. Reconstruction results for networks with different sparsity level.

k M E1 L E2

10 20 0.7972 46 0.0090
20 40 0.7972 64 0.0096
30 60 0.9292 102 0.0075
40 80 0.9165 119 0.0094

Table 3. Reconstruction results for different noise variance.

n E1 L E2

20 0.7972 46 0.0090
40 0.7972 64 0.0096
60 0.9292 102 0.0075
80 0.9165 119 0.0094
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5 Conclusions

In WSNs community, it is a great challenge to save and balance energy consumption of
sensor nodes whose imbalance may shorten the lifetime of the network especially in
noise scenarios. To efficiently gather sensor data in wireless sensor networks under
noise cases, this paper proposes a CSCV data gathering method. To determine the
stable recovery in sink node, CV is introduced to data gathering via CS. In the pro-
posed method, data gathering via CS can save and balance energy consumption of
sensor nodes of WSNs. And CV technique is used to judge whether these measure-
ments can be used to stably reconstruct sensor data or not. Unlike those existing
methods, CSCV data gathering method can stably reconstruct sensor data without the
knowledge of the signal and/or noise. Experimental results show that the proposed
method can obtain stable reconstruction results for noisy WSNs, and the effectiveness
of the proposed method is insensitive to the signal sparsity and noise. CV is essentially
one of statistical techniques or intelligent methods. So, future work will focus on
introducing other statistical and machine learning methods into CS to collect the data
under the noise case. We believe it is very promising clue by combining intelligent
methods and CS in WSNs or Internet of Things fields.

Acknowledgements. This work was supported by Shanxi Province natural fund project under
Grant 201801D121117, the Doctor launch scientific research projects of Datong University
2013-B-17, 2015-B-05 and ABRP of Datong under Grant 2017127.

References

1. Aguirre, E.F., Lopez-Iturri, P.S., Azpilicueta, L.T., et al.: Design and implementation of
context aware applications with wireless sensor network support in urban train transportation
environments. IEEE Sens. J. 16(7), 169–178 (2017)

2. Akcakaya, M.F., Tarokh, V.S.: Shannon-theoretic limits on noisy compressive sampling.
IEEE Trans. Inf. Theory 56(1), 492–504 (2010)

3. Akyildiz, I.F., Su, W., Sankarasubramaniam, Y., et al.: Wireless sensor networks: a survey.
Comput. Netw. 38(4), 393–422 (2002)

4. Baradaran, A.A.: The applications of wireless sensor networks in military environments. Sci.
J. Rev. 4(4), 55–70 (2015)

5. Candes, E.F., Romberg, J.S., Tao, T.T.: Near optimal signal recovery from random
projections: universal encoding strategies. IEEE Trans. Inf. Theory 52(12), 5406–5425
(2006)

6. Chen, S.F., Donoho, D.S., Saunders, M.T.: Atomic decomposition by basis pursuit.
SIAM J. Sci. Comput. 20(1), 33–61 (1998)

7. Ding, X.F., Tian, Y.S., Yu, Y.T.: A real-time big data gathering algorithm based on indoor
wireless sensor networks for risk analysis of industrial operations. IEEE Trans. Ind. Inf.
12(3), 1232–1242 (2016)

8. Donoho, D.F.: Compressed Sensing. IEEE Trans. Inf. Theory 52(4), 1289–1306 (2006)
9. Figueiredo, M.A.T., Nowak, R.D., Wright, S.J.: Gradient projection for sparse reconstruc-

tion: application to compressed sensing and other inverse problems. IEEE J. Sel. Top. Sig.
Process. 1(4), 586–597 (2008)

110 X. Song et al.



10. Khan, M.F., Pandurangan, G.S., Vullikanti, A.T.: Distributed algorithms for constructing
approximate minimum spanning trees in wireless sensor networks. IEEE Trans. Parallel
Distrib. Syst. 20(1), 124–139 (2009)

11. Lin, H.F., Üster, H.S.: Exact and heuristic algorithms for data gathering cluster-based
wireless sensor network design problem. IEEE/ACM Trans. Netw. 22(3), 903–915 (2014)

12. Lindsey, S.F., Raghavendra, C.S., Sivalingam, K.M.T.: Data gathering algorithms in sensor
networks using energy metrics. IEEE Trans. Parallel Distrib. Syst. 13(9), 924–935 (2002)

13. Mallet, S.F., Zhang, Z.S.: Matching pursuits with time-frequency dictionaries. IEEE Trans.
Sig. Process. 41(12), 3397–3415 (1993)

14. Song, X., Li, Y.: Data gathering in wireless sensor networks via regular low density parity
check matrix. IEEE/CAA J. Autom. Sin. 5(1), 83–91 (2018)

15. Tibshirani, R.F.: Regression shrinkage and selection via the lasso. J. R. Stat. 58(1), 267–288
(1996)

16. Xiao, Y.F., Yang, J.S.: A fast algorithm for total variation image reconstruction from random
projections. Inverse Prob. Imaging 6(3), 547–563 (2017)

17. Younis, O.F., Fahmy, S.S.: HEED: a hybrid, energy-efficient, distributed clustering approach
for ad hoc sensor networks. IEEE Trans. Mobile Comput. 3(4), 366–379 (2004)

18. Zhang, J., Chen, L., Boufounosl, P.T.: On the theoretical analysis of cross validation in
compressive sensing. In: 2014 Conference, ICASSP, pp. 3370–3374. IEEE, Florence (2014)

19. Zhang, P.F., Wang, S.S., Guol, K.T.: A secure data collection scheme based on compressive
sensing in wireless sensor networks. Ad Hoc Netw. 70(1), 73–84 (2018)

20. Zhu, B., Suzuki, J., Boonma, P.: Evolutionary and noise-aware data gathering for wireless
sensor networks. In: Suzuki, J., Nakano, T. (eds.) BIONETICS 2010. LNICST, vol. 87,
pp. 32–39. Springer, Heidelberg (2012). https://doi.org/10.1007/978-3-642-32615-8_5

Noisy Data Gathering in Wireless Sensor Networks 111

http://dx.doi.org/10.1007/978-3-642-32615-8_5


Fuzzy-K: Energy Efficient Fuzzy Clustering
Routing Protocol Based on Cross-Technology
Communication in Wireless Sensor Network

Yue Yu1, Fanrong Meng1,2(&), and Ming Li1,2

1 School of Computer Science and Technology,
China University of Mining and Technology, Xuzhou 221116, China

mengfr@cumt.edu.cn
2 Mine Digitization Engineering Research Center of Ministry of Education,

Xuzhou, People’s Republic of China

Abstract. The rapid development of wireless sensor networks (WSN) in var-
ious fields has brought great convenience. Since most wireless sensor nodes are
powered by batteries, energy efficiency is very important for WSN, and many
existing routing protocols aim to reduce energy consumption. At present, the
emergence of cross technology communication (CTC) enables direct commu-
nication between heterogeneous nodes at the physical layer. Therefore, new
routing algorithms need to be designed for WSN based on CTC, which con-
siders the heterogeneous characteristics of sensor nodes such as the energy
heterogeneity, the mobility of LTE nodes, etc. In this paper, we propose an
energy efficient fuzzy clustering routing protocol based on CTC, which is named
as Fuzzy-K. Different from other protocols, Fuzzy-K first uses k-means algo-
rithm to form balanced clusters and then select CH (cluster head). In the pro-
posed protocol, the Mamdani fuzzy inference system (FIS) is used twice to
select the initial cluster center and the final CH. The input parameters of these
two systems are obviously different, which considers the differences in frame
length, mobility and other heterogenous characters between nodes. Simulation
results of three different network topologies show that compared with LEACH,
EEHCCP, TEAR and DUCF, Fuzzy-K protocol has better performance in
extending network life cycle, balancing network load and improving network
throughput. And the average value of the rounds when first node dies could be
27% higher than the protocols mentioned above. What’s more, the proposed
protocol is scalable across a range of situation by changing parameters of
the FIS.

Keywords: CTC � Wireless Sensor Network (WSN) � Clustering � Fuzzy
inference system � K-means algorithm

1 Introduction

Wireless Sensor Network (WSN) is a type of wireless network composed of a large
number of static or mobile sensors distributed in a self-organizing and multi-hop way,
which collaboratively senses, collects, processes and transmits the information of the
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perceived object. There are many types of wireless sensors that can detect various
phenomena of the surrounding environment, including earthquake, temperature,
humidity, noise, light intensity, pressure, soil composition, size, speed and direction of
moving objects [1]. From this perspective, WSN has a wide range of potential appli-
cations in earthquake [2], temperature [3], humidity [4], noise [5], light [6], pressure
and medical care [7, 8] and other fields. Each wireless sensor node is composed of four
main parts: sensor unit, processing unit, energy supply unit and transceiver unit [9].
Since the sensor nodes are generally powered by battery, the improvement of energy
efficiency has always been a very important topic for the application of WSN. As for
the network level, it is of great significance to design an efficient routing protocol to
maximize the entire lifetime of WSN.

On the other hand, with the progress of wireless communication technology, var-
ious fields of WSN are developing rapidly. Traditional wireless bridging technologies
are implemented indirectly through multi-radio gateways, which brings additional
hardware costs, deployment complexity, and doubles the traffic into and out of these
gateways [10]. Fortunately, many recent studies have shown that great progress has
been made in CTC, which supports direct communication between different wireless
signals [11–13]. By processing the frame structure of wireless signals on the physical
layer, CTC enables different types of wireless devices to exchange data with each other.
As a result, such transparent mapping technology has eliminated the issues addressed
above.

In terms of the upper layer of the network, most of the current routing protocols are
designed for the homogeneous network. The differences of node energy and the change
of position are not considered. Therefore, they cannot be well adapted to the difference
of data packets in CTC network. Based on the increasingly mature CTC technology, a
new routing protocol named Fuzzy-K is proposed in this paper, which commits to
maximize energy efficiency and extend the lifetime of the network. This protocol
integrates the fuzzy inference system (FIS) and the classical k-means algorithm in the
clustering field. In the process of clustering, the position and distribution of the nodes
are set as the input of the FIS to accommodate the mobility of LTE nodes. Besides, the
difference in initial energy is fully considered. During communication among different
nodes, the differences of transmission power and frame length are considered in the
energy model. Other normal parameters such as the distance to the base station (BS),
the number of neighbor nodes, the selection history of nodes, etc. are considered to
select the cluster head (CH) reasonably.

The contributions of this paper can be summarized as follows:

• A new energy efficient routing protocol is designed for heterogeneous WSN based
on CTC, effectively extending the network life cycle and improves the network
throughput.

• A routing scheme is proposed for WSNs, in which, the order of the process of
selecting CH and forming clusters is inverted.

• Mamdani fuzzy inference system is used twice to choose the appropriate initial
clustering centers and final CHs. Finally, through the simulation of three different
network topologies, it is proved that the proposed protocol performs well in
extending the network life cycle and balancing clustering.
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The rest of this paper is organized as follows. Section 2 discusses several repre-
sentative CTC technologies and typical clustering routing protocols. Section 3
describes the heterogeneous network model and energy consumption model. The
proposed protocol is introduced in Sect. 4. Section 5 explains the simulation setup. The
simulation results are analyzed in Sect. 6. Finally, the conclusion and some suggestions
for the future work are presented in Sect. 7.

2 Related Works

2.1 Representative Technologies in CTC

CTC [10, 14–16] technology, which modulates signals on the physical layer of the
network so that different wireless signals can communicate directly, has made great
progress. WEBee [10] (for WiFi emulated ZigBee) realizes high-throughput CTC via
physical-level emulation. It chooses the payload of the WiFi frame in such a way that
the ZigBee device transparently identifies a portion of the WiFi frame as a legitimate
ZigBee frame. Since the WiFi frame structure and the WiFi signal transmitter hardware
are not modified, the WiFi receiver can still receive the normal WiFi frame legally.
Thus, the direct communication is realized between WiFi devices and ZigBee devices.
The experimental results show that in noisy environment, the reliability rate of WEBee
can reach above 99%, and the fastest speed can reach 126 Kbps.

LtFi [14] is the first system to allow CTC between LTE-U and WiFi. Piotr et al.
proposed a two-step approach: an innovative side channel is used on its air-interface
LTE-U BS to broadcast the connection and identification information to adjacent WiFi
nodes. Then, the node is used to create a two-way control channel on the wired return
journey. The channel based on the air interface can reach up to 665 bps. The simple
LtFi is fully compatible with LTE-U and COTS WiFi hardware at the same time.
According to [14], the LtFi system can provide reliable data transmission even in the
multi-interference wireless environment where receiving power level for LTE-U drops
down to −92 dBm.

2.2 Routing Protocols

Routing protocols can be classified into plane and hierarchical routing protocols. In this
paper, the hierarchical routing protocols are discussed. Classic routing protocols such
as LEACH [17], LEACH-C [18], LEACH-DT [19], protocols based on fuzzy system
such as DUCF [20], Type2FL [21], SIF [22], ALSPR [23], FSFLA [24], as well as
heterogeneous network protocols such as TEAR [25], EEHCCP [26], etc., can reduce
the network energy consumption and improve throughput in WSN.

LEACH [17] (Low Energy Adaptive Clustering Hierarchy) is the first hierarchical
routing protocol, which is a layered, probabilistic, distributed and single-hop protocol
based on random distribution of sensor nodes. The whole WSN is divided into different
clusters, and each cluster consists of a CH node and several cluster member nodes. In
order to manage cluster member nodes, the CH node is also responsible for processing
the information sent by cluster member nodes and transmitting it to the BS. The life
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cycle of the network is divided into several rounds, each of which is divided into two
steps: setup step and steady-state step. At the beginning of each round, the cluster node
is selected in the setup step, and then other nodes form clusters on the principle of
proximity. Then it enters the steady-state step, member nodes in the cluster transmit the
data packets to the CH node, which will process them and send them to the BS.
LEACH protocol achieves the purpose of balancing network load and reducing net-
work energy consumption through the periodic CHs replacement process, which
effectively extends the life cycle of the entire network.

DUCF (Distributed load balancing Unequal Clustering in wireless sensor networks
using Fuzzy approach, DUCF) [20] is a distributed unequal clustering algorithm based
on fuzzy logic. The FIS used in DUCF takes the residual energy, node degree and
distance to the BS as the input variables for CH selection. There are two output
parameters – Chance and Size. At the beginning of each round, each node is calculated,
and the node with the largest Chance parameter is selected as the CH. At the same time,
non-CH nodes are joined to the clusters until the number of members in the cluster
reaches the Size threshold. Eventually, the remaining nodes automatically become new
CHs. The simulation results show that this algorithm forms unequal clusters, which
ensures the load balance between clusters, and further improves the network life cycle.

Type2FL (Energy Efficient Clustering Algorithm for Multi-Hop Wireless Sensor
Network Using Type-2 Fuzzy Logic) [21] propose a clustering algorithm on the basis
of interval type-2 fuzzy logic model, which handles uncertain level decision better than
T1FL model. The T2FL model is used to improve the routing algorithm by selecting a
CH efficiently. The whole sensor network is divided into numbers of levels. At each
level, CH is selected based on T2FL Model. For each node, residual energy, distance to
BS and concentration have been considered. Each CH sends the data to the next level
which finally reaches the BS.

TEAR (Traffic and Energy Aware Routing for Heterogeneous Wireless Sensor
Networks) [25] considers the heterogeneity of nodes to achieve the optimal utilization
of resources. This protocol considers sensor nodes with difference in random initial
energy and random data generation rate (flow rate), establishing a real clustering-based
WSN model suitable for heterogeneous sensing applications. Based on the classical
LEACH protocol, the algorithm improves the process of CH selection. After a series of
formula derivation, a new threshold calculation method is proposed.

EEHCCP (Efficient Energy Heterogeneous Circular-field Clustering Protocol) [26]
is a heterogeneous circular-field routing algorithm with high energy efficient. The
protocol deploys two layers of heterogeneous energy nodes in different areas: normal
nodes and advanced nodes. The advanced node has higher energy and communicates
directly with the BS, and normal nodes communicate according to the classical
LEACH protocol. The simulation results show that this protocol improves the network
lifetime and throughput.

Nodes in all the above protocols merely choose the nearest CH to form clusters, so
that the clusters are not considered as a whole entirety. Besides, whether the node is
chosen as the CH or not and whether the common node is clustered depends on the
nature of the node itself, ignoring the aspect of minimizing the distance within the
cluster. On the other hand, with the introduction of CTC technology, different types of
nodes whose frame lengths are slightly different coexist in the whole network. The
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heterogeneity of nodes makes the energy consumption during the process of infor-
mation transmission quite different. Furthermore, LTE nodes are mobile so that their
positions often change. All the above factors make the existing protocols not well
applicable to the WSN based on CTC. Hence, in this paper, a new energy efficient
routing protocol Fuzzy-K is proposed, which is designed for heterogeneous networks
based on CTC to maximize network life cycle, balance network load and improve
network throughput.

3 System Model

3.1 Network Model

The protocol proposed in this paper is based on the recent significant progress in the
field of CTC, such as WEBee [10], LtFi [14] and other new physical layer technology.
The heterogeneity in WSN here is the difference between real signals in the physical
layer instead of simple difference in energy and traffic, which should be considered in
the routing protocol. We consider a single-hop cluster-based wireless sensor hetero-
geneous network [22], and the network model is shown in Fig. 1.

According to CTC, it is assumed that all nodes in the network can communicate
with each other, and the data is finally gathered in the BS. All LTE nodes are equipped
with GPS (global positioning system), which can be used to locate its own position and
the position of the BS after location updating in each round. All nodes can adjust the
transmission power according to the distance from the receiving nodes. Each node
should hibernate after transmission and wake up in the next round. All nodes die
simply because of energy depletion.

3.2 Energy Model

The network model proposed in this paper is a physically heterogeneous network, in
which there are three types of nodes: Zigbee, WiFi and LTE. As for the energy
consumption model, the same model as the LEACH protocol is used to calculate the
energy consumption [17]. The energy consumed in transmitting an mi-bits message on
distance d is given by Eq. (1):

Non-CH mode

Cluster head

Sink

Fig. 1. Single-hop clustering-based WSN model.
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ETxðmi; dÞ ¼ mi � b � Eele þmi � efs � d2 if d\d0
mi � b � Eele þmi � emp � d4 if d� d0

�
ð1Þ

where Eele (nJ/bit) is the energy consumed in electronic circuit by the receiver or the
sender when sending or receiving per bit, efs and emp are fixed radio parameters in free
space and multipath fading channel used for the transmitter amplifier, and d0 is the
distance threshold defined by Eq. (2):

d0 ¼
ffiffiffiffiffiffiffi
efs
emp

r
ð2Þ

b is the energy consumed parameter of the wireless sensor nodes after normalization.
The energy consumption during transmission of the three kind of nodes is different
[27–30]. According to the throughput and transmitted power, the relation of three
different nodes in energy consumption during network operation could be calculated.
The network throughput per unit energy consumption [31] is defined by Eq. (3):

EE ¼ log2ð1þ p � hÞ
asite � Pþ bsite

ð3Þ

where p0 is the transmission power, h is the channel-to-interference-plus-noise ratio;
asite � P represents the transmission power consumption; bsite is the circuit power
consumption; asite is the power-conversion efficiency, accounting for the power
amplifier efficiency, feeder loss, extra loss in transmission-related cooling, etc.

The energy consumed in receiving an mi-bits packet is given by Eq. (4):

ERxðmiÞ ¼ mi � b � Eele ð4Þ

4 Proposed Protocol

The proposed protocol named Fuzzy-K balances network load, reduces energy con-
sumption and improves energy efficiency by reasonably clustering and selecting the
optimal CH node, so as to maximize the life cycle of the whole network.

4.1 Overall Description of Fuzzy-K

The Fuzzy-K protocol proposed in this paper is developed based on the core idea of the
protocol LEACH. However, k-means algorithm [32, 33] is used for clustering before
selecting CHs different from other protocols. The initial clustering center is determined
by FIS-I. After k-means algorithm, the total sensor nodes are reasonably divided into
several clusters. The characteristics of clusters are that the distances within clusters are
minimized and the distances between them are maximized. Finally, the final CHs are
selected within clusters based on the second FIS with other different inputs. The overall
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operation and time allocation of each round are shown in Fig. 2, and the overall flow
chart is shown in Fig. 3.

4.2 FIS

Two FIS models are adopted: FIS-I and FIS-II respectively. The FIS-I is designed for
all nodes in the network to produce the initial center for subsequent operation of
clustering; FIS-II is applied after clustering to select the final CH nodes.

Center selection Cluster formation CH selection

Setup phase

Steady state phase

Round

Frame
1 2 3 i

Fig. 2. Operation and time allocation of each round.

Performing  fuzzy  calculation
in the FIS-

Is this result greater 
than the standard

K-means calculation

Setup phase performing 
fuzzy calculation in the 

FIS-

Find CH

Normal nodes

Is the score greater than 
the other nodes in the 

same cluster

Creating the TDMA 
timing schedule

Transmission of data packets by each node to 
its respective CH during its assigned time 

slot

Transmission of information from CHs to the 
BS

Yes

Yes

No

Steady state 
phase

Set up phase

Start

END

Fig. 3. Flowchart in operating steps.
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FIS-I. (1) Input A: Residual energy represents the residual energy of node i in the
heterogeneous network. (2) Input B: Neighbor represents the number of neighbor nodes
around node i. (3) Input C: Distance to BS represents the distance between node i and
the BS. (4) Output: Put the three kinds of data above into the first FIS, the first output
named Output-I will be obtained, which represents the ability of nodes in CH selection.
We select the nodes whose output is not less than a certain standard as the initial center
for clustering and the initial input of k-means clustering algorithm. Moreover, the
standard is artificial regulated so that we can make appropriate adjustment in order to
get better results according to different application scenarios. And the Output-I is
divided into 9 levels, that are very high, high, rather high, high, medium, medium, low
medium, rather low, low, very low as shown in Fig. 4.

FIS-II. After the operation of FIS-I, the nodes in heterogeneous network are reason-
ably divided into several clusters. Then the final CH nodes are determined by FIS-II.
The parameters are different from the first one. (1) Input D: Residual Energy represents
the residual energy of node i. (2) Input E: Distance to all nodes represents the sum of
distances between node i and other nodes in the cluster. (3) Input F: History represents
the “history” of the nodes in the heterogeneous network, that is, the number that the
node has been selected as the CH. (4) Output: Put the three kinds of data above into the
FIS-II, an output named Output-II is given, which is used as the selection rules for the
final CH. The nodes will be arranged according to the value of Output-II. Nodes with
the highest value is to be selected as the final CH. In this paper, the Output -II is
divided into nine levels as shown in Fig. 4.

5 Simulation Setup

Three scenarios are considered in this paper to evaluate the performance of the pro-
posed protocol. The simple topologies are shown in Figs. 5, 6 and 7.

Fig. 4. Membership function for output variable ‘Output-I’ and ‘Output-II’.
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The heterogeneous network is composed of three types of nodes: WiFi, Zigbee and
LTE. According to the actual heterogeneous network, the ratio of the nodes is set as
4:3:3. Among them, since the characters are quite different according to [27–30], the
initial energy of WiFi nodes, Zigbee nodes and LTE nodes is set as 2:1:3. According to
the throughput and transmitted power, the energy consumed parameter of WiFi nodes,
Zigbee nodes and LTE nodes is set as 0.19, 0.12 and 0.69 respectively. In order to
avoid the inconvenience brought by the actual value to the simulation, the parameters
are normalized. Other network parameter settings are shown in Table 1.

Fig. 7. Scenario 3: BS at (100, 100).

Fig. 5. Scenario 1: BS at (50, 50). Fig. 6. Scenario 2: BS at (50, 100).
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6 Simulation Results and Analysis

The proposed protocol Fuzzy-K will be compared with LEACH [17], DUCF [20],
TEAR [25], and EEHCCP [26]. In each scenario, the simulation is carried out for 5
times and the results are averaged to be compared between different algorithms. All the
protocols mentioned above are evaluated according to four factors: number of alive
nodes, number of received packets, mean maximum intra-cluster distance and mean
intra-cluster distance.

6.1 The Number of Alive Nodes in Each Round

For a WSN with limited energy, the life cycle of the whole network and the perfor-
mance of the routing protocol applied can be well reflected by the number of the alive
nodes in each round. The number of alive nodes in all rounds are qualified in Fig. 8.
Fuzzy-K protocol performs better than the other four algorithms. This is because
clustering and choosing the CHs are in opposite order compared to other protocols. In
the process of clustering, the position and distribution of nodes are fully considered.
Balanced clusters can be formed according to the location of nodes in different sce-
narios. Therefore, the energy consumed by intra-cluster communication will be greatly
reduced.

The number of rounds using the proposed protocol is less than some other protocols
such as EEHCCP and TEAR sometime while the number of active nodes is reduced to
20 or less. However, the situation of communication in the network will be slightly
affected. Even for some applications in special scenarios, the network with few alive
nodes has no use at that time.

Table 1. Simulation parameters and values.

Parameter Value

WSN area(R � R) 100 m � 100 m
Number of sensor nodes(N) 100
Initial energy of Zigbee nodes (E0) 0.5 J
Energy consumed in Tx/Rx electronics (Eele) 50 nJ/bit
Energy consumed parameter of nodes (bW/bZ/bL) 0.19/0.12/0.69
Tx Amplifier energy dissipation in free space scenario (efs) 100 pJ/bit/m2
Tx Amplifier energy dissipation in Multipath scenario (emp) 0.013 pJ/bit/m4

Energy in Data Aggregation (EDA) 5 nJ/bit/signal
Data packet size 5000 bit
Control packet size 50 bit
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6.2 Total Number of Data Packets Received by the BS

The number of data packets received by the BS before the FND (First Node Dies), that
is, the round number after the first node death is presented in Fig. 9 and Table 2. To
some extent, the communication capability of the whole network can be measured by
the total number of packets received by the BS. For different protocols, the number of
rounds may be similar, but the number of packets received by the BS before FND may
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Fig. 8. (a) Number of alive nodes in all rounds in scenario 1. (b) Number of alive nodes in all
rounds in scenario 2. (c) Number of alive nodes in all rounds in scenario 3.
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vary. By comparing of the results in three topologies, the number of packets received
by Fuzzy-K protocol in the same scenario is higher than that of other protocols, which
indicates that this protocol can effectively improve the network throughput. In addition,
the throughput of the Fuzzy-K protocol is the highest under the different network
topologies. That is, the proposed protocol performs well in different situations. It can be
summarized that the Fuzzy-K protocol can better adapt to different network scenarios.

6.3 The Mean Maximum Intra-cluster Distance in All Rounds

The mean maximum intra-cluster distance for all protocols is presented in Fig. 10. In
the proposed protocol, k-means algorithm is used to form clusters, instead of choosing
the nearest CH for non-CH nodes. The number and size of clusters are adjusted
adaptively according to the distribution of nodes in the whole network so that the intra-
cluster distances can be effectively reduced. As for clustering protocols, the average of
the intra-cluster distance is an important parameter to measure the clustering results and
the selection of the CH. The reduction of average intra-cluster distance can save the
energy consumed by intra-cluster communication so that the energy efficiency of the
whole network could be improved. As is shown, the mean maximum intra-cluster
distance in the network applied in the proposed protocol is lowest and has little change
in different network topologies, which is also an important factor on the life cycle of the
whole network.

6.4 The Mean Intra-cluster Distance in All Rounds

Figure 11 reflect the mean intra-cluster distance in the three scenarios. This parameter
refers to the average value of the maximum distance between nodes in the same cluster.
As it can be seen from the box graph, the distribution of average distance within the
cluster of Fuzzy-K protocol is more concentrated and lower overall. It should be noted
that the network model in this paper is special that there is a certain proportion of LTE
nodes which are mobile. By applying k-means clustering algorithm, the moving nodes
will be clustered according to their positions during the initialization of each round of
network. After clustering, the appropriate CH will be re-selected. This makes the
clustering more balanced and the selection of CH in each cluster more reasonable so
that the load of network is more balanced.

Table 2. Number of received packets in different scenarios

Protocol Scenario 1 Scenario 2 Scenario 3

DUCF 27578.6 26987.1 25315.8
EEHCCP 26530.3 26297.4 19764.5
Fuzzy-K 37407.4 29587.5 34204.7
LEACH 33799.1 25097.1 18533.3
TEAR 21555.1 19865.7 17109.5
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7 Conclusion

With the rapid development of WSN, it is still very important to improve the energy
efficiency, maximize the life cycle and balance the load of the whole network. Aiming
at the physical heterogeneous network based on CTC, the Fuzzy-K protocol is designed
according to the differences caused by the coexistence of multiple wireless nodes. In
this proposed protocol, the residual energy of nodes, the distance from the BS,
mobility, history of nodes and other factors are considered. Besides, the k-means
clustering algorithm is introduced to balance clustering. And the FIS is used to select
the CH nodes and properly avoid the limitations of the k-means algorithm. Through
exchanging the order of clustering and CH selecting, the intra-cluster distance can be
reduced efficiently. FIS is used twice to make the selection of initial centers and CHs
more reasonable. Compared with the classical LEACH protocol, the latest heteroge-
neous network protocols EEHCCP and TEAR, and DUCF protocol based on fuzzy
theory, the Fuzzy-K protocol performs well in the life cycle, throughput and intra-
cluster distance of the network.

However, there are also some limitations. The proposed protocol is designed based
on the idea of single-hop hierarchical routing algorithm, and multi-hop paths are not
taken into consideration. In the future, we will continue to improve the performance of
Fuzzy-K protocol by designing multi-path and multi-hop algorithm to adapt to a larger
scale network topology.
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Abstract. In Named Data Networking (NDN), Pending Interest Table (PIT) is
proposed to record the forwarding information of interest packets forwarded but
not responded. Each incoming interest packet or data packet needs to be queried
and processed in PIT, and the overhead would rise as the scale of PIT increases.
Therefore, PIT is required to have a very high processing speed. To effectively
improve the forwarding efficiency of PIT in NDN, a new architecture of the PIT
using a hot table to achieve prefix grading is designed and implemented. The
concept of “prefix value” is proposed to determine the value of a prefix carrying
the information content of an interest packet, and to store and prioritize the prefix
information with a higher value. The results of the comparison experiment show
that the architecture of the PIT with a hot table can significantly improve pro-
cessing speed of the PIT and accelerate forwarding efficiency of the NDN node.

Keywords: Named Data Network � Pending Interest Table � Prefix value �
Hot table

1 Introduction

The Named Data Network (NDN) is a typical implementation of Information Centric
Networking (ICN) [1]. Unlike traditional IP networks, NDN focuses on the content
itself rather than the location of the content [2]. It is routed based on the content name
without relying on IP-like location information; the NDN content caching mechanism
also greatly reduces the network load of the node, making it more suitable for the
ubiquitous Internet content sharing mode of the data source [3].

Since the NDN relies on the Pending Interest Table (PIT) to achieve efficient
forwarding of data, and each incoming interest packet or data packet needs to be
queried and processed in the PIT [4], to a certain extent, whether the design of the PIT
is scientific and reasonable can directly determine the efficiency of data forwarding.

To achieve a quick match of PIT, researchers have proposed some effective
methods, which are mainly divided into two categories.
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The first category is to improve the performance of PIT by optimizing PIT search,
replace, delete and other strategies. Paper [5] first proposed the concept of Name
Component Encoding (NCE), which is used to reduce the size of PIT and to meet the
requirements of access frequency. This mechanism can reduce the number of com-
ponent encoding and the encoding length of each component, but does not reduce the
correctness of the longest name prefix match. The name component encoding mech-
anism separates the encoding process from the longest prefix match, making it possible
to use parallel processing techniques to speed up name lookups. Also, this method
limits the name lookup time to the upper limit of the maximum time between the
component encoding process and the longest encoding name prefix match. Based on
this method, the paper [6] put forward the idea of Name Prefix Trie (NPT), which
further improves the storage and operation performance of PIT. However, this method
requires time to encode and construct the matching tree, so it is more suitable for large-
scale NDN networks. For small-scale NDN networks, search performance may not be
significantly increased due to additional coding time.

In [7], an instant-triggered PIT entry aging method is proposed, which can achieve
an extremely high-precision PIT entry timeout judgment with only a small amount of
storage space. In [8], the one-to-one data interaction mode of interest packets and data
packets in the named data network are changed, and a method of returning multiple
data packets by sending one interest packet is realized, thereby improving the efficiency
of routing and forwarding. Paper [9] dynamically changes the timeout period for each
interest packet entering the PIT, preventing the phenomenon that the unresponsive
interest packet occupies excess space in the PIT. Paper [10] changes the replacement
method when the item overflows in the PIT so that the entry that is least likely to be
responded is replaced with the highest priority.

Although this kind of method implemented strategy optimization on a certain
aspect of PIT, limitations still exist. It does not improve the performance of the PIT at
the root cause, and cannot fully adapt to all NDN network environments.

The second category is to optimize PIT performance by changing the PIT archi-
tecture. Paper [11] uses Bloom Filter (BF) for space compression of PIT to improve the
lookup performance. Paper [12] and [13] proposed the concepts of MaPIT and DiPIT
on the basis of Bloom Filter. The former effectively reduce on-chip storage con-
sumption through MBF (Mapping Bloom Filter), while the latter improves forwarding
efficiency by establishing different PITs for different interfaces. However, although the
algorithm involved in MaPIT has improved the processing speed of PIT, it also needs
more additional storage space, and the DiPIT architecture has to find every Bloom
Filter in information retrieval to obtain the interface, which adds extra retrieval time,
and this method increases the inevitable retrieval error due to the Bloom Filter’s flaws.

Paper [14, 15] links PIT with hash retrieval to improve search speed and reduce
storage consumption. Based on this method, the paper [16] proposes a modified MBF-
based PIT storage architecture. The architecture uses a hash function to implement
multiple hash mappings to improve the retrieval speed, and uses bitmap to realize the
dynamic allocation of the address offset of the element memory unit, but as a static
storage, hash table may cause a waste of storage space, and hash collisions can also
affect the lookup performance.
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To meet the requirements of processing of efficiency of PIT, this paper proposes an
architecture of PIT based on hot table and implements further functional refinement of
the PIT. The classification of interest is realized in the table and the matching rate of the
PIT is satisfied. Thus efficient and accurate data query and forwarding can be realized
in NDN.

The innovations of this paper are as follows:

(1) A new type of PIT architecture based on hot table is designed. Interest packets that
are about to enter the PIT are recorded and filtered, and a separate “priority
channel” is established for the information that often passes the PIT.

(2) The concept of “prefix value” is proposed in the PIT, and the information is graded
according to the value of the prefix. Thus, it is ensured that the interest packet
containing the higher value prefix can be queried and processed preferentially.

(3) The self-maintenance strategy of the hot table is proposed, which realizes the
dynamic adjustment of the data inflow direction. This strategy can not only ensure
that the “priority channel” deals with the interest of higher value in the recent
period, but also effectively prevents the overflow of the PIT.

2 Improvement of the Pending Interest Table and Related
Design

2.1 Improvement of the Pending Interest Table

In the NDN architecture, the PIT provides two main functions, namely aggregation of
interest packets and forwarding of data packets [12]. The same interest packets from
different interfaces will be merged in the PIT, only the first arriving interest packet is
routed to the potential responder; when the data packet arrives at the PIT, the incoming
interface will be obtained from the PIT and passed out from the interface [6].

The PIT is usually very large, and for large NDN networks, it may reach the scale of
several million to tens of millions [15]. In the 10G bandwidth environment, we assume a
bad case that the average size of each interest packet and data packet is 64bytes. If the
average round trip time per packet was 80 ms, PIT would need to contain about 800,000
entries. But in the case of bad network condition, the average round trip time of each
packet will be greatly increased. Assuming that the average round trip time is 1 s, the
PIT will contain about 10 million entries, PIT processing time for each packet need to
reach 100 ns, this is just one link, on multiple link requesting conditions at the same
time, the PIT will need a larger capacity and higher rate of access. Although memorizer
like SRAM can guarantee the forwarding performance of PIT on a low bandwidth
environment, but with the link rate increases, the memorizer capacity required by PIT
becomes larger and larger and cannot meet the demand. Therefore, it is very important to
improve the forwarding efficiency of PIT. In response to solve this problem, this paper
proposes a PIT based on the hot table, as shown in Fig. 1.
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In Fig. 1, the new PIT is composed of a hot table, a main PIT, and a sub-PIT. The
hot table is located at the forefront of the entire PIT as an “indicator” for data shunting.
The hot table is completely transparent to the data stream. It does not make any
modification to the interest packet or data packet and only records the data, besides, it
only records the prefix and quantity of the incoming information, it does not record the
specific information, and has minimal demand for the storage space. By concentrating
the high-value prefixes into the hot table for quick matching (the value determination
method is described in detail in the second part), the pressure of all the information in
the original architecture stored in one table for matching can be effectively alleviated.
Also, by properly allocating data traffic, load balancing can be effectively achieved.

The function of the hot table is to store the higher-valued prefixes that are fre-
quently requested within a certain period, and then perform centralized and fast pro-
cessing on the information including these prefixes. The increase in the hot table does
increase some of the cost compared to the original PIT architecture. However, since the
hot table is small, typically store only a few dozen pieces of information, and only the
content name prefix is stored in the table instead of the content. In PIT, since every
forwarded content is recorded, PIT usually stores hundreds of thousands or even
millions of messages. So the search cost brought by the hot table itself is negligible for
the whole PIT.

The original PIT architecture is divided into two parts, namely the main PIT and the
sub-PIT. The main PIT is responsible for storing the interest in the hot table and with
high request frequency. The sub-PIT is responsible for storing the prefix that cannot
match any of the hot tables and interest that the request frequency is low. In addition to
the storage space, the internal architecture of the main PIT and the sub-PIT are con-
sistent with the original PIT architecture.

In the entire network, because the popularity of the data is consistent with the Zipf
distribution, that is, 20% of the content satisfies 80% of the request volume of the entire
network, and the remaining 80% of the content satisfies the user’s 20% request volume
[17]. Therefore, in the capacity allocation of the main PIT and the sub-PIT, we set the
main PIT capacity to 20% of the maximum number of interest packets that the node
may pass, and the sub-PIT capacity is 80% of the maximum number of interest packets
that the node may pass.

Fig. 1. The architecture of PIT based on hot table
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The hot table consists of three items:

(1) Prefix, the prefix is responsible for recording the prefix name of the incoming
interest packet. We store the first-level prefix of the interest packet by default.
When the proportion of entries in the main PIT is greater than a preset threshold,
the second-level prefix is stored in the hot table. In this way, the total number of
entries in the main PIT can be dynamically adjusted to prevent overflow of the
main PIT and ensure efficient operation of the entire system.

(2) The number of times, recording the total number of times the interest packet
containing a prefix arrived.

(3) Time, recording the last arrival time of interest packet containing a prefix.

2.2 Prefix Value Determination of Hot Table and Its Self-maintenance
Strategy

Prefix Value Determination Method of Hot Table
Each prefix in the hot table has its value attribute. For a prefix, the value of each prefix
can be given by combining the last access time of the prefix with the total number of
times it is requested. The higher the value, the higher the popularity of the prefix, which
is frequently accessed soon. The hot table calculates the value of each prefix in the table
at regular intervals, and deletes the prefix that does not satisfy the preset threshold.
Paper [18] uses the normalization method to obtain the popularity of data in the node
storage space in the NDN, and then selectively replace the content. Here we learn from
the method to get the value of each prefix.

Tlast is the current time when a prefix was last accessed; Tcurrent is the current time;
Tinterval is the time interval.

Tinterval ¼ Tcurrent � Tlast ð1Þ

Rall is the total number of times the prefix was requested. Tfirst is the first time the
prefix is accessed, the average access interval (Taverage) for the prefix is:

Taverage ¼ ðTlast � TfirstÞ=Rall ð2Þ

The smaller the Taverage, the more times the data is accessed in a short period.
Ti max represents the maximum data in all Tinterval; Ti min represents the minimum in

all Tinterval, normalize Tinterval:

Ti new ¼ Tinterval � Ti min

Ti max � Ti min
ð3Þ

Ta max represents the maximum of all Taverage; Ta min represents the minimum of all
Taverage, normalize Taverage:
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Ta new ¼ Taverage � Ta min

Ta max � Ta min
ð4Þ

Thus each prefix value is:

Pvalue ¼ 1=ðTa new þ 1Þ
Ti new

ð5Þ

Self-maintenance Strategy of the Hot Table
To ensure the accuracy and timeliness of the data distribution of hot table, it is nec-
essary to periodically calculate the value of each prefix for the hot table, and delete the
prefix that does not meet the preset threshold. Here we remove the prefix with a value
significantly smaller than the other prefixes according to the Pauta Criterion (PC). The
Pauta Criterion is to assume that a set of test data only contains random error, calculate
it to obtain the standard deviation, and determine an interval according to a certain
probability, any data exceeding this standard deviation should be eliminated. Define
each prefix value in the hot table as x1, x2 … xn. Then, the average is:

l ¼ ðx1 þ x2 þ . . .þ xnÞ=n ð6Þ

The residual is:

gi ¼ xi � l ð7Þ

According to the Bessel Formula, the standard deviation of these prefix values is:

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n� 1

Xn
i¼1

g2i

s
ð8Þ

The Pauta Criterion considers the probability of the value to be distributed in
ðl� r; lþ rÞ is 0.6827; the probability of the value to be distributed in ðl� 2r; lþ 2rÞ
is 0.9544 [19]. From this, it can be considered that the value of the prefix value is mostly
concentrated in ðl� 2r; lþ 2rÞ. The probability of exceeding this range is only less
than 4%. Since we only need to remove prefixes with a small value, we only need to
remove prefixes with a value less than l� 2r for each self-maintenance.

Through the self-maintenance strategy of the hot table, the “cache pollution” effect
of the historical data on the hot table can be prevented. Content prefixes that are
frequently requested soon can be successfully retained in the hot table, and content
prefixes with significantly reduced requests in the near future will be rejected, thus
ensuring the freshness of the hot table and the timeliness of the entry in the hot table.

Routing and Forwarding Process
The NDN processing flow after improving the PIT architecture is shown in Fig. 2.
Suppose a request for youtube.com/music/jay/a.mp3 arrives, first access the Content
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Store (CS) for the newly arrived interest packet, and the CS is responsible for storing
the data that has been requested by the router. If the data corresponding to the interest
packet is queried in CS, the data is directly returned without subsequent operations; if
there is no matching data, the interest packet is sent to the PIT for matching.

After entering the PIT, first check if there is a first or second level prefix
(youtube.com or youtube.com/music) of this interest packet in the hot table. If it exists,
the number of times of the prefix is incremented by one, and change the time corre-
sponding to this prefix in the hot table to the current time. Then, the request is moved
into the main PIT for matching; if no match exists, check to see if the hot table is full. If
there is space in the hot table, put the prefix of the interest packet in the hot table, set
the number of records to 1, set the time to the current time, and move the interest packet
into the main PIT for matching. If the hot table is full, the table is full of prefixes that
have been requested frequently and recently accessed, and the interest packet is moved
to the sub-PIT.

When the data packet corresponding to the request returns, query it in the hot table
first. If the prefix is in the hot table, the data packet enters the main PIT to find the
corresponding information; otherwise, it goes into the sub-PIT for matching.

With this design, it is possible to ensure that a small amount of information with a
higher value can enter the main PIT for fast matching; and for a large amount of
information with a small value, it is moved into the sub-PIT for normal matching.
Therefore, the priority query and processing of the high value interest can be effectively
ensured, thereby improving the forwarding efficiency of the entire PIT.

In response to a possible sudden outbreak of network traffic, we also added a flow
control mechanism to the main PIT. When the number of entries in the main PIT
reaches 80% of the capacity of the main PIT, the self-maintenance policy of the hot
table is executed immediately, remove the prefixes that are less than l� 2r to make

Fig. 2. NDN processing flow of PIT architecture with hot table
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room for the hot table. The subsequent interest packet stores only its second-level
prefix in the hot table and replaces the original first-level prefix. The hot table follows
the longest prefix matching principle, so the traffic under the original first-level prefix
will partially flow into the sub-PIT, thus controlling the traffic entering the main PIT.

If the number of entries in the main PIT is more than 80% of the table capacity in at
least two consecutive self-maintenance, the secondary hot table self-maintenance
policy is executed. According to the Pauta Criterion, the probability that the prefix
value in the hot table is distributed in ðl� r; lþ rÞ is 0.6827. In this case, the prefix
with a value less than l� r in the hot table is deleted, which provides more space for
the hot table to store the newly arrived second-level prefix.

When the hot table self-maintenance time is reached, if the number of entries in the
main PIT is less than 80%, the regular hot table self-maintenance policy is executed,
and the second-level prefix is changed back to the storage first-level prefix in the hot
table. In this way, we can prevent the occurrence that the entries in the hot table are
filled with useless prefixes due to the accidental occurrence of sudden large flow. The
flow control process of the PIT is shown in Figs. 3 and 4.

Before the hot table self-maintenance strategy is executed, the prefix youtube.com is
recorded in the hot table, so all interests under the first-level prefix youtube.com are
entered into the main PIT for matching.

Fig. 3. Before the self-maintenance policy of the hot table is executed

Fig. 4. After the self-maintenance policy of the hot table is executed
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When the number of entries in the main PIT increases to the set threshold, the hot
table removes some prefixes in the table through the self-maintenance policy and the
hot table changes to only store the first-level prefix of the incoming interest, and then
interest from later YouTube sites saved their second-level prefixes youtube.com/1 and
youtube.com/2 in the hot table and removed the original first-level prefixes. When a
new interest arrives in the hot table, the longest prefix matching rule is followed in the
hot table, and all the interests that do not belong to youtube.com/1 or youtube.com/2
under youtube.com are diverted to the sub-PIT.

This method works better in the case of a large number of data requests (for
example, video requests) in a short period. Because in this case the traffic is concen-
trated in several or dozens of prefixes, our hot table self-maintenance strategy is based
on the last access time of prefix and the maximum of the prefix’s average access time
interval to do normalization processing. So in this case, the differentiation of different
prefix values will be more obvious than random traffic, and more space will be spared
to store the new second-level prefix, so it is more conducive to the flow control of the
PIT.

In addition, we also consider that in the process of data forwarding, there may be a
case that after a prefix in the hot table is deleted, the data packet will go to the sub-PIT
for query because it cannot find the prefix in the hot table when it returns. In this case,
we do the following: When the data packet returns, if the prefix exists in the hot table, it
is directly queried to the main PIT. If there is no such prefix in the hot table, the sub-
PIT is first queried, and then query it again in the main PIT if it does not exist in the
sub-PIT. Since the main PIT is relatively small, it is possible to slightly increase the
seek time while avoiding the problems that may exist in the foregoing, thereby
improving the overall forwarding efficiency of the PIT.

3 Simulation Environment and Parameter Configuration

This chapter mainly conducts experimental analysis and performance evaluation. It is
designed to analyze whether the improved PIT architecture can effectively improve the
data forwarding efficiency in the data forwarding process of NDN.

3.1 Simulation Environment and Parameter Configuration

We use ndnSIM to implement the simulation of the PIT architecture. ndnSIM is an
open source network simulation platform that can run on any available link layer
protocol model. All NDN route forwarding experiments can be implemented on
ndnSIM [20]. The experimental environment configuration table is shown in Table 1.
Among them, the CPU uses Intel’s 4-core processor i5-4590 with 8 GB of memory, the
system uses 64-bit ubuntu12.04LTS. The experiment uses four nodes as request nodes.
The request rate ranges from 26000 packets per second to 66000 packets per second.
The lifetime of the interest packet in the PIT is 1 s, and the size of the returned data
packet is 1024 bytes.

An Improved Method of PIT in NDN 135



3.2 Experimental Results and Analysis

Determine the Hot Table Capacity and Comparison of Round-Trip Time
Determine the Hot Table Capacity
The capacity of the hot table directly determines the forwarding performance of the
whole PIT. Excessive hot table capacity not only increases the search burden, but also
reduces the shunt effect of the interest packet; too small hot table capacity cannot
maximize the performance of the PIT. To determine the most suitable hot table
capacity, we made four nodes send a total of 200,000 interest packets as input data;
then, every 400 packets were recorded from the time of sending interest packets to the
time of receiving the corresponding data packets to test PIT performance under dif-
ferent hot table capacity.

In the experiment, by changing the capacity of the hot table, the round-trip time of
each packet under different hot table capacities is obtained as shown in Fig. 5. The
experimental results show that the round-trip time at the capacity of 30 and 40 is
significantly greater than that at the capacity of 10 or 20, and the delay is the highest

Table 1. Experimental environment configuration table

Main module Specific configuration

CPU Intel(R) Core(TM) i5-4590 (4 cores, Clock Speed: 3.30 GHZ)
RAM 8 GB
System Ubuntu12.04
System digits 64-bit
ndnSIM version 2.3

Fig. 5. Comparison of round-trip time for different hot table capacities

136 P. Gu et al.



and the image is the most dispersed when the capacity is 40. When the hot table
capacity is 20, that is, when the hot table can store up to 20 entries, the overall round-
trip time is significantly smaller and the image is the most stable. Therefore, when the
number of user nodes is 4, the capacity of the hot table is set to 20, and the time
required for the user to send the interest packet to obtain the data packet is the least, and
the PIT can present its optimal performance.

Comparison of Round-Trip Time
The time elapsed by the requester from sending the interest packet to receiving its
corresponding data packet is called the round-trip time. The round-trip time is one of
the most important indicators in NDN performance measurement. In the experiment,
we ensured that the content requested by the requesting node follows the Zipf distri-
bution. That is, 20% of the content satisfies 80% of the request volume of the entire
network, and the remaining 80% of the content satisfies the user’s request amount of
20%, and the total number of interest packets is 200,000. The experimental results are
shown in Fig. 6.

Figure 6 shows that the overall round-trip time of PIT architecture with a hot table is
significantly less than that of conventional PIT architecture with the increase of the
number of packets. During the same period, the round-trip time of the PIT architecture
with the hot table is approximately 60%–80% of the original architecture, and at some
point, it can reach less than 50% of the original architecture delay. The shunt of the hot
table makes the matching of interest packets and data packets in the PIT more efficient,
thus speeding up the round-trip time of each packet.

Comparison of Forwarding Rate
By measuring the forwarding rate under different PIT architectures are the most direct
way to determine the performance of the PIT. To this end, we have measured the

Fig. 6. Comparison of round-trip time
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forwarding rate of PIT architecture and conventional PIT architecture designed in this
paper to compare their advantages and disadvantages. The experimental results are
shown in Fig. 7.

In Fig. 7, the horizontal axis represents the number of interest packets sent per
second, with the minimum of 26,000 interest packets sent per second and the maximum
of 66,000 interest packets sent per second; the vertical axis represents the processing
rate of the interest packets.

In the case of sufficient bandwidth, the more packets of interest packets are sent per
second, the more packets that the PIT needs to process at the same time. Therefore, the
processing rate of both architectures increases with the increase of the packet rate per
second. According to Fig. 7, the PIT architecture with the hot table has a significantly
higher forwarding rate than the original PIT architecture in the case of the same interest
packet transmission rate.

Comparison of Packet Loss Rate
Here, the packet loss rate refers to the percentage of all interest packets in the PIT that
are replaced by the replacement policy or the interest packets that have been deleted in
the timeout period. Since the hot table is first queried during the return of the data
packet, there may be a case that when a prefix in the hot table is deleted, the packet will
go to the sub-PIT to query because it cannot be found in the hot table. Therefore, an
experiment is needed to verify whether this situation will affect the forwarding per-
formance of the PIT. Figure 8 shows the change in packet loss rate for different PIT
architectures with increasing packet rate.

Fig. 7. Comparison of forwarding rate

138 P. Gu et al.



The experimental results show that the PIT architecture with the hot table can
maintain a lower packet loss rate than the conventional PIT architecture. The main
reason is that the hot table based PIT architecture enables the interest packet or data
packet to query the corresponding entry more quickly when it arrives so that it can be
processed in time before the entry in the table times out.

4 Conclusion

Although the NDN has many advantages, there are some problems in the design of
some details, such as the interest processing problem of the PIT. In this paper, the
design requirements of fast processing and efficient forwarding of the PIT are realized.
By improving the architecture of the PIT, we proposed the concept of “prefix value”,
which records the high-value prefixes in PIT by using hot table, and makes the
information containing these prefixes be queried and processed first when the interest
packet enters and the data packet returns, thereby saving the overall processing time
and ensuring the efficient operation of the NDN router. The experimental results show
that the proposed scheme can effectively improve the PIT’s processing performance.
However, the sample size of data collected in this paper is not very large. Also, in
addition to the optimization design of the PIT, there is still room for further research
and improvement in the collaborative cache of the PIT and the CS. We will
further improve the performance and processing efficiency of NDN on the basis of
this paper.

Fig. 8. Comparison of packet loss rate
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Abstract. Detecting structural damage in real time is important and
challenging for bridge structural health monitoring systems, especially
when large amount of time series monitoring data are collected for con-
tinuous monitoring and evaluation of abnormal conditions. Conventional
approaches fail to efficiently process such large-scale data in real time
due to high storage and processing cost. In this paper, we present an
efficient real-time bridge structural condition evaluation based on data
compression. We introduce an efficient time series representation to com-
press sensor data into symbol streams by applying symbolic aggregate
approximation (SAX), which transforms sensing data into symbolic rep-
resentation to reduce dimension while preserving important features and
guaranteeing low-bounding distance. Upon receiving sensing data in real
time, we compress raw data into SAX representation before evaluation.
Then, we evaluate bridge structural condition by performing classifica-
tion based on compressed data efficiently. The proposed method is eval-
uated using a typical real bridge data set from SMC. Compared with the
prediction results on original data using existing methods, our approach
reduces the processing time from hours to several seconds with improved
accuracy, showing that the proposed method is effective in improving
both efficiency and accuracy of bridge structural condition evaluation in
real time.

Keywords: Bridge structural condition evaluation · Symbolic
aggregate approximation · Data compression · Time series

1 Introduction

Bridge structural health monitoring (BSHM) has been widely applied in real-
time monitoring of large bridge with the advantages of uninterrupted traffic, real-
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time, and full-time service. In conventional BSHM systems, there are hundreds
of sensors of varying types installed on different parts of bridges to monitor
structural response and environment changes, usually including vehicle load,
girder strains, accelerations, wind, temperature, and humidity. Figure 1 shows
that a typical BSHM system consists of a data acquisition subsystem that collects
sensor data on the bridge and transmits data in batch to its bridge structural
condition evaluation subsystem for anomaly detection [1]. Numerous types of
sensor data are collected continuously when a BSHM system is in operation.
Generally speaking, the size of collected data has been on the order of GBs
per day and TBs per year and such rates are growing rapidly. As all measured
data from the sensors are collected, stored and processed by BSHM on its remote
servers. Supporting real- time damage identification has been a critical challenge
for the next generation of the Bridge structural health monitoring systems and
conventional schemes fail to support anomaly detection and identification in real
time.

Fig. 1. Bridge structural monitoring system

Bridge structure deterioration is a gradually changing procedure of structural
condition. When some slight damages are detected, it usually takes conservative
maintenance, otherwise it will be too late for maintenance when it is evaluated
as severe damaged. To avoid serious safety accident, it is important to detect
the deteriorating change trend from slight damaged to severe damaged. That
means compared to evaluating condition using data at a time point, it is more
reasonable to use a time series data that reflects deteriorating change trend.

In recent years, in addition to the statistical model-based bridge structural
damage detection methods [2,3], support vector machine [4,5], artificial neural
networks [6,7], wavelet transform [8], convolutional neural network [9], and other
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intelligent methods have been applied in BSHM [10]. However, it is difficult for
the existing approaches to effectively process such kind of large and various data
in real time and locally due to computational complexity.

To address above challenge, we develop an efficient real-time bridge structural
condition evaluation method with data compression. Instead of conventional fea-
ture extraction, we introduce time series representation to compress real- valued
sensor data into symbol streams by applying symbolic aggregate into approxima-
tion (SAX) [11]. SAX is a time series representation that performs well in various
domains [12,13]. It transforms real-valued data into symbolic representation to
reduce dimension while remains important features and guarantee low-bounding
distance as well. Taking these advantages, we preprocess and compress raw data
into SAX representation ready for further evaluation. Then we evaluate bridge
structural condition by classification based on the compressed data. We evaluate
the effectiveness of our proposed approach on a real bridge data set, provided
by the Structural Monitoring and Control Research Center (SMC) of Harbin
Institute of Technology. Comparing the experimental results on original data
and compressed data, the processing time is reduced from hours to several sec-
onds and the accuracy is improved as well, demonstrating the effectiveness of
the proposed method for improving efficiency and accuracy of bridge structural
condition evaluation in real time.

The rest of the paper is organized as follows. The proposed bridge structural
condition evaluating method is briefly introduced in Sect. 2; The detail of data
compression is described in Sect. 3. To validate the proposal, the experiments
and results are discussed in Sect. 4. The conclusion and future works are given
in Sect. 5.

2 Bridge Structural Condition Evaluation Based on Data
Compression

Our bridge structural condition evaluating method is composed of two major
parts: data compression and data analysis. Data analysis is based on data com-
pression, as explained in the following subsections.

2.1 Data Compression

Data compression is a common technique used for managing large amount of
data to reduce storage cost and processing cost in many data-driven application
services. When transforming a large amount of sensor data into a compressed
representation, one important criterion is to maintain data utility during the
compression process for data analysis. Thus, a main challenge of data compres-
sion is to compress data in a proper ratio to reduce dimension but still preserve
the desired essential features.

To address this problem, we compress data adaptively in terms of its status.
During the service period, a bridge is always in healthy state for a long period of
time before damages occur. There is lots of redundancy in most of the monitoring
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data that indicates healthy condition. We compress this class of sensor data
using high compress ratio, while maintaining important features for damage
detection. Meanwhile, the compressed data in healthy state are transmitted to
the remote server and stored for future analysis. Since damage happens over time,
some sensor data is gradually deviated from healthy state, and such data may
contain more key features than baseline data. To keep these essential features
for damage detection, we compress the data using low compress ratio and save
the compressed data locally. This allows us to zoom into those sensor data for
damage identification, which greatly reduces both storage and search space cost
for sensor stream data processing.

A variety of data compression techniques have been proposed and applied in
data mining algorithms, such as statistic models, principal component analysis,
and wavelet transform are most commonly used methods. In order to predict
the damage changing trend, it is more informative if data mining and analysis
are performed based on time series data. This consequently requires us to con-
sider using time series data representation to compress times series data. Among
numerous time series data representations, we adopt SAX [11] as our data com-
pression scheme in our bridge structural condition evaluation method (see Sect. 3
for detail).

2.2 Data Analysis

We combine data analysis with data compression such that the sensor data are
transformed through compression with a given compression ratio (see more detail
in Sect. 3).

Though many damage detection techniques have been proposed in recent
years, they mainly concern on improving accuracy. To verify how efficiency our
framework may improve over existing representative methods, it is fair to choose
the commonly used baseline damage detection technique in this study. In addi-
tion, instead of data analysis on remote server as conventional approaches, we
can perform this framework locally to realize nearly real-time detection.

K-NN is an example-based classification method which is one of the simplest
machine learning algorithms and widely used in many areas. For fair comparison,
we choose K-NN as evaluating algorithm. The basic idea of K-NN is to determine
the class of the sample according to the category of K samples that are closest
to it. It is important to apply an appropriate similarity measure to improve
efficiency and accuracy of K-NN classification method. Euclidean Distance is
one of the most widely used distance measurements suit- able for real-valued
time series due to its simplicity and low complexity. The Euclidean-distance
between X and Y with both of length n is given in (1).

D(X,Y ) =

√
√
√
√

n∑

i=1

(xi − yi)2 (1)

We employ the Euclidean Distance method to calculate distances among
real-valued time series, and adopt the MINDIST function in (3) in SAX repre-
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sentation to calculate the similarity measures among symbolic representations.
Our design is extensible with respect to both classification algorithms for super-
vised learning and distance functions. We use the K-NN classifier as an example
to illustrate the development of our approach.

3 Symbolic Based Data Compression

There are numerous time series representations for time series data compression.
Commonly used methods include the Discrete Fourier Transform (DFT), the
Discrete Wavelet Transform (DWT), the Piecewise Aggregate Approximation
(PAA) and etc. The suitable choice of representation greatly affects the ease
and efficiency of time series based data analysis. For example, wavelets have
the useful multiresolution property, but are only defined for time series that
are an integer power of two in length [11]. A common feature important to
all above representations is real-valued data representation, which limits the
algorithms, data structures and definitions available for them. This limitation
inspired some developments of symbolic representations. Among them, Symbolic
Aggregate Approximation (SAX) is one of the most popular representations with
good performance in various applications. SAX not only reduces dimensions
adaptively but also allows low-bounded distance comparison between data. In
our framework, SAX is chosen as the compression method for compressing BSHM
data prior to sending them for time series data analysis.

SAX is a piecewise-based symbolic presentation of time series, which allows
a time series of length n to be expressed by a string of length w. Since it is
meaningless to compare time series with different offsets and amplitudes, time
series data is normalized with mean of zero and standard deviation of one before
transforming it into the PAA representation [14].

PAA is an efficient time series dimensionality reduction method based on
discretization. A time series of length n, denoted by C = {c1, c2, ..., cn}, can be
represented by a w-dimensional vector, denoted as C̄ = {c̄1, c̄2, ..., c̄n} . The ith
element of C̄ is calculated as follows:

c̄i =
w

n

n
w i
∑

j= n
w ∗(i−1)+1

cj (2)

PAA approach to represent time series data is simple and intuitive, and
can significantly reduce the dimension of time series data, and yet has been
shown to be competitive with those more sophisticated dimensionality reduction
techniques, like Fourier transforms and wavelets.

Since the normalized time series have a highly normal distribution, it is easy
to set breakpoints that will produce an equal-sized area under Gaussian curve,
and use same symbol to represent PAA coefficients that are distributed in the
same range. Then the PAA representation of time series is transformed into a
string, which called the SAX representation and ĉ is used to indicate the SAX.
Table 1 gives the breakpoints βi when a is in the range of 3 to 10.
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Table 1. Breakpoints based on different values of α.

βi 3 4 5 6 7 8 9 10

β1 −0.43 −0.67 −0.84 −0.97 −1.07 −1.15 −1.22 −1.28

β2 0.43 0 −0.25 −0.43 −0.57 −0.67 −0.76 −0.84
β3 0.67 0.25 0 −0.18 −0.32 −0.43 −0.52
β4 0.84 0.43 0.18 0 −0.14 −0.25
β5 0.97 0.57 0.32 0.14 0
β6 1.07 0.67 0.43 0.25
β7 1.15 0.76 0.52
β8 1.22 0.84
β9 1.28

Figure 2 shows the process that transforms a time series to a SAX repre-
sentation. A time series of length 128 is firstly discretized to obtain a PAA
approximation of length 8, then set α = 3, map the PAA into SAX symbols via
predetermined breakpoints shown in Table 1. Thus, the time series is mapped to
the string ĉ = baabccbc.

Fig. 2. A brief illustration of the process of symbolizing a time series to a character
string

The MINDIST function defined in (3) is used to measure the distance between
two SAX strings. The sub function dist() is formed by Table 1. Table 2 shows the
distance between two symbols when α = 4, and the value in the cell(r, c) can be
calculated by (4).

MINDIST (Q̂, Ĉ) =
√

n

w

√
√
√
√

w∑

i=1

(dist(q̂i − ĉi))2 (3)

cell(r, c) =

⎧

⎨

⎩

0 if |r − c| ≤ l

βmax(r,c)−1 − βmin(r,c) otherwise
(4)
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Table 2. The distance between two symbols when α = 4.

a b c d

a 0 0 0.67 1.34
b 0 0 0 0.67
c 0.67 0 0 0
d 1.34 0.67 0 0

The distance measure method satisfies the lower bounding. The lower bound-
ing feature is particularly exciting because it allows one to run certain data
mining algorithms on the efficiently manipulated symbolic representation, while
producing identical results to the algorithms that operate on the original data.

In our framework, the original sensor data are compressed by applying SAX
representation. Compression ratio can be adaptively set in terms of initial eval-
uating result. The damage degree evaluation results are sensitive to the settings
of data compression ratio. In this study, we use experimentation to set the com-
pression ratios.

4 Experimental Evaluation on SMC Real Bridge Dataset

In order to validate the effectiveness of our bridge structural condition evaluation
method, we conduct a set of experiments on a dataset: SMC real bridge dataset.
All experiments are conducted on a computer server with 3.30GHz CPU, 16GB
main memory and running on a Windows operating system. The experimental
results show that our proposed method performs well on SMC real bridge dataset
with respect to runtime performance and accuracy. The experimental setup and
result analysis are elaborated as follows.

4.1 SMC Real Bridge Dataset

In order to verify the effectiveness of the proposal in real application, an exper-
iment has been carried out on the BSHM dataset provided by the Structural
Monitoring and Control Research Center (SMC) of Harbin Institute of Technol-
ogy [15].

The bridge is precast concrete double tower cable-stayed bridge with the
main span of 260m. The bridge is 510m long and 11m wide. After a period of
working years, cracks are observed at the bottom of the mid-span girder. A SHM
system has been implemented after the bridge is repaired and reopened for traffic
to monitor and acquire time series data. Many BSHM methods based on Gener-
alized Regression Neural Network, PCP, and so on all have good performances
on this dataset [16–18].

As part of the SHM system, fourteen uniaxial accelerometers are installed
on the deck, and one biaxial accelerometer is attached to the top of the south
tower. The layout of acceleration sensors is shown in Fig. 3.
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Fig. 3. Acceleration sensors settings.

The acceleration data are acquired by the SHM system from January 1 to
July 31, 2008. The sampling frequency of the acceleration is 100Hz. Data during
twelve days are selected to represent the benchmark time history of the bridge,
from healthy status to damaged status. Additional accelerometers are imple-
mented in August 7 to August 10, 2008 to collect vibration data two hours a
day. These data are used to represent the final damage status. After normal-
ized the experimental data, sliding window is applied as well. The window size
is set as 3300 and run-length is 1320. Figure 4 shows the graphic of the bridge
structure acceleration time series data.

Fig. 4. Healthy, mild, and severe damaged time series data.

4.2 Experimental Results and Analysis

We conduct experiments on SMC bridge dataset to verify the effectiveness of
our proposal in terms of evaluation accuracy and time cost. Since K-NN is the
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most common used classifying algorithm, it is fair to compare the performances
of different situation of data, i.e., uncompressed and different compressing algo-
rithms, by adopt K-NN to classify structural conditions. In addition, SVM is
also chosen to perform classification as an intelligent method. The experimental
results are analyzed respectively as follows. Firstly, we apply K-NN as classifying
algorithm, the length of the original acceleration time series of the bridge is 3300,
and the compression ratio is set as 20, the data length of PAA representation
and SAX representation is 165. Figure 5 shows the process of the time series with
the length of 200 transformed into SAX representation. The average accuracy
and efficiency are shown in Table 3. The consumption of time is reduced from
about 2 h to 14 s, at the same time, the average accuracy is increased from 77%
to 93%. In addition, SAX performs better than PAA. It is indicated that the
structural condition assessment method based on SAX significantly better than
the traditional method in terms of time cost and evaluation efficiency.

Fig. 5. SAX representation of time series data.

Table 3. Comparative experimental results by applying K-NN

Average accuracy (%) Average time cost (second)

Raw Data 51.68 1517
PAA Data 75.13 5.06
SAX Data 81.00 4.79

Then, we adopt SVM to classify structural conditions. Radial basis function
is set as the kernel function of SVM. As shown in Table 4, the consumption of
time is reduced from about 3.8 h to 17 s, while the average accuracy is increased
from 79.12% to 91.2%. In this case, the proposed method based on SAX is also
validated to have the best performances both in time cost and average accuracy.

Comparing above two experiments, classifying algorithms have little influ-
ences on the evaluation accuracy, but the time cost is increased by using more
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Table 4. Comparative experimental results by applying SVM

Average accuracy (%) Average time cost (minute)

Raw data 79.12 227
PAA data 89.28 0.36
SAX data 91.2 0.29

complicated classifying algorithms. In addition, no matter which classifying algo-
rithm is applied, compressing raw data by using SAX can improve efficiency
and greatly reduce time cost. The experimental results indicate that our bridge
structural condition evaluation based on SAX has good performance in real
application.

5 Conclusion

Real time bridge structural condition evaluation represents an important class
of analysis as a service. In this paper, we have presented a real-time bridge
structural condition evaluation method based on symbolic data compression.
We introduce time series representation to compress real-valued sensor data into
symbol streams by applying SAX. SAX transforms real-valued data into sym-
bolic representation to reduce dimension, meanwhile essential features can be
remained and low-bounding distance can be guaranteed as well. Sensing data in
real-values are preprocessed and compressed into SAX representation for subse-
quent structural condition evaluation. Then, we evaluate bridge structural con-
dition by classifying compressed data. We have validated the effectiveness of the
proposed approach with experiments performed on SMC real bridge dataset. We
have compared the experimental results performed on original data, PAA, and
SAX. The experimental results show that the processing time is reduced from
hours to several seconds while improving the accuracy by our method. We also
compare the performances of different classifying algorithms. The results show
that the accuracy is not much affected by classifying algorithm. It is indicated
that our proposal is effective to evaluate bridge structural condition with high
efficiency and accuracy in real time.
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Abstract. In the mobile crowd sensing (MCS) system, task assignment
is a core and common research issue. Based on the traditional MCS plat-
form, there is a cold start problem. This paper introduces social networks
and communication networks to solve the cold start problem. Therefore,
this paper draws on social influence to propose a greedy task assignment
algorithm H-GTA. The core idea of the algorithm is to first use the com-
munication network to select seed workers in a heuristic manner accord-
ing to the recruitment probability and then the seed workers spread the
task on social networks and communication networks simultaneously.
The publisher selects workers to assign the task in a greedy way to max-
imize the task’s spatial coverage. When calculating the probability of
recruitment, this paper considers various factors such as worker’s ability,
stay time and worker’s movement to improve the accuracy of recruitment
probability. Considering the influence of worker’s movement on recruit-
ment probability, a worker’s movement prediction algorithm based on
meta-path is proposed to analyze worker’s movement. The experimental
results show that compared with the existing algorithms, the algorithm
in this paper can guarantee the time constraint of the task, and have
better performance in terms of spatial coverage and running time.

Keywords: Mobile crowd sensing · Social influence · Task
assignment · Time constraint · Spatial coverage · Meta-path

1 Introduction

With the development of the Internet of Things, mobile Internet and cloud
computing, there are now various ways to collect city information. Among them,
the popularity of mobile devices, and the growing demand for smart sensing
in the city provide a method for urban sensing, called Mobile Crowd Sensing
(MCS) [1]. MCS has become a kind of new way to collect real-time environmental
information by using mobile workers’ smart devices. This paper uses spatial
coverage as a measure of sensing quality for environmental monitoring tasks.

Most of the existing methods for task assignment are based on a special-
ized MCS platform. Assumed that there is a large pool of workers, a subset
c© Springer Nature Singapore Pte Ltd. 2019
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of workers is selected based on optimization objectives and constraints. How-
ever, in some cases, this assumption is not true, as the platform has just been
established, so-called cold-start problem. This paper proposes a task assignment
algorithm for mixing social networks and communication networks. Through the
communication network, the task can be pushed to the workers near the task
release location, and then the task is propagated through the social network and
communication network to solve the cold start problem.

The task publisher issues a sensing task at a certain location on the com-
munication network. First, during the initial propagation period of the task, the
communication network is used to push the task to the worker near the task
issued location, and a part of the workers is selected as the seed set, and then
during the additional propagation period of the task, the workers in the seed set
use social networks and communication networks to push tasks to their friends
or neighbors, and a part of the workers is selected and the workers in the seed
set are grouped to form the final recruited workers set. The goal of the algorithm
proposed in this paper is to select workers to assign the task according to the
recruitment probability to maximize the spatial coverage of the MCS task under
the constraints of the number of seeds and the number of final recruited workers.

When considering the probability of recruitment, this paper considers var-
ious factors such as worker’s ability, stay time and worker’s movement from
the perspective of the task publisher to improve the accuracy of calculating the
recruitment probability. When considering the impact of worker’s movement on
the calculation of recruitment probability, an offline worker’s movement predic-
tion method based on meta-path is proposed in this paper.

The main contributions of this paper are as follows:

• We propose a time-constrained task assignment algorithm for mixing social
networks and communication networks to solve the cold start problem of
traditional MCS platforms.

• We propose a method of calculating the recruitment probability, considering
worker’s ability, incentive mechanism, stay time, the number of influenced
times, and worker’s movement to improve the accuracy of calculating the
probability.

• We propose a worker’s movement prediction method based on the meta-path
to calculate the worker density in the sensing area.

• We perform the experiments to verify the time constraint and the performance
of the proposed method in terms of spatial coverage and running time.

2 Related Work

2.1 MCS Task Assignment

The MCS task assignment algorithms can be divided into two categories, one is
to maximize the sensing quality with certain constraints. Wang et al. [2] propose
to solve the MCS worker recruitment assisted by the influence propagation on
the social network, and its goal is to maximize the temporal-spatial coverage
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without exceeding the incentive budget. Zhang et al. [3] study the selection of
a subset of mobile workers to maximize coverage quality in the case of budget
constraints. The other is to minimize the cost with sensing quality constraints.
Karaliopoulos et al. [4] solve the worker recruitment problem under opportunis-
tic networks in the context of mobile crowdsourcing to collect location-based
data and minimize total cost while ensuring total coverage of PoI. Xiong et al.
[5] propose a new MCS framework that considers worker’s privacy under the
constraints of minimizing the number of task assignment requirements and sens-
ing area coverage, to reduce worker’s energy consumption and data transmission
caused by MCS task assignment and data collection.

2.2 Influence Maximization on Social Networks

The problem of influence maximization was first proposed by Domiggos and
Richardson et al. [6] who modeled the problem as a Markov random field
and solved the problem with a heuristic algorithm. Kempe et al. [7] design a
greedy algorithm, they first introduce independent cascade (IC) model and lin-
ear threshold (LT) model into the problem, which is of great enlightenment to
the later research. Li et al. [8] propose a new network model and influence prop-
agation model, which considers the influence propagation of the online social
network and the physical world.

The method proposed in this paper borrows the idea of influence maximiza-
tion on social networks, but it differs a lot from the above research in the fol-
lowing aspects:

(1) Different influence propagation model. This paper considers the influence
propagation between friends and neighbors.

(2) Different optimization goal and constraint. This paper limits the number
of seeds and final recruited workers in order to maximize the task’s spatial
coverage.

(3) Different seeds selection algorithm. When selecting a seed node, this paper
considers not only its influence but also the increase of the spatial coverage.

3 Network Model and Problem Definition

3.1 Network Model

Definition 1 (Social Network). GS = <W,Ef>, where W denotes the set of
workers, Ef denotes the edge set of workers’ friend relationship.

Definition 2 (Communication Network). Gt
C = <W,Et

n>, where W
denotes the set of workers, Et

n denotes the edge set of workers’ neighbor rela-
tionship. wi.xt and wi.yt denote the x and y coordinates of worker wi at time
t. d(wi, wj , t) =

√
(wi.xt − wj .xt)2 + (wi.yt − wj .yt)2 denotes the Euclidean

distance between wi and wj at time t on the communication network. If
d(wi, wj , t) ≤ rprop where rprop is a pre-defined propagation radius, wi, wj ∈ W
are called neighbors on the communication network at time t.
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The social network and the communication network can be collectively
described as a hybrid network two-layer graph Gt

SC = (W,Ef , Et
n) by worker’s

ID. The friend relationship is constant, while the neighbor relationship changes
over time. We assume that if wi and wj are friends on the social network or
neighbors on the communication network, the influence can propagate from an
influenced worker wi to worker wj .

An example of the network model is shown in Fig. 1. In the figure, the triangle
indicates the location where the task is issued, the circle indicates the worker,
and the shadowed region indicates the range of the task’s influence radius during
the initial propagation period. Once the task is issued, the task is pushed to the
workers in the shadowed region. Worker 2 and Worker 1 are neighbors on the
communication network, so the influence will be propagated from Worker 2 to
Worker 1. Although Worker 3 is not in the influencing region, Worker 3 and
Worker 2 are friends on the social network, so the influence will propagate to
Worker 3.

Fig. 1. The instance of the network model.

3.2 Problem Definition

Definition 3 (Task). The task can be represented by T = <(T.x, T.y),
T.content, T.radius, T.incentive, T.area, T.init time, T.add time>, respectively
indicating the x and y coordinates of the task’s issued location, the task’s content,
the task’s influence radius, the reward for completing the task, the sensing area
covered by the task, the issue time of the task, the task’s initial propagation dura-
tion, and the task’s additional propagation duration. Therefore, the initial prop-
agation period of the task is [T.time, T.time + T.init time) and the additional
propagation period of the task is [T.time + T.init time, T.time + T.init time +
T.add time). We use C(T.x, T.y, T.radius) = {(x, y)|(x − T.x)2 + (y − T.y)2 ≤
T.radius2} to denote the circle region around (T.x, T.y) with radius T.radius.
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Definition 4 (Worker). The worker can be represented by W = <(w.ID,w.t,
w.xt, w.yt), w.ability, w.reward>, respectively indicating a check-in record of the
worker, the worker’s ability, the worker’s expected reward. We assume that each
worker is honest, and the uploaded sensing data is credible. We don’t consider
workers moving from outside the sensing area to the target sensing area.

Definition 5 (Spatial Coverage). The publisher specifies a set of subareas
F = {f1, f2, · · · , fm}. A subarea is considered to be covered when at least one
sensing data is obtained.

Task Assignment Problem Definition. First, given a hybrid network two-
layer graph Gt

SC = (W,Ef , Et
n), a sensing task T, workers’ check-in data, the

publisher selects the seed nodes during the initial propagation period. Then, the
workers in the seed set spread the task to their friends on the social network or
their neighbors on the communication world during the additional propagation
period. Task Assignment is to find the final recruited worker set R(S) through the
influence of the seed set S with the purpose of maximizing the spatial coverage,
expressed as

Maximize |Coverage(R(S))|
|F |

Subject to |S| ≤ max seed and |R (S) | ≤ max worker

where max seed is the maximum number of seed set and max worker is the
maximum number of final recruited workers.

Theorem 1. Task assignment problem proposed in this paper is an NP-hard.

Proof. The problem of influence maximization on social networks has been
proved to be an NP-hard. The problem of influence maximization on social net-
works can be reduced to the problem of spatial coverage maximization, which is
the goal of task assignment. The problem of maximizing spatial coverage bor-
rows the idea of influence propagation on social networks and communication
networks in order to recruit workers to assign the task to cover as many sub-
areas as possible. The process of finding workers is NP-hard. Therefore, task
assignment problem proposed in this paper is an NP-hard.

Therefore, this paper proposes a greedy algorithm to solve the problem of
MCS task assignment.

4 Solutions to Task Assignment Problem

4.1 Recruitment Probability Calculation

According to WeberFeckner’s law in the field of psychophysics [9], with the
increase of external stimulus, people’s sensing is increased but the degree of
enhancement decreases. In order to maintain this property, the influencing prob-
ability function used in this paper is defined as:

I(x, Imax) = (Imax − 1)
√

1 − (1 − x)2 + 1 (1)
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where x is the input probability increasing parameter and Imax is the maximum
increase. For x ∈ (0, 1), we have I(0, Imax) = 1, I(1, Imax) = Imax.

We consider several factors from the perspective of the task publisher:

Worker’s Ability. I1(T,w) = I(x, Imax 1) is used to measure the impact of
worker’s ability, where Imax 1 is the upper limit of increase. The more similar
the task’s content is to the worker’s ability, the higher the probability that the
publisher will recruit the worker. x is expressed as

x = Jaccard (T.content, w.ability) =
|T.content ∩ w.ability|
|T.content ∪ w.ability| (2)

Incentive Mechanism. I2(T,w) = I(x, Imax 2) is used to measure the impact of
the incentive mechanism, where Imax 2 is the upper limit of increase. The closer
the worker’s expected reward to the task’s reward, the higher the probability
that the publisher will recruit the worker. x can be defined as

x = Match(T,w) =
{

1
1+e−(T.award−w.expect) , T.award ≥ w.expect

0 , T.award < w.expect
(3)

Stay Time. I3(T,w) = I(x, Imax 3) is used to measure the impact of the worker’s
stay time, where Imax 3 is the upper limit of increase. The longer the worker
stays in the subarea, the more likely it is that the task will be completed and
the probability that the publisher will recruit the worker. x can be expressed as

x = Stay(T,w) =

{
duration(T,w)
T.init time , during the initial propagation period

duration(T,w)
T.add time , during the additional propagation period

(4)

The Number of Influenced Times. I4(T,w) = I(x, Imax 4) is used to mea-
sure the impact of the number of worker’s influenced times, where Imax 4 is the
upper limit of increase. The more times the worker is influenced, the higher the
probability that the publisher will recruit the worker. x can be defined as

x = Frequency(T, w) =

{
1, during the initial propagation period

min(n(T,w)
nmax

, 1), during the additional propagation period

(5)

where n(T,w) is the number of times worker w receives task T during the prop-
agation period, and nmax is the maximum number of times all workers are influ-
enced during the propagation period.

Worker’s Movement. I5(T,w) = I(min( num
num max , 1), Imax 5) is used to mea-

sure the impact of worker’s movement, where Imax 5 is the upper limit of increase,
num is the number of workers in the subarea that the worker will arrive at the
next moment, and num max is the maximum number of workers in all subareas
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at the next moment. If the worker moves to the subarea with sparse density at
the next moment, the probability that the publisher will recruit the worker is
higher.

Therefore, the probability that the publisher recruits workers to complete
task T is

P (T,w) = min(P0 × I1(T,w) × I2(T,w) × I3(T,w) × I4(T,w) × I5(T,w), 1)
(6)

where P0 is the fundamental influence probability. This paper sets a probability
threshold Pthreshold, and if P (T,w) > Pthreshold, it is considered that worker w
can be recruited by the publisher.

4.2 Offline Worker’s Movement Prediction Algorithm

Definition 6 (Heterogeneous Information Network). Heterogeneous
information network can be represented by G = (V,E), where V represents a
set of nodes, E represents a set of edges. The network mode can be represented
by TG = (A,R), where A represents a set of node types, and R represents a set
of edge types.

In the process of offline worker’s movement prediction, the network is mod-
eled as a heterogeneous network with weights, as shown in Fig. 2, denoted by
G(W,L,E,W ). W denotes the set of workers and L denotes the set of check-in
locations. E = EWL ∪ ELL denotes the set of edges, where EWL denotes the
worker’s check-in behavior and ELL denotes the correlation between check-in
locations. W = WWL ∪ WLL denotes the set of edges’ weights.

Fig. 2. The structure of the heterogeneous network.

Given a time threshold Δt, if there is a worker’s consecutive check-in location
li and lj , and the check-in time interval between them is less than Δt, then li
and lj are considered to be relevant [10]. The weight between the worker and the
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check-in location is the total number of times the worker has checked in to this
location. The weight between the check-in location and the check-in location is
the total number of consecutive visits to the two check-in locations within the
time threshold Δt for all workers.

Definition 7 (Meta-path). Meta-path can be defined as P = A1
R1 −→ A2

R2

−→ · · · Rn −→ An+1. If there is a real path p = (v1, v2, · · · , vn+1), then path p
is called an instance path of meta-path P , all such real paths are called the
instance path set P ′ of the meta-path set P .

According to the small world phenomenon [11] and the three-degree influence
theory [12] can infer that the relationship between the meta-paths with lengths
greater than three is very weak. Therefore, the meta-path set is expressed as
PS = {P1, P2}, where P1 denotes the meta-path of “W − L − L” (workers may
go to locations related to the location they have checked in) and P2 denotes the
meta-path of “W − L − L − L” (workers may go to multiple locations related to
the location they have checked in).

For a meta-path P , the eigenvalue is the sum of the degrees of association
of all instance path sets P ′, and the correlation formula of the correlation path
Correlation(P ) of the meta-path P is

Correlation(P ) =
∑

p∈P ′
cor(p) (7)

where cor(p) is the degree of association between the first node and the tail node
of the instance path p.

For an instance path p = (a1, a2, · · · an+1), this paper calculates the correla-
tion degree based on the idea that each jump in the random walk is considered
to be independent of each other. The calculation formula of cor(p) is

cor (p) =
n∏

i=1

prob (ai, ai+1) (8)

where prob (ai, ai+1) is the probability from the node ai to the node ai+1.
The calculation formula of prob (ai, ai+1) is

prob (ai, ai+1) =
w (ai, ai+1)∑

v∈N(ai)
w (ai, v)

(9)

where N(ai) is a set of nodes that are connected to the node ai and are consistent
with the type of the node ai+1.

According to the meta-path set PS = {P1, P2}, the degree of association
of any worker’s check-in location pair (w, l) is calculated. A correlation degree
vector α = {Correlation(P1), Correlation(P2), 1} is obtained, where the con-
stant 1 is added only by using the logical distribution formula. Therefore, the
probability that worker w goes to the location l is

ρ =
1

1 + e−α ·θ (10)
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where the vector θ is the corresponding weight obtained by the two types of
meta-paths based on the training set using the supervised learning method.
Finally, the most likely check-in location is selected as the worker’s movement
prediction.

The pseudocode of the worker’s movement prediction algorithm based on
meta-path is shown in Algorithm 1, where LC represents check-in location l
where worker w may arrive at the next moment.

Algorithm 1. Worker’s movement prediction algorithm
Input: The meta-path set PS = {P1, P2}, Heterogeneous network G(W, L, E, W ), The

target worker w
Output: Worker’s movement prediction location l
1: LC = findLocationSet(w)
2: while l ∈ LC do
3: i = 0
4: while P ∈ PS do
5: CorrelationP = 0
6: P ′ = findInstancePathSet(w, P )
7: while p ∈ P ′ do
8: corp = computeCorrelation(p)
9: Correlationp+ = corp

10: end while
11: α [i + +] = Correlationp

12: end while
13: α [i] = 1
14: ρl = eαθ/

(
eαθ + 1

)
15: end while
16: l = top − one (ρl)
17: return l

4.3 Task Assignment Algorithm

Main Idea. This paper proposes a greedy task assignment algorithm named
H-GTA, which first selects the seed nodes and then iteratively selects workers
according to the seed nodes.

Algorithm Details. The main steps of the H-GTA algorithm are shown in
Algorithm 2. In line 1, Winit = {w ∈ W |(w.xt, w.yt) ∈ C(T.x, T.y, T.radius)}
represents the set of workers within the region of the task’s influence radius dur-
ing the initial propagation period. We can calculate the probability of recruiting
workers according to Eq. 6 to find the candidate seed set WinitCandidate that
can be recruited as a worker. In line 2, we initialize the seed set to be empty. In
lines 3–7, we select workers according to the heuristic function Heuristic(w) =
α × InfluenceDegree(w,WinitCandidate) + (1 − α) × (|Coverage(S ∪ w)| −
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|Coverage(S)|), where InfluenceDegree(w,WinitCandidate) denotes the influ-
ence of worker w in the candidate seeds, (|Coverage(S ∪ w)| − |Coverage(S)|)
denotes the utility of spatial coverage that add w into the seeds S, which α
is a parameter used to balance the influence of the worker and the utility
of spatial coverage. The selected worker is added to the seed set S, and the
worker is removed from the candidate seed set WinitCandidate, and the next
cycle is entered until max seed workers are selected can end the loop. In line
8, the workers in the seed set S of the previous step propagate the task to
their friends through the social network or neighbors through the communica-
tion network during the additional propagation period. Calculate the probability
of recruiting workers according to Eq. 6 again to find the candidate workers set
WaddCandidate that can be finally recruited as workers. In line 9, workers in
the seed set S are added to the final recruited workers set R(S). In lines 10–18,
Utility(w) = |Coverage(R(S) ∪ w)| − |Coverage(R(S))| denotes the utility of
the spatial coverage that add w to the selected workers set R(S). If the util-
ity is zero, the loop is jumped out, otherwise the selected worker is added to
the final recruited workers set R(S) and deleted from the candidate workers
set WaddCandidate, then enters the next cycle until (max worker −max seed)
workers are selected can finish the loop. In line 19, return the final recruited
workers set R(S).

Algorithm 2. H-GTA algorithm
Input: The workers set Winit, The maximum number of seeds max seed, The maxi-

mum number of recruited workers max worker
Output: The selected workers set R(S)
1: WinitCandidate = findCandidate(Winit)
2: set S = ∅
3: while |S| ≤ max seed do
4: select w from WinitCandidate with maximum Heuristic(w)
5: S = S ∪ {w}
6: WinitCandidate = WinitCandidate − {w}
7: end while
8: WaddCandidate = findCandidate(networkPropagate(S))
9: R(S) = S

10: while |R(S)| ≤ max worker do
11: select w from WaddCandidate

12: if Utility(w) == 0 then
13: break
14: else
15: R(S) = R(S) ∪ {w}
16: WaddCandidate = WaddCandidate − {w}
17: end if
18: end while
19: return R(S)
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5 Experimental Study

5.1 Experimental Setup

Datasets. This paper selects the real LBSN datasets Brightkite and Gowalla
because they include friend relationship between workers and contain worker’s
movement. Brightkite contains 2,627,870 check-in records made by 58,228 users
involving 772,933 locations. Among all the users there are in total 214,078 friend-
ship links. Gowalla contains 6,264,203 check-in records made by 196,591 users
involving 1,280,956 locations. The dataset also contains 950,327 friendship links
among users [13]. Due to the small moving distance of workers and the large
scale of the communication world, it is difficult to observe the movements of
workers. To accurately analyze workers’ movements, we use a portion of the
original Brightkite and Gowalla. The relevant details of the datasets are shown
in Table 1.

Table 1. Datasets.

Brightkite Gowalla

Number of workers 8,650 10,693

Number of edges 32,536 55,506

Number of check-in records 458,648 333,915

Number of average check-in records 53.023 31.227

According to the datasets, the distribution of distances between different
check-in locations of workers can be measured. As shown in Fig. 3, we can find
that the location of workers on the communication network remains unchanged
in many cases. Therefore, workers’ movements after they are recruited will not
affect the completion of the task.

According to the datasets, the number of neighbors on the communication
network within different distances can be measured. As shown in Fig. 4, it can
be seen that there are many neighbors near a worker on the communication
network.

Sensing Area. The sensing area covered by the given task is a 240 km × 200 km
rectangle region, as shown in Fig. 5. Assumed that the task is published at lon-
gitude −75.2 and latitude 40, which is taken as a two-dimensional coordinate
(120, 100) point. It is assumed that the whole sensing area is divided into 480
subareas equally, each subarea is 10 km × 10 km, and the subareas in the ocean
are removed. Finally, 344 virtual subareas are considered in this paper.

The relevant details of the parameter settings are shown in Table 2.

Baselines. The following baseline methods are selected for comparative exper-
iments:
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Fig. 3. The distribution of distances. Fig. 4. The distribution of number of
neighbors.

Fig. 5. The whole sensing area.

• MaxDegree: This method iteratively selects workers who have the maximum
degree on the social network.

• MaxCov [14]: This method iteratively selects workers with the goal of maxi-
mizing the spatial coverage.

• Heuristic Greedy (HG): This method adopts a greedy algorithm to iteratively
select workers with the maximum heuristic function.

• NaiveFast : This method uses a greedy algorithm based on the intuition-based
rank utility function to select seed nodes.

• Basic-Selector [2]: This method selects the most beneficial seeds iteratively
according to predictive temporal-spatial coverage in a greedy way.

• Fast-Selector [2]: This method uses a two-stage fast seed selection algorithm
to iteratively select workers.

Implementation. All the algorithms are implemented in Python.

5.2 Experiment Results

In this paper, spatial coverage and running time are used to evaluate the per-
formance of the algorithm.
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Table 2. Parameter settings.

Parameters Settings

rprop 10

T.radius 10

P0 Randomly generate from [0.1, 0.5]

Imax Imax1 = 3, Imax2 = 1.5, Imax3 = 1.5, Imax4 = 6, Imax5 = 3

α Brightkite:0.64, Gowalla:0.56

max seed 25, 50, 75, 100

max worker 500

Fig. 6. Brightkite’s spatial coverage. Fig. 7. Gowalla’s spatial coverage.

Figures 6 and 7 compare spatial coverage between the H-GTA algorithm and
other comparison algorithms under different datasets and the different number
of seeds settings.

As shown in Figs. 6 and 7, the H-GTA algorithm proposed in this paper can
obtain higher spatial coverage than other comparison algorithms and have little
to do with the number of seeds.

Figures 8 and 9 compare the spatial coverage of the H-GTA algorithm with
or without movement prediction.

Fig. 8. Brightkite’s spatial coverage with
or without movement prediction.

Fig. 9. Gowalla’s spatial coverage with
or without movement prediction.
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It can be seen from Figs. 8 and 9 that the H-GTA algorithm with movement
prediction obtains slightly higher spatial coverage than the algorithm without
movement prediction.

Figures 10 and 11 compare running time between the H-GTA algorithm with
other comparison algorithms.

Fig. 10. Brightkite’s running time. Fig. 11. Gowalla’s running time.

It can be seen from Figs. 10 and 11 that the H-GTA algorithm proposed in
this paper can obtain higher spatial coverage than other comparison algorithms
in the case of not running for a long time.

6 Conclusion

This paper proposes a solution to the problem of task assignment for environ-
mental monitoring MCS tasks. This method draws on the idea of social influence
to recruit workers to assign the task by social networks and communication net-
works, with the goal of maximizing the tasks spatial coverage. The experimental
results verify the performance of the H-GTA algorithm.
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Abstract. Barrier gap repair in wireless sensor networks is an inevitable
problem in barrier coverage research. This paper studies the repair of the barrier
gap of wireless sensor networks in 3D environment and improves the coverage
performance. This paper proposes a distributed barrier gap repair method in 3D
environment. Firstly, look for the repair chain in a three-dimensional environ-
ment through an improved ant colony algorithm. Then, construct a relationship
model between the mobile node and the patch chain, and then select the optimal
barrier gap repair location. Finally, the priority model of gap filling is set by the
moving distance of the node and whether it is the key area, and the corre-
sponding repair of the gap is performed. The results of real experiments and
simulation experiments show that the proposed algorithm can reduce the number
of nodes used and reduce the mobile energy consumption when the mobile node
repairs the gap.

Keywords: Three-dimensional barrier � Gap repair � Repair chain � Improved
ant colony algorithm � Partition

1 Introduction

In the wireless sensor network, due to the limited energy of the node itself and the
influence of the environment, the barrier coverage may generate a barrier gap after
working for a period of time. Barrie coverage is mainly used for the monitoring of
intrusive targets [1]. The existence of the barrier gap will cause the barrier coverage to
reduce the performance of event monitoring. How to repair the gap between barriers
has always been a hot topic of research. With the development of technology, moving
nodes to locations to be repaired is no longer a problem. For example, a flying robot
developed can fly to a fixed position and perform corresponding work. This makes the
mobile node to the repair location and then repair the gap called the important method
of repairing the gap [2]. At present, there are two problems in the study of network
construction cost and network lifetime [3]. The cost of the barrier clearance is not
considered, and these are the study of the barrier gap in two-dimensional environment.
In the three-dimensional environment, how to find the repair position of the barrier gap
and how to repair the gap in time need to be solved. The existing research on the barrier
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gap in the three-dimensional environment only repairs the barrier gap from the ideal
environment [4], and does not consider the problem of deployment node waste caused
by the slope in the three-dimensional environment. On the basis of previous studies,
this paper proposes a distributed barrier coverage gaps repairing algorithm (DBCR) for
three-dimensional environment on the basis of ensuring that the barrier gap can be
completely repaired. Two-dimensional meshing, finding the gap of the barrier through
the probability perception of the node, constructing the barrier gap repair chain through
the improved ACO algorithm, and constructing the relationship model between the
node and the position to be filled according to the distance and slope problem, and
using the relationship model to determine the optimal The barrier is patched and
repaired accordingly. In the three-dimensional environment, the energy-saving and
efficient moving nodes are used to realize the repair of the barrier gap. The contribu-
tions of this paper are:

(1) According to the improved ACO algorithm, a repair path of the barrier gap is
created, and a repair chain of the barrier gap is constructed.

(2) A relationship model between the mobile node and the gap to be repaired is
proposed. Through this relationship model, the mobile node selects the repair
location with the smallest distance in the repair chain.

(3) According to the moving distance and whether it is the key area, create a priority
model of the barrier gap to achieve efficient repair of the barrier gap in the three-
dimensional environment.

Section 1 of this paper introduces related work, and Sect. 2 introduces nodes and
network models. Section 3 details the improved barrier gap patching algorithm. Sec-
tion 4 evaluates the performance of the proposed algorithm through simulation
experiments. Section 5 summarizes the full text and introduces the next step.

2 Related Work

The application of barrier coverage in wireless sensor networks is becoming more and
more extensive, such as national border monitoring, security surveillance and intrusion
detection, with the aim of detecting intruders trying to cross protected areas [5]. In
border monitoring, barrier coverage can be used to monitor enemy incursions; In
forestry protection, barrier coverage can be used to monitor the spread of fire; In water
regulation, barrier coverage can be used to monitor invasion of alien species; In
industrial production, barrier coverage can be used to monitor the leakage of industrial
materials [6]. Barrier coverage is mainly used for intrusion detection. When there is a
barrier gap in the barrier coverage, the resources in the wireless sensor network cannot
be fully utilized, which may lead to network loss of event monitoring [7]; In order to
ensure the accuracy of intrusion monitoring, the sensor network must ensure the
integrity of the entire network, then the patch clearance is an inevitable problem.

In recent years, in the study of barrier gap repair, the use of mobile sensor nodes to
repair the barrier gap, and then improve the barrier coverage performance, has attracted
extensive attention. Reference [8] proposes a barrier covering method for monitoring
from external invasion and internal target breakthrough, called target barrier coverage;
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Reference [9] repair the gap between barriers by adjusting the perceptual direction of
nodes; The document [10] selects the node with the most neighbor to repair the barrier
according to the relevant position information of the neighbor node; In [11], a directed
strong K-barrier overlay padding algorithm (DSBCSB) based on the selection of
directional nodes is proposed. The target node location is used as a reference to fill the
directional node selection box for patch repair. In [12], the coverage holes of arbitrary
line segments are studied, and the shortest k-covered line segments and the longest k-
uncovered line segments are studied. The literature [13] designed two rotation algo-
rithms to fix the gaps and repair the gaps. In [14], the gap repair problem in hybrid
sensor networks is studied, and the coverage gap is repaired by the minimum-
maximum scheme and the maximum lifetime scheme. In reference [15], a method of
generating scheduling set is proposed by using the information redundancy caused by
random deployment nodes, which realizes the repair of barrier coverage by removable
nodes; In reference [16], a coverage gap repair algorithm (CGR), is proposed, which
detects the low energy nodes in the network and sends the nearest movable nodes
around the low energy nodes to replace them. The above-mentioned research, all is the
barrier gap repair in the two-dimensional environment.

In the patch clearance problem, it is mainly considered from the aspects of reducing
the mobile node and reducing the moving distance. For example, In [17], the directed
sensor is modeled on the static sensor in the network, and the distance from the mobile
node to the repair position is calculated, and then the mobile sensor with the shortest
moving distance is selected for the gap repair. Literature [18] proposed a greedy mobile
algorithm for heterogeneous wireless sensor networks, effectively scheduling different
types of mobile sensors to different gaps while minimizing the total cost of movement.
In [19], an optimization method for barrier clearance repair is proposed. The actual
node topology is transformed into the demand topology of the number of mobile nodes,
and the KSP algorithm is used to calculate the minimum number of mobile nodes to
repair the obstacle gap. So far, few people have studied the repair of the gap in the
three-dimensional environment.

In the past, the study of barrier coverage was mainly based on the two-dimensional
environment, considering only the distance from the mobile node to the moving
position, and was not suitable for the repair of the barrier gap in the three-dimensional
environment. On the other hand, most of the research mainly focuses on the mobile
node considerations to repair the barrier gap, and does not consider the route of the
intrusion object invasion. The intrusion object is often chosen to be more concealed and
traversed with respect to the path with shorter path. The barrier coverage area is divided
into key areas, sub-key areas, etc. When the barrier gap appears, the gap is filled before
the key monitoring area. For the gap repair, the ant colony algorithm can be used to
find the optimal path and then the node is scheduled to repair the network [18].
However, this algorithm does not consider the waste of deployment nodes caused by
the gradient in the three-dimensional environment, and is a centralized algorithm that
requires topology information of the entire network and is not suitable for large net-
works in a three-dimensional environment. Based on this research, this paper proposes
a distributed barrier gap repair algorithm suitable for three-dimensional environment:
2D meshing of 3D environment, construction of barrier gap repair chain by improved
ACO algorithm, and according to distance and slope problem Construct a relationship
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model between the node and the location to be filled, and use the relationship model to
determine the optimal barrier repair location, the mobile node fills the barrier gap, and
achieves the minimum node and minimum energy consumption to repair the three-
dimensional barrier gap.

3 Omnidirectional Strong Barrier Coverage Model

Based Here, we assume that the deployment area is A, there are Ns static nodes and Nm

dynamic nodes in A, and the nodes can obtain their own location information
pi xi; yi; zið Þ in the network. Among them, redundant nodes are sufficient, and since the
mobile node fills the movement of the barrier gap, no new gap is generated.
A schematic representation of a barrier covering in a three dimensional environment is
given herein (see Fig. 1). Among them, the gray circle represents the working node on
the original barrier, the black circle represents the dynamic node that can move the gap,
and the dotted line represents the barrier gap. It is assumed here that the sensor nodes in
the WSN are isomorphic nodes, that is, the initial energy of each node, and the energy
consumption and perceptual power per unit of motion are the same.

3.1 Node-Aware Model

In general, the sensor node’s perceptual ability changes mainly as the distance changes.
Therefore, for the sensor node perception model, this paper uses the omnidirectional
probability node perception model.

Definition 1 (node probability perception model). The perceptual model of the node is
a probabilistic perceptual model, that is, the probability that the node perceives the
intruder decreases as the distance between the intruder and the node increases. As
shown in any point q within the node sensing range, node p can perceive point q
Probability Pq is:

P si; tð Þ ¼
1 r [ d si; tð Þ
e�kab r � d si; tð Þ � Rs

0 Rs \ d si; tð Þ

8<
: ð1Þ

Fig. 1. Schematic diagram of the strong 1-barrier gap
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a ¼ d si; tð Þ � r, k and b are the sensory parameters of the sensor. Rs is the max-
imum perceived radius of the node, r is the radius that the node can perceive 100%, and
d si; tð Þ is the distance from the target event q to the node.

3.2 Network Patching Model

If the barrier gap is not repaired in time, some monitoring events may be missed. If
such problems occur in military applications, the losses will be unavoidable. In this
paper, a distributed barrier coverage gap repair algorithm is proposed for the three-
dimensional environment. The algorithm firstly meshes the 3D environment in two
dimensions, and finds the optimal repair chain of the barrier through the improved
ACO algorithm. Then, the optimal repair location is found through the relationship
model between the mobile node and the patching link. Finally, priority filling is based
on whether the moving distance and the gap are key areas. The diagram of the repair of
the fence gap is shown in the figure (see Fig. 2):

In order to make better progress in the follow-up work, we give the following
relevant definitions:

Definition 2 (Patch Chain). The connection of each hop nodes on the optimal paths
sought by the improved ant colony algorithm IPACO is called the patch chain.

Definition 3 (displacement weight). The linear distance between the current node and
the position of the gap to be filled, called the displacement weight.

Definition 4 (node utilization). When the patch gap is filled completely, the repair
performance is measured by the number of mobile nodes. The more mobile nodes, the
worse the node utilization of the network, because we aim to repair the barrier gap with
the fewest number of nodes to achieve the least amount of nodes and achieve the lowest
energy consumption. Therefore, there are:

C ¼ nm
Nm

ð2Þ

Among them, the mobile node that fills all the gaps of the fence is nm, Nm filling all
the gaps of the barrier are all mobile nodes.

Fig. 2. Schematic diagram of barrier gap repair
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Definition 5 (Patch Chain Domain). Find the optimal path based on IPACO, the patch
chain. We draw a circle with a radius r on the patch chain, and as long as a node moves
onto the circle, the circle can be patched. Therefore, all the dotted circles have a
moving node moving to all the circles of the patch chain, so the patch chain domain can
be completely repaired. The dotted circle area is the repair chain domain (see Fig. 2).

In the three-dimensional environment, if the barrier coverage is more than the gap,
the random moving node for gap repair may cause a lot of unnecessary energy waste.
The traditional ant colony algorithm involves few parameters, is easy to implement,
and more importantly, has the characteristics of finding the optimal path in complex
path planning. So this paper uses the improved ant colony algorithm to plan the optimal
path, and then build the repair chain. The mesh gradient model is introduced here first,
and the patch chain is introduced later. When patching a 1-strong barrier in a dynamic
network WSN, we divide the divided deployment area into several grids, and the
representation of the steepness of each grid on the two-dimensional environment on the
two-dimensional environment is called a grid gradient. Then there is the following
formula:

i ¼ h
l
¼ tan# ð3Þ

g ¼ @h x; yð Þ
@x

����
x0
coswþ @h x; yð Þ

@y

����
y0
cos

p
2
� w

� �
ð4Þ

Where i is the slope, h is the vertical height of the slope, and l is the horizontal
distance. # is the angle between the slope and the horizontal plane. g is the grid
gradient of the grid slope of the sensor node p along the w direction, h x,yð Þ is the
elevation at the coordinate x,yð Þ, and w is the angle with the slope direction. When
w ¼ 0 is, the gradient and the slope are equal. After the target area is divided into
several grids, the grid gradient in which each node is located is obtained and placed in
the grid gradient set G, and then the spatial weighting factor is introduced. The spatial
weighting factor is described in detail later.

4 DBCR

In this paper, a distributed barrier coverage gap repair algorithm is proposed for the
three-dimensional environment. The algorithm mainly includes the improved ant col-
ony algorithm to find the repair chain, the structure of the barrier gap repair chain
domain, the construction of the mobile node and the repair chain relationship model,
and the repair of the barrier gap. So this chapter starts from how to improve the ACO
from the grid gradient and build the relationship model between the mobile node and
the barrier repair chain. It introduces how to improve the ant colony algorithm to find
the repair chain, how to construct the mobile node and the barrier repair chain. The
relationship model is used to determine the location of the patch; then, the performance
of the proposed algorithm is introduced from the gap and correlation analysis of the gap
and whether the gap is the key area.
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4.1 Improve the ACO Algorithm

We have to repair the gap between the barrier, we must first find the optimal path. This
paper improves the traditional ant colony algorithm by introducing the spatial
weighting factor and limiting the ant mobility ability, so as to find the repair chain.

Definition 6 (space weight). With the starting node as the horizontal plane, the grid on
the path to be selected is given different weights, called the spatial weight.

The optimization steps of the spatial weights are given below.

(1) Space weight
This paper uses the spatial weighting factor introduced by the grid direction
gradient and uses it as another inspirational information of IPACO. Firstly, the
target area is divided into several grids; from Sect. 1, according to the position
information of the redundant nodes and the points to be filled, the corresponding
grid gradient can be obtained; finally, the corresponding space weights are
obtained. Here, we use nij to represent the spatial weight. Then there are:

nij ¼
Gij�gij
gij

ð5Þ

Gij represent the grid gradient of the current grid, and gij represents the grid
gradient of the next hop node (see Fig. 3). when the distance between the node A
and the node B is equal to the position to be filled, if there is gA [ gB in the grid
gradient of the node A and the node B, then nA\nB, that is, when the node A and
the node B are selected to fill When the node of the gap position is selected, the
node B with a gentle slope will be selected. That is to say, when the ant finds the
optimal path, its selection probability will be affected by the spatial weight, that is,
the smaller the grid gradient value gij, the larger the value of nij, the greater the
state transition probability of the ant.

(2) Ant’s mobility
If there is a gap between the nodes, the concept of a strong barrier is not met. In
order to construct a strong barrier, there must be overlapping parts of the adjacent
nodes. Therefore, in order to ensure that the constructed barrier is a strong barrier,
we limit the ant’s ability to 2Rr. When there is no suitable node, the corresponding
padding node position is selected and the next hop node is selected. According to
(5), the state transition probability is changed as follows:

Fig. 3. Based on the spatial weight node selection graph
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pkij tð Þ ¼
saij tð Þgbij tð Þnij tð ÞP

s2allowedk
sais tð Þgbis tð Þnis tð Þ j 2 allowedk

0 j 62 allowedk

8><
>:

ð6Þ

The above formula (6) represents that the ant selects the state transition proba-
bility of the next node. The probability of transition probability pkij tð Þ of ant k
moving from city i to node j at time t is the same as the meaning of other symbols
in the formula, and will not be described here. IPACO starts from the left node
and traverses the node. When there is no node in the next hop, each grid center
point is selected as the virtual node, and the traversal is continued until the end
point, the optimal path is recorded, and the repair chain is constructed.

In the traditional algorithm, the ant chooses the next node to rely on only two
factors, sij and gij. The positions of the nodes are different, and the heights may be
different. After the target area is meshed, the different spatial weights of the nodes are
obtained according to the grid gradient of the nodes, and the improved ant colony
algorithm is used to make the ants search for the most from the left boundary. Excellent
path, when encountering different paths can go, find the optimal repair chain by exe-
cuting the improved ant colony algorithm. The pseudo code is as follows (Table 1):

Table 1. IPACO looking for patch chain pseudo code.

Input: Sensor node position coordinates in the deployment area
Output: minimum barrier length , node position information pi

1. Data initialization
2.  for  i=0  to  N do

3.     for  j=0  to  N do
4.    The ant searches for the barrier, and the barrier increases accordingly. After 
there is no optional node, the ant stops searching.

5.  if  barrier>old_barrier 

6      old_barrier=barrier

7.  end  if
8.  if  barrier=old_barrier
9.    if  length<old_length
10.      old_barrier=barrier
11.   end  if
12. end  if
13. end  if
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4.2 Repair Chain Domain of the Barrier Gap

The fence gap repair is different from the area coverage void repair. In the fence gap
repair, the fence gap repair is realized as long as the repair gap forms a strong fence. To
achieve the repair of the fence gap, it is first necessary to determine the repair position
of the fence gap. We will draw a circle with a radius r on the repair chain, called the
patch circle, and the patch circle forms the patch chain domain. However, if the mobile
node only moves to the patch chain location for repair, it may cause unnecessary
energy loss. This paper mainly starts from reducing the moving distance of mobile
nodes and improving node utilization. To facilitate the verification of the accuracy of
the algorithm, the following theorem is given here:

Theorem 1: The node moves to a circle of radius r to repair the gap circle.

Proof: When the ant finds the repair chain and records the position information of each
hop node of the ant, draws a circle with a radius of r. Because IPACO has limited the
ant’s range of activity to 2r. Because the ant’s range of motion is twice that of the
patched circle, because R ¼ 2r, that is, the radius of the moving node is twice that of
the patching circle, the fence gap can be repaired when the node moves to the ant
recording position. As shown in Fig. 4, the position on the repair chain that the ant
looks for is the center of the circle, and the radius r is a circle. When the node moves to
the circle, the circle can be repaired.

Theorem 2: When the moving node and the line determined by the center of the circle
and the intersection of the circle drawn are the target position of the moving node, the
mobile node can repair the gap of the barrier at a minimum cost.

Proof: A is the mobile node (see Fig. 4), the dotted circle C is the circle with the radius
r on the repair chain, and the node A intersects the circle C on the repair chain at point
D. Now take a point on the circle C, for B, make A,B, C three points, which is
AC\ABþBC a triangle BCD. In any of the triangles, the sum of the two sides is
greater than the third side, so that is, equivalent to ADþDC\ABþBC, therefore,
there is ADþDC\ABþCD. The certificate is completed AD\AB.

In the past, research on the repair of barrier gaps did not consider the route of
invasion of invading objects. Intruding objects tend to choose to be more concealed and
traversed with respect to paths with shorter paths. So this paper introduces the concept
of displacement weights. If you only rely on the moving distance to repair the gap, it
may result in data loss caused by the key area not being repaired in time. This paper

Fig. 4. Patch location
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considers the concept of displacement weight and division area. The barrier coverage
area is divided into key areas, sub-key areas, etc. When the barrier gap appears, the gap
is filled before the key monitoring area. When the barrier gap is repaired, the mobile
node repair gap is performed according to the displacement weight and the regional
level division, and the gap priority repair concept is proposed to repair the barrier
gap. After the mobile node receives the information of the barrier gap, the distance
between the repair chain and the repair chain is calculated first, which is the moving
distance required by the mobile node to repair the gap, which is the distance that the
mobile node needs to move to move to the target position, as shown in formula (8). As
shown, the target location of the mobile node is determined. The detailed description of
the repair location and related distance (see Fig. 4), where d ¼ AD, r ¼ CD, Dd ¼ AC.

vij tð Þ ¼
1
dij

ð7Þ

d ¼ Dd � r ð8Þ

kisi ¼ 1
dssi
þ oðzÞþ vij ð9Þ

vij represents the displacement weight. The priority of the barrier gap cluster is
determined by Eq. (9). The closer the distance, the higher the level of the area and the
higher the priority. Each mobile node generates a priority algorithm for each gap to
select the highest priority gap patch for each mobile node.

4.3 Algorithm Performance Analysis

When searching for the optimal path in a relatively complex three-dimensional envi-
ronment, the IPACO algorithm is used to find the repair chain, and then the relationship
model between the mobile node and the repair chain is constructed. Finally, the priority
gap is used to perform the barrier gap repair. In order to verify the superiority of the
performance of the proposed algorithm, the performance of the proposed algorithm is
analyzed by the improved convergence speed of the ant colony algorithm and the
moving distance of the mobile node filling the gap of the barrier.

Analysis of IPACO Convergence Speed Problem. The traditional ant colony algo-
rithm has a slow convergence rate due to lack of information in the early stage.
Moreover, the traditional ant colony algorithm tends to select the nearest node when
selecting the next hop node, and it is easy to fall into the local optimal solution.
The IPACO algorithm introduces the spatial weight and the displacement weight by
meshing, selects the node with the highest transition probability, and eliminates the
node that is not applicable to the next hop node in advance, which reduces the number
of iterations and improves the convergence speed. It can be seen that the IPACO
algorithm proposed in this paper is more excellent in the three-dimensional
environment.
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Analysis of Moving Distance and Energy Consumption. Considering the difference
between the actual 3D environment and the ideal environment, we find the shortest
patching path by improving the ant colony algorithm, and then construct the rela-
tionship between the mobile node and the patching location to minimize the moving
distance of the node while minimizing energy consumption. Thus, there are the fol-
lowing propositions:

Proposition: The algorithm in this paper can repair the barrier gap, but also achieve the
minimum number of nodes and the smallest energy consumption.

Proof: Obviously, because the moving distance of the node is related to the repair
chain, the repair chain is related to the ant’s search path, that is, the ant’s transition
probability Pk

ij tð Þ in the ant colony algorithm. We start from improving the transfer
probability of ants. As shown in Eq. (5), when the spatial weights of the next hop nodes
are different, and the other conditions are the same, the ants choose the probability that
the next hop node tends to be straight. There are pk1ijðtÞ\pkijðtÞ, the node is selected by
Eq. (6). For the same reason, the algorithm constructed by this paper tends to be more
straight and gentle barrier coverage. The patch chain can be reached to the shortest.

From Theorem 1, we can know that the movement of the mobile node when the
mobile node reaches the target position is also the smallest. In the process of repairing
the barrier gap, since the energy consumption of the redundant node mobile node is
positively correlated with the distance moved by the node, the energy consumption of
the node movement increases as the distance increases. The certificate is completed.

Compared with other barrier clearance algorithms, the main contributions of the
proposed algorithm are as follows:

(1) According to the improved ACO algorithm, a repair path of the barrier gap is
created, and a repair chain of the barrier gap is constructed.

(2) A relationship model between the mobile node and the gap to be repaired is
proposed. Through this relationship model, the mobile node selects the repair
location with the smallest distance in the repair chain.

(3) According to the moving distance and whether it is the key area, create a priority
model of the barrier gap to achieve efficient repair of the barrier gap in the three-
dimensional environment.

5 Simulation Experiment

In order to verify the performance of the proposed method in the patch gap repair, the
simulation experiment deployment area is a rectangular target area with a mesh division
ratio of 10:1. There is already a barrier coverage with gaps in the area, and a number of
redundant mobile nodes, where. The perceived probability of the node is p = 7.5. Here,
a simulation experiment of 1-strong barrier gap repair is performed on the target area.
Unless otherwise specified, the experimental parameter values are set in Table 2. The
results of the following simulation experiments are taken as 100 random test averages,
and the number of iterations is set to 300.
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Enter the grid gradients with different heights of each grid and start to find the
optimal path. The node is then moved to the optimal location and the relevant data
information is recorded. In order to better verify the superiority of the DBCR algorithm
proposed in this paper, we select the traditional ant colony algorithm and the greedy
algorithm widely used for barrier gap repair proposed in the literature [20]. Respec-
tively, as ACO and Greedy, and The DBCR algorithm proposed in this paper is
experimentally compared.

5.1 Algorithm Patching Performance

First, we compare the number of iterations that need to be repeated when the traditional
ACO and IPACO algorithms converge. The simulation experiment was carried out
under the same number of sensors (see Fig. 5). We hope that during the gap filling
process, we choose a node that is more gradual and closer to the barrier gap filling.
Therefore, IPACO preferentially selects redundant nodes with steeper slopes to fill.
However, IPACO can reduce the number of iterations and improve the efficiency of the
ant colony algorithm to repair the barrier gap. Nodes with different perceptual prob-
abilities also have a certain impact on the IPACO algorithm to fill the gap of the barrier.
The comparison of the iterations of ACO and IPACO under the perceived probability
of different nodes (see Fig. 5).

Table 2. Experimental parameters.

Experimental parameters Ranges

Monitoring area A 1000m� 100m
Pheromone concentration a 1.0
Volatilization coefficient b 1.0
Inspirational information e 2.0
Total amount of information Q 100
Perceptual radius r 10 m
Degree of information attenuation q 0.7

Fig. 5. Comparison of IPACO and ACO iterations

180 X. Dang et al.



5.2 Comparison with Other Algorithms

The DBCR algorithm mobile node number and node moving distance simulation
experiment graph under the default parameters can increase the number of mobile
nodes as the number of grids increases (see Figs. 6 and 7). This is because the tradi-
tional ACO cannot select more. In the IPACO algorithm, it is better to select the
optimal node by the steep ground and the distance, and the meshing is divided
according to the minimum sensing radius of the node. When the same barrier gap is
repaired, as the number of grids increases, the distance between the repaired barrier
gaps gradually decreases (see Fig. 7). This is because the smaller the meshing, the
more precise the moving distance, and therefore the smaller the moving distance.

5.3 Comparison of Gap Repair Efficiency of Three Algorithms

In the process of barrier repair, the total moving distance of nodes moving to the gap of
the barrier is an important indicator to evaluate the advantages and disadvantages of the
gap repair method. The shorter the total moving distance, the less energy consumption
and the less cost of repairing the barrier. Now assume that the node moves 1 m per unit
distance and consumes 3.6 J of energy; The node perception probability is P = 7.5. It
can be seen that as the number of nodes increases, the total distance of the mobile node
to fill the gap decreases, and the total energy consumption also decreases (see Figs. 8,
9, 10 and 11). When the Greedy algorithm is used to repair the barrier gap, the average
moving distance of the movable node is the shortest. The total moving distance of the
movable node is the shortest when the DBCR algorithm repairs the barrier gap. The
total moving distance of the ACO algorithm when repairing the barrier gap is slightly
higher than ACO. Because the mobile energy consumption is proportional to the
moving distance, it can be seen that the DBCR algorithm is the best, the ACO algo-
rithm is the second, and the Greedy algorithm is the worst. The number of nodes to be
repaired and the number of nodes to be moved (see Figs. 9 and 10). The DBCR
algorithm is optimal, the ACO algorithm is second, and the Greedy algorithm. This is
because the DBCR algorithm introduces a spatial weighting factor when searching for
paths, which limits the ants to find paths, so the performance is better. Therefore,

Fig. 6. Number of nodes required Fig. 7. Average moving distance
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experiments have verified that the overall performance of the DBCR algorithm in
barrier repair is better than the other two algorithms.

6 Conclusions

Aiming at the problem of barrier gap repair in 3D environment, this paper proposes a
distributed barrier gap repair algorithm suitable for 3D environment. Through the
improved ant colony algorithm, the repair chain is searched, the relationship model
between the mobile node and the repair chain is constructed, and the optimal barrier
gap repair position is selected. Finally, the priority distance model of the gap is filled by
the moving distance of the node and whether the gap is filled in the key area. Corre-
sponding patching. When using the DBCR algorithm to repair the 3D barrier gap, the
number of nodes used can be reduced, and the node moving distance and mobile
energy consumption can be reduced.

Fig. 8. Comparison of total moving distance
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Abstract. The sensor-cloud technology alleviates the restrictions of the
traditional wireless sensor networks (WSNs) in terms of storage, com-
putation, and scalability by integrating WSNs with cloud computing.
In recent years, sensor-cloud technology is increasingly applied to vari-
ous real-world applications, especially in agriculture irrigation. With the
powerful computing and storage sources, the sensor-cloud enables the
massive on-field sensing data to be processed efficiently. Furthermore,
the virtualization technology allows multiple clients, typically farmers,
to share the same infrastructure resources at a low cost. In this paper,
we propose a novel agriculture irrigation system by applying the sensor-
cloud technology into the traditional sprinkler irrigation. Targeting the
practical irrigation scenes, we illustrate the specific work pattern of the
proposed system. Finally, compared with the conventional WSN-based
scheme, the simulation results show that our system achieves about
31.06%–41.24% decrease in energy consumption.

Keywords: Sensor-cloud · WSNs · Sprinkler irrigation ·
Virtualization · Energy consumption

1 Introduction

Sprinkler irrigation has been commonly used for agriculture production in China
for a long time due to its low-cost, adaptability, and labor-saving. Various sprin-
kler irrigation technologies occupy approximately 50% in the market [1]. In the
past decade, with the development of the Internet of Things (IoT) technology,
WSNs have been widely applied in the agriculture field [2]. Especially in irriga-
tion applications, these technologies have brought new development opportuni-
ties to traditional sprinkler irrigation, such as remote monitoring [3,4], intelligent
management [5,6], and automated irrigation [7,8]. These advanced technologies
have improved the irrigation quality, saved more labor cost, and greatly pro-
moted agriculture production.

However, over the years, due to the excessive use of various sensors, some
bottlenecks are gradually emerging, which mainly reflects in two aspects. On the
one hand, the network resources of a sensor node such as energy, storage, and
computation are limited. So users deploy abundant sensors in monitoring regions,
c© Springer Nature Singapore Pte Ltd. 2019
S. Guo et al. (Eds.): CWSN 2019, CCIS 1101, pp. 184–197, 2019.
https://doi.org/10.1007/978-981-15-1785-3_14
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which results in a massive redundant sensing data, it’s difficult for sensor nodes to
store and process these data efficiently. Furthermore, duplicate communication
among sensor nodes will increase more extra energy consumption. On the other
hand, data sharing with others is not easy. Because the sensor nodes are usually
deployed by the users only at their interest regions, the third party who has
the same demand must deploy their own nodes, leading to a great waste of
physical resources. By the way, in the agriculture field, the end users typically
are low-income farmers, have difficulty in affording the expenses for deploying
and maintaining the system [9].

User_1

User_2

User_n

...

WSN_1 
(moisture)

WSN_2
(temperature)

WSN_n
(infrared ray)

Virtual sensors

Irrigation Weather Pesticide

...

Fig. 1. The basic model of sensor-cloud framework.

Hence, the appearance of sensor-cloud technology has been conceived as a
potential solution for the bottlenecks in traditional WSNs. According to the def-
inition in [10], the sensor-cloud is a remote management platform that integrates
WSNs with cloud computing. It alleviates the restrictions of traditional WSNs
in terms of storage, computation, and scalability by decoupling data producers
(i.e., physical sensors) form data providers [11]. In sensor-cloud environment,
the complex and energy-consuming tasks are implemented in the cloud, and the
physical sensors are mainly responsible for collecting environmental data and
send the packets to sink nodes. Moreover, virtualization technology empowers
multiple clients to share multiple applications. Figure 1 shows the basic model of
the sensor-cloud framework, for instance, the WSN 2 is responsible for collecting
the real-time climate data (e.g., temperature) of the farmland, its correspond-
ing weather service is hosted by a virtual sensor created by the sensor-cloud
platform. So, users can request the weather service through the relevant virtual
sensor.
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The sensor-cloud technology conceives a concept of Sensor-as-a-Service (Se-
aaS) [12]. Various physical sensors are provided by multiple sensors owners (SOs)
for earning profits. So, farmers have no burden of deploying and maintaining the
WSNs. They can request the needed services through web browsers or mobile
phones directly without worrying about any other practical problems. Of course,
they should pay for usage. By the way, due to the SOs can provide services to
multiple users, their profits can also be guaranteed. This multi-tenant, pay-per-
use model is conducive to the overall participants in the sensor-cloud framework.

From the above instruction, there are numerous benefits to applying sensor-
cloud technology in agriculture field. However, the existing works seldom refer
to the management of traditional sprinkler irrigation. So, in this paper, we are
committed to reform the traditional sprinkler irrigation by applying sensor-cloud
technology. The major contributions of this paper are list in the following.

(1) We present a novel irrigation system by applying the sensor-cloud technology
into the traditional sprinkler irrigation. It can be divided into two subsys-
tems, a sensor-cloud subsystem, and a sprinkler irrigation subsystem. Thus,
our system is advanced and low cost.

(2) We introduce the specific work pattern of each component associated with
the proposed system by considering the practical irrigation scenes, which
provides a meaningful reference for the design of intelligent sprinkler irriga-
tion system in the future.

(3) We verify the performance of our scheme through a series of experiments.
The results show that the sensor-cloud based scheme is more energy-efficient
and inexpensive than the benchmark systems.

The rest of this paper is organized as follows. Section 2 introduces the related
works. Section 3 illustrates the proposed system framework and the specific work
pattern in detail. Section 4 verifies the performance of the proposed system.
Conclusions and the future work are presented in finally.

2 Related Works

WSNs have been widely applied in various agriculture applications. Irrigation
is one of the most important applications, which is known as “Precision Irriga-
tion”. From the definition in [13], the core term of precision irrigation named
site-specific management, which means to provide the right amount of water at
the right time at the right place. In view of this standard, the authors in [14]
design an irrigation management application to monitor the soil moisture using
the moisture sensors to optimize the water consumption. In [15], an adaptive
irrigation time decision supporting system is designed to reduce water consump-
tion. In another work, the authors in [6] exploit the thermal imaging technology
to monitor the temperature change of each region. Thus, the regions that need
water can be distinguished if the temperature values are above the threshold
value. To achieve remote control of the sprinklers to provide water at the right
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places, a kind of valve actuator is designed in [16], which can control up to four
valves.

These WSN-based methods are mainly focused on achieving the intelligent
and automation of agriculture irrigation. However, the limitations of the sensor
nodes in terms of energy, storage, and computation remains an obstacle, which
results in several problems, such as the high energy consumption, the massive
redundant data, and poor scalability. Hence, over the years, some researchers
envision utilizing cloud computing to manage these ubiquitous sensors [17,18].
The authors in [17] describe the design and the system architecture of sensor-
cloud in detail, which provides a platform to manage the physical sensors effi-
ciently. Leveraging the benefits of physical sensors virtualization, numerous users
can share the same services via the virtual sensors. In our point of view, the vir-
tual sensors can be regarded as logical sensors generated by multiple physical
sensors [19]. The authors in [20] have introduced four virtual sensors configura-
tions in detail, such as one-to-many, many-to-one, many-to-many, and derived.

As for applications in the agriculture field, the authors in [21] present an agri-
culture sensor-cloud infrastructure to provide various agricultural services. But
they pay all attention to the routing protocol in the physical layer. Thereafter
the authors in [9] analyze the benefits of applying the sensor-cloud framework for
agricultural. However, they haven’t introduced the specific work process. Then
in [22], a sensor-cloud based M2M (measurement to management) system for
precision irrigation is proposed, and in order to reduce the energy consumption,
the mobile sensor robots are exploited to collect environment data. However,
this method is difficult for general farmers to use in rural areas.

3 Proposed System Architecture

In this section, we introduce the proposed irrigation sensor-cloud system archi-
tecture in detail. The whole system can be divided into two subsystems: a sensor-
cloud subsystem, and a sprinkler irrigation subsystem.

3.1 Sensor-Cloud Subsystem

As shown in Fig. 2, the sensor-cloud subsystem can also be divided into three
layers: the user layer, the middleware layer, and the physical layer.

In the user layer, multiple users can share the same sensor-cloud infrastruc-
ture. The sensor-cloud platform provides users several interfaces so that users
can query the on-field information and request services via web browsers or
mobile phones. Notice that different users usually have different authorizations.
For instance, some business organizations or government institutions can request
on-field soil moisture data. However, only the farmers can start the irrigation
program.

The task of the middleware layer is to configure virtual sensors. The virtual
sensors play the role of data providers in sensor-cloud. For each irrigation region,
its environment data is stored in the corresponding virtual sensors, which are
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created by multiple physical sensors in this region. From our point of view, the
virtual sensors can be regarded as the logical mapping of a set or subset physical
sensors. When farmers want to know whether their farmland needs irrigation,
they can request the corresponding virtual sensors service, if the current soil
moisture below the threshold value and there is no rain in the next 12 h. Then
they can start the irrigation program. In this process, the processing, analysis,
and visualization of sensing data are all done by the middleware.

The physical layer includes various sensors (e.g., moisture, temperature, and
humidity) and numerous irrigation devices (e.g., valve actuator, sprinkler, and
pump). Both of them are deployed by device owners (DOs) for earning profits.
The sensors are responsible for collecting the real-time environment data and
send to the sink node, and the irrigation devices are responsible for implementing
irrigation decisions. All of the sensors and devices are efficiently managed in the
sensor-cloud platform, even if they are in different regions or belong to different
farmers.

3.2 Sprinkler Irrigation Subsystem

As shown in Fig. 3(a), the sprinkler irrigation subsystem is also part of the
physical layer.

Cloud storage 

Virtual 
sensors

Sensor-cloud 
platform

Business organizations

Government institutions

Farmers

Agriculture big 
data analysis

Field 1 Field n

Devices-Sink link

Sink-Cloud link Cloud-Users link

Middleware layer

Pump station Devices owner

Sensors

Sink

 Irrigation device

Physical layer

User layer

Fig. 2. The proposed irrigation sensor-cloud framework.
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The pump station is applied for pumping water and providing sprinklers a
suitable operating pressure. It works according to the instruction of the con-
troller. The valve actuator can control the states (i.e., on or off) of sprinklers
via the solenoid valves, which are the most frequently used device in irrigation.
The function of sprinkler is to spray water to the field and ensure the irrigation
uniformity. It usually has an optimal operating pressure range, which can be
measured by pressure gage [23].

Then, as shown in Fig. 3(b), we choose rectangle mode to deploy sprinklers.
The whole field is divided into multiple sub-areas (e.g., ABCD) by every two
neighboring sprinklers. The sensor-cloud platform will create a virtual sensor for
each sub-area to store the corresponding sensing data. We use the matrix to
visually indicates the state of sub-areas and sprinklers.

Amn =

⎡
⎢⎢⎢⎣

a11 a12 · · · a1n

a21 a22 · · · a2n

...
...

. . .
...

am1 am2 · · · amn

⎤
⎥⎥⎥⎦ (1)

For ∀ 1 ≤ i ≤ m, 1 ≤ j ≤ n, aij = 0 indicates the soil moisture level in aij

is above the threshold, otherwise aij = 1. Furthermore, for ∀ aij , there are four
sprinklers and can be indicated by matrix Bij .

Bij =
[

b1ij b2ij
b3ij b4ij

]
(2)

Similarly, bk
ij = 0 (k = 1, 2, 3, 4) indicates the sprinkler is closed, bk

ij = 1
indicates the sprinkler is open.

4 Work Pattern

Some previous studies have defined the basic virtualization model of sensor-
cloud. However, they haven’t involved specific applications. In this section, we
refine the definitions of the relevant components and introduce the specific work
pattern by taking into account the practical sprinkler irrigation scenes. In our
scheme, we divide all the components into three parts: service provider, decision
maker, and executor.

4.1 Service Provider

The service provider mainly includes platform owners and device owners.

(1) Platform owner: The platform owner is the administrator that manages
the sensor-cloud services and provides farmers various interfaces that allow
them to access soil moisture data at any time. Besides the irrigation service,
there are also some other applications, such as weather service, pesticide
service, etc. Moreover, the administrator can formulate the charge standard
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Fig. 3. The sprinkler irrigation system.

and charge for these services. Here, a platform owner (POi) can be defined
as:

POi = {POs, POc, POi, POarea, POΨ} (3)

where POs is the provided services, POc is the used cloud service, POi is
the provided interfaces, POarea is the service area, and POΨ is the charge
standard.

(2) Device owner: The device owners are providers of physical sensors and other
irrigation devices. A device owner can be a business organization, a gov-
ernment institution, or a farmer. Of course, different roles have different
authorizations. These sensors or devices can be invoked through the virtual
sensors. For each device owner (DOi ∈ DO), there is:

DOi = {DOid,DOr,DOs,DOarea} (4)

where DOid and DOr are the owner’s identifier and role, DOs is the relevant
service, and Darea is the deployment area.

(3) Service model: Similarly, the service model (Si) can be expressed as:

Si = {Stype, Sarea, St, Sf , Sd, SΨ} (5)

where Stype, Sarea, and St are the service type, area, and time, respectively.
Sf is the farmer who requests the service, Sd is the requested devices, and
SΨ is the generated expense.

4.2 Decision Maker

The decision maker mainly includes the end users and the middleware in the
sensor-cloud platform.
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(1) End user: The end users, usually farmers, can request virtual sensor services
to satisfy their demand. They can control the data collection interval of
virtual sensors via the web browser or mobile phone, decide the irrigation
time, area, and used sprinklers. When the virtual sensors are not necessary,
the farmers can log out at any time. They don’t need to know more details
about the physical sensors. Thus, for an end user Ui ∈ U , the definition can
be denoted as:

Ui = {Uid, Urole, Uarea, UΨ} (6)

where Uid and Utype are the user’s identifier and role, respectively. Uarea is
the farmland that belongs to Ui (if Ui is a farmer), and UΨ is the user’s
authorization.

(2) Middleware: When the user’s request arrives, the middleware should decide
which physical sensors to choose to configure the virtual sensors. Traditional
WSN tends to exploit all the deployed physical sensors to collect data. How-
ever, in sensor-cloud, only a subset of physical sensors is selected to create
virtual sensors in response to user requests. Here, a virtual sensor (Vi) can
be defined as:

Vi = {Vid, Varea, Vs, Vu, Vp} (7)

where Vid, Varea, and Vs indicate the virtual sensor’s identifier, relevant farm-
land, and hosted service, respectively. Vu is the user who requests service,
Vp is the used physical sensors.

(3) Decision model: Similarly, a decision or a service request (Ri) can be defined
as:

Ri = {Rrole, Rarea, Rs, Rd, Rt} (8)

where Rrole is the role of the decision maker, Rarea is the interested area,
Rs and Rd are the requested service and devices, and Rt is the service time.

4.3 Executor

The executor usually includes the on-field physical sensors and various irrigation
devices.

(1) Physical sensor: The physical sensors (P ) are responsible for collecting
environmental data and creating virtual sensors to provide the corresponding
services. For a physical sensor Pi ∈ P , the definition can be denoted as:

Pi = {Pid, Ptype, Pstate, Parea, Pd} (9)

where Pid,Ptype,Pstate, and Parea are the physical sensor’s identifier, type,
state (e.g., active or dormant), and deployed area, respectively. Pd is the
device owner.

(2) Irrigation device: The irrigation devices are responsible for implementing
the farmer’s irrigation decisions. These devices work according to the instruc-
tions of the micro controller. So, for an irrigation device Di ∈ D, the defini-
tion can be expressed as:

Di = {Did,Dtype,Dstate,Darea,Dd,DΨ} (10)
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where Did, Dtype, Dstate, Darea, and Dd denote the device’s identifier, type,
state, installed area, and owner, respectively. DΨ is the property of the device
(e.g., pump power, sprinkler operating pressure).

5 Performance Evaluation

5.1 Simulation Settings

To evaluate the performance of the proposed system, we perform simulations
using NS-3.28 in Ubuntu16.04. Table 1 enlists the used parameters. In the sim-
ulation, we compare our scheme with the conventional WSN in terms of energy
consumption, network lifetime, and cost. For both schemes, the physical sensors
are homogeneous and distributed randomly in the simulation area (100 × 100),
and the energy consumption is associated with distance and package size. The
difference is the communication method. In the traditional WSN scenario, the
LEACH protocol is applied. In the sensor-cloud scenario, the nodes communi-
cate directly with the sink node (located at 50, 100). The initial energy of each
node is 0.1 j (set the energy low, so it’s easier to plot and manage the raw data).

Table 1. Simulation parameters.

Parameter Value

Simulation area (m2) 100 × 100

Number of nodes 50–100

Message size (bits) 256

Nodes transmission range (m) 100

Initial node energy (j) 0.1

5.2 Evaluation Metrics

We analyze the performance of two schemes with respect to the following metrics:

(1) Energy consumption: The energy consumption (E) denotes the total energy
consumed per transmission period, the value of E can be calculated by:

E =
n∑

p=1

(Et
p + Er

p + Es
p + Ec

p) (11)

where n is the number of nodes, Et
p, Er

p , Es
p, and Ec

p are the energy consump-
tion due to transmission, receiving, sensing, and computing, respectively.
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(2) Network lifetime: For both of the WSN and sensor-cloud, the network
lifetime (T ) indicates the time that the service can be provided. We use the
rounds of iterations when the overall residual energy arrives the threshold
to evaluate this metric, which can be expressed as:

T = Rt (12)

where Rt denotes the rounds of iterations when the overall residual energy
reaches the threshold.

(3) Cost: From the farmer’s point of view, the cost in sensor-cloud is the rental
of the physical sensors and irrigation services, which can be defined as:

Csc = nγ × rsc + ris (13)

where n is the total number of physical sensors, γ is the utilization rate of
the physical sensors, rsc is the unit price of each sensor, and ris is the unit
price of irrigation service.
As for in traditional WSN, the cost can be defined as:

Cwsn = n × cdep + nβ × cdep + cis + ris (14)

where n′ is the total number of sensor nodes, cdep is the cost of deploying
the system, β is the fault rate, cis is the cost of irrigation system.

5.3 Results and Analysis

First, we adopt the value of energy consumption when the number of iterations
reaches 1000. To reduce the deviation, we calculate the average of 10 simulations.
The results are shown in Fig. 4.

Fig. 4. Energy consumption with different network size.
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In terms of transmission, receiving, sensing, and computing, there is a large
amount of redundant communication between sensor nodes in traditional WSN,
which consumes numerous extra energy. However, in the sensor-cloud environ-
ment, only a part of physical sensors are utilized, and the sensor-cloud platform
has the globe view of the network, the data can be forwarded to sink node
through the shortest path. So there is nearly no redundant communication. The
results show that the sensor-cloud achieves about 31.06%–41.24% decrease in
energy consumption.

Then we adopt two different network sizes, 50 nodes, and 100 nodes, to
evaluate the network lifetime. The threshold of residual energy is set at 10%. In
the traditional WSN, there are about 600 rounds. However, in sensor-cloud, it
can reach 2000 rounds at 50 nodes, and more than 2500 rounds at 100 nodes.
The results are shown in Fig. 5.

Fig. 5. Network lifetime of two scenarios.

Finally is the cost, we assume the following unit price values: rsc = 1, ris = 1,
cdep = 3, p = 0.3, and cis = 100. Thus, as shown in Fig. 6(a), the cost in
traditional WSN is proportional to the network size. However, in the sensor-
cloud framework, the cost is almost the same regardless of the size of the network.
That’s due to not all physical sensors are utilized to reply to the user’s request.
In fact, for a farmer, the cost is only related to the rental time. So, we assume
that the network size is fixed and the system will be maintained once a month.
The relationship between cost and time is shown in Fig. 6(b). We assume that
farmers have been renting services without stopping. Even so, it will take 15
months to make the cost the same.



Sensor-Cloud Based Precision Sprinkler Irrigation Management System 195

Fig. 6. Comparison of cost in two scheme.

6 Conclusions

The existing intelligent agriculture applications are complex and high cost. For a
general farmer, usually has difficult to afford the cost of deploying and maintain-
ing the system. The appearance of sensor-cloud technology provides an alter-
native solution for the future development of agriculture modernization. The
farmers don’t need to know more details about the physical sensors or other
practical problems. Furthermore, leveraging the benefits of virtualization tech-
nology, multiple farmers can share the same sensor-cloud infrastructure with low
cost.

In this paper, we are committed to the reform of the traditional sprinkler
irrigation system and extend it to the sensor-cloud framework. We introduce
the overall system architecture and the specific work pattern of each competent
in sensor-cloud. Furthermore, we analyze the performance of the proposed sys-
tem compared to the traditional WSN concerning energy consumption, network
lifetime, and cost. The experiment results show that our scheme reduces about
31.06%–41.24% energy consumption, and saves a massive amount of cost for
farmers.

Nonetheless, there are still some issues that need further elaboration in future
studies, such as virtual sensor provisioning, more detailed price model for all
participants, and data security.
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Abstract. Sentiment analysis is a hot topic and has various application
scenarios. The polarity recognition of implied sentiment in a sentence
can be achieved by the way of statistic and prediction. However, the
polarity of sentiment is influenced by funny, humorous, and ironic Inter-
net cultures, therefore it is hard to be verified. In this paper, we use
a deep memory network with the auxiliary sequence to obtain the text
feature vectors. Then the Emoji set and the special word set from the
internet are imported, which are combined with the formal text feature
vectors to form the classification feature vectors. At last a binary clas-
sifier is designed to get the final polarity prediction. Besides, an incre-
mental online learning method with feedback adjustment is introduced
to update the Emoji set and the special word set. Experiment results
show that, on the IMDB datasets the prediction accuracy is about 85%
and on the Chinese implied sentiment evaluation datasets the prediction
accuracy is about 96%, which prove the effectiveness of the model.

Keywords: Deep memory network · Auxiliary sequence · Implied
sentiment analysis

1 Introduction

Currently, sentiment analysis is a hot topic in both industry and academia. Given
some negative, neutral or positive messages, sentiment recognition is to identify
the emotional polarity of the target text. According to the text granularity, the
sentiment classification can be divided into four levels – word-level, aspect-level,
sentence-level, and chapter-level. The main task of establishing a classification
model is to obtain available feature vector expressions of target contexts. Most
of proposed solutions are based on supervised machine learning approaches [10].
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However, deep learning has produced extremely promising results for various
tasks on natural language understanding, particularly on topic classification,
sentiment analysis, question answering and language translation area [2,12,18].

However, influenced by funny, humorous, and ironic Internet cultures, the
polarity of sentiment is not always shown literally. In the Internet culture, there
is a kind of expression called Emoji. When the same sentence has different Emoji
expressions, the sentiments they express are not same, even opposite. Bjarke
[6] uses millions of Emoji occurrences to learn any-domain representations for
detecting sentiment, emotion and sarcasm. For example, In sentence “The key-
board man in the review is really superb [ridiculous]”, the sentiment polarity
seems to be positive on the literal meaning, however in fact it should be nega-
tive due to the ironical use of the [ridiculous] expression. The same problem can
also be found in some special words. For example, in the Chinese sentence “The
green hat on his head is really good-looking”, the special word “green hat” con-
ceals extremely negative sentiment in Chinese culture. Therefore, the research on
implicit sentiment recognition is another research topic, which has not attracted
much attention. Most of researchers only focus on the ironic recognition scene.
Aditya [9] presents a computational system that harnesses context incongruity
as a basis for sarcasm detection. As far as it is concerned, it is of great research
value, because they usually carry very subtle, effective, and strongly infective
feedback information.

In this paper, based on auxiliary sequence with inference function, a deep
memory network combined with the Emoji set and a special word set is used
to achieve the polarity classifications of implicit sentiment. The proposed model
obtains the feature vectors of texts, Emoji expressions and the special words
(such as green hat so on) by the way of supervised learning. Then, the binary
classifier is designed to predict polarity by extending dimensions to the final
classification feature vectors. On the IMDB datasets, the verification accuracy
is about 85%, which proves the theoretical feasibility of the model. However,
since there is no open source Chinese implied sentiment evaluation datasets
with Emoji and special words, we capture data through the Internet and the
verification accuracy is about 96%, which proves the effectiveness of the model.

The following are the three statements of this paper: (1) The model has the
inference function by introducing the auxiliary sequence, so that the same word
vector can be inferred to different mathematical vector representations in differ-
ent semantic environments. (2) Inference function also makes memory continu-
ously update and optimize in feedback training. (3) The vector representations
of the special word set and the Emoji expression are constructed and updated
by an incremental online learning method with negative feedback adjustment, so
that the prior knowledge with implied sentiment polarity is introduced in order
to get better recognition results through the classifier.
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2 Related Work

2.1 Attention Mechanisms

In 2014, Graves et al. [8] extend the capabilities of neural networks by coupling
them to external memory resources, which they can interact with by atten-
tional processes. They call their device “Neural Turing Machine” (NTM) whose
architecture is differentiable end-to-end and which can be trained with gradient
descent.

In the Neural Turing Machine architecture, the attention mechanisms are
interpreted as the addressing mechanisms which are used to produce the weight-
ings. These weightings rise by combining two addressing mechanisms with com-
plementary facilities. The first mechanism – content-based addressing– focuses
on locations based on the similarity between their current values and values
emitted by the controller. The second is location-based addressing. The current
relative location information is introduced as a calculation factor to generate
weights. Usually, the two mechanisms are applied to the vast majority model at
the same time.

Based on the above, Tang and Qin [15] introduce a deep memory network for
aspect level sentiment classification. They implement different attention strate-
gies and show that leveraging both content and location information could
learn better context weight and text representation. They also demonstrate that
using multiple computational layers in memory network could obtain better
performance.

2.2 Memory Network

In 2014, Weston [16] introduced a new class of learning models called memory
networks. Memory networks make inference by an inference component combined
with a long-term memory component. The long-term memory can be read and
written to predict something. Generally, a memory network consists of an array
of objects called memory M and four components called I, G, O and R, where
I converts input to internal feature representation, G updates old memories, O
generates an output representation and R outputs a response.

Based on their work, Sukhbaatarb et al. [14] propose a neural network with a
recurrent attention model over a possibly large external memory. Unlike previous
model, their model is trained end-to-end, and hence requires significantly less
supervision during training. Their model approaches the same performance with
previous model and is significantly better than other baselines with the same
level of supervision.

Dou et al. [4] propose a deep memory network for document-level sentiment
classification which could capture the user and product information at the same
time. They conduct experiments on IMDB and Yelp datasets and the results
prove the effectiveness of their algorithms.
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2.3 Online Learning

Deep learning cannot be satisfactorily achieved without real-time updating.
Online learning must create challenging activities that enable learners to link
new information to old [1]. Duchi et al. [5] present a new family of subgradi-
ent methods that dynamically incorporate knowledge of the geometry of the
data observed in earlier iterations to perform more informative gradient-based
learning. And they give several efficient algorithms for empirical risk minimiza-
tion problems with common and important regularization functions and domain
constraints.

3 Proposed Methods

3.1 Model Definition

Based on the attention mechanism in memory networks, an Emoji set and
a special words set are imported into a deep memory network with auxil-
iary sequence. Its architecture consists of six parts, including embedding layer,
auxiliary sequence, attention layer, Emoji and special word processing compo-
nent, feature fusion classifier and online learning module. The six parts will be
described in Sect. 3.2. The specific model architecture diagram is shown in Fig. 1.

Fig. 1. Architecture of model

The workflow of the model is as follows. When the corpus contains Emoji,
the Emoji is extracted first. Then the text is mapped to the vector space which
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is the input of the auxiliary sequence (bidirectional GRU), thus obtaining the
implicit state of the auxiliary sequence as memory. The attention mechanism
is applied to the generated memory, and the text feature vectors is obtained
through supervised training. At the same time, according to the Emoji set and
the special word set, the extracted Emoji and the retrieved special words are
initialized to the unified random vectors as the input of the processing compo-
nents of the MLP. Then the supervised training is carried out in order to obtain
the feature vectors of the Emoji and special word set. At last, the feature fusion
component fuses text feature vectors, Emoji feature vectors and special word
feature vectors through a method of dimension extending. And the final vec-
tors are input to the classifier, which is used to predict the polarity of implicit
sentiment.

In the Emoji set and special words set, there are entities for representing
null values. They are used to process sentences which include neither Emoji nor
retrieved special words in order to uniformly train and test corpus from end to
end. In addition, when the sentence contains more than one Emoji or special
word, their equal weight linear average values are calculated separately so that
the model sizes can be unified.

3.2 Model Framework

Embedding Layer. Sentences in the corpus are the input of the model. Each
of these sentences consists of n words, denoted by s = {ω1, ω2, ..., ωi, ..., ωn}(s
is the sentence and ωn is the n-th word). When the model processes corpus
texts, they need to be mapped to a low-dimensional continuum of real-valued
vector spaces referred as “word embedding”. By the mapping relationship, the
embedded vector of each sentence can be obtained, e = {e1, e2, ..., ei, ..., en}. For
the entire text corpus, it can be represented by a matrix. We denote text with
the matrix L , L ∈ Rd×|V |,where d is the dimension of the word vector and |V|
is the size of the vocabulary. Their relationship is as follows:

ei = We · ωi, (i ∈ [1, n]) (1)

We is the matrix representation of the mapping, and referred as the embed-
ding matrix. i denotes the i − th word.

Auxiliary Sequence. The auxiliary sequence with certain inference function
is used as a bridge to connect embedded vectors with memory. In the implicit
sentiment polarity classification scene, the same word may have different or
opposite effects on polarity on different contexts. Therefore, the memory of the
word should be updated in real time according to the specific context to obtain
better classification results. The bidirectional GRU [3] sequence model performs
iterative training using the supervised signal of implied sentiment polarity, and
infers the contribution of this word to the polarity of implicit sentiment from
the context of each word’s embedded vector bidirectionally.
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The specific calculation flow is as follows:

ht = GRU(e), t ∈ [1, T ] (2)

h = h1,h2, ...,ht, ...,hT (3)

m = (h+,h−) (4)

In the equation, t denotes the t-th element in the sequence model, and ht denotes
the implicit state of the t-th element in the sequence. h+ and h− denote the
implicit state of the entire forward sequence and the hidden state of the entire
reverse sequence respectively. m represents memory, which is formed by com-
bining the entire hidden states of the forward and backward sequences. Besides,
there are 2 T memory cells.

Attention Layer. The attention layer is used to generate corresponding weight
for each memory cell. According to the model’s requirement, it can be stacked
in multiple layers, and the high-level features can be gradually expressed by the
underlying feature abstraction. Due to the characteristics of parameter sharing
and linear characterization in the attention mechanism, there will be less para-
metric explosion phenomenons when multiple layers are stacked. Each memory
unit has different contributions to text feature vectors. Using ordinary feed-
forward network, each memory cell (represented by [mt′ , t′ ∈ [1, 2T ]]) is trans-
formed into a vector ut′ which is used as the attention level to calculate the
weight. At the same time, the vector uω of word level is introduced to calcu-
late similarity with ut′ , and the weight factor αt′ is generated by the softmax
function. Additionally, the feature vector of the text is linearly weighted by the
memory unit. uω can be seen as a high-level representation [11]. It can be initial-
ized randomly and learned jointly during training [17]. The specific calculation
flow is as follows:

ut′ = tanh(Wωmt′ + bω) (5)

αt′ =
exp(uT

t′uω)
∑2T

t′=1 exp(uT
t′uω)

(6)

s =
2T∑

t′=1

αt′mt′ (7)

In the above equations, s is the output vector of the attention layer, which is
the final feature vector of the corpus text (if the attentional layer consists of
multiple layers, s can be used as the input of the following attentional layer).
Then the final output vector s of the attention layer is sent to the softmax layer,
so that the supervision training can be carried out. Therefore, the feature vector
of the text is obtained through the deep memory network based on the auxiliary
sequence and the supervised training.
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Emoji and Special Word Processing Component. According to the Inter-
net culture and special cultural background, a special word set is imported for
retrieving in corpus texts. Once a word contained in the special word set is found
in the text, the word is recorded and initialized with a random vector. At the
same time, the Emoji emoticons extracted before are also initialized with random
vectors. According to the idea of Word2Vec, with the polarity of implicit emo-
tions as the feedback signal for supervised training, the final special words and
vector representations of Emoji expressions are obtained through the multi-layer
perceptron (MLP).

The specific calculation flow is as follows.

uEmoji = arg{softmax(tanh(WEuEmoji + bE))} (8)

uspecial = arg{softmax(tanh(Wsuspecial + bs))} (9)

uEmoji denotes Emoji feature vector. uspecial denotes the special word feature
vector. arg(*) denotes the input vector that makes the MLP prediction accu-
racy highest. According to the specific situation, the above formulas can be
regularized.

Feature Fusion Classifier. Once the text feature vector s, the Emoji fea-
ture vector uEmoji and the special word feature vector uspecial in the corpus
are obtained, feature fusion is performed and a binary classifier is designed to
recognize the implicit sentiment. The feature fusion method in this paper is the
direct dimension expansion. Based on GBDT [7], the classifier is constructed to
evaluate the overall model. The specific calculation flow is as follows.

X = (s,uEmoji,uspecial) (10)

c = arg maxP (X) (11)

where X denotes the input vector of the classifier, c denotes the final prediction
category, and P denotes the probability prediction function.

The gradient-descent algorithm is used to optimize the cross-entropy loss
values with softmax. The specific calculation process is as follows.

loss = −
∑

(s)∈S

∑

c∈C

P g
c (s) · log(Pc(s)) (12)

c = arg max Pc(s) (13)

S represents the training set including all sentences, C represents a set of all
categories. Pc(s) indicates the prediction probability that the text feature vector
s belongs to c class. P g

c (s) is the tag value of training set with ‘1’ indicating that
s belongs to c class and “0” not.
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Online Learning Module. Based on the set of words and the TF-IDF [13]
algorithm, high-frequency words and Emoji symbols in classified samples can be
used to help correct the classification result. The set of Emoji and special words
are initialized based on the current language and network culture respectively.
For each item in the set, its coefficient on the effect of implied positive and
negative sentiment is set. By setting a certain threshold, new words and Emoji
that carry implicit sentiment tendencies can be adjusted to influence coefficient
and can be excavated from high-frequency words and Emoji in the set of words
built with TF-IDF. In this way, through the feedback adjustment mechanism,
the model continuously conducts online learning so as to expand and update the
special word set and the Emoji set in real time. The following algorithm provides
an online learning extension and update function for special word sets based on
feedback.

Algorithm 1. Incremental online learning method with feed-back adjustment

Input:

The set of positive samples for current batch, Pn;

The set of negative samples for current batch, Nn;

The set of model prediction results for current batch, Rn;

The set of Emoji on former batches, En−1;

The set of special words on former batches, Sn−1;

The value of frequency threshold, a;

The learning rate, e;

Output:

The set of Emoji for current batch, En;

The set of special words for current batch, Sn;

1. According to the TF-IDF algorithm, the bag of words are build iteratively accu-
mulated;

2. Based on the prediction of Rn, traverse Pn and Nn;

3. Filter the new implicit words into the sets in the word bag according to the
threshold a, and adjust the influence coefficient of existing implicit words according
to the threshold e;

4. En = filter(En−1, a) ∪ adjust(En−1, e);

5. Sn = filter(Sn−1, a) ∪ adjust(Sn−1, e);

6. Adaptive optimization of a and e;

Return En, Sn;

4 Experiments

4.1 Setting

In this paper, a large number of Chinese corpus with Emoji expressions and
special words are required as experimental data. However, there is neither such
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a publicly-assessed dataset nor a special word set yet. Therefore, we need to
crawl data on the Internet to verify the validity of the model. At the same time,
in order to verify the feasibility of the deep memory network with the auxiliary
sequences in theory, we implement the sentiment polarity classification with two
categories on the IMDB. The evaluation of open source datasets further enhances
persuasiveness.

The IMDB two-category dataset is shown in Table 1, and the Chinese data
set crawled by the network is shown in Table 2 :

Table 1. The IMDB two-category data set.

Type of set Positive size Negative size

Training set 11500 11500

Testing set 1000 1000

Table 2. The Chinese data set crawled.

Type of set Positive size Negative size

Testing set 50000 50000

Valid set 5000 5000

Testing set 5000 5000

4.2 Results

We first conduct the evaluation of deep memory network models on IMDB
dataset. The learning rate is set to 10−3. One attention layer is set. The batch
size is 256. Iterative training is 3 generations. The text word vector is of 50
dimensions. At last about 85% accuracy is obtained on the testing set. The
experimental results verify the model’s availability. The accuracy of the experi-
mental results is shown in Fig. 2 and the loss value is shown in Fig. 3.

Second, an evaluation on Chinese dataset with Emoji expressions and some
special words crawled on the web, through word2vec is conducted. It is trained
on the open source Sougou News data set and 300-dimensional Chinese word
vectors are obtained. The learning rate is also set to 10−3. There is also an
attention layer. The batch size is 512 and the iterative training is 4 generations.
At last, the accuracy rate is about 88% . The accuracy of the deep memory
network based on the auxiliary sequence is shown in Fig. 4 and the loss value is
shown in Fig. 5.

Emoji expression sets and special word sets are respectively constructed
and unified by random vector initialization. Based on the word vector mech-
anism, a feed-forward network is used to supervise pre-training. Pre-trained
10-dimensional vector representations of Emoji and special words are obtained
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training set
testing set

Fig. 2. The accuracy with training steps on IMDB.

training set

testing set

Fig. 3. The loss with training steps on IMDB.

training set

testing set

Fig. 4. The accuracy with training steps on Chinese dataset crawled.
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training set

testing set

Fig. 5. The loss with training steps on Chinese dataset crawled.

respectively. The 300-dimensional text feature vector, the 10-dimensional Emoji
feature vector, and the 10-dimensional special word vector are combined into the
final 320-dimensional feature vector for the implicit sentiment classification by
the GBDT classifier. The experimental results with accuracy around 96% proves
the effectiveness of the model. The confusion matrix is shown in Fig. 6, and the
ROC curve is shown in Fig. 7.

4.3 Analysis

With specific examples, we take the sample of Chinese negative sample set for
analysis:

Example: I hope all sons and grandsons of the society are like some one which
is tall,mighty,honest,cute[tears].

By manual analysis of the above example, considering only the text, it seems
to be a positive sentiment. However, the Emoji expression “[tears]” hides the
sarcasm, thus the sample sentiment polarity should be negative.

Text Feature Vector. In accordance with the process of the model, the Emoji
expression “[Tears]” is temporarily eliminated. A 300-dimensional text feature
vector in the corpus is obtained through a deep memory network based on an
auxiliary sequence. According to the output vector of the network softmax layer,
the prediction is positive class 1, and the classification error occurs.

Emoji Feature Vector. Through the unified construction of Emoji set, a pre-
trained “[tears]” Emoji facial 10-dimensional feature vector is obtained. After
analysis, the mathematical vector expression is far away from the Euclidean
eigenvectors that represent positive emotions such as [haha], which can offset
the prediction results of the text vector alone.
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Fig. 6. The confusion matrix.

Fig. 7. The ROC curve.

Binary Classifier. Due to the sensitive nature of GBDT for strong and effective
features, by inputting the 320-dimensional vectors (include a 10-dimension null
special words vector) obtained after the final merging, the example is eventually
predicted to be a negative example, thereby realizing the identification of implicit
sentiment.

5 Conclusions

Based on the combination of statistics and rules, the recognition of the polarity
of the implied sentiment is realized. Combining the attention mechanism and
memory network, the auxiliary sequence is used to update the memory in real
time, and the text feature vector of the corpus is obtained through deep memory
network. Meanwhile, according to the Internet cultural, Emoji set and special
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words set are constructed, and they are updated by the online learning method
with negative feedback adjustment. Based on word vector mechanism, multilayer
perception (MLP) is used to get the feature vectors of Emoji and the special
words with implicit sentiment polarity prior knowledge. The text feature vectors
and the Emoji, special word feature vectors are combined by extending dimen-
sions to form the final classification feature vectors. Empirical results on IMDB
and crawling Chinese data set from Internet verify the feasibility of the theory
and the effectiveness of the model.
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Abstract. With the development of the globalization, the living stan-
dard has been improved. The increased number of vehicles on road made
the method of controlling the traffic light which is traditional and empir-
ical with poor efficiency. The default traffic light system can not satisfy
peoples travel demand especially on the congested intersection. The intel-
ligent traffic light system can adapt to the flow at the intersection and
change the Traffic Light Duration Cycle (TLDC) in order to reduce travel
time of all vehicles. Moreover, there are High Priority Vehicles (HPV)
on road, designed to reach the destination on time. So they should be
given privileges to avoid traffic jams. The proposed work, based on the
priority of vehicles, aims at providing an intelligent traffic light system
which the HPV can send request to after be loaded at junction. Accord-
ing to the highest priority, System would turn traffic light green to clear
the Road Segment (RS) for saving travel time of HPV. The system is
tested on Simulation of Urban Mobility (SUMO) and use the Traffic
Control Interface (TraCI) of Python. The results show the effectiveness
of the intelligent traffic light system. It may has significant theoretical
as well as practical value for Intelligent Transportation System (ITS) in
the future.

Keywords: Intelligent traffic light system · Traffic Light Duration
Cycle · High Priority Vehicles · Simulation of Urban Mobility · Traffic
Control Interface

1 Introduction

With the rapid development of Internet of things (IOT) technology and industry,
many new concepts emerge into our lives. It is convenient for modern people to
lead quality lives and improve the safety factor. Connected car [1]–It is a car
equipped with Internet access, and usually also has a wireless LAN. It allows
cars and other equipment inside and outside the car to interface the Internet
and realize device sharing and data sharing. Typically, cars are also equipped
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with special technologies such as the Internet or WLAN to facilitate drivers
manipulation.

Nowadays, the problem of urban traffic congestion has become one of the
most difficult reasons for people to travel. On the one hand, those commuters
who spend much time on waiting the traffic jams would be anxious to drive cars,
thereby leading to traffic accidents. On the other hand, the HPV should have
priority to pass the junction rapidly as possible as they can. HPV are the vehicles
used in public emergencies which include ambulances, fire engines, patrol wagon
and so on [2]. So Traffic lights installed at various junctions are the most common
and effective means of regulating vehicles.

In our country, almost all cities adopt the traditional traffic control system.
The traffic lights are usually controlled by timing which means the Traffic Light
Duration Cycle (TLDC) is fixed, so the actual traffic flow can not be identified
and optimized. That is to say it can not adapt to the uncertainty and ran-
domness of traffic flow, which often results in the waste of traffic resources and
the congestion of roads. What is more, although some cities have studied and
brought in some advanced traffic light management systems, the rate of traffic
accident remains high due to the shortage of infrastructures and other reasons.
The intelligent traffic control system can improve the transportation efficiency
effectively as well as safety factor without hardware changes.

In this work, we first introduce the contribution of researchers to the intelli-
gent traffic light system. Then we focus on reducing the travel time of cars as an
approach to improve efficiency of traffic light system. So we design an intelligent
traffic light system which can change the traffic light duration cycle according
to the flow of the Road Segment (RS) and make a comparison with the normal
mode about the total travel time of HPV. Subsequently, we classify the priority
of HPV, the higher priority of HPV, the quicker to pass the intersection. In the
end, we conclude that proper traffic light cycle time and priority work would
increase the mobility of HPV by taking intelligent decisions.

2 Related Work

Many researchers have contributed to improve the traffic light scheduling, mak-
ing a proper traffic light synchronization while making efforts to optimize the
time that all the vehicles wait at the intersection.

In the aspect of ITS, M Tubaishat et al. proposed a traffic light control
system based on WSN [3] in order to reduce the waiting time of vehicles. M
Collotta et al. designed a traffic light management system combining fuzzy logic
and WSN [4]. A Leyre et al. has evaluated the deployment challenges of signal
integration in wireless sensor networks [5].

For intelligent traffic light, optimization simulation method based on PSO
(Particle Swarm Optimization) algorithm [6] can maximize the number of traffic
passes or minimize vehicle travel time in the shortest simulation time. Shortest
path algorithm model [7] finds the shortest path for HPV to reach the destina-
tion. It calculates the distance between HPV and destination and use Dijkstra
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algorithm to find real time dynamic shortest path on the spot. Genetic algo-
rithm [8] can reduce the length of vehicle queue in ITS. They conclude that it
is useful to use evolution strategies to solve this type of problems.

The biggest difference between intelligent traffic lights and traditional traffic
lights is that they can automatically adjust the duration of traffic lights accord-
ing to the current traffic flow and then reduce the average travel time of vehicles.
Therefore, in order to achieve the best control effect of traffic lights, it is indis-
pensable to explore the suitable periodic control algorithm [9]. However, if we
used real cars on road in the primary stage of the algorithm control test, it would
not only waste a lot of manpower and material resources, but also cause vehicle
collision and affect the traffic. Therefore, the method of virtual simulation meets
the requirements of the test well.

3 Proposed System

3.1 Variable Periodic Traffic Light Model

The simulation of intersection to be built uses induction loops and defined inter-
face in SUMO to collect data. We need to find the variables to be monitored
according to the control principle of traffic light.

Traffic light has four phases:

1. Green light of horizontal direction and red light of vertical direction.
2. Yellow light of horizontal direction and red light of vertical direction.
3. Green light of vertical direction and red light of horizontal direction.
4. Yellow light of vertical direction and red light of horizontal direction.

The introduction about control principle of traffic light is as follows: Mon-
itoring the traffic flow in each phase real time and using periodic calculation
formula [9] to get the period of traffic light under its corresponding traffic flow.
Then the green light duration time (also called effective green time) of each
phase is assigned according to the green signal ratio allocation formula.

In the book Automatic Control of Road Traffic, the author proposes that
the optimal cycle time [10] of minimum delay of vehicles when the traffic flow is
stable and the time of vehicle arrival at the intersection is random is:

Co =
1.5L + 5
1 − Y

(1)

where L represents total lost time within a cycle (start delay time and end lag
time), Y is the sum of the maximum saturation of the critical phases of the
period.

L =
n∑

i=1

(li + Ii) (2)

where li is the lost time of vehicles and Ii is the green light interval time.

Y =
n∑

i=1

max(yi, y
′
i · · · ) (3)
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where yi is the maximum saturation (flow ratio) of phase i.

yi =
qi
si

(4)

where qi represent actual arrival flow of phase i, si is saturation flow of phase i.
Saturation of different directions [11] is shown in Table 1.

Table 1. Basic saturated flow of entrance lane.

Lane Sbi(pch/h)

Straight 1550–1750

Left-turn 1350–1550

Right-turn 1450–1650

Straight and right-turn 1150–1350

Straight and left-turn 1150–1350

Then allocate the green light time according to the Green Split [10]:

Ge = C0 − L (5)

where Ge represents the effective green time in TLDC.

ge1 = Ge ∗ max(y1, y
′
1)

Y
(6)

ge2 = Ge ∗ max(y2, y
′
2)

Y
(7)

where ge1 and ge2 are the effective green time in that phase.

3.2 Priority Pass Model of HPV

Then the priority work concentrate on reducing traffic congestion for HPV. It
can realize an interactive system which the HPV driver can send request to the
centralized traffic control system and system calculates the priority of each RS.
Finally, the system can turn the traffic light green for the RS with the highest
priority.

When there are no HPV, the traffic light will run in the default manner.
Suppose that there is a high priority vehicle in the system, system will turn the
traffic light green for that RS. If the two or more HPV passed the induction
loop, system would receive the requirements sent by HPV drivers and calculate
the priority of each RS. In this way, the RS which has the highest priority over
others would turn traffic light green.
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The significant formula for calculating priority of a RS [2] is as follows:

P val(RS) =Req num ∗ WReq num +
WMin dist

Min dist
+ Max wait

∗ WMax wait + Amb val ∗ WAmb val

(8)

P val(RS) represents the priority of a RS at an intersection, Req num is number
of HPV requests from a RS, Min dist is distance of closest HPV on a RS from
a traffic light at an intersection, Max wait is maximum of HPVs waiting time
on a RS of an intersection. Amb val indicates the emergency level of the HPV,
ranging from 1 to 10. The higher the Amb val, the more urgent of the HPV.

WReq num, WMin dist, WMax wait, WAmb val are the weights of Req num,
Min dist, Max wait and Amb val respectively.

The weights have a close relationship with circumstance of RS. The value of
the weights depends on the design of the road map, traffic intensity, population
and so on. In our experiment,WReq num = 1, WMin dist = 100, WMax wait = 0.1,
WAmb val = 1 [2].

Case I: When there are no HPV on RS, Req num = Min dist = Max wait =
Amb val = 0. So the traffic light will run in the default manner.

Case II: When there are HPV on RS, P val(RS) is not zero. And traffic light
turns green for RS which has the highest priority.

4 Implementation

We have connected this development with the widely recognized traffic simulator
SUMO [12]- -it is an open source, microscopic, multi-modal traffic simulation. It
allows to simulate how a given traffic demand which consists of single vehicles
moves through a given road network and address a large set of traffic manage-
ment topics.

The road network includes 9 nodes and 16 edges. The communication between
road net and SUMO is TraCI (Traffic Control Interface) tool [13]. Giving access
to a running road traffic simulation, it allows to retrieve values of simulated
objects and to manipulate their behaviour “on-line”. In the mean while, it is
based on a client/server architecture that allows to control simulations through
the script files. The intelligent traffic light system is implemented by Python.

4.1 Establishment of an Intersection that Can Automatically
Collect Data

According to the formula of optimal cycle time, traffic variables to be detected
of intelligent traffic light are: traffic flow of each RS, start delay time, end lag
time. We need to monitor the travel time of HPV as well in order to comparing
control effects.

Specifically, traffic flow represents the number of vehicles leaving the current
intersection per unit time, start delay time means the time between the end of the
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red light and the start of the first waiting car. End lag time is the time between
the end of the green light and the arrival of the last car at the intersection.

We build up an intersection and each road has two directions. So as to achieve
the intelligent control of traffic light, intersection has to own the ability of real-
time data acquisition and control. So we bring in the induction loop [14] of
SUMO which can monitor the traffic variables directly or indirectly in Fig. 1.

Fig. 1. Automatically collect data intersection. (Color figure online)

In order to get precise start delay time and end lag time, we bring in a new
model which includes three induction loops in each direction. One is put at the
entrance of intersection and another is put at exit of intersection. The last one
is a little far from entrance of intersection.

When a car stop on an induction loop at the entrance of intersection, system
would calculate the time difference between the end of the red light and the start
of the car. And it is called start delay time.

As for end lag time, when the induction loops at entrance and exit of inter-
section detect the difference of number of cars is 1, that means the arrival of
last car at the intersection. When the induction loops at entrance and exit of
intersection detect the difference of number of cars is 0, that means the traffic
light is going to turn red. The time difference between 2 states is end lag time.

The model is being simulated under three traffic conditions i.e. Low traffic
(104 vehicles and 15 HPV), Moderate traffic (237 vehicles and 15 HPV), and
High traffic (385 vehicles and 15 HPV). HPVs destination is set at (10, 510).
HPV followed a definite path between source and destination.

Similarly, in order to be more realistic, we gave up the cars model which have
fixed route and starting time. All the vehicles are randomly generated and the
routes of vehicles are random as well. The default vehicle is a modification of the
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model defined by Stefan Krauβ [15]: Let vehicles drive as fast as possibly while
maintaining perfect safety. Normal vehicles are yellow in SUMO and HPV are
red.

For implementation of this model we take two modes into consideration:
Normal Mode and Intelligent Mode. Normal Mode is the traffic light controlled
by the default manner while Intelligent Mode use the variable periodic algorithm.
Time taken by HPV is noted in both modes. Finally, We compared the total
travel time of HPV.

Fig. 2. No HPV on RS. (Color figure online)

4.2 Working of Priority Model

For implementation of this model we take three modes into consideration: Nor-
mal Mode, Proposed Mode and Priority Mode. Normal Mode is the traffic light
controlled by the default manner. Proposed Mode would turn the traffic light
green as soon as the HPV pass the induction loop from every phase on RS. And
Priority Mode calculate the priority of each RS and turn traffic light green for
RS which has the highest priority.

So as to saving HPVs travel time, we bring in a theory of congestion: when
there are no HPV on RS and no more than 5 vehicles (35 m from the intersection)
at the intersection, the traffic light run in the default manner in Figs. 2 and 3
shows there are 5 vehicles at the intersection from the north, we consider that
as the situation of traffic congestion because the distant induction loop can
perceive a static car on it. So we set the traffic light green when there are 5
or more vehicles waiting at the intersection. This method can effectively reduce
probability of congestion and save travel time of HPV which can let HPV arrive
at destination as soon as possible.
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Fig. 3. Traffic congestion at the intersection. (Color figure online)

Fig. 4. One high priority vehicle in Proposed Mode. (Color figure online)
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Fig. 5. Two HPV in Proposed Mode. (Color figure online)

Proposed Mode. In the Proposed Mode, system would turn the traffic light
green when there is 1 high priority vehicle passes induction loop in Fig. 4. When
there are 2 induction loops monitor the HPV at the same time, system would use
the FCFS (First Come First Served) to regulate the traffic light. Figure 5 shows
there are 2 HPV from the east and south, Proposed Mode set the southern RS
green.

Priority Mode. In the Priority Mode, system would turn the traffic light green
when there is 1 high priority vehicle passes induction loop in Fig. 6. When there
are 2 induction loops monitor the HPV at the same time, system calculate the
priority of each RS and turn traffic light green for RS which has the highest
priority. Figure 7 shows there are 2 HPV from the east and south, the eastern
priority of RS is higher than the southern. So the Priority Mode set the eastern
RS green.

5 Result

5.1 Variable Periodic Traffic Light Model

In the variable periodic traffic light model, we compare the total travel time
of high priority vehicles under three traffic densities between two modes. The
calculated optimal cycle time of different traffic densities is show in the Table 2.

As shown in the Fig. 8, in the Low density traffic intersection, the Normal
Mode HPV travel time is 211 s more than the Intelligent Mode. In the moderate
density traffic intersection, the Normal Mode HPV travel time is 852 s more than
the Intelligent Mode. In the high density traffic intersection, the Normal Mode
HPV travel 555 s longer than the Intelligent Mode.
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Fig. 6. One high priority vehicle in Priority Mode. (Color figure online)

Fig. 7. Two HPV in Priority Mode. (Color figure online)

Table 2. Optimal cycle time of different traffic densities.

Traffic
conditions

Default duration
cycle time (s)

Optimal
cycle time
(s)

Effective green
time in first
phase (s)

Effective green
time in second
phase (s)

Low 90 17 6.24 4.76

Moderate 90 46 22 18

High 90 53 25 18
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Fig. 8. Total travel time of HPV under
three traffic densities between two
modes.

Fig. 9. Total travel time of HPV under
three traffic densities among three
modes.

In the Priority pass model, we compare the total travel time of high priority
vehicles under three traffic densities among three modes.

As shown in the Fig. 9, in the Low density traffic intersection, the Proposed
Mode HPV travel time is the same as Priority Mode with 6172 s. Normal Modes
is 247 s more than the other modes. In the moderate density traffic intersection,
the Proposed Mode HPV travel time is the least with 6520 s while Normal Mode
is 7037 s. The HPV travel time of Priority Mode is 74 s less than Normal Mode.
In the high density traffic intersection, the situation is quite different from the
other two traffic conditions. Priority Mode waste too much time with 9219 s,
the travel time of Normal Mode and Proposed Mode are close, with 8503 s and
8387 s respectively.

6 Conclusion

This paper presents two models for traffic control using a simulator SUMO
and TraCI as an interface to achieve real-time monitoring traffic conditions. The
development is focus on reducing the traffic congestion which is the most relevant
challenge in modern cities. Specifically, the main goal is to reduce the total travel
time of HPV.

In this work, We designed and implemented a variable periodic traffic light
system. It can adapt TLDC to the traffic density. After analyzing the results, it
is an effective method of relieving the traffic jams and reducing the service time
of HPV. Particularly, in the moderate density traffic intersection, the effect is
the most obvious with 852 s declination. Then we brought in a priority model,
aimed at letting the HPV have the priority to pass the junction. By using this
model, we can conclude that in low/moderate traffic condition, it can reduce the
impacts of city traffic. But in high traffic condition, the Proposed Mode is better
than Priority Mode. The results are in accordance with the practice and there
are some limits of traffic density for using them.
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However, it can be easily extended to artificial Intelligence techniques, partic-
ularly unsupervised learning, to create a more robust system for real applications
in the future.
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Abstract. Heterogeneous information network (HIN) is widely used in
recommendation system because of its superiority in complex informa-
tion modeling. However, the existing HIN-based methods ignore two
issues. First, low-quality information may cause users to be dissatisfied
with the recommendation results. Secondly, HIN-based recommendations
are difficult to predict the user’s attitude toward the item. Therefore,
this paper proposes two improvement strategies: (1) propose a seman-
tic information filtering strategy to filter low-quality information and
improve recommendation efficiency; (2) integrate tag information into
HIN-based recommendation system to achieve personalization recom-
mend. This paper verifies the validity of the proposed model on two real
data sets.

Keywords: Recommender system · Heterogeneous information
network · Tag semantic

1 Introduction

In order to solve the problem of information overloads with the information
network era, a variety of recommendation algorithms are proposed. For example,
the classic collaborative filtering algorithm [1–3] uses the similarity between users
or items for recommendations. The heterogeneous information network (HIN)
is used as a modelling method to deal with the complexity and heterogeneity
of information [4,5]. Some methods prove that tag semantic information can
effectively analyze the user’s personalized features [6,7].

The main work of this paper consists of two aspects. Firstly, the HIN infor-
mation is rated and an information filtering strategy is proposed to reduce the
negative impact of low-quality information on recommendation. Secondly, the
HIN semantic The main work of this paper consists of two aspects. Firstly, the
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HIN information is rated and an information filtering strategy is proposed to
reduce the negative impact of low-quality information on recommendation. Sec-
ondly, the HIN semantic.

Fig. 1. Movie heterogeneous information network.

Most of the existing HIN-based recommendation methods use the semantic
correlation based on the meta-path to recommend [8–10]. In other words, these
methods use the meta-path to obtain the relevant semantic information about
the recommendation. As shown in the figure of a movie HIN, different entity
types (users and movies, movies and genres) have different semantic relation-
ship types (watching, belonging to). The movie inception and the movie avatar
watched by user A belong to the same genre, so there may be a potential rela-
tionship between user A and inception.

On this basis, many improvement methods are proposed. For example, Zhao
et al. [11] use the meta-graph instead of meta-path fusion, Dong et al. and Fu
et al. [12,13] use network embedding for information mining, Zhu et al. [14] merge
multiple HINs to alleviate cold-start and data sparsity problems. In addition,
various auxiliary data is also widely used, for example, Feng et al. [7] build HIN
with tag information, or Hu et al. [15] add context information of the meta-path.

However, the meta-path can find potential semantic relationships between
users and items in HIN, but does not reflect user attitude towards the item.
Although the tag semantics can reflect the user’s personal preferences, but lack
of explanation for the recommendations, this paper considers to combine the two
for recommendation. In addition, the above method does not consider the influ-
ence of information quality on recommendation, while low-quality information
may cause users to be dissatisfied with the recommendation results. This paper
considers the measurement of information quality, and then proposes a filtering
strategy. Our main contributions are as follows.
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(1) This paper proposes a method for filtering low-quality information in HIN.
(2) This paper integrates tag information into the HIN-based recommendation

system.
(3) This paper validates valid items on real data sets.

The rest of this paper is organized as follows Sect. 2 introduces the back-
ground and preliminary knowledge, Sect. 3 mainly introduces our recommenda-
tion model, Sect. 4 reports the experimental results, Sect. 5 concludes our work.

2 Background and Preliminaries

2.1 Heterogeneous Information Network

A heterogeneous information network (HIN) [9] is defined as a directed graph
G = (V,E), with an entity type mapping function φ : V → A and a link type
mapping function ϕ : E → R, A denotes the entity typeset and R denote the
link typeset, where |A| + |R| > 1.

Figure 2 shows partial network schemas of heterogeneous movie information
network. Users and movies are different types of entities in the net-work, and
links between movies, users and countries represent different types of relation-
ships. For instance, the relationship between movies and users is “watching”,
while the relationship between movies and countries is “belonging”. The two
types are different.

Fig. 2. Movie HIN schemas.

2.2 Meta-path

A meta-path can be expressed as A0
R1→ A1

R2→ · · · Rn→ An in HIN, we define
R = R1 ◦ R2 ◦ · · · ◦ Rn represents the composite relation that exists be-tween
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entity types A1 and An (Ai ∈ A, Rj ∈ R), and ◦ represents the composition
operator [15,17].

As shown in Fig. 2, users and movies can be connected through the “User-
Movie-genres-Movie” (UMAM) path represents the actor appearing in two
movies, where the “genres” can be replaced with “director”, “actors”, “coun-
try” and so on. Through the meta-path, we can find the potential relationship
between the user and the item, which can enhance the interaction between the
user and the item. At the same time, we use pathsim [9] to calculate the similarity
score of the two entities on the meta-path.

3 The Proposed Model

In this section, we propose a personalized recommendation based on tag seman-
tics in the heterogeneous information network - PTRS. Algorithm 1 represents
the three phases of the PTRS model - user clustering, filtering and prediction.

Algorithm 1. PTRS Scheme
Input:

set of user U , and the set of user ui tags Tu
(i)

set of movie V , and the set of movie vj tags Tv
(j)

set of meta-path P
Output:

Recommendation for requests
1: Procedure PTRS
2: Procedure User cluster phase
3: Use K-means algorithms to cluster users
4: End procedure
5: Procedure Filter phase
6: Categorize and rate semantic information
7: Filter
8: End procedure
9: Procedure Prediction phase

10: predicting unrated items for requests
11: Making recommendation
12: End procedure
13: End procedure

3.1 User Cluster Phase

In the actual situation, the data is very sparse, and the single meta-path filtering
effect is not good. Therefore, we first cluster users and then perform meta-path
filtering on user sub-groups to alleviate data sparsity.

We use the Cosine Similarity to calculate the similarity between users, use
the K-Means algorithm cluster the user set U into {UC1, UC2, . . . , UCN}.
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3.2 Filter Phase

In HIN, we can express the recommended process as a process of finding potential
semantic relationships, and the meta-path is an important tool to implement the
above process. For example, in Fig. 1, we recommend the movie inception for
User A through the “UMGM” meta-path, which contains semantic information
such as “Users Watched Movie Avatar”, “Avatar and Inception belong to Sci-Fi
movies”, and movie genre play a key role (“Sci-Fi” is one of the key words of the
meta path). If we analyze the user’s tag information and get the user does not
like Sci-Fi movies, then it should not be established for user A to recommend
Inception, and the semantic information related to “Sci-Fi” in the meta- path is
low quality information. To solve this problem, our filtering strategy is to divide
the original me-ta-path into multiple sub-meta-paths by keywords (For example,
in the meta path UMGM, the keywords include “Sci-Fi”, “Drama”, “Romance”,
“Musical” etc., We group the keywords “Sci-Fi” and “Drama” into one group,
and the other keywords are grouped into one group, so that the UMGM meta
path can be divided into two sub-meta paths), and then use the tag information
of users to distinguish low-quality meta-paths.

In user subgroup UCk, Meta-path set is P = {p1, ..., pq, ..., pL}. We can
calculate the similarity between the user ui’s tag tu and meta-path pq’s keyword
τq as follows.

sim(tu, τq) =
2 · depth(lso(tu, τq))

len(tu, τq) + 2 · depth(lso(tu, τq))
(1)

where depth (tu) represents the depth of tu in the WordNet relational tree,
len (tu, τq) is the shortest distance between two words, and lso (tu, τq) repre-
sents the common parent node of two words in the relational tree.

We can further calculate the user ui rating of the meta-path pq as follows.

S(ui, pq) =

∑

ti∈T
(i)
u

∑

τj∈Γq

sim(ti, τj) × r(ui)
ti

∣
∣
∣T

(i)
u

∣
∣
∣

(2)

The user subgroup UCk rates the meta-path as follows.

S(UCk, pq) =
1

|UCk|
∑

ui∈UCk

S(ui, pq) (3)

where r(ui)
ti

denotes the average score of the movies marked by tag ti, T
(i)
u denotes

the set of tags for the user ui, Γq denotes the set of tags for the meta-path pq.
We filter out every rating of meta-path which is less than 1.
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3.3 Prediction Phase

As we discussed earlier, the meta-path in HIN can find potential semantic rela-
tionships between users and items, but does not reflect user attitudes toward
items. Although tag semantics can reflect a user’s personal preferences, there is
a lack of explanation for recommendations. For example, if a user likes a sci-
ence fiction movie, the HIN-based recommendation system can recommend the
Transformers series to him, but we don’t know which movie the user prefers.
Combined with the semantics of the tag, we found that the tags of the Trans-
formers series are different, and Transformers 1 is more in line with the user’s
taste, so it should be given priority.

We can get L matrix
{

R̂
(1)
k , R̂

(2)
k , . . . , R̂

(L)
k

}
through L element paths of user

subgroup UCk. Where denotes the q-th score matrix in UCk. Then we use the
Low-Rank Matrix Factorization to process the matrix, and get two low-rank
latent representation matrices (U and V ) of users and items as follow.

(
Û

(q)
k , V̂

(q)
k

)
=arg min

U,V

(
1
2

∥
∥
∥R̂

(q)
k −UV T

∥
∥
∥
2

F
+

λ

2
‖U‖2F +

λ

2
‖V ‖2F )

s.t U ≥ 0,V ≥ 0
(4)

where λ
2

(‖U‖2F + ‖V ‖2F
)

is the quadratic regularization term that avoids over
fitting, λ is a regularization parameter that determines the importance of the
quadratic regularization term, ‖ ∗ ‖F is the Frobenius norm.

We can further get L pairs of implicit feature matrix of users and items(
Û (1), V̂ (1)

)
, . . . ,

(
Û (L), V̂ (L)

)
. Where the matrix U represents the degree of

preference of users for different features, and the matrix V represents the degree
of importance of different features in items. We define the calculation function
of user ui’s preferences for item based on the meta-path.

rp (ui, vj) =
N∑

k=1

Cos Sim (UCk, ui)
L∑

q=1

ω
(q)
k · Û

(q)
i V̂

(q)
j (5)

We calculate the calculation function of user ui’s preferences for movies by
tag semantics.

rT (ui, vj) =

∑
iu∈T

(i)
u

∑
ti∈T

(j)
v

sim (tu, tv) · r
(i)
tu∣

∣
∣T

(i)
u

∣
∣
∣
∣
∣
∣T

(j)
v

∣
∣
∣

(6)

Then, user ui’s preference to item Vi as follow.

r∗ = (1 − α)rp + αrt (7)

where α represents the weight of tag semantics in the recommendation. In addi-
tion, we can also predict the user ui’s rating function of the movie Vj .

s (ui, vj) =
r(ui) · r∗ (ui, vj)

r∗
ui

(8)
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where r(ui) represents the average of all user’s scores, and r∗
ui

represents the
average of user’s preferences for other movies.

3.4 The Model Optimization

For the user subgroup UCk, the weight of the multi-segment path fusion will
have a significant impact on the recommendation result. We represent the weight
vector as ω =

{
ω(1), . . . , ω(q), . . . , ω(L)

}
, ω(q) represents the weight of the path

q, then the final score prediction matrix is as follows.

R̂ =
|P |∑

q=1

ω
(q)
k × R̂(q) (9)

where ω
(q)
k represents the scoring matrix of the q-th meta-path prediction. Our

optimization goal is to minimize squared error between the predict-ed score and
the real score.

min L(ω) =
1
2

∥
∥
∥
∥
∥
∥
Y ⊗

⎛

⎝R −
|P |∑

q=1

ω
(q)
k R̂(q)

⎞

⎠

∥
∥
∥
∥
∥
∥

2

F

+
λ

2
‖ω‖2F

s.t ω ≥ 0

(10)

By taking the derivative of the above equation, we can get Eq. (11).

∂L(ω)

∂ω
(q)
k

= −
⎛

⎝Y ⊗
⎛

⎝R −
|p|∑

q=1

ω
(q)
k R̂(q)

⎞

⎠

⎞

⎠ R̂(q)T + λω
(q)
k (11)

where ⊗ is Hadamard product. Finally, we use the gradient descent algorithm to
get the value of ω(q).

4 Experiment

In this section, we will validate our PTRS model on two real datasets.

4.1 Dataset

In the experiment, we mainly used the movielens movie dataset and the LastFM
music dataset. Table 1 details the information about these two data sets.
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Table 1. Statistics of Movielens/LastFM datasets

Dataset Relation A B A−B

Movielens User-Movie 2000 10197 855599

Movie-Actor 10175 95322 231743

Movie-Country 10197 10197 10197

Movie-Director 10156 4061 10156

Movie-Genre 10197 20 20810

Movie-Location 10197 7731 49168

User-Tag 2113 5908 47958

LastFM User-Artist 1892 17632 92834

User-User 1892 1892 18802

Artist-Artist 17632 17632 153399

User-Tag 1892 11945 184941

4.2 Metrics

We will measure our experimental results using Root Mean Square Error
(RMSE) and Mean Absolute Error (MAE).

RMSE =

√
√
√
√

∑
(u,v)∈Rtest

(R − ∧
R)

2

|Rtest| (12)

MAE =

∑
(u,v)∈Rtest

∣
∣
∣
∣R − ∧

R

∣
∣
∣
∣

|Rtest| (13)

where Rtest denotes the test set. The smaller the RMSE and MAE, the better
the experimental results.

4.3 Comparison Method

In order to prove the validity of our proposed PTRS model, we compare the four
existing recommendation algorithms for comparative experiments as follows.

UserCF [1] and ItemCF [2]: This is a recommendation algorithm that uses
the similarity of users or items.

PMF [16]: This is a recommendation algorithm based on matrix decomposi-
tion technique.

HeteRec [10]: This is a recommendation algorithm based on meta-path sim-
ilarity in HIN.

PTRS: This is our model.
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Table 2. Results of effectiveness experiment

Dataset r UserCF ItemCF PMF HeteRec PTRS

RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE

Movielens 0.2 1.5191 1.3412 1.4463 1.2350 1.3153 1.1932 1.2761 1.0933 1.1751 0.9943

0.4 1.4289 1.2998 1.3532 1.1836 1.2549 1.1525 1.2271 0.9789 1.1049 0.9136

0.6 1.3852 1.2681 1.3099 1.1426 1.2287 1.1384 1.2027 0.9449 1.0534 0.8565

0.8 1.3574 1.2312 1.2892 1.1307 1.2164 1.1272 1.1869 0.9308 1.0283 0.8256

LastFM 0.2 1.3130 1.1259 1.2624 1.0736 1.1201 0.9672 1.0359 0.8091 0.9481 0.7351

0.4 1.2741 1.0961 1.2078 1.0385 1.0572 0.9041 0.9971 0.7863 0.8931 0.6901

0.6 1.2492 1.0670 1.1800 1.0109 1.0328 0.8921 0.9628 0.7611 0.8627 0.6831

0.8 1.2296 1.0503 1.1694 0.9996 1.0277 0.8872 0.9531 0.7462 0.8517 0.6798

4.4 Experimental Results

In the experiment, we set different training data ratios (r = 0.2 in Table 2 means
that the pro-portion of training data is 20%, and the remaining 80% of the data
is used as test data) to verify the validity of our model in different Data sparsity.
The test results are analyzed as follows.

(1) The PMF algorithm is superior to the CF algorithm, which means that the
PMF is more ac-curate in estimating the user and the item by comparing
the feature information based on the similarity in the CF.

(2) HIN-based recommendation algorithm is superior to other algorithms, which
also proves that HIN can better analyze user and item feature information.
In addition, PTRS algorithm is superior to HeteRec algorithm, which also
proves that the embedding of tag information can better analyze the pref-
erence information of the user and predict the user’s attitude towards the
project more accurately. In addition, we validate the effectiveness of the
proposed filtering strategy. The experimental results are shown in Fig. 3. In
the case of both presence and absence of filtering, our PTRS experimental
results have significant differences, which also proves that our strategy for
filtering low-quality information in the meta-path is effective.

4.5 Parameter Study

In our proposed model, α represents the weight of recommendation integrated
into tag semantics, and the value range of α is [0, 1]. Figure 4 illustrates the
sensitivity of parameter α on the movielens data set and the LastFM data set.
When α is at 0.3, PTRS has the highest accuracy on the movielens dataset; when
α is at 0.3–0.4, PTRS has the highest accuracy on the LastFM dataset. This
shows that the HIN-based mechanism contributes more in our PTRS model.

Another parameter K is the number of user subgroups clustered by the
k − means algorithm. As shown in Fig. 5, the users of the movielens data
set preferably cluster 40, while the users of the LastFM data set preferably
cluster 60.
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Fig. 3. Comparative experiment of meta-path filtering. (a) movielens, RMSE. (b)
movielens, MAE. (c) LastFM, RMSE. (d) LastFM, MAE.

Fig. 4. Performance of PTRS with α. (a) movielens, RMSE, MAE. (b) LastFM, RMSE,
MAE.
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Fig. 5. Cluster number study.

5 Conclusion

In this paper, we integrate the semantic in-formation of tags into the HIN-based
recommendation system, and propose a HIN-based recommendation algorithm
integrating the semantic in-formation of tags. In this way, users can obtain the
semantic relations of items through HIN, and pre-dict users’ specific attitudes
towards items through the semantic information of tags. In addition, we also
design an information filtering strategy, which can filter the influence of low-
quality in-formation on recommendation. A large number of experiments prove
the effectiveness of PTRS.
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Abstract. In the campus scenario, a basic community of collaborative teams is
formed among the nodes participating in the collaborative learning interaction in
the mobile opportunistic network. Due to the existing research does not consider
the weak connection, node influence and the contact characteristics between
nodes. In this paper, a routing method using a collaborative group as a com-
munication unit is proposed. The route mainly counts the contact characteristics
among the groups according to the characteristics of the node movement and
predicts the subsequent contact situation. Combined with the weak connection
relationship and the node’s influence, the optimal node to be transmitted is
selected. It has been experimentally verified that the routing method can greatly
improve the speed of message dissemination and avoid unnecessary message
redundancy and waste of contact opportunities.

Keywords: Opportunistic networks � Collaborative learning � Weak
connection � Community influence

1 Introduction

Part of the characteristics of the opportunistic networks comes from the DTN [1]
network and MANET, which does not require a complete link connection between the
source node and the destination node, but uses a store- carry- forward (SCF) method for
message transmission.

Typical routing strategies include Epidemic [2], Delivery [3], Spray and Wait [4],
First Contact [5], and ProPHET [6]. Zhao et al. in [7] proposed a community-based
route propagation strategy, which establishes a community between nodes and then
passes the message to nodes that are active within or between communities, and passes
the message to the destination node. In [8], the BSW algorithm only passes the message
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to the node with a higher probability of contact than itself. This method will reduce the
information redundancy while ensuring the success rate of message delivery. However,
there is a possibility that the message may be delayed, and in the above two algorithms,
there is no good sense of collaboration within the community, which will lead to a
significant reduction in the effectiveness of the community.

In the campus, although the nodes are dense and the movement of the nodes is
more regular, there is still a delay in the message propagation in the actual transmis-
sion, and since the messages are generally time-sensitive. Thus, this is an urgent
problem that how to spread the most valuable learning resources to the nodes of
interested as quickly as possible.

This paper focuses on a routing algorithm based on node contact history and node
influence [9]. The main contributions are as follows:

(1) Using the nodes transmission records and the contact relationship among the
group community to predict the next contact time, and classify it.

(2) Prioritize the transmission of communities with high impact, thereby increasing
the heterogeneity of the community’s message and accelerating the spread of
messages.

(3) When all the nodes to be transmitted have low influence, the best node to be
transmitted is selected according to the contact history feature.

It has been experimentally verified that the routing method can greatly improve the
speed of message diffusion and avoid unnecessary message redundancy and waste of
contact opportunities.

2 Weak Connection in Social Networks

Each learning node on the campus is often in a certain social circle. For example, the
familiar learner node will contact the number of times much more than the contact with
strange students. In this regard, Granovetter proposed the concept of social relationship
intensity [10].

Figure 1 shows a social network relationship with three communities. line indicates
the connection relationship between nodes. The dotted line between a–c, d–e, and d–
f indicates the weak connection between them. Although the connection relationship
between a–c, d–e and b–f is weak, it plays a vital role in the communication between
the three communities.

Friedkin proved that weak social relationships contribute to the transmission of
academic information between different academic groups [11]. The research in [12, 13]
also supports weak social relationships that can help spread information. Literature [14,
15] believes that weak connection is more likely to provide a more diverse variety of
re-sources for both parties. Thus, it can be considered that if the node with the weak
connection relation-ship is selected, the heterogeneity of the social circle that owns the
message is increased and the speed of message diffusion is increased. otherwise, the
speed of data diffusion will be delayed to some extent.
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The following examples illustrate:
Shown in Fig. 2 are three consecutive time segments, in which the nodes in a and

b groups are in frequent contact, the nodes in c and d groups are frequently contacted.
a1 is a member of group a with learning resources to be transmitted. b1, c1, and d1 are
members of the b, c, and d groups, respectively, there is no such learning resource.
When t = t2, the a1 node selects to transmit to the b1 node, and when t = t3, the nodes
a1, b1, c1 and d1 connection is interrupted, where b1 and a2 meet, and c1 and d1
continue to be networked. Since a2 also has the learning resource, no transmission is
performed between b1 and a2, and since c1 and d1 do not have the learning resource,
therefore no transmission. Therefore the contact opportunity is wasted.

The ideal transmission process is shown in Fig. 3 When t = t2, the a1 chooses to
transmit to the c1. When t = t3, since a2 also has the learning resource, a2 transmits b1,
and c1 also has learning resources, so c1 transmits to d1.

Fig. 1. Community relations in social networks.

Fig. 2. Closely related nodes as nodes to be transmitted.
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In the campus, the real network contact situation consisting of thousands of col-
laborative groups is far more complicated than the above case. The above contact
situation will also appear in large numbers. In order to optimize the data diffusion
process, we propose KSCB algorithm.

3 Contact Interval Duration Estimation and Node Influence

3.1 Estimation and Classification of Contact Interval Duration

The information shown in Table 1 is maintained for each node in the collaborative
learning community, and any node in each group community updates its own infor-
mation table with information held by other nodes. For the next encounter time of any
two group nodes, the calculation is mainly based on the contact history between the
groups. Since the movement of the nodes in the campus environment shows strong
regularity, the predicted value is accurate. The main calculation process is as follows:

Fig. 3. Weak connection relationship node as the node to be transmitted.

Table 1. Node information table.

Symbol Meaning

Sn Serial number
id Contacted group identifier
f Number of contacts
lmt The length of time since the last contact
al Average length of contact interval
emt Estimated next encounter time
Tv(v=1, 2,,, n) Encounter time record
Tave Average contact duration
cud Estimated value cumulative deviation
Ig Interest Set
Sn Serial number
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Initialization communication number f = 0, last encounter time T′ =0.

a. Calculate the number of communications:

f ¼ f þ 1 ð1Þ

b. Calculate the last contact time between groups:

lmt ¼ 0 f ¼ 1
T � T 0 f ¼ 2; 3; � � �; n

�
ð2Þ

c. Record encounter time:

T 0 ¼ T ð3Þ

d. Calculate the deviation between the estimated time interval and the actual time
interval:

cud
0 f ¼ 1

cudþ lmt f ¼ 2; 3; � � � ; n
�

ð4Þ

e. Update the average contact interval:

al ¼ lmt f ¼ 1
al � f � 1ð Þþ lmt½ �=f f ¼ 2; 3; � � � ; n

�
ð5Þ

f. Update the average contact duration:

Tave ¼ T � T 0 f ¼ 1
Tave � f � 1ð Þ þ T � T 0½ �=f f ¼ 2; 3; � � � ; n

�
ð6Þ

g. Calculate time interval from the next contact:

intv ¼ lmt f ¼ 1
kalþ 1� kð Þ � lmt f ¼ 2; 3; � � � ; n

�
ð7Þ

h. Estimated time of next contact:

emt ¼ T þ intv f ¼ 1
T þ d � intvþ 1� dð Þ � cud f¼ 2; 3 � � � ; n

�
ð8Þ

According to statistics, when the parameters k and r are 0.82 and 0.78 respectively,
the estimated value is more accurate.

By counting the contact time intervals of dozens of learner nodes, we can find that
there is a certain regularity, as shown in Fig. 4, according to which the values of intv
can be divided into six categories: Category I: 0–2 h; Category II: 2–5 h; category III:
5–16 h; Category IV: 16–24 h; Category V: 24–48 h; Category VI: greater than 48 h.
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3.2 Group Influence Model

Because each group has different influences on the external community network, and it
can be considered that the influence of any group on other communities is positively
related to the team’s ability to contact, and the stronger the contact with other com-
munities, the better the diffusion of information. Therefore, the influence on the group
in which the node to be transmitted is located is calculated as follows:

TAD ¼ Dj � Db
� �SAD ð9Þ

where

Dj ¼ Dg

G� 1
; SAD ¼

PAg

i¼1 cudAi
Ag � cudAD ; Db ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
Dg

�
XDg

k¼1
fk �

PDg

i¼1 fi
Dg

 !2
vuut

Dj is the community influence ability of collaboration group D, Db is the contact
balance ability of collaboration group D, Dg is the number of groups contacted by
group D, and G is the total number of groups. fi and fg are the number of connections
between the D group and the group with the numbers j and g. TAD is the transmission
stability of Group A and Group D, Ag is the number of groups contacted by Group A,
and CudAi is the cumulative deviation of Group A’s estimate for the group with
transmission number i.

When the TAD value is high, it can be considered that the network of the group D to
be transmitted has a large influence, and the community that can reach the contact can
be effectively transmitted, and the transmission record with the group A is relatively
stable.

Fig. 4. Contact time interval Statistics.
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3.3 Determine the Node to Be Transferred

By counting the connection status of two thousand communication nodes, it can be
found that the contact ability of the node is positively correlated with the number of
communication times of the node. It can be seen from Fig. 5 that the number of
communication times of the node is generally high when the degree of the node is high,
and the degree of the node is not necessarily high when the number of node com-
munication is high, so the nodes can be classified into three types. Category I: central
nodes, Max sn � 150; Category II nodes, active nodes, Max sn < 150 &
600� 4Maxsn \

PG
i¼0 fi. Category III node, common node, 600� 4Maxsn �PG

i¼0 fi. Where G is the total number of groups, fi is the number of times of com-
munications with group i.

According to statistics, the proportion of Class I nodes is 1.38%, and the proportion
of communication is 9.02%. The proportion of class II nodes is 5.7%, and the pro-
portion of communication is 17.18%. The proportion of Class III nodes is 92.92%, and
the proportion of communication is 73.8%. Therefore, it can be considered that the
node to be transmitted is a class III node when a weak connection occurs in most cases.
Since the class III node does not have obvious network influence capability, when the
node to be transmitted is a class III node, the contact history between groups is
considered.

Fig. 5. Number of nodes contacted and number of communication statistics chart.
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The contact history is discussed as follows:
Shown in Fig. 6(a), if the contact opportunities of a and b are similar, and the

average contact duration of a is shorter than b, then b is selected as the node to be
transmitted.

Shown in Fig. 6(b), if the average historical contact duration of a is also equivalent
to b, but the regularity of the contact duration (Ts) of b is higher, b is selected as the
node to be transmitted, calculated as follows:

Ts ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

f � 1
�
X f

i¼1
Ti � Taveð Þ2

s
ð10Þ

As shown in Fig. 6(c), if the degree of contact duration deviation of a is also
equivalent to b, but the node contact time interval (als) of b is less discrete, b is selected
as the node to be transmitted, calculated as follows:

als ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

f � 1
�
X f

i¼1
ti � alð Þ2

s
ð11Þ

a

b
Average contact duration

a Average contact duration

a

b
Historical contact record

b Contact duration record

a

b

Historical contact record

c Contact interval duration

Fig. 6. Contact history comparison char.
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Thus, Algorithm KSCB details as follows:

1: While ai contact with Vai(bi,bj,ci,cj,di,…,ni) do
2: Ignore the same group id, get Vai1 (bi,ci,di,…,ni);
3: Ignore the nodes that Interest set are incompatible, get Vai2 (ci,…,ni);
4: According to emt, divided the nodes into six categories: I, II, III, IV, V, VI;
5: The same type of node sorted in descending order according to the T;
6: If (Vai2’s T== III), then
7: Calculation Tave, and arranged in ascending order;
8: If have node with equal Tave , then
9: Calculation Ts, and arranged in ascending order;
10: If have node with equal Ts , then
11: Calculation als, and arranged in ascending order;
12: If have node with equal als:

13: Sort the nodes in descending order according to emt.
14: end if
15: end if
16: end if
17: end if
18: end while

Algorithm KSCB ai Sequence strategy

4 Simulation Verification and Result Analysis

The infectious disease model is the most widely used model in the field of information
dissemination. William and Anderson first proposed the SIR model [16], where S is
healthy but susceptible to infection, Symbol I indicates a virus communicator, and R is
the infected but recovered and antibody-acquired. compared with the above classical
model, the node types used in this paper can be divided into four categories, and they
are simply referred to as SEIRS model, where S represents the person to be transmitted
(the message is not included, but is interested in this type of message), E means
indifferent (does not contain this message and not interested), Symbol I indicates the
message transmitter, R means the rejecter, the dynamic model is constructed as follows:

dSðtÞ
dt ¼� m � dSðtÞ � aSðtÞ � bSðtÞþ hRðtÞ

dEðtÞ
dt ¼� cEðtÞ � dEðtÞþm � dSðtÞ � bIðtÞ

dIðtÞ
dt ¼ aSðtÞþ cEðtÞ � eIðtÞ

dRðtÞ
dt ¼ dEðtÞþ eIðtÞ � hRðtÞ

8>>><
>>>:

ð12Þ
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Where S(t), E(t), I(t), and R(t) respectively represent the number of nodes of the to-
be-transmitter, the froster, the communicator, and the rejector when time is t.a, b, c, d,
e, h are the corresponding diffusion parameters. Considering the topology of the net-
work in the process of propagation, m�dS(t) is used to indicate the number of related to-
be-transmitted nodes, where m represents the ratio of related to-be-transmitted nodes.
Assuming that the total number of nodes in the campus is N, there are:

In order to evaluate the performance of the KSCB algorithm, the simulation pro-
gram is written in the windows environment using the eclipse platform to model the
KSCB and epidemic router algorithms. According to the survey conducted by [17], the
weak connection relationship accounts for 80% of all interpersonal interactions, and the
time spent is 20%, while the strong connection relationship accounts for 20% of all
interpersonal relationships. The time spent is 80%. Therefore, it can be assumed that
the number of weak connections is s when the number of intimate contacts is 4s.
Assume the weak connection success probability k between nodes is 0 to 1 taking
random values, and the success probability p of strong connections is 1, and the other
simulation parameters are set as Table 2;

The experimental results are as follows:
It can be seen from Fig. 7 that when the proportion of interested nodes increases,

the performance of the KSCB route will increase rapidly. The main reason is that when

Table 2. Simulation environment parameter setting.

Symbol Meaning Ranges

T Simulation time 64 h
N Total number of campus nodes 10000
P Proportion of nodes of interest 0.01, 0.02, 0.04, 0.08, 0, 2, 0.4, 0.6
t Message retention time 2 h, 4 h, 6 h, 8 h, 10 h, 20 h

Fig. 7. When t = 8 h, the influence of the proportion of interested nodes on message diffusion.
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the node of interest is relatively low, the path of information diffusion is less, that is, the
link of data transmission between nodes is poor. This leads to lower performance of
KSCB routing.

It can be seen from Fig. 8 that when the message storage duration increases, the
performance of the KSCB route will increase rapidly, mainly because the node saves
the message is short, the number of nodes that have messages and can be delivered is
rapidly reduced over time, resulting in reduced performance of KSCB routing.

As can be seen from Figs. 9 and 10, when the proportion of the interest node and
the duration of the node save message are moderate, the KSCB route is similar to the

Fig. 8. When p = 0.08, the effect of message retention time on message diffusion.

Fig. 9. When t = 8 h, P = 0.08, the effect of routing mode on the proportions of message
delivery.
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epidemic route performance. Since KSCB only transmits information to interested
nodes, it avoids a large spread of messages, thereby greatly avoiding message redun-
dancy and avoiding waste of contact opportunities for nodes that are not interested in
this message.

5 Conclusions

In this paper, we predicted the contact situation of node and calculated the influence of
the network community of the node. When the community influence of the node to be
transmitted is low, the transmission record of the node to be transmitted is considered,
and a solution is provided for how to select the most suitable node to be transmitted in
the node with similar contact conditions. Simulation experiments show that KSCB
routing can achieve better transmission effect when the proportion of nodes of interest
and the time of the node saved the information are reasonable, and avoid the redun-
dancy of messages and the waste of transmission opportunities for nodes that are not
interested.
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Abstract. Indoor intrusion detection technology has been widely used in smart
home management, public safety, disaster relief, and other fields. In recent
years, with the rapid deployment of Wireless Local Area Network (WLAN) and
general support of the IEEE 802.11 protocol by mobile devices, indoor intrusion
detection can be realized conveniently. Most of the existing indoor intrusion
detection algorithms have large computational and storage overheads and do not
consider the instability of signals in the indoor environment. In response to this
compelling problem, this paper proposes a new integrated redundant Access
Points (APs) reduction and transfer learning for indoor WLAN intrusion
detection via link-layer data transformation. First, the detection technology for
mobile APs based on a fuzzy rough set is exploited to filter the redundant APs in
the indoor environment. Second, the target domain and the source domain are
constructed through the link-layer data of the online phase and the offline phase.
Then, the Maximum Mean Deviation (MMD) minimum value corresponding to
the two domains is worked out by the mathematical statistics method to obtain
the optimized migration matrix, and the link-layer information of the two
domains is transferred into the same subspace by using the matrix. Finally, the
optimal intrusion detection classifiers are obtained by training the transferred
link-layer data. This method not only has better robustness in the complex
indoor environment but also reduces time and labor costs.

Keywords: Intrusion detection � Redundant APs reduction � Transfer
learning � Link-layer data � Subspace

1 Introduction

With the rapid development of wireless networks, it is more convenient to experience
various services. Global Positioning System (GPS), sensors, some kinds of rays,
computer-vision, and Wireless Local Area Network (WLAN) are widely exploited in
existing indoor target intrusion sensing techniques [1]. Among them, video image-
based techniques tend to expose some critical information about the target [2], which

© Springer Nature Singapore Pte Ltd. 2019
S. Guo et al. (Eds.): CWSN 2019, CCIS 1101, pp. 251–262, 2019.
https://doi.org/10.1007/978-981-15-1785-3_19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-1785-3_19&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-1785-3_19&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-1785-3_19&amp;domain=pdf
https://doi.org/10.1007/978-981-15-1785-3_19


also has specific requirements for lighting conditions meanwhile. Techniques based on
GPS and various rays often require hardware facilities [3], and it is inevitable for
targets to carry special equipment, which may increase the complexity of such meth-
ods. Although sensor-based techniques do not require the deployment of monitoring
equipment or the purchase of expensive high-precision devices [4], their performance
tends to depend on the deployment of sensors in the test environment, which will lead
to higher labor costs. However, techniques based on WLAN pays more attention to the
protection of sensitive features of the target and have higher robustness. Besides,
WLAN devices are more comfortable to deploy and less expensive, which are nearly
unrestricted by Line-of-sight (LOS) [5]. Recently, thanks to the fine-grained description
of channel performance, Channel State Information (CSI) has attracted full attention
from many researchers and has been applied to improve indoor localization accuracy.
However, the CSI-based intrusion detection system [6] usually has a high complexity
which will make it challenging to work out. Therefore, in order to improve the per-
formance of the intrusion detection system, WLAN-based intrusion detection tech-
niques are increasingly applied in most aspects of people’s lives, such as company
database maintenance, airport tower monitoring, and campus network management.

In this paper, we exploit the joint decision criterion based on fuzzy rough set [7] to
filter out redundant APs among mobile APs, and then propose to construct source and
target domains by exploiting the link-layer information labeled in the online phase and
the link-layer information unlabeled in the offline phase respectively. After that, we
construct the transfer matrix by calculating Maximum Mean Discrepancy (MMD) of
their edge distributions [8], which can transfer the information in these two domains
into the same subspace. Finally, we can obtain more stable intrusion detection by
training the data in this subspace. The rest of this paper is structured as follows. The
second section introduces some research on indoor WLAN intrusion detection algo-
rithms. Section 3 details the method proposed in this paper, and then the associated
experimental results are given in the fourth section. Finally, the fifth part summarizes
the paper and discusses future research directions.

2 Related Work

In an open wireless network communication environment, researchers have conducted
extensive research on indoor signals through collecting, measurement, and modeling.
However, due to the openness and complexity of wireless transmission networks, it is
vulnerable for systems to be invaded by harmful data. Researchers have to spend vast
amounts of time and labor on reducing intrusion interference when studying indoor
wireless signals [8]. With the tremendous advancement in computer processing, data
processing methods based on machine learning (such as transfer learning) have recently
been widely used in intrusion detection systems. Among them, WLAN-based passive
intrusion detection is a novel type of technology, which is suitable for many appli-
cations such as intrusion detection, smart home, and border protection [9]. AR-Alarm
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[10] has designed and implemented an adaptive and robust intrusion detection system
by using fine-grained CSI in commercial WLAN devices. In order to reduce the
complexity of intrusion detection, the authors in [11] propose an implementation of an
intrusion detection system for WLAN networks using an ensemble learning method, in
which the AWID WLAN intrusion dataset is used to discover the necessary features
needed for the efficient Intrusion Detection System (IDS) implementation. In order to
solve the poor privacy and deployment of specialized devices of intrusion detection
systems, the authors in [12] propose WLID, a whole-home level intrusion detection
system based on Received Signal Strength (RSS) measurements of WLAN in the
indoor complex environment. WLID can be connected to WLAN-enabled devices such
as network TVs and smart home appliances, which realizes high-precision intrusion
detection through the detection algorithm of non-parametric statistical methods. Dif-
ferent from the above methods, this paper proposes a new integrated redundant Access
Points (APs) reduction and transfer learning for indoor WLAN intrusion detection via
link-layer data transformation, which reduces the influence of signal time variability in
the indoor environment by constructing the transfer matrix of the source domain and
target domain. In a word, the two main contributions of this paper are as follows.

• The impact of signal fluctuation is minimized by calculating the MMD of the
marginal distributions that is made up of the labeled link layer data and the unla-
beled link layer data.

• The minimum value of MMD is used to construct the optimal transfer matrix, which
can transfer the link-layer data to the same subspace, and then it is more convenient
to obtain the classifiers that make the intrusion detection system more accurate and
stable by training these data.

3 System Description

The overview of the proposed system structure is shown in Fig. 1. First, several WLAN
APs and MPs are deployed in the test area. Second, the redundant APs are removed
according to the joint judgment criterion based on fuzzy rough among the mobile APs.
Third, the source domain and target domain are constructed by labeled RSS data in the
offline phase and unlabeled RSS data in the online phase respectively, and then the
minimum values of the MMD of their marginal distributions are calculated. Finally,
the optimized migration matrix based on the MMD minimum is obtained, and then the
RSS data are transferred into the same subspace to achieve the training of intrusion
detection classifiers.
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3.1 Redundant APs Reduction

In the indoor environment, too many mobile APs will not improve the performance of
the intrusion detection system, which usually increases the computing and storage cost.
Therefore, it is necessary to filter out the redundant APs in the test environment before
intrusion detection, which will significantly improve the effectiveness of the remaining
APs. The fingerprint database is denoted as F, where the elements in each row stands
for the received signal strength at a certain RP. The data of received signal strength
from the h APs which do not move is stored in the first h columns, and the 2-D
dimension position of RPs is stored in the last two columns, as shown in formula (1).

F ¼
x11 x12 � � � x1h a1 b1
x21 x22 � � � x2h a2 b2
..
. ..

. . .
. ..

. ..
. ..

.

xn1 xn2 � � � xnh an bn

2
6664

3
7775 ð1Þ

where F is represented as a fuzzy rough set, in which condition and decision attributes
are the RSS data of the h stationary APs and corresponding RPs coordinates. Out of
universality, since RPs coordinates have an infinite number of possible values, RPs is
also represented by an infinite number of labels. To reduce the complexity of the
problem, we divide the experimental scenario into c subregions, and each RP is marked
as the ID of the subregion to which it belonged. Then, F is transferred into

F0 ¼
x11 x12 � � � x1h a1 d1
x21 x22 � � � x2h a2 d2
..
. ..

. . .
. ..

. ..
. ..

.

xn1 xn2 � � � xnh an dn

2
6664

3
7775 ð2Þ

and the equivalent target matrix is written as

RSS data collection

Features extraction

Features labeling

Source domain 
construction

RSS data collection

Features extraction

Target domain 
construction

MMD calculation Transfer matrix 
optimization

Classifiers training 

 Result of intrusion 
detection

Offline phase Online phase
  APs  redundancy

reduction

Fig. 1. System structure.
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M Rð Þ ¼
r11 r12 � � � r1n
r21 r22 � � � r2n
..
. ..

. . .
. ..

.

rn1 rn2 � � � rnn

2
6664

3
7775 ð3Þ

where rij 2 0; 1½ �ð Þ is the correlation value that indicates the relations between the i-th
RP and the j-th RP. And R is denoted as the fuzzy equivalence relations that indicate
the reflectance, symmetry, and transitive relations.

The concept of fuzzy information entropy is often used in wireless network
detection. In this paper, we use a fuzzy rough set to exclude inferior APs. The cardi-
nality of xi½ �R is defined as

xi½ �R
�� �� ¼

Xc

j¼1

rij ð4Þ

and then the information quantity of fuzzy equivalence relation is calculated as

H Rð Þ ¼ � 1
n2

Xn
j¼1

xi½ �R
�� �� ð5Þ

We divide all AP collections (or sets of conditional attributes) A into two subsets B1

and B2 and the corresponding fuzzy equivalence classes are represented as xi½ �B1
and

xi½ �B2
. Then, their joint entropy are calculated as

H B1; B2ð Þ ¼ � 1
n2

Xn
j¼1

log2
xi½ �B1

\ xi½ �B2

�� ��
n

ð6Þ

Second, the impurity of B2 under the condition of B1 is defined as

H B2 B1jð Þ ¼ � 1
n2

Xn
j¼1

log2
xi½ �B2

\ xi½ �B1

�� ��
xi½ �B1

�� �� ð7Þ

when a 2 A. For all of the access points belonging to the subset of A, the importance
degree of a with the subdomain labels d can be worked out by

Sig a; B; dð Þ ¼ H d B� ajð Þ � H d Bjð Þ ð8Þ

Finally, combining with appropriate optimization algorithms, the redundant APs
can be identified from the raw set of APs in the indoor environment.

Integrated Redundant APs Reduction and Transfer Learning 255



3.2 Source and Target Domains Construction

During the offline stage, the set of received signal strength vectors gathered at n MPs
from m APs is denoted as RS ¼ fr11; � � � ; r1m; � � � ; rn1; � � � ; rnmg, and rijði ¼ 1; � � � ; n; j ¼
1; � � � ;mÞ represents the received signal strength gathered at the i-th MP from the j-th
AP. Then, the offline sliding window size is represented as L, which can be utilized to
extract some important information of the received signal strength vectors including the
mean of them, the probability of the received signal strength exceeding the mean,
variance, extreme value, propagation scope, median and received signal strength with
the highest probability of occurrence. Based on these data, the feature matrix is set up

as XS ¼ x1; � � � ; xnsð ÞT2 Xns�p, where xs ¼ xs1; � � � ; xsp
� �

ðs ¼ 1; � � � ; nsÞ represents the
features of the received signal strength vectors in the s-th offline sliding window, ns is
the number of offline sliding windows, and pð¼ 8 nmÞ is the number of RSS charac-
teristics that is equal to the number of types of feature which determined how many
pairs of MPs and APs we deployed. Besides, the number of circumstance states can be
denoted as K (including 1 silence and K � 1 areas intrusion states), and the label of the
s-th sliding window corresponding to the k-thðk ¼ 1; � � � ;KÞ environment state is
represented as ys ¼ k where the set of special marks of sliding windows during the
offline stage can be obtained as yS ¼ y1; � � � ; ynsð ÞT, and then the source domain can be
formed as DS ¼ x1; y1ð Þ; � � � ; xns ; ynsð Þf g. Similarly, the source domain can be formed

as DT ¼ XT ¼ x01; � � � ; x0nt
n oT

.

3.3 Transfer Matrix Construction

In order to analyze the problem conveniently, it is reasonable to suppose that the RSS
characteristics in online and offline phase follow the same distribution, that is to say,
P XSð Þ ¼ P XTð Þ, which is also corresponding to the same conditional distribution
Q yS XSjð Þ ¼ Q yT XTjð Þ, where yT represents the set of special marks of sliding win-
dows during the online stage. Therefore, the empirical measuring of the difference
between these two marginal distributions can be worked out by

D P XSð Þ; P XTð Þð Þ ¼ 1
ns

Xns
s¼1

/ xsð Þ � 1
nt

Xnt
t¼1

/ x0t
� �

�����

�����
2

H
ð9Þ

where the notation “ �k k2H” represents the two norm calculation in Reproducing Kernel
Hilbert Space (RKHS) and / �ð Þ represents the transfer function which can transfer the
RSS characteristics into the data in RKHS. In fact, the difference above is also named
MMD of marginal distributions of the RSS data in source and target domains, which
play an important role in indicating the inherent variety between the data in source
domain and target domain. By rewriting (9) into matrix form (we can see (10)), the
problem of working out / �ð Þ is the same to the one of optimizing transfer matrix W.
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D P XSð Þ;P XTð Þð Þ ¼ tr KWWTKL
� � ¼ tr WTKLKW

� � ð10Þ

where the notation tr represents the operation of tailing after targets, K ¼
Kss Kst

Kts Ktt

� 	
2 X ns þ ntð Þ� ns þ ntð Þ is the kernel matrix where the elements in the i-th row

and j-th column of Kss, Kst, and Ktt are Kssð Þij ¼ f xi; xj
� �

in which xi; xj 2 XS,

Kstð Þij ¼ f xi; x0j
� �

in which xi 2 XS; x0j 2 XT, and Kttð Þij ¼ f x0i; x0j
� �

in which

x0i; x0j 2 XT respectively and Kst ¼ KT
ts, f xi; xj

� � ¼ exp � xi � xj
�� ��2.c

� �
is the

Gaussian kernel function with the bandwidth equaling to the average of the pairwise
distances between offline and online received signal strength data [13], qð\pÞ is the
space size of the information conveyed from the characteristics of received signal
strength, and the component in the i-th row and j-th column of parameter matrix L is

Lð Þij¼
1


n2s xi; xj 2 XS

1


n2t xi; xj 2 XT

�1=nsnt Otherwise
:

8<
:

Then, to improve the transfer matrix W, we can consider the topic of MMD
minimization as

min
W

tr WTKLKW
� �þ ktr WTW

� �

s:t: WTKHKW ¼ I
ð11Þ

where k is the tradeoff coefficient, I is the unit matrix, H ¼ I� eeT= ns þ ntð Þ, e is the
all-one column vector, and tr WTW

� �
is the regular term.

To work out the problem of MMD minimization in (11), the Lagrangian method is
usually applied to form

L Wð Þ ¼ WTKLKWþ kWTWþ I�WTKHKW
� �

u ð12Þ

where u represents the diagonal matrix which is made up of Lagrangian multipliers.
We work out the partial derivative of L Wð Þ in regard to W to obtain

@L Wð Þ=@W ¼ 2 KLKþ kIð ÞW� 2KHKWu ð13Þ

By setting @L Wð Þ=@W ¼ 0, it is easy to obtain

KLKþ kIð ÞW ¼ KHKWu ð14Þ
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Further, we multiply both sides of (14) with WT to obtain

WT KLKþ kIð ÞW ¼ WTKHKWu ¼ uI ð15Þ

From the equations above, we can see that the solution to the problem of MMD
minimization (or called optimal transfer matrix W) can be worked out from the q
generalized vectors of characteristics corresponding to the q non-zero minimum gen-
eralized vectors of characteristics of KLKþ kIð Þ�1KHK. Finally, we utilize the optimal
transfer matrix W to transfer the link-layer data in both source and target domains into
the data in the same subspace, and then the classifiers exploited in intrusion detection are
trained through these data to reduce the instability of the proposed method.

4 Experiment Results

4.1 Simulation Environment

The layout of simulation environment is shown in Fig. 2, where we represent the MP as
MP1 and the four APs as AP1, AP2, AP3, and AP4. The logarithmic attenuation
transmission model is applied in this simulation, and we set the noise to follow the
Gaussian distribution. Under both the silence and intrusion states the test area is
divided into four areas that can be denoted as a1, a2, a3, and a4. In the following
results, we select the probability of judging as intrusion state in the absence of intrusion
(or called False Positive (FP)), probability of judging as silence state in the presence of
intrusion (or called False Negative (FN)), and probability of correct states judgment (or
called Detection Accuracy (DA)) as three indices to study the performance of intrusion
detection approach proposed in this paper.

4.2 Simulation Results

To perform the experiments conveniently, We assume that the communication range of
the APs deployed can cover the test area. Figure 3 illustrates the confusion matrix

AP1

a1 a2 a3 a4
AP2

AP3

AP4
MP1

49.3m

17.8m

Fig. 2. Layout of simulation environment.
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about five circumstance states that include one silence and four areas intrusion states,
where the element in the i-th row and j-th column means the probability of judging the
i-th circumstance state as the j-th one. It can be seen that the more significant the
diagonal element in the confusion matrix is, the better the performance of the intrusion
detection system will be. As the color changes from blue to red, it indicates that the
accuracy of intrusion detection is gradually increasing. The size of the sliding window
also influences the performance of intrusion detection. Generally speaking, appropri-
ately increasing the size of the sliding window can make the intrusion detection
classifiers acquire more compelling features of the RSS data, thereby enhancing system
robustness. However, excessive size of the sliding window will increase the judgment
delay of the system.

Besides, in Table 1, the FP, FN, and DA of the proposed approach are compared
with the ones of other three well-performed intrusion detection approaches (i.e.,
RASID [14], PNN [15], and PRNN [16]). It can be seen that the proposed method has
lower FP and FN on the one hand and higher DA on the other hand, which means that
the proposed method optimizes the performance of the intrusion detection system. In
fact, PNN and PRNN are not sensitive to time-varying noise in the environment, which
may result in their inaccurate analysis of RSS data. In RASID, the silence state in the
offline phase may be affected by environmental fluctuation.

Silence a1 intrusion

0.9227

a2 intrusion a3 intrusion a4 intrusion

Silence

a1 intrusion

a2 intrusion

a3 intrusion

a4 intrusion

0.8591

0.8727

0.9227

0.0545

0.07730.0364

0.9227 0.9227 0.9227

0.02730.0045

0.0091

0 0.0455

0.0136 0.0727

0.04090

0

0.00450.0318

0.03640.0455

0.8545

Fig. 3. Confusion matrix in simulation environment.

Table 1. FP, FN, and DA by different intrusion detection approaches.

Metrics RASID PNN PRNN Proposed

FP 6.87% 3.49% 0 4.21%
FN 3.28% 2.31% 0 0
DA 93.61% 94.39% 95.51% 97.62%
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4.3 Actual Environment

The actual environment is shown in Fig. 4, in which there are three MPs (SAMSUNG
GT-S7568) which can be denoted as MP2, MP3, and MP4 and five APs (D-Link DAP
2310) which can be denoted as AP5, AP6, AP7, AP8, and AP9. Different from the
layout of simulation environment, the experiments are conducted in an actual indoor
WLAN environment which is made up of a corridor and a corner. This environment is
divided into four areas (notated as a5, a6, a7, and a8), in each of which the RSS data are
collected under both the silence and intrusion states with the sampling rate 2 Hz.
600 sets of RSS data corresponding to all pairs of AP and MP are stored in our
database. In the following results, we also select the probability of FP, FN, and DA as
three indices to study the performance of the proposed approach.

4.4 Actual Results

Figure 5 illustrates the confusion matrix with different sliding window sizes, which
also includes five circumstance states that include one silence and four areas intrusion
states. The size of sliding window is denoted as L. It can be seen that the size of the
sliding window not only affects the value of the diagonal elements but also affects the
judgment of the silence state. The dimensions of the optimized transfer matrix can be
extended by increasing the size of the sliding window, which can make us obtain more
feature vectors.

Besides, in Table 2, we conduct experiments in ASID, PNN, PRNN, and the
system proposed. We can see clearly that the FP of the proposed method is 4.08%,
which is lower than that of RASID. On the other hand, the DA of the proposed method
is 97.93%, which is the highest of the four methods. Based on the performance, the
method in this paper not only improves the performance of the intrusion detection
system but also enhances the robustness of the system.

a1

39m

13.36m

12m 6m
(0,0)

8.04m

22m

AP7

3m

a2
AP6

AP8

AP5 AP9

a3

a4

Fig. 4. Layout of actual environment.
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5 Conclusion

This paper proposes a new integrated redundant APs reduction and transfer learning
method for indoor WLAN intrusion detection. Different from the traditional intrusion
detection system, we first preprocess the mobile APs in the test environment, and then
exploit the joint decision criterion based on fuzzy rough set to filter out redundant APs.
Second, the optimal migration matrix is obtained by solving the minimum MMD of the
edge distribution of the source and target domains. Third, we utilize this matrix to
transfer the RSS data set of the source and target domains into the same subspace, and
finally train the RSS data in this subspace to obtain the optimized classifier of the
intrusion detection system.

In summary, the proposed method reduces the computation and deployment
overhead of the intrusion detection system to a certain extent, and also effectively
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Fig. 5. Confusion matrices with different sliding window size.

Table 2. FP, FN, and DA by different intrusion detection approaches.

Metrics RASID PNN PRNN Proposed

FP 5.49% 3.34% 0 4.08%
FN 3.62% 2.47% 0 0
DA 93.79% 94.21% 95.48% 97.93%
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improves the stability of the system. Further research work can focus on solving the
problem of multi-target intrusion when the indoor signal propagation characteristics are
more complex. Besides, when the multi-target motions interfere with each other, using
the statistical characteristics between the target positions to improve the localization
accuracy of the target is also a problem worthy of attention.
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Abstract. We study the problem of heterogeneous task assignment in
mobile crowdsensing (MCS) scenarios where the opportunistic mode and
participatory mode coexist. Workers in opportunistic mode complete
tasks during their daily routines while workers in participatory mode
complete tasks by moving to designated locations. This problem can
be simplified into a Knapsack problem which is NP-hard. Then, to solve
this problem, we propose a two-phase task assignment algorithm MSHTA
based on the workers’ mobility and historical information which lever-
age the advantages of two sensing modes in sensing quality and sensing
cost of tasks. Specifically, a task is optimally assigned to workers who
meet their sensing requirements (e.g., sensing time, sensing sensor) at
each phase. Extensive simulation results show the effectiveness of our
proposed algorithm in terms of tasks’ sensing quality and tasks’ sensing
cost.

Keywords: Mobile crowdsening · Heterogeneous tasks · Hybrid
sensing mode

1 Introduction

The popularity of 4G/5G networks and the explosive growth of mobile devices
with numerous sensors have enabled a novel sensing paradigm, namely mobile
crowdsourcing (MCS) [1]. MCS uses mobile devices held by pedestrians (called
workers) as basic sensing units to monitor environments (e.g., traffic conges-
tion [2], air quality [3], noise level [4], etc.) of urban area in real-time. In MCS,
workers collect data according to the requirements of tasks assigned to them by
MCS platform, and then return the data to MCS platform. By analyzing the
data submitted by workers, MCS platform can obtain environmental information
of urban areas. Due to the differences of workers, they may submit different data
c© Springer Nature Singapore Pte Ltd. 2019
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for the same task where the data could significantly impact the analysis results
of MCS platform. Hence, task assignment becomes a major issue in current MCS
research works.

Recently, there have been many studies on MCS task assignment [5–12],
which can be divided into two categories based on worker’s mobility patterns:
(i) Some existing research works for MCS task assignment only consider oppor-
tunistic mode where workers will complete tasks assigned to them by MCS plat-
form without changing their scheduled movement route in their daily life. In
[5–8], the authors studied the assignment of single task in MCS. They proposed
different task assignment schemes, which can maximize the sensing quality of
tasks or assigned tasks to a minimum number of workers to ensure a certain
level of tasks’ sensing quality. In contrast, some authors studied task assignment
of multi-task coexistence in MCS, where tasks share limited resources such as
budget and workers. For example, both [9] and [10] proposed multi-task assign-
ment schemes to maximize overall system utility when the tasks share a limited
incentive budget. (ii) The other category considers the task assignment under the
participatory mode in MCS, where workers don’t have a fixed movement route
and they will go to the designated location to perform the task. For instance,
Kazemi et al. [11] aimed to maximize the number of completed tasks, while
ensuring constraints on worker’s maximum number of accepted tasks. Similarly,
Hu et al. [12] considered minimize the sensing cost for completing a given tasks
set under the constraint on worker’s maximum movement distance. Most existing
task assignment schemes adopt either the opportunistic mode or participatory
mode while they did not consider task assignments in which two sensing modes
coexisted.

As a matter of fact, both sensing modes have their own advantages and
disadvantages, which we will explain as follow. The opportunistic mode does not
require to change the worker’s scheduled movement route, so the interference
to the worker is relatively small, and the cost of the task organizer is low. But
the sensing quality of task largely depends on the worker’s movement route.
For tasks occur in locations where are few workers pass through, the sensing
quality may be very low. In participatory mode, workers can move according to
sensing requirements of task, which can guarantee task completion. But there
will be additional sensing cost to compensate the workers’ mobile overhead.
Moreover, sensing tasks become complicated with the increase in demands of
mobile crowdsensing, a task should be assigned to the workers who meet sensing
requirements of tasks.

Motivated by the complementary nature of two sensing modes, we study
the problem of the heterogeneous task assignment with the coexistence of two
sensing modes. Compared to the task assignment problems in opportunistic or
participatory mode alone, there are two research challenges in our problem.
First, since the workers of two types (i.e., opportunistic workers and participa-
tory workers) share a total budget, we need a more complex method for task
assignment which considers the workers of two sensing modes simultaneously.
Second, due to the heterogeneity, tasks should be assigned to workers who meet
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their sensing requirements. In an effort to address the problem and challenges
mentioned above, our work makes the following contributions:

– We formulate the problem of heterogeneous task assignment with the coex-
istence of two sensing modes, in which tasks have different requirements on
sensing time, location and sensor.

– We propose a two-phase greedy algorithm MSHTA to address our problem.
MSHTA aggregates the respective advantages of the two sensing modes and
assign the task based on the respective requirements of task.

– We evaluate the performance of the MSHTA through extensive simulations.
The experimental results demonstrate the effectiveness of our proposed algo-
rithm in terms of tasks’ sensing quality and tasks’ sensing cost.

2 System Model and Problem Statement

In this section, we first introduce the system model of our MCS scenario, and then
formulate the problem of the heterogeneous task assignment with the coexistence
of two sensing modes.

2.1 System Model

We consider a heterogeneous task assignment problem in an MCS scenario where
two sensing modes coexist. Specifically, the entire sensing region is divided into
l sub-regions where the data collection mission in one sub-region is defined as
a “sensing task”. Suppose that there are m sensing tasks during a certain time
period where each task has its own sensing requirements (e.g., sensing time,
sensing sensor), denoted by T = {t1, t2, ..., tm}. For simplicity, we divide the
certain time period into g equal slots. The task tj (j ∈ T ) can be characterized
by a parameter tuple (sj , ej , lj , dj), where sj is the start slot of the task tj , ej
is the end slot of the task tj , lj represents the sensing region of the task tj , dj
indicates the required sensor type of the task tj . We assume that the union of
sensors is denoted as S = {d1, d2, ..., dq}. The energy consumed of task tj is
determined by the type of sensor and the sensing slots. Suppose that the energy
consumed by all sensors each slot is known, represented by the set R, where
R = {rd1 , rd2 , . . . rdq

}.
On the other hand, we assume there are n workers who have registered in the

MCS plarform and they are willing to collect the data which sensing tasks need.
The workers can be divided into the opportunistic workers and participatory
workers according to the willingness of workers. Denote WO = {w1, w2, ..., wo}
the opportunistic worker set and WP = w1, w2, ..., wp the participatory worker
set, respectively. We adopt a parameter tuple (li, si, ki, bi) to characterize the
worker wi (wi ∈ Wo ∪ Wp). Specifically, si is the set of sensors held by worker
wi, ki is the operational proficiency set of the sensor that the worker wi holds,
it can be derived from the worker history execution task record, li is the current
location of the worker wi, and bi is the current remaining battery of the mobile
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device held by the worker wi. Suppose that the location of the worker does not
change during the slot but changes between slots.

We adopt a centralized task allocation model, in which MCS platform col-
lects the worker’s historical data and then selects the appropriate workers from
the worker pool to perform the task [13,14]. Since the sensing quality of task
depends on the opportunistic worker’s movement route, it is necessary to accu-
rately predict the location of opportunistic workers. A common method is that
MCS platform uses the historical movement trajectories of the opportunistic
worker to characterize the opportunistic worker’s mobility. Considering the dif-
ference in tasks sensing time, we directly use a statistical-based model to derive
the probability that an opportunistic worker will pass a particular region at a
given period.

Denote D the historical trajectory data set of the opportunistic worker,
wherein each record consists of a worker ID, current location, and time period.
Based on the learning of existing location records, the probability that the worker
wi will access the specific region r during time period t can be calculated as fol-
low:

P (wi, t, r) =
|D(wi,t,r)|

|D| , (1)

where |D(wi,t,r)| represents the number of days in which the worker wi pass the
region r during time period t throughout D, and |D| is the number of days
included in the data set D.

According to the mobility of the participatory worker, the probability that a
participatory worker appears in the task sensing region within the task sensing
time is 1.

In addition, in order to ensure the sensing quality of task, each task should be
executed by multiple workers and then MCS platform aggregates the returned
data by workers to obtain a more realistic value. In this paper, γ is specified
as the number of workers performing tasks. We use the binary variable aij to
indicate whether or not the task tj is assigned to the worker wi. aij = 1 means
that wi is selected to perform task tj , otherwise 0. Therefore, the task assignment
solution can be formalized as follow:

aij =

{
1 task tj is assigned to worker wi,

0 otherwise.
(2)

Furthermore, to ensure the sensing quality of the task, a worker can only perform
one task at a slot.

When a worker goes to perform a task, it will lead to a cost, which is composed
of three parts. The first part is basic reward paid to each worker recruited to
the MCS platform. The second part is the sensing cost of workers using their
mobile devices to perform sensing task. The third part is the cost of workers
moving to the location of tasks. To compensate for the cost, the worker will
receive a reward from the MCS platform. Specifically, if a worker wi is assigned
multiple tasks, wi will receives more reward. Therefore, the reward for wi can
be expressed as:
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R(wi) = R0 + R1 ∗
m∑
j=1

aij ∗ |ej − sj + 1| + R2 ∗
m∑
j=1

aij ∗ d(wi, tj), (3)

where R0 is basic reward paid to each worker who is recruited to the MCS
platform; R1 represents the reward that the worker performs the sensing task
at each slot; R2 represents the unit distance movement reward for the workers’
movement. The distance between the worker and the task is defined as the
number of sub-regions that the worker passes through when he arrives at the
task sensing regions. Moreover, all tasks share a total budget B, that is, the
reward paid to all workers cannot exceed B.

2.2 Problem Statement

We use the task’s coverage ratio and workers’ sensor operation proficiency to
measure the task’s sensing quality, where the coverage ratio of task is the proba-
bility that the worker passes the task’s sensing location during the task’s sensing
time. Given an MCS task tj , its sensing quality is calculated as follow:

Qtj =
1
γ

∗
n∑

i=1

aij ∗ P (wi, lj , tsj∼ej ) ∗ ki, (4)

where

P (wi, lj , tsj∼ej ) =

∑ej
t=sj

P (wi, lj , t)

|ej − sj + 1| . (5)

Then, we define the utility value formula to calculate the utility value that
the worker wi performs the task tj as follow:

uwi
= P (wi, lj , tsj∼ej ) ∗ ki. (6)

Based on the above description and assumption, the system objective is to
maximize the overall sensing quality of tasks under the budget constraint:

max
a

m∑
j=1

Qtj (7)

s.t.

C1 :
m∑
j=1

aij ∗ |tj | ∗ bdj
≤ bi,∀i ∈ Wo ∪ Wp (8)
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C2 :
n∑

i=1

aij = γ,∀j ∈ T (9)

C3 :
n∑

i=1

R(wi) ≤ B (10)

C4 : sj ⊂ si,∀j ∈ T,∃i ∈ Wo ∪ Wp (11)

C5 :
m∑
j=1

aij ≤ 1,∀i ∈ Wo ∪ Wp (12)

Constraint C1 means that each worker is assigned a task set whose consumed
energy cannot exceed the worker’s available battery. Constraint C2 represents
all tasks share the total budget B. Constraint C3 represents each task needs to
be performed by γ workers. Constraint C4 represents if a worker is assigned a
task, he must have the sensor required of the task. Constraint C5 represents at
most one task is assigned to a worker in a slot.

When we do not consider the heterogeneity of tasks, budget constraint and
workers’ battery constraint, this problem could be simplified into a Knapsack
problem, which is NP-hard.

3 Problem-Solving Algorithms

Considering the time complexity and optimality of the algorithm, we design a
two-phase greedy algorithm to solve our problem, namely MSHTA.

Note that the final achieved assignment may not be real optimal solution,
but rather close to the real optimal solution. The underlying reason is that we
do not optimize the search space globally but decompose the original search
space into multiple subspaces and probe the local optimization solutions one by
one. However, by this method, the computational overhead can be significantly
reduced.

3.1 Task Optimization Allocation: Greedy-Based Search

In this section, we will explain the task assignment process. The task assignment
process is mainly composed of two phases. In the first phase, the task is assigned
to the opportunistic worker, and in the second phase, the tasks with lower sens-
ing quality are reassigned to the participatory worker execution to improve the
sensing quality of task. In the following, the workflow of the algorithm will be
described.

In the first phase, for each task, we first remove the invalid opportunistic
worker who does not pass the task sensing region (i.e., P = 0) during the task
execution time or does not have the sensor required for the task or with insuffi-
cient remaining battery to perform the task. Then, for each qualified opportunis-
tic worker, the worker’s utility value for the task is obtained based on the utility
value formula, and the incentive increment generated by assigning the task to
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the worker will be calculated by reward formula. Finally, a sorting operation is
performed on all qualified workers based on the utility value of the worker. And
select top-γ qualified workers as the performer of the task. The corresponding
binary variable aij is set to 1. The selected worker list SeleList and the avail-
able budget will be update accordingly. The process continues until all tasks are
associated with γ workers or the budget is exhausted or there are no available
opportunistic workers. Related pseudocode is presented in Algorithm 1.

Algorithm 1. MSHTA:phase-1
1: Input : opportunistic worker set WO, task set T and budget B
2: Output : the binary variable aij and the selected worker list SeleList
3: for each task in T do
4: while

∑o
i=1 R(wi) < B do

5: for each worker in WO do
6: if P (wi, tj , lj) is zero or don’t have corresponding sensor or

∑
aij ∗ |ej −

sj + 1| ∗ rdj ≥ bi then
7: skip wi and examine next worker in oppWorker
8: end if
9: calculate utility value and costs of wi

10: Rankw = Sorting(wi, 1 ≤ i ≤ o) based on utility value
11: Choose top-γ workers as the task performer
12: Update seleList, budget and aij

13: end for
14: end while
15: end for

In the second phase, all tasks are sorted based on the current sensing qual-
ity. In each iteration, we choose the lowest-sensing-quality task as the target.
Participatory workers without the required sensor or with insufficient remaining
battery are first removed, which can identify the qualified workers for the target
task. Then for each qualified participatory worker, we obtain its utility based on
the utility function, and the incentive increment generated by assigning the task
to the worker will be calculated by reward function. Finally, a sorting process is
conducted on all qualified participatory workers based on the utility value. The
participatory worker with largest utility value is compared with the original γ
executive workers in the utility value. If the utility value of this participatory
worker is greater than the utility value of one worker in the original γ execu-
tive workers, select the participatory worker who with the largest utility value
and lowest incentive increment as the performer of the task and then delete an
original execution worker who have the smallest utility value of the task. And
thus, sort all tasks based on current sensing quality, update the selected worker
list SeleList and the available budget. The process continues until the budget
is exhausted or there are no available participatory workers. The relevant pseu-
docode is presented in Algorithm 2.

After the above two-phase task assignment process, each task is assigned to
the worker who most responsive the task’s sensing requirements.
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Algorithm 2. MSHTA:phase-2
1: Input : partocopatory worker set WP , task set T , the binary variable aij and

current available budget B
2: Output : the binary variable aij and the selected worker list SeleList
3: sorting T based on the sensing quality of task
4: for each task in T do
5: while

∑p
i=1 R(wi) < B do

6: for each worker in WP do
7: if don’t have corresponding sensor or

∑
aij ∗ |ej − sj + 1| ∗ rdj ≥ bi then

8: skip wi and examine next worker in opWorker
9: end if

10: calculate utility value and costs of wi

11: Rankw = Sorting(wi, 1 ≤ i ≤ p) based on utility value;
12: if the maximum utility value more than original utility value then
13: Choose workers with the maximum utility value and less costs than other

workers
14: Update seleList, budget and aij

15: end if
16: end for
17: end while
18: end for

4 Experimental Purposes and Baselines

The purpose of our simulation is to compare the performance of the MSHTA and
other benchmark schemes in different situations (e.g., different task number, dif-
ferent budget). The performance indicators are the average task sensing quality,
the number of tasks completed, total task sensing cost and total movement dis-
tance of the worker. Specifically, we have provide the following two benchmark
schemes for comparative research.

OPP (Opportunity Mode Based Approach): This algorithm only uses oppor-
tunistic workers to maximize the sensing quality of all tasks while maintaining
budget constraint. It spends all budget to choose opportunistic workers to per-
form task. Similar to [7], the OPP iteration selects the worker until the total
budget is exhausted or the sensing quality of task no longer increases, and the
selected workers will complete the task in their daily life. This benchmark scheme
is used to test whether the MSHTA scheme is more efficient than the pure oppor-
tunity scheme in terms of tasks’ sensing quality, tasks’ sensing cost and task
completed number.

PAR (Participation Mode Based Approach): This algorithm only uses par-
ticipatory workers to maximize the sensing quality of all tasks while maintaining
budget constraint. PAR spends all budget to choose the participatory workers
and workers move to the specified location to perform tasks. Specifically, it uses
a greedy-based algorithm to select workers to perform tasks. This benchmark
approach is used to test whether the MSHTA scheme is more efficient than the
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pure participation scheme in terms of tasks’ sensing quality, tasks’ sensing cost,
movement distance of the worker and task completed number.

4.1 Experimental Setups

In our simulation, we assume that tasks and workers are uniform distributed
in the 5 KM * 5 KM region which is divided into 25 sub-regions, and all tasks
will occur between 10 O’clock and 12 O’clock where this time period is divided
into 8 slots. The available sensors of the worker are random and the worker’s
sensor operation proficiency follows the normal distribution with a parameter of
(0.8, 0.2). The remaining battery of the mobile device held by the worker follows
a normal distribution with the parameter (70, 20). The cost of each worker
recruited to the MCS platform is set to 2, the cost of performing the task is set
to 0.5 each slot, and the cost per unit of movement distance of the participatory
worker is set to 2.

4.2 Evaluation Results

In this section we will present the results of the simulation experiment. We
can observe the impact of various parameters on the sensing quality of task,
the number of tasks completed, the total sensing cost and the total movement
distance of the worker. If the task’s sensing quality is not less than 0.6, we say
that the task is completed.

Impact of Total Budget. We first investigate the impact of the budget on
the performance. We set the number of tasks to 30, the number of workers to
80 and the γ value to 3. The budget is change from 300 to 900. The results are
shown in Figs. 1 and 2.
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In Fig. 1, we can observe that, as the budget increases, the average task
sensing quality also increases for three schemes. This is because a higher bud-
get allows more workers recruited to perform tasks. Since our MSHTA scheme
considers the advantages of the two sensing modes simultaneously, the average



272 G. Feng et al.

sensing quality of our MSHTA scheme is more than other schemes. Moreover,
our MSHTA scheme can complete more tasks than other two schemes, which is
demonstrated by Fig. 2. Because the participatory workers in PAR need more
incentives to perform tasks, it only can complete fewer tasks when the budget
is 300, and the average task sensing quality in PAR is smallest.

Impact of Task Number. To study the impact of task number, we keep the
number of workers, budget and γ value fixed, i.e., n = 80, B = 600 and γ = 3,
and task number in the range of 10, 20, 30, 40, 50. Then, we observe the changes
in the task average sensing quality and sensing cost, as shown in Figs. 3 and 4.

It is obvious that in Fig. 3 the average task sensing quality decreases as the
task number increasing, that is because with the number of task increases, more
tasks require more workers and budget to perform tasks. Since MSHTA scheme
aggregates the advantages of two sensing modes in terms of sensing cost and
sensing quality, it has a higher average task sensing quality than other schemes.

Figure 4 shows the performance of three schemes in the sensing cost under
different task number. Although the MSHTA scheme cannot achieve the lowest
sensing cost due to the workers’ mobile cost, but its task sensing quality is the
highest among the three schemes.

Impact of γ Value. Then, we evaluate the impact of the γ value. The value of
γ is varied from 1 to 5 with the increment of 1. We set the number of workers
to 80, the budget to 600 and the number of tasks to 30. The results are shown
in Figs. 5 and 6.

Figure 5 shows that as the value of γ increases, the average task sensing
quality is decreasing, this is because as the γ increases, more worker and more
budget are required to perform the task. Combined with Fig. 6, we can see that
MSHTA scheme achieves the highest sensing quality of task when need a lower
sensing cost. That is because MSHTA scheme assign tasks to workers with higher
sensing quality and lower sensing cost.
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Impact of Worker Number. Finally, we study the impact of the worker’s
number on the performance. We set the number of tasks to 30, the γ value to 3
and the budget to 600. The results are shown in Figs. 7 and 8.

From Fig. 7, we can see that the average task sensing quality increase as the
number of workers increases for three task allocation schemes. This is because as
the number of workers increases, there will be workers who are more responsive
for tasks’ sensing requirements. And the performance of MSHTA scheme is better
than other schemes under different number of workers.

As shown in Fig. 8, because the moving distance of the workers in our scheme
is shorter than that in PAR scheme, our scheme can achieve a lower sensing cost.
Compared with OPP scheme, although our scheme has a higher sensing cost, it
is much higher than the OPP scheme in terms of tasks’ sensing quality.

5 Conclusion

In this paper, we studied a novel heterogeneous task allocation problem in the
MCS scenario where two sensing modes coexist. First, we introduced the system
model of our MCS scenario and formalized the problem of the heterogeneous
task assignment problem with the coexistence of two sensing modes. Then, we
proposed a two-phase task assignment algorithm MSHTA to solve this prob-
lem, which aggregates the advantages of two sensing modes. In the first phase,
MSHTA selects a set of opportunistic workers to perform tasks during their daily
life; in the second phase, MSHTA reassigns the tasks with lower sensing qual-
ity to participatory workers and requires them move to the specified region to
perform the task. Finally, simulation experiments show that the performance of
our task assignment scheme is better than other two benchmark schemes.
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2010. LNCS, vol. 6030, pp. 138–155. Springer, Heidelberg (2010). https://doi.org/
10.1007/978-3-642-12654-3 9

7. Zhang, D., Xiong, H., Wang, L., Chen, G.: Crowdrecruiter: selecting participants
for piggyback crowdsensing under probabilistic coverage constraint. In: Proceedings
of the 2014 ACM International Joint Conference on Pervasive and Ubiquitous
Computing, pp. 703–714. ACM (2014)

8. Wang, L., Zhang, D., Wang, Y., Chen, C., Han, X., M’hamed, A.: Sparse mobile
crowdsensing: challenges and opportunities. IEEE Commun. Mag. 54(7), 161–167
(2016)

9. Song, Z., Liu, C.H., Wu, J., Ma, J., Wang, W.: QoI-aware multitask-oriented
dynamic participant selection with budget constraints. IEEE Trans. Veh. Tech-
nol. 63(9), 4618–4632 (2014)

10. Wang, J., et al.: Fine-grained multitask allocation for participatory sensing with a
shared budget. IEEE Internet Things J. 3(6), 1395–1405 (2016)

11. Kazemi, L., Shahabi, C.: Geocrowd: enabling query answering with spatial crowd-
sourcing. In: Proceedings of the 20th International Conference on Advances in
Geographic Information Systems, pp. 189–198. ACM (2012)

12. Hu, T., Xiao, M., Hu, C., Gao, G., Wang, B.: A QoS-sensitive task assignment
algorithm for mobile crowdsensing. Pervasive Mob. Comput. 41, 333–342 (2017)

13. Wang, L., Zhiwen, Y., Guo, B., Yi, F., Xiong, F.: Mobile crowd sensing task optimal
allocation: a mobility pattern matching perspective. Front. Comput. Sci. 12(2),
231–244 (2018)

14. Li, Q., Li, Y., Gao, J., Zhao, B., Fan, W., Han, J.: Resolving conflicts in hetero-
geneous data by truth discovery and source reliability estimation. In: Proceedings
of the 2014 ACM SIGMOD International Conference on Management of Data, pp.
1187–1198. ACM (2014)

https://doi.org/10.1007/978-3-642-01721-6_4
https://doi.org/10.1007/978-3-642-01721-6_4
https://doi.org/10.1007/978-3-642-12654-3_9
https://doi.org/10.1007/978-3-642-12654-3_9


A Lightweight Neural Network
Localization Algorithm for Structureless

Wireless Sensor Networks

Rong Gao, Zhongheng Yang, and Hejun Wu(B)

Guangdong Key Laboratory of Big Data Analysis and Processing,
Department of Computer Science, Sun Yat-sen University, Guangzhou, China

wuhejun@mail.sysu.edu.cn

Abstract. This paper studies distributed range-based localization in
arbitrarily deployed wireless ad hoc networks. Existing range-based local-
ization approaches depend on specially deployed anchors or require dense
network deployment. Our algorithm is a distributed paradigm that only
requires local information of each node. Therefore, it is applicable to the
resource-limited embedded sensors. Specifically, our algorithm performs
a three-stage optimization through coarse-grained, middle-grained, and
fine-grained levels. We designed an efficient but accurate neural network
to learn the hidden relations between the distances of nodes and their
positions. Simulations show that our proposed algorithm works in many
more types of network deployments than the existing approaches. Fur-
thermore, our algorithm achieves the highest localization accuracy on
average.

Keywords: WANET · Range-based localization · Neural networks

1 Introduction

Multi-hop wireless ad hoc networks (WANETs) such as wireless sensor networks
(WSNs) or wireless mesh networks (WMNs) are promising in various spot mon-
itoring applications, especially in emergency scenarios. These ad hoc networks
can be applied to predict or detect disasters and faults [1], such as underground
mine monitoring [2] and underwater searching [3,4]. In such applications, the
node location information is a prerequisite for locating where the interested
event occurs. However, the nodes are usually randomly deployed in the moni-
tored area due to limitations of space, strict application requirements, or large
scales. As a result, localization is indispensable for randomly deployed multi-
hop wireless networks. WANETs also apply to body monitoring in healthcare
systems [5–7].

Two kinds of localization methods have been proposed: range-free and range-
based schemes. The performance of a range-based method is usually better
than that of a range-free method. Range-based localization methods include
multidimensional scaling (MDS) [9–11], gradient descent based methods [12],
c© Springer Nature Singapore Pte Ltd. 2019
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DV-distance [13] and rigidity-based methods [14–16]. Nonetheless, the existing
range-based methods are limited in that they require special network topology
structures or need the network to be dense.

To address this problem, we propose a localization algorithm that does not
require carefully selected anchors or dense node deployments, named LNN. It
is a distributed lightweight localization method with a neural network utilizing
both distance information and hop information. In each iteration, each node uses
a neural network to estimate its coordinate using coordinates of other nodes and
its shortest paths to them (Some nodes cannot communicate with each other
directly with one hop). Estimated distances to other nodes can be calculated
using the estimated coordinate. A loss function is defined by these estimated dis-
tances and shortest paths and is used to train the LNN. Therefore, LNN learns
the hidden relations between coordinates and distances of other nodes and the
coordinate of the node itself. Finally every node broadcast its estimated coordi-
nate to its neighbors to start the next training iteration. After several iterations,
the estimated coordinates of all the nodes converge to their real coordinates.

The main contribution of this paper is the three-stage distributed algorithm
to determine both coarse-grained positions and fine-grained positions of nodes
in the network. For each node, the three stages are: (1) using positions of three
anchors and distance to them set its initial estimated coordinate. (2) using neigh-
bors within three hops to update the estimated coordinate of itself (3) using only
direct neighbors to update the estimated coordinate of itself. With these stages
to determine coarse-grained, mid-grained and fine-grained coordinates gradually,
much fewer anchors in localization (only three in two-dimensional environments)
are required. Due to the three-stage design of LNN, the convergence is quite fast.
Since LNN is a distributed algorithm, each node only uses limited nodes to opti-
mize its coordinate. A center node with high computing power is not required.
Therefore, our algorithm applies to resource-limited embedded sensors and scal-
able networks. In addition, LNN’s advantage on sparse deployments reduces the
needed number of sensors to cover the same area than existing range-based algo-
rithms. These advantages lead to both lower economic and lower energy costs.
Simulations show that LNN significantly improves localization performance in
terms of accuracy and efficiency.

2 Related Work

Localization methods can be classified as range-based methods and range-free
methods [17]. The state-of-the-art performance of the range-free methods is
achieved by a hybrid method integrated with the approximate point in trian-
gulation (APIT) and distance vector-hop (DV-HOP) [18]. APIT is a method
based on the PIT test. Given an unknown node, PIT can identify all the trian-
gulated areas containing this node. The main idea of APIT is to compute the
overlapping area and consider the centroid of this area as an estimation of the
node’s coordinate. DV-HOP is a method based on trilateration. In DV-HOP, the
distances between each unknown node and each anchor are estimated using hop
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information. The main idea of the DV-HOP algorithm is to compute the coor-
dinate of each unknown node using the estimated distances from the anchors.
These range-free approaches do not consider distance measurements and cannot
achieve such a good performance as range-based approaches. Thus, we do not
discuss these in detail.

Localization techniques with distance measurements can perform better than
range-free techniques. There are measurement techniques in general, known as
AOA measurements, RSS profiling measurements, and distance-related measure-
ments [19]. AOA is short for angle-of-arrival, which makes use of either the ampli-
tude or the phase response of the receiver antenna. Distance-related measure-
ments can be further classified as one-way propagation, roundtrip propagation,
lighthouse approach [20], RSS (received signal strength)-based measurements
and TDOA (time-difference-of-arrival) measurements. RSS profiling measure-
ments have been widely applied in WLAN localization and have begun to show
their effect in other localization scenarios. [8,21,22] proposed methods to deter-
mine distances using signal energy. In [8], RSSI with 20-m range precision can
reach 1.5 m. Different localization methods based on different measurements have
been developed, with different accuracies and costs.

The DV-distance algorithm [13] is an advanced version of DV-HOP, which is
used in this paper as an initial procedure. The difference between DV-distance
and DV-HOP is the usage of distance information. Therefore, DV-distance can
be regarded as a distance-included version of DV-HOP.

Multidimensional scaling (MDS) also has two versions, a connectivity-based
version [11] and a distance-based version [10]. In terms of distance-based MDS,
a centralized version is presented in [10], but a distributed implementation is
also possible. The goal of MDS is to divide the network into groups. The relative
positions of nodes in one group can be calculated with multidimensional scaling
[23]. Then, the relative positions are aligned with the aid of anchors. Finally, the
groups are combined, and the absolute positions are produced.

Shan et al. [24] proposed an approach for indoor localization using RSS. Mea-
surements of distances were taken several times and calculated by the weighted
average of these times. Refined distances were used for localization. The anchors
were divided into many combinations of three. User localization was the mean
of those estimated by all three anchor groups. In LNN, the first phase used
mean positions estimated by different usages of anchors. Terán [25] proposed an
indoor localization approach using a machine learning perspective. The K-NN
search algorithm and K-means clustering algorithm were applied to determine
the position of the node. Likewise, Margolies [26] proposed an offline-training
and online-predicting scheme to determine user localization in a 4G LET net-
work using different signal measurements.

Studies on rigidity show that determining relative localization can be per-
formed only using relative distance measurements. Yang and Liu proposed a
theoretical approach to detect localizable nodes using rigidity [14]. For local-
izable nodes, rigidity-based algorithms can determine their accurate positions.
However, the performance of these algorithms depends highly on the topologies
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of the networks and the selection of anchors. The reason is that the selection of
anchors highly affects the ratio of localizable nodes in a network.

Gradient-based algorithms have been proposed to gain fine-grained localiza-
tion accuracy. Savvides et al. [27] proposed a collaborative and distributed model
to estimate nodes’ locations using known anchor locations that are several hops
away and distance measurements to neighboring nodes. The loss functions of
this problem may be varied, but they have the same goal of reducing the dis-
tance error. Grag et al. [28] proposed a function of the difference between the
estimated distances and the ground truth distances and calculated the derivative
of this function to apply the gradient descent method.

Nguyen et al. [29] proposed a centralized gradient-based approach to deter-
mine the positions of nodes by reconstructing the distance matrix. Jie Cheng
[30] proposed a distributed localization scheme based on distance matrix recon-
struction and convex optimization named DISCO. DISCO uses several mini-
mization problems that only involve convex optimization. Thus, DISCO can
achieve high localization precision with low computation complexity. D. Qiao
et al. [12] proposed two gradient descent schemes to achieve fine-grained per-
formance. Gradient descent method A (GDA) expresses the coordinate of one
node as the linear combination of distances related to it. For example, given
a node with coordinate (x, y) and distances d1, d2, . . . dn, (x, y) is expressed as
x = w1d1 +w2d2 + . . .+wndn, and y = v1d1 +v2d2 + . . .+vndn, where wi and vi
are weights. Since distances are given, the distance error can also be represented
by the weights.

The gradient descent operation is applied to the weights. Gradient descent
method B (GDB) is more straightforward, as the gradient descent operation is
applied to the coordinates instead of the weights. Qiao et al. [12] showed that
GDA and GDB have the same performance. The LNN in this paper is also
gradient-based but adapts neural networks to learn more hidden information,
which is one of the main contributions of our work.

3 Algorithm

The main idea of the algorithm is to optimize the coordinates of the nodes itera-
tion by iteration. In each iteration, each node utilizes the information about oth-
ers, including their coordinates, distances, and hops to them. All the information
is used as input for a neural network to estimate the coordinate of the node itself.
Then this node calculates its distances to other node using its estimated coordi-
nate and calculates the mean-squared error. This mean-squared error measures
the differences between the estimated distances and real distances represented
by the shortest paths. Via minimizing this mean-squared error, the neural net-
work learns the hidden relations between information about other nodes and
the coordinate of the node itself. After training the neural network, each node
broadcasts its coordinate to its neighbors and starts the next iteration. Finally,
the coordinates of all the nodes will converge to their real positions. Localization
may be trapped into local optimums in which nodes have right position relations
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to their nodes but have a wrong global positions. We provide the information of
nodes within three hops to each node to determine its global position.

Table 1. Notations

Notations Description

di,j Real distance from node i to node j

d∗
i,j Estimated distance from node i to node j

(xi, yi) Real coordinate of node i

(x∗
i , y

∗
i ) Estimated coordinate of node i

n Number of pairs of nodes

m Number of nodes

θ Parameters in the neural network

hi,j Hops from node i to node j

Ni Node set estimating node i’s coordinate

Di Real distances between node i and Ni

C∗
i Estimated coordinates of nodes in Ni

Xi X-coordinates of nodes in Ni

Yi Y-coordinates of nodes in Ni

Hi Hops from node i to nodes in Ni

The notations are listed in Table 1. The real coordinate of node i is denoted
(xi, yi). The estimated coordinate of node i is denoted (x∗

i , y
∗
i ). For each pair of

interconnected nodes (e.g., node i and node j), the real distance, denoted di,j , is
measured. For each pair of non-interconnected nodes, the distance is the shortest
path in the graph between them. The estimated distance can be calculated using
the estimated coordinate, as

d∗
i,j =

√
(x∗

i − x∗
j )2 + (y∗

i − y∗
j )2 (1)

In our algorithm, (x∗
i , y

∗
i ) is estimated via a neural network. For utilizing

as much information as possible, the input of the neural network of one node
includes the estimated coordinates of nodes nearby node i (those nodes that
can communicate with node i within a certain hop) and distances to them.
The neural network is constructed with two hidden layers using sigmoid as the
activation function. In other words, the neural network can be regarded as a
nonlinear function:

(x∗
i , y

∗
i ) = f(θ;Di,Xi, Yi) (2)

where θ denotes all the trainable parameters of the neural network.
There are two types of loss functions, as illustrated in the following two

formulas (L1 and L2). The first one is the real loss of coordinates

L1 =
∑
i

√
(x∗

i − xi)2 + (y∗
i − yi)2/m (3)
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where m is the number of nodes.
Since LNN is a distributed algorithm, nodes do not know their real coor-

dinates. They cannot use L1 to train their neural networks. We need another
applicable loss function. The second one is the distance error:

L2 =
∑
i,j

(d∗
i,j − di,j)2/n (4)

where n is the number of pairs of nodes.
Generally, L2 is used for training, and L1 is used for testing. We need to

address the situation in which L2 is low but L1 is high, which may be caused by
rotations and symmetries of some nodes to other nodes. We consider the nodes
within more than one hop together with those with one hop and give them lower
weights. We can use a discount factor to perform these weights. Then, we obtain
L3:

L3 =
∑
i,j

discounthi,j−1(d∗
i,j − di,j)2/n (5)

Since L3 is still a global loss function, in our distributed algorithm, each
node needs to minimize its own part of L3. Then, we obtain the loss function to
minimize for each node. For node i, we have the following loss function:

L =
∑
j

discounthi,j−1(d∗
i,j − di,j)2/|Ni| (6)

where |Ni| denotes the number of nodes used to estimate node i’s coordinate
and j indexes these nodes.

Since we have a loss function, we can use the gradient descent method to
minimize it and optimize the neural network as follows:

θnew = θ − ∂L

∂θ
(7)

Then, we use θnew to calculate the newly estimated (x∗
i , y

∗
i )new

(x∗
i , y

∗
i )new = f(θnew;Di,Xi, Yi) (8)

After estimating the coordinate, the node will broadcast the new coordinate.
Thus, the coordinates of all nodes can be optimized iteratively.

Multi-hop distances are more useful for determining a node’s global coarse-
grained position, while one-hop distances are more useful for finding its precise
position. Thus, we divide our algorithm into three stages. In each stage, different
nodes are used to optimize the coordinate of the node.

3.1 Pre-training

Obviously, if one node can directly communicate with all the anchors, we can
use a geometric method to specify its coordinate. Using two anchors, we can find
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two possible positions for one node. Then, using the last anchor, we can select
the correct one from the two candidates.

If this node cannot communicate directly with all of the anchors, we can also
use the inaccurate distances to find an approximate coordinate for the node.
This operation gives us a better start for our algorithms than setting all the
nodes at random. This preprocessing procedure is proposed as the DV-distance.

3.2 Training

After initializing the coordinate of nodes, we can use the information of nodes
within a given hop to estimate a node’s coordinate. In each iteration, for each
node, we train the network to minimize its loss function. After training the
network, we broadcast the new coordinate of this node to other nodes and go to
the next iteration. When a node’s coordinate does not change substantially in
an iteration, the algorithm on this node will go on to the next stage, fine-tuning.

3.3 Fine-Tuning

After several iterations (about 5–10), each node will have an acceptable coor-
dinate. Information about remote nodes can become noise that prevents the
algorithm from reaching a lower global loss. Therefore, each node should modify
its loss function and only consider one-hop neighbors and use native gradient
descent to perform fine-tuning. After tuning, the node will also broadcast its
new coordinate to the other nodes.

We will show the necessities of three stages in the section Simulation. Algo-
rithm1 shows the distributed procedure of LNN on each node.

4 Simulation

We simulated and evaluated our algorithm on randomly generated data. We gen-
erated one thousand sensor networks, each of which had twenty nodes, including
three anchors with known coordinates.

In each simulation, we chose an image and three nodes as anchors at ran-
dom. For different position relations of anchors, the algorithm showed different
performances. Therefore, we evaluated our algorithm within different limitations
on anchors.

To compare different algorithms, we set 3 criteria. An intuitive score was
the average of the nodes’ Euclidean distances between their real and estimated
positions. Furthermore, we wanted to see if the algorithm could determine the
global information of the sensor networks. We grouped the experiment results by
their mean errors and compared the distributions of them of different algorithms.
Error reduction curves were also provided to show the speed of convergence.
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Algorithm 1. Algorithm on node i

Require:
Coordinates of anchors, Ni, Di, Hi

Ensure:
(xi, yi)

1: Pre-train: use coordinates of anchors and distances to them to initialize node i’s
coordinates, as (x∗

i , y
∗
i )

2: Broadcast the initial coordinate to Ni, use received coordinates as C∗
i

3: while (x∗
i , y

∗
i ) is changing do

4: Update C∗
i as received coordinates

5: Update (x∗
i , y

∗
i ) as f(θ;Di, Xi, Yi)

6: Update θ as θ − ∂L
∂θ

7: Broadcast (x∗
i , y

∗
i ) to Ni

8: Use one-hop nodes as Ni, update Di, Hi and C∗
i

9: for t = 1 to T do
10: // T is the iteration times set for fine-tuning
11: Update θ as θ − ∂L

∂θ

12: Update (x∗
i , y

∗
i ) as f(θ;Di, Xi, Yi)

13: Broadcast (x∗
i , y

∗
i ) to Ni

14: Update C∗
i as received coordinates

15: return (x∗
i , y

∗
i )

4.1 Simulation Setup

In simulations, we will not focus on how nodes communicate with each other and
how information is transmitted in the network. At the very beginning, each node
knows lengths of its shortest paths to other nodes and the abstract coordinates
of the three anchors.

In each simulation, 20 nodes are randomly scattered on a range of 10 * 10.
Each node has a communication range of 3 or 4 (both settings will be tested).
We use r to represent the communication range. For the choice of anchors, we
only have two limitations.

A. Anchors should not be too close to each other.
B. Three anchors should not be on the same line.
Suppose we have three anchors. For limitation A, we ensure that the three

anchors cannot directly communicate with each other. We use g1, g2 and g3
to represent the gradients of the three lines generated by the three nodes. For
limitation B, we add a limit to g1, g2 and g3 to ensure that the three anchors
are scattered as a triangle instead of a line. We ensure that

∣∣∣∣1 −
∣∣∣∣
gi
gj

∣∣∣∣
∣∣∣∣ > l(i �= j) (9)

where l is the limit we set for the gradients. A higher l means a stricter limitation
on the position relationships of the anchors.

To simulate that the algorithm is running in a distributed environment, in
each iteration, we optimize all nodes’ coordinates one time in a random sequence.
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For the noise of distance measurements, each distance between two nodes is
multiplied by a random number ranging from 0.95 to 1.05.

4.2 Localization Samples

Figures 1 and 2 show four methods on two sensor networks with and without
noises, respectively (Noises may occur for distance measurement). Points repre-
sent the real positions of the nodes, and crosses represent the estimated positions.
Three inverted triangles represent three anchors. If two nodes can directly com-
municate with each other, a line is drawn between them. We show the differences
between the estimated results using LNN, GDA, DV-distance, and MDS-MAP
in noisy and non-noisy environments.

As shown in Figs. 1 and 2, LNN can handle scenarios that others cannot. In
these situations, GDA shows the most similar results to LNN. However, a few
nodes estimate a coordinate that is far from its real position. For DV-distance
and MDS-MAP, nodes near the anchors have acceptable estimated coordinates,
while others do not. In settings with noise, for the nodes, GDA gives an incorrect
position, and LNN shows acceptable performance.

Fig. 1. Estimation results of four algorithms. Points are the real positions of nodes,
crosses are estimated positions, and inverted triangles are anchors. Simulations are
performed using 3m as the communication range with 5% noise.
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Fig. 2. Estimation results of four algorithms. Points are the real positions of the nodes,
crosses are estimated positions, and inverted triangles are anchors. In the simulation,
the wireless communication range is four meters with no noise.

4.3 Error Reduction Curve

Figures 3 and 4 show the performance of LNN in comparison with GDA. Figures 5
and 6 show the necessity of all three phases in our algorithm. Each curve shows
the average performance of a simulation setting with one thousand simulations.

Figures 3 and 4 show the error reduction curves of LNN and GDA. The Y-
axis is the average of the mean squared error (MSE) of the nodes’ estimated
coordinates against their real positions. The X-axis is the number of iterations.
As shown in the two figures, the two algorithms show different performances
under different simulation settings. LNN has a more obvious advantage in the
short communication range with noise. Two algorithms using other settings show
similar performances as the two simulation results shown in Figs. 3 and 4. In
general, LNN needs fewer iterations to converge and has better accuracy than
GDA to different degrees.

We also perform some simulations to show the necessity of the three phases
in our algorithm.
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Fig. 3. Error reduction curve, r = 3,
l = 0.5, with noise.

Fig. 4. Error reduction curve, r = 4,
l = 0.5, with no noise.

Fig. 5. Error reduction curve, r = 3,
l = 0.5, with noise.

Fig. 6. Error reduction curve, r = 4,
l = 0.5, with no noise.

As shown in Figs. 5 and 6, the three phases are important for localizing
a node. LNN-NoPT means that all coordinates of the nodes are initialized at
random in the space instead of using DV-distance initially. LNN-OnlyNear means
that in the training phase, we only use the coordinates of neighbors and distances
to neighbors to train the neural network. LNN-NoFT means we do not apply a
fine-tuning phase after training and continue training for additional iterations.
If fine-tuning is not applied, the inaccuracy of multi-hop distances prevents the
MSE from decreasing to a lower level. In the other two situations, the algorithm
can be trapped in local optimums. Under other settings, algorithms show similar
performances as the two simulation settings shown in Figs. 5 and 6.

4.4 Error Distributions

We analyze the distributions of MSE of different algorithms, including LNN,
GDA, DV-distance, and MDS-MAP, under different simulation settings.

As shown in Figs. 7 and 8, LNN has the most samples with an MSE under
0.3. It shows that LNN has the best ability to avoid local optimums. In addi-
tion, the communication range does not considerably affect the performance of
our algorithm, which is different from GDA. DV-distance and MDS-MAP have
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Fig. 7. MSE distributions, r = 3, l =
0.5, with noise.

Fig. 8. MSE distributions, r = 4, l =
0.5, with no noise.

acceptable coarse-grained MSEs but cannot determine an accurate location for
every node.

4.5 Comparison of Algorithms

As shown in Table 2, LNN has better accuracy than other algorithms to different
degrees. Simulation results also show that LNN is not as sensitive to the commu-
nication range as GDA. For example, when the communication range decreases
from 4 to 3, the MSE of LNN increases from 0.3 to 0.33, while the MSE of
GDA increases from 0.36 to 0.48. It means that LNN can do better in sparse
networks. For noise, LNN also shows better robustness than GDA. DV-distance
and MDS-MAP are not sensitive to changes in settings. However, the nodes’
locations cannot be accurately estimated.

Table 2. MSEs of different algorithms

Setting LNN GDA DV-distance MDS-MAP

With noise

r = 3 l = 0.5 0.33 0.48 1.01 1.08

r = 3 l = 0.2 0.36 0.51 1.07 1.11

r = 4 l = 0.5 0.30 0.36 1.04 1.05

r = 4 l = 0.2 0.28 0.38 1.03 1.06

With no noise

r = 4 l = 0.5 0.19 0.27 1.05 1.04

r = 4 l = 0.2 0.20 0.28 1.06 1.05

5 Conclusion

In this paper, a new localization method is proposed. Compared with pure gradi-
ent descent, the appended neural network architecture can learn much more hid-
den information about the location relations of nodes. In general, the proposed
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method achieves a higher localization accuracy and gains better robustness, as
shown in the simulation. Strict limitations on the topology of the network and
the careful selection of anchors are not required. Future work is focused on the
weights used in the loss function to further reduce the probability of local opti-
mums. An adaptive weighted approach may be a direction for exploration.

References

1. Othman, M.F., Shazali, K.: Wireless sensor network applications: a study in envi-
ronment monitoring system. Procedia Eng. 41, 1204–1210 (2012)

2. Minhas, U.I., Naqvi, I.H., Qaisar, S., Ali, K., Shahid, S., Aslam, M.A.: A WSN for
monitoring and event reporting in underground mine environments. IEEE Syst. J.
12(1), 485–496 (2018)

3. Sandeep, D., Kumar, V.: Review on clustering, coverage and connectivity in under-
water wireless sensor networks: a communication techniques perspective. IEEE
Access 5, 11176–11199 (2017)

4. Zhou, F., Li, Y., Wu, H., Ding, Z., Li, X.: ProLo: localization via projection for
three-dimensional mobile underwater sensor networks. Sensors 19(6), 1414 (2019).
https://doi.org/10.3390/s19061414

5. Pirbhulal, S., Zhang, H., Wu, W., Mukhopadhyay, S.C., Zhang, Y.: Heart-beats
based biometric random binary sequences generation to secure wireless body sensor
networks. IEEE Trans. Biomed. Eng., 1 (2018). https://doi.org/10.1109/TBME.
2018.2815155

6. Wu, W., Zhang, H., Pirbhulal, S., Mukhopadhyay, S.C., Zhang, Y.: Assessment of
biofeedback training for emotion management through wearable textile physiolog-
ical monitoring system. IEEE Sensors J. 15(12), 7087–7095 (2015). https://doi.
org/10.1109/JSEN.2015.2470638

7. Wu, W., Pirbhulal, S., Zhang, H., Mukhopadhyay, S.C.: Quantitative assessment
for self-tracking of acute stress based on triangulation principle in a wearable sensor
system. IEEE J. Biomed. Health Inform., 1 (2018). https://doi.org/10.1109/JBHI.
2018.2832069

8. Jie, Z., HongLi, L., et al.: Research on ranging accuracy based on RSSI of wireless
sensor network. In: 2010 2nd International Conference on Information Science and
Engineering (ICISE), pp. 2338–2341. IEEE (2010)

9. Shang, Y., Ruml, W., Zhang, Y., Fromherz, M.P.J.: Localization from mere con-
nectivity. In: Proceedings of the 4th ACM International Symposium on Mobile Ad
Hoc Networking and Computing, MobiHoc 2003, pp. 201–212. ACM, New York
(2003). https://doi.org/10.1145/778415.778439

10. Ji, X., Zha, H.: Sensor positioning in wireless ad-hoc sensor networks using mul-
tidimensional scaling. In: IEEE INFOCOM 2004, vol. 4, pp. 2652–2661 (2004).
https://doi.org/10.1109/INFCOM.2004.1354684

11. Shang, Y., Rumi, W., Zhang, Y., Fromherz, M.: Localization from connectivity in
sensor networks. IEEE Trans. Parallel Distrib. Syst. 15(11), 961–974 (2004)

12. Qiao, D., Pang, G.K.: Localization in wireless sensor networks with gradient
descent. In: IEEE Pacific Rim Conference on Communications, Computers and
Signal Processing Conference Proceedings. IEEE (2011). The Journal’s web site is
located at http://www.ieeexplore.ieee.org/xpl/conhome.jsp?punumber=1000106

13. Niculescu, D., Nath, B.: Ad hoc positioning system (APS). In: 2001 IEEE Global
Telecommunications Conference, GLOBECOM 2001, vol. 5, pp. 2926–2931. IEEE
(2001)

https://doi.org/10.3390/s19061414
https://doi.org/10.1109/TBME.2018.2815155
https://doi.org/10.1109/TBME.2018.2815155
https://doi.org/10.1109/JSEN.2015.2470638
https://doi.org/10.1109/JSEN.2015.2470638
https://doi.org/10.1109/JBHI.2018.2832069
https://doi.org/10.1109/JBHI.2018.2832069
https://doi.org/10.1145/778415.778439
https://doi.org/10.1109/INFCOM.2004.1354684
http://www.ieeexplore.ieee.org/xpl/conhome.jsp?punumber=1000106


288 R. Gao et al.

14. Yang, Z., Liu, Y.: Understanding node localizability of wireless ad hoc and sensor
networks. IEEE Trans. Mob. Comput. 11(8), 1249–1260 (2012)

15. Wu, H., Ding, Z., Cao, J.: GROLO: realistic range-based localization for mobile
IoTs through global rigidity. IEEE Internet Things J., 1 (2019). https://doi.org/
10.1109/JIOT.2019.2895127

16. Wu, H., Ding, A., Liu, W., Li, L., Yang, Z.: Triangle extension: efficient localiz-
ability detection in wireless sensor networks. IEEE Trans. Wirel. Commun. 16(11),
7419–7431 (2017). https://doi.org/10.1109/TWC.2017.2748563

17. Dil, B., Dulman, S., Havinga, P.: Range-based localization in mobile sensor net-
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20. Römer, K.: The lighthouse location system for smart dust. In: Proceedings of the
1st International Conference on Mobile Systems, Applications and Services, pp.
15–30. ACM (2003)

21. Li, Z., Xiao, F., Wang, S., Pei, T., Li, J.: Achievable rate maximization for cognitive
hybrid satellite-terrestrial networks with AF-relays. IEEE J. Sel. Areas Commun.
36(2), 304–313 (2018)

22. Li, Z., Chang, B., Wang, S., Liu, A., Zeng, F., Luo, G.: Dynamic compressive
wide-band spectrum sensing based on channel energy reconstruction in cognitive
internet of things. IEEE Trans. Ind. Inform. PP(99), 1 (2018)

23. Borg, I., Groenen, P.: Modern multidimensional scaling: theory and applications.
J. Educ. Meas. 40(3), 277–280 (2003)

24. Shan, G., Park, B.-H., Nam, S.-H., Kim, B., Roh, B.-H., Ko, Y.-B.: A 3-dimensional
triangulation scheme to improve the accuracy of indoor localization for IoT ser-
vices. In: 2015 IEEE Pacific Rim Conference on Communications, Computers and
Signal Processing (PACRIM), pp. 359–363. IEEE (2015)

25. Terán, M., Aranda, J., Carrillo, H., Mendez, D., Parra, C.: IoT-based system for
indoor location using Bluetooth low energy. In: 2017 IEEE Colombian Conference
on Communications and Computing (COLCOM), pp. 1–6. IEEE (2017)

26. Margolies, R., et al.: Can you find me now? Evaluation of network-based local-
ization in a 4G LTE network. In: IEEE INFOCOM 2017-IEEE Conference on
Computer Communications, pp. 1–9. IEEE (2017)

27. Savvides, A., Park, H., Srivastava, M.B.: The bits and flops of the N-hop mul-
tilateration primitive for node localization problems. In: Proceedings of the 1st
ACM International Workshop on Wireless Sensor Networks and Applications, pp.
112–121. ACM (2002)

28. Garg, R., Varna, A.L., Wu, M.: Gradient descent approach for secure localiza-
tion in resource constrained wireless sensor networks. In: 2010 IEEE International
Conference on Acoustics Speech and Signal Processing (ICASSP), pp. 1854–1857.
IEEE (2010)

29. Nguyen, L., Kim, S., Shim, B.: Localization in internet of things network: matrix
completion approach. In: 2016 Information Theory and Applications Workshop
(ITA), pp. 1–4. IEEE (2016)

30. Cheng, J., Ye, Q., Du, H., Liu, C.: DISCO: a distributed localization scheme
for mobile networks. In: 2015 IEEE 35th International Conference on Distributed
Computing Systems (ICDCS), pp. 527–536. IEEE (2015)

https://doi.org/10.1109/JIOT.2019.2895127
https://doi.org/10.1109/JIOT.2019.2895127
https://doi.org/10.1109/TWC.2017.2748563
https://doi.org/10.1007/11669463_14


A Fast Offline Database Construction
Mechanism for Wi-Fi Fingerprint

Based Localization Using
Ultra-Wideband Technology

Huilin Jie, Hao Zhang, Kai Liu(B), Feiyu Jin, Chao Chen, and Chaocan Xiang

Department of Computer Science,
Chongqing University, Chongqing 400040, China

{jie0214,zhanghao1013,liukai0807,fyjin,cschaochen}@cqu.edu.cn,
xiang.chaocan@gmail.com

Abstract. With the ever-increasing demand on location-based services
(LBS), fingerprint-based methods have attracted more and more atten-
tion in indoor localization. However, the considerable overhead of fin-
gerprint is still a problem which hinders the practicability of such tech-
nology. Due to the prevalent of Wi-Fi access points (APs) and the high
location accuracy of Ultra-Wideband (UWB), in this paper, we propose
a hybrid system which utilizes UWB and Wi-Fi technologies to allevi-
ate the offline overhead and improve the localization accuracy. Specif-
ically, we employ UWB to determine the coordinate of each reference
point (RP) instead of traditional manual measurement. Meanwhile, the
Received Signal Strength Indicator (RSSI) of Wi-Fi is collected by a
customized software installed in the mobile device. Then, a timestamp
matching scheme is proposed to fuse these data coming from different
devices and construct the offline fingerprint database. Besides, in order to
better map the online data with offline database, an AP weight assign-
ment scheme is proposed, which allocates APs with different weights
based on the RSSI characteristic in each RP. We implement the system
in real-world environment and the experimental results demonstrate the
effectiveness of the proposed method.

Keywords: Indoor localization · Wi-Fi fingerprint · UWB technology

1 Introduction

The requirements of location based services (LBSs) have been growing rapidly
along with the booming of intelligent terminals, which drives the development
of indoor localization technology. In recent years the indoor localization has
attracted more and more attention. In the outdoor space, especially, in the
open area, the Global Positioning System (GPS) can well satisfy the demand
of localization and navigation. However, the GPS based localization cannot be
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applied in indoor environment due to severe signal attenuation. Therefore, many
researchers pay attention to finding substitutive technologies for indoor localiza-
tion, which contain common technologies such as Wi-Fi [1,15,20,21], Bluetooth
[2], RFID [3], infrared [4], and ultrasonic [5].

Compared with other technologies, Wi-Fi has been the hottest field in indoor
localization due to the coverage area and the wide infrastructure deployment.
Many indoor scenes are covered with Wi-Fi signal, which empowers Wi-Fi to con-
duct indoor location conveniently with the most commercial potential. However,
the fluctuation of Wi-Fi RSSI signals due to a variety of environmental factors
results in low localization precision. Therefore, many calibration works [16,22],
are required to assure the localization performance and maintain the robustness
of the system. Ultra-wideband (UWB) [17] is another emerging indoor localiza-
tion technology in recent years, which is a carrier-free communication technology.
Due to high frequency band, the UWB possesses higher data transmission rate
[18], which brings higher precision in line-of-sight (LOS) propagation. Although
UWB technology can get more accurate positioning compared with Wi-Fi, it
still suffers from non-line-of-sight (NLOS) scenes [19] (e.g., the block of wall,
moving objects, etc.) and multipath effects because of the rectilinear propaga-
tion character. Besides, UWB technology has small coverage area, which needs
more base stations for system deployment.

There are two mainstream location methods: range-based method and
fingerprint-based method. The range-based method mainly relies on the mea-
sured distance between the receiver and the transmitter, then similar trilat-
eration methods are employed to locate the target. However, this method is
vulnerable to non-line-of-sight conditions and multipath effects caused by vari-
ous interferences, which attenuates the location accuracy heavily. Clearly, such a
technique is not suitable for the scenarios where with large-scale and high local-
ization accuracy requirement. The fingerprint-based method contains two parts:
offline training phase and online location phase. Compared with range-based
methods, fingerprint is more robust. However, this method is time-consuming
and labor-intensive in the offline phase, which requires a site-survey progress [23]
to collect data at each preset reference point (RP) by the site surveyors. Besides,
the maintenance cost of the whole system is high since the offline database needs
to be updated frequently considering the ever changing of surrounding environ-
ments.

In this paper, considering UWB can achieve higher accuracy in indoor local-
ization and the infrastructure of Wi-Fi is more widespread nowadays, the collab-
orative utilization of UWB and Wi-Fi is proposed. UWB is used to determine
coordinate of each RP instead of manual estimation with the purpose of reducing
offline database construction overhead. In detail, we first deploy UWB anchors
and APs in the area. Then, we collect RSSI data and distance at each RP by Wi-
Fi and UWB respectively. And the data (i.e., RSSI data and distances) are sent
back to the server to build the offline database. Besides, considering the varia-
tion characteristic of Wi-Fi, we assign different APs with different weights for
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better mapping online signal measurements at each RP. The main contributions
of this work are outlined as follows.

– We propose a new hybrid system which synthetically exploits UWB and Wi-
Fi technologies to conduct indoor localization. In detail, we utilize data fusion
that combines coordinates collected by UWB with RSSI values provided by
Wi-Fi to construct offline database. In the online localization phase, RSSI
signal of Wi-Fi is collected to locate the target. The hybrid system reduces
the overhead of site survey measurement.

– To construct offline database, we propose a timestamp matching scheme,
which integrates the coordinate measured by UWB with RSSI value provided
by Wi-Fi based on the time stamp of collected data. Besides, in order to
better map online measurements with offline database, we propose an AP
weight assignment scheme according to the character of RSSI data based on
the observation that the variation degree of RSSIs at certain RP is changed
along with the distance to the corresponding AP. On this basis, we assign
different APs with different weights.

– We implement the system prototype on mobile device and carry out experi-
mental validation in real-world environments. The results show the superiority
of the proposed methods on reducing offline overhead and improving location
accuracy.

The rest of this paper is organized as follows. Section 2 reviews the related
work. Section 3 presents architecture of the proposed localization system.
Section 4 introduces the algorithm. Comprehensive experiments and results are
analyzed in Sect. 5. Finally, Sect. 6 gives the conclusion.

2 Related Work

Range-based method and fingerprint-based method are recently two mainstream
methods in indoor localization. Range-based method mainly works out the dis-
tance between two sides of communications, including the time of arrival (TOA)
method, angle of arrival (AOA) method etc. Hybrid TOA/RSS approaches have
been researched in [6]. A modified MSE-based formula based on the hybrid
TOA/RSS Cramér-Rao lower bound (CRLB) is implemented for more precise
position estimation. Furthermore, they presented a novel hybrid TOA/RSS esti-
mate approach based on a relaxation of the likelihood function, which shows out-
standing performance among competitors. Yang et al. [7] improve the round-trip
time (RTT) approach to obtain distance. After the transmitter sent out a burst
of message, the receiver replies the response message to the transmitter at the
preset time covering the time interval that the two sides had agreed on. However,
obtaining measurement values such as TOA and AOA generally requires extra
antennas support. In addition, non-line-of-sight (NLOS) conditions and multi-
path effects caused by various interferences have a terribly impact on measuring
distance between transmitter and receiver, which heavily reduces localization
accuracy.
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The offline training phase and online location phase become a standard proce-
dure for fingerprint-based method. Nevertheless, the offline database construc-
tion overhead is the most vital bottleneck. A site survey progress to collect
data at RPs by the site surveyors is always required. Besides, the maintenance
overhead of the whole system is high considering the ever changing of environ-
ment. LiFS [8] system introduces crowdsourcing methods to construct finger-
print database. Nevertheless, it needs accurate RSSI value collected at each RP
to guarantee the localization precision. [9–11], use different methods reducing
calibration measurements and handling heterogeneous devices. In [9], a region-
partitioning mechanism is proposed that the positioning area is divided into
small sub-areas by using dynamic linear boundaries between all pairs of APs.
Each sub-area is associated with a unique AP-Sequence. However, it still needs
some RP information by site survey as the reference for the first partition. Many
researches, e.g. [10,11], gradually focus on relative RSSI signals rather than abso-
lute RSSI values. In [9], a binary RSSI gradient fingerprint database (Gmap)
is constructed. The fingerprint is made up by the corresponding binary data
instead of RSSI values, which reduces the overhead of maintaining fingerprint
map. IncVoronoi [11] system is proposed which basic idea is relative RSSI signals
received from two different APs can be mapped to relative distance. However,
they just analysis RPs’ RSSI characteristic but physical coordinates still need
to be site surveyed.

Compared with the previous work, our system requires neither plenty of
measurements of RPs by site surveyors nor a lot of computations in the training
phase. Besides, we propose an AP weight assignment scheme to improve the
indoor localization accuracy.

3 System Architecture

The Fig. 1 has shown the architecture of our hybrid system, which is based
on fingerprint method consisting of offline phase and online phase. During the
offline phase, distinguished from traditional offline database construction, UWB
and Wi-Fi technologies are adopted to build offline fingerprint database. Actu-
ally, UWB has already reached centimeter-level location accuracy, however, users
always need to carry a customized equipment to get their location, which limits
its application scenario. Considering the high location precision of UWB tech-
nology, we utilize UWB to measure the coordinates of RPs instead of manual
measurement in offline phase, which removes a lot of labor overheads. In this
paper, as surveyor carried with an UWB transmitter module and a mobile device
collects distances and RSSI respectively at each RP at the same time, the server
continuously receives those two kinds data with respective timestamps. After
that, these data stored in the server are used to build the offline database by
a timestamp matching scheme. This scheme is devoted to combining the mixed
data from different sources by timestamp. As a result of fusion, coordinates and
RSSI which have the nearest timestamp comprise the fingerprint of each RP
to construct offline database. Furthermore, an AP weight assignment scheme is



A Fast Offline Database Construction Mechanism 293

Fig. 1. System architecture

proposed based on the feature that variation degree of RSSI is changing with dis-
tance between the AP and target. This scheme aims at assigning each AP with
different weights to better map the online RSSI values to offline fingerprints.

In the online phase, the collected RSSI data will be used to retrieve the
neighboring data in the database and the coordinates of corresponding RPs are
chosen to calculate the final coordinate of the target. On the basis of Euclidean
distance, we calculate the distance between two sets of RSSI data with assigning
different weights in each dimension. The detail will be elaborated in next section.

4 Indoor Hybrid Localization

4.1 The Construction of Offline Database

In the offline training phase, a site survey process is required to collect RSSI
data and the corresponding coordinate at each RP, which is time-consuming
and labor-intensive. In this paper, we employ UWB technology to measure the
coordinate of each RP for removing traditional Wi-Fi calibration overhead, which
reduces a lot of manual measurement work in a certain degree. The RSSI values
provided by Wi-Fi and corresponding coordinates measured by UWB are inte-
grated into offline fingerprints. Specifically, a UWB transmitter carried by the
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site surveyor collects UWB signal, and a PAD is used to collect RSSI data. At
least three UWB receivers acted as fixed anchors communicate with the UWB
transmitter separately. The distances between each receiver and the transmit-
ter are calculated by double-sided two-way ranging (DS-TWR) algorithm [14]
in each UWB receiver module. This algorithm experiences more than once time
of flight(TOF) progressing to address clock synchronization problem, which can
obtain more accurate distance between two sides of communications. After gath-
ered three ranging distances between the transmitter and three receivers, the
UWB receiver which connects to the server transmits the distances to the server
via serial port. Next, the server calculates the coordinates of sampling points by
triangulation method. Due to the different sources of coordinate data and RSSI
data, a timestamp matching scheme is required to fuse these data to construct
the offline fingerprint database.

In detail, we set fixed time period to get reference points’ coordinates pro-
vided by UWB. Considering fluctuation status and inaccuracy of RSSI val-
ues, the frequency of collecting RSSI is faster than obtaining coordinate at
each RP. In consequence, the time period getting a coordinate from UWB
would collect more RSSI values. In the purpose of making RSSI more accu-
rate, we calculate the average value of the collected RSSI data at each RP.
Then, the RSSI average value and one coordinate cooperate as one offline fin-
gerprint, which constructs offline fingerprint database. Specifically, supposing
there are total P sets of RSSI values provided by Wi-Fi scanning and Q coor-
dinates values calculated by UWB modules, which are denoted by RSSI =
{rssi1, rssi2, ..., rssiP } and C = {c1, c2, ..., cQ} respectively in the server. N
APs are installed in the environment, therefore, the ith rssii can be represented
by rssii = {rssii1, rssii2, ..., rssiiN , rssi−timei}. The timestamp rssi−timei
denotes the specific time at which ith rssii is collected by mobile device. The
jth coordinate is denoted by cj = {xj , yj , coor−timej} . Similarly, coor−timej
represents the certain time at which the server calculated jth coordinate by
using trilateration method with three ranging distances between receivers and
the transmitter. We utilize the average of a fixed quantities of distances to calcu-
late one coordinate. Therefore, the interval between the coordinates is a constant.
Furthermore, considering the inaccuracy of RSSI values, the frequency of col-
lecting RSSI values is higher than obtaining one coordinate, so one coordinate
can get more corresponding RSSI values. Next, we search corresponding RSSI
values for each coordinate by matching timestamp. In details, the time ranging
Δj indicates the time between the (j − 1)th timestamp coor−timej−1 and the
jth timestamp coor−timej . After that, we search out the RSSI values from P
sets of RSSI values whose obtained timestamp are in the range of Δj . Supposing
there are X sets of RSSI values in the appointed range, which can be denoted
by RSSI = {rssi1, rssi2, ..., rssiX}. Then we use the average of these X sets of
RSSI values to act as the jth final rssi values. Through this way, we can deter-
mine each coordinate with corresponding RSSI values. The final jth fingerprint
can be represented as fj =

{
rssij1, rssij2, ..., rssijN , xj , yj , coor−timej

}
. As a
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Fig. 2. The deployment of experiment

result, fingerprints which have been fused by our proposed timestamp matching
scheme construct the offline database.

4.2 AP Weight Assignment Scheme

In online location phase, the measured RSSI data is used to retrieve the neigh-
boring RPs in offline database by calculating Euclidean distance. This method
treats equally each dimension of the RSSI data. Actually, the contribution of each
dimension is different in distance calculation for indoor localization. In general,
bigger the RSSI value is, closer the target is to the corresponding AP. However,
the change of RSSI value does not obey this strictly due to the complex indoor
interferences. In order to better describe the characteristic, we propose to use
change frequency as the metric to evaluate the contribution of each AP.

In detail, supposing there are N APs and M RPs in the environment, which
are denoted by AP = {ap1, ap2, ..., apN} and RP = {rp1, rp2, ..., rpM}, respec-
tively. rssiij represents the average RSSI value of ith AP and jth RP stored in
offline database.
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Fig. 3. Average UWB coordinate error varying with time

Fig. 4. Average RSSI value varying with time

We denote Vj as the change times in jth AP and initialize it as zero. If the
current RSSI value is different from last status in this RP during offline sampling
time, the value of Vj plus one.

Then, the weight wj of jth AP are calculated as:

wj =
Vj

∑N
j=1 Vj

(1)

Through this way, we can determine the weight of each AP in each RP. In the
online location phase, we adopt KNN method to calculate the coordinate of the
target. Specifically, when one online measurement r = (rssi1, rssi2, ..., rssiN ) is
received, the nearest K RPs can be filtered out by the Euclidean distance dj ,
which is calculated by:
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dj =

√√
√
√

N∑

i=1

(rssii − rssiij)2 ∗ wi (2)

The selected RPs can be denoted by RP
′
=

{
rp

′
1, rp

′
2, ..., rp

′
K

}
. Then the final

coordinate (x̃, ỹ) of the target can be obtained by

x̃ =
1
K

K∑

i=1

xi (3)

ỹ =
1
K

K∑

i=1

yi (4)

where (xi, yi) is the coordinate of rp
′
i.

5 Performance Evaluation

5.1 The Congfiguration of Experiment

We carry out the experiment in our laboratory, and the RPs are denoted with
blue dots as shown in Fig. 2(a). There are near 20 students studying in the
laboratory. The APs and UWB anchors are deployed in the surrounding with
different icons. As shown in Fig. 2(b), the UWB modules are rested on tripods
in the laboratory and the APs are fixed on the wall. We collect RSSI data at
each RP lasting T seconds, and the corresponding coordinate is derived by the
UWB at the same time.

5.2 Experimental Results

The Determination of Collection Time. In order to determine the collection
time, we first explore the cumulative time that the average value of measured
coordinates and RSSI signals can be stable. To this end, we collect these data in
a fixed point with enough time and the cumulative average value of each second
is computed. The results have been shown in Figs. 3 and 4.

From Fig. 3 we can see that along with time increasing, the distance errors
between coordinates calculated by UWB and real coordinates gradually decline
till they become stable. Specifically, at the seventh second, the distance stabilizes
at 0.3 m. Similarly, the RSSI maintains stability at −70 dBm with the cost of
five seconds. Through this way, we choose the larger value (i.e., T = 7 s) of these
two values for the purpose of guaranteeing the reliability of data.
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Fig. 5. CDF of UWB localization error

Fig. 6. CDF of localization error compared with other two algorithms
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Accuracy Analysis of UWB. The location performance of UWB technology
is evaluated, which affects directly the feasibility of the proposed method. We
compare the UWB location results with the ground truth. At each RP, we sample
the UWB signal with 7s and calculate the average value. In Fig. 5, we show the
CDF of UWB localization error. This figure clearly shows that more than 85% of
the test points have a localization error of 0.5m, which also validate the feasibility
that replacing the manual measurement with the UWB localization results.

The Localization Result. We compare our proposed AP weight assignment
scheme with other two existing algorithms which are WKNN algorithm [12] and
weighted cosine similarity algorithm [13] in online location phase. The Fig. 6
shows the CDF of localization accuracy of these three algorithms. As shown, the
proposed method achieves better performance than other two methods.

6 Conclusion

In this paper, we integrate UWB and Wi-Fi technologies to reduce offline over-
head. Specifically, we utilize a customized software embedded on a mobile device
to collect RSSI signal. In order to reduce the overhead in measuring the coor-
dinate, we use UWB to derive the location information automatically instead
of manual measurement. In order to fuse these data, we adopt a timestamp
matching scheme to build the correspondence between RSSI and coordinate at
each RP. After that, we propose an AP weight assignment scheme to improve
the performance in indoor localization based on the RSSI signal changing fea-
ture. At last, the KNN is employed to estimate the final location of the target.
We implement a prototype of the system and give a comprehensive testing in
real-world environment. The experimental results show the effectiveness of the
proposed method.
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Abstract. Aiming at the problems of high cost and low tracking performance
of mobile target tracking, this paper proposes a CSI-based moving target tra-
jectory tracking method. This method combines velocity estimation and hidden
Markov model to achieve tracking of moving target trajectories. Firstly, the
collected channel state information (CSI) in the offline phase, after prepro-
cessing, is stored in the fingerprint database. Secondly, in the online stage, the
model proposed in this paper is used for real-time matching, so as to realize real-
time trajectory tracking of the target. Set up contrast experiments is carried out
to verify the moving target trajectory tracking method proposed in this paper.
The CSI-based moving target trajectory tracking method can track moving
targets more accurately, has universality to different environments and targets,
and has stability and robustness.

Keywords: Channel status information � Trajectory tracking � Velocity
estimation � Hidden Markov model

1 Introduction

The rapid growth of location based services (LBS) has facilitated the rapid develop-
ment of various positioning and tracking systems. Systems based on global positioning
system (GPS) and cellular networks [1, 2] can provide high-precision positioning
services in outdoor environments. However, due to the propagation barrier of GPS
signals in indoor environments, These technologies cannot be directly used in indoor
spaces. When describing human behavioral habits and tendencies, human walking
trajectories are more complex than a single location. Therefore, a tracking based service
(TBS) that presents services to users based on location and tracking is finer than LBS.
Researcher use indoor positioning methods to obtain location to track the location of a
range of users, but such methods typically require users to carry specialized devices
such as mobile devices [3–5] and RFID [6]. Some researchers collect the moving target
image according to the camera, and then use Kalman filter to track the moving target
[7], but this method requires deploying many cameras, carrying equipment or
deploying some cameras is inconvenient for the user. Wi-Fi-based systems, such as Wi-
Vi [8], C2IL [9], Wi-Track [10] can track human rough motions and fine-grained

© Springer Nature Singapore Pte Ltd. 2019
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gestures, based on monitoring user actions can infer pedestrian movements track.
However, the literature [8–10] must rely on an additional device, the tracking accuracy
will be greatly reduced when the device changes.

In this paper, we proposed a CSI-based indoor tracking method. The system used two
laptops with an Intel 5300 commercial wireless network card to collect CSI. The human
body trajectory can be obtained by the hidden Markov tracking algorithm. The contri-
butions of this paper are: Established a velocity estimation model, including velocity
direction estimation, velocity magnitude estimation, and velocity correction. Established
a hidden Markov tracking model to estimate the current state through the state of the
previous phase. The moving target tracking method is verified in both the laboratory and
the conference room, the tracking performance under different conditions, different
packet transmission rates, different antenna heights, and different targets is compared.

The rest of this paper is structured as follows: The second part introduces related
work. The moving target tracking method in this paper is introduced in detail in the
third section. The fourth part includes the experimental environment and performance
analysis of this paper. The last part summarizes the method of this paper.

2 Related Work

The successful application of GPS [11] in outdoor environments cannot be extended to
indoor environments due to occlusion of buildings. Current indoor positioning methods
fall into two categories: fingerprint-based and model-based. In the fire, firefighters need
to be rescued in real time in the thick smoke. In hospitals, millions of valuable medical
equipment need to be controlled; in the mall, consumers want to be able to navigate
accurately to the shop or counter they want to go; old people or children, such people in
need of protection, know in real time that their whereabouts can facilitate children or
parents. So tracking-based location services are getting more and more attention.

In terms of device-based pedestrian trajectory tracking, researchers have different
methods that require the target to carry sensors or specific tags, such as UWB tags [12],
RFID tags [13], Bluetooth [14] devices, etc. Mobile devices or specific sensors to track
human activity are inconvenient or even not possible in many cases. In view of the
large fluctuation of the tracking trajectory caused by the instability of indoor Wi-Fi
signals, Beihang Wang Fuwei et al. proposed the HMM-KFMC algorithm [15] to
optimize the positioning tracking trajectory. Suraweera et al. proposed a passive
tracking system with a decimeter level, Utilized an asynchronous self-positioning
receiver to estimate TDOA to locate and track moving targets [16]. Literature [17]
solved the problem of directional shadowing based on threshold-based fingerprint
extraction. A trajectory tracking method based on map matching is proposed. In [18], a
time-reversed indoor tracking method with centimeter-level accuracy is proposed. The
time reversal technique is used to capture the difference in CSI, and then the mobile RF
device is accurately located along its trajectory. Zhang et al. proposed an accurate
indoor tracking system. Wi-Ball, which worked well in non-line-of-sight based on Wi-
Fi signals [19]. In [20], an indoor position tracking system using a device-free passive
(DFP) channel is proposed, which used fine-grained sub-channel measurement of
MIMO-OFDM physical layer parameters to improve positioning and tracking
accuracy.
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Most of the current research on speed estimation by wireless signals is aimed at
fast-moving targets, which are of great significance for safe driving [21–23]. In [24], a
pedestrian speed estimation method based on OFDM system is proposed. Jiang et al.
proposed an RSS-based speed estimation method under Wi-Fi combined with map
matching to estimate the moving speed more accurately [17]. The most common used
in velocity estimation is the Doppler algorithm, but the Doppler algorithm is not
suitable for estimating human walking speed because the Doppler shift is negligible in
a Wi-Fi environment with a maximum frequency of 5 GHz or 2.4 GHz. With the
deepening of research, some researchers have integrated the Doppler shift into the
MUSIC algorithm [25], which can estimate the pedestrian motion. Speed estimation
based on dead reckoning has been applied to tracking systems. This paper combined
velocity estimation with CSI signals and combines hidden Markov models to effec-
tively track indoor moving targets.

3 Moving Target Trajectory Tracking Method

Due to the complex indoor environment, this article uses only two CSI-based com-
mercial Wi-Fi devices: a data transmitter and a data receiver. This article used the
following four steps to track the target trajectory. The first step is data collection, where
the receiver receives Wi-Fi signals from the transmitter and records each CSI packet.
The second step is to preprocess the CSI noise. The CSI data is easily interfered by
external signals and generates a lot of noise. In this paper, the Principal Component
Analysis and Fourier transform are used to process the CSI data. The third step is to
track pedestrians based on the velocity estimation model, and establish a velocity
estimation model and a velocity correction model to obtain a more appropriate speed.
The fourth step is pedestrian’s trajectory can be tracked by establishing a Markov
model. Figure 1 is a flow chart of moving target trajectory tracking.

CSI data collection Data preprocessing CSI data collection

Fingerprint 
database

Data preprocessing

Match the database?

Speed estimation model

Hidden Markov 
Tracking Model

Location tracking

Draw trace

Fig. 1. Moving target trajectory tracking flowchart
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3.1 Data Preprocessing

When there is no personnel movement in the indoor environment, there is a stable
wireless signal propagation path, the CSI data is stable; when there is personnel
movement in the room, the wireless signal is occluded by the target, so that the CSI
data changes. Due to the complex indoor environment and various interferences, there
is a lot of noise in the collected CSI data. In order to make the established fingerprint
database match the real-time data more, the data needs to be denoised. This paper first
used the wavelet transform, then extracted the CSI amplitude information by Fourier
transform, and stored the processed data into the data fingerprint database. The upper
left graph of Fig. 2 is the CSI raw amplitude data of 190 data packets, the upper right
graph of Fig. 2 is the CSI amplitude data after the dimensionality reduction transpo-
sition, and the lower left graph of Fig. 2 is the amplitude map after wavelet processing,
the lower right of Fig. 2 is grayscale. The data stored in the fingerprint database is the
amplitude data after preprocessing.

3.2 CSI-Based Speed Estimation

For the trajectory tracking of indoor moving targets, this paper proposed a CSI speed
estimation model. Firstly, according to the CSI data collected by the target walking
trajectory, the time of starting and ending the motion is determined and the motion
direction is determined according to the speed direction estimation model. The velocity
magnitude estimation model determines the velocity of motion and corrects it to obtain
an accurate velocity estimate.

When there is no personnel movement in the room, the CSI data is stable due to the
stable wireless signal propagation path, and when there is personnel movement, the
CSI data changed greatly. Figure 3(a) and (b) are phase diagrams when the subject is
stationary and walking along a straight line.

Fig. 2. Amplitude map
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Figure 4(a) and (b) are subcarrier index map when the subject is stationary and
walking along a straight line.

It can be seen from the figure that the amplitude at rest is basically stable, the
amplitude changes greatly during exercise. Compared with Fig. 3(a) and (b), show that
the change of the 50th package and the 150th package are obvious. The peak of the
package set in this article is 100 packets per second, so it can be judged that the target
starts to move at 0.25 s, the target continues to move at 0.5 s, and the target moved at a
constant speed of 0.5 s to 1.5 s. Therefore, the node of the target motion can be judged
from the phase map.

Estimation of Speed Direction. The method proposed in [28] is used to estimate the
radial direction of human motion, which calculates the cross covariance between time-
lag subcarrier fragments. We use the CSI segment when T ¼ 0:1 s and calculate the
time lag between subcarrier every 5 index intervals. Then, the radial direction of the
moving target can determined by calculating the distribution of the delay symbols. So
we have the direction vector as dx; dy½ �T , dx and dy is the delay symbol accumulated in
the 1 s time window.In this paper, the actual direction of human motion is given by
direction synthesis. We have established a pair of mutually perpendicular transceiver
links. dx and dy the radial directions of the two dimensions, respectively, ðx1; y1Þ and
ðx2; y2Þ the midpoint coordinates of the transceiver link, respectively, ðx0; y0Þ are the
coordinate positions of the current target. So the direction angle of the speed can be
expressed as

(b)Walking along a straight line(a)Standing still

Fig. 3. Phase diagram

(a)Standing still (b)Walking along a straight line

Fig. 4. Subcarrier index map
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h1 ¼ arctanðx1 � x0
y1 � y0

Þ ð1Þ

h2 ¼ arctanðx2 � x0
y2 � y0

Þ ð2Þ

Speed Estimate. From the signal transmitting end to the signal receiving end, the CSI
signal passes through multiple paths, including the LOS path and the path reflected by
surrounding objects. Reference [26] establishes a model that associates CSI dynamics
with path length change rate (PLCR). Because CSI can be represented by PLCR
components. The specific steps are as follows:

Step1: The wavelet filter is used to obtain the amplitude information related to the
moving target.
Step2: The first principal component is extracted from the filtered CSI data by Principal
Component Analysis (PCA) and used as effective information for subsequent calcu-
lation. PCA not only gets the most relevant information for moving objects, it also
reduces computational complexity.
Step3: Apply a short-term Fourier transform to the first principal component to obtain
an amplitude phase and subcarrier index map.
Step4: Use the percentile method described in [19] to obtain reasonable PLCR data and
estimate the speed of the moving target based on the PLCR data.

Speed Correction. The velocity magnitude and direction estimation model gives
speed information to some extent, but it is necessary to further correct the radial
velocity. Since the PLCR is affected by both the target speed and position, the cali-
bration process needs to consider the location of the target.

Step1: Suppose the distance between the target and the midpoint of the transceiver is d,
the actual radial velocity of v0. We observe the approximate logarithmic function
between the estimated velocities v and d. Using the collected CSI to fit the logarithmic
function f , we can get the following actual radial velocity:

v0 ¼ v
f ðdÞ ð3Þ

Step2: We can solve the real speed according to the precise radial speed, When the
target coordinate is ðxi; yiÞ, the actual radial velocity is vr, and the coordinates in the
transceiver are ðx0; y0Þ. The actual direction of the target motion has been obtained in
the direction estimation and therefore b1 known angle. b2 can be obtained through a
triangular relationship:

b2 ¼ �arctan
xi � x0
yi � y0

� �
ð4Þ
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Obtain real speed

v ¼ vr
cosðb1 þ b2Þ

ð5Þ

Step3: Find the average of several speeds to get the target speed. Combined with
direction estimation and velocity estimation, the velocity estimation of moving targets
can be solved in an indoor environment.

3.3 Hidden Markov Trajectory Tracking Algorithm

The Hidden Markov Models (HMM) is determined by the initial state vector p, the
state transition probability matrix A, the observation probability matrix u. p and A
determine the sequence of states, u determines the sequence of observations. The state
transition probability matrix A and the initial state probability vector p determine the
hidden Markov chain and generate an unobservable state sequence. The observation
probability matrix u determines how to generate observations from the state, and
integrates with the state sequence to determine how to generate the probability
sequence.

Three Elements of Hidden Markov Model. Initial state vector p, p ¼ fp1; p2;
p3; . . .; png, represents the probability that the model appears at each anchor point at the
moment, since the initial state has equal probability at each point, so:

pi ¼ 1
n

ð6Þ

State transition probability matrix, A ¼ faijg, Where aij represents the probability that a
pedestrian will move from i to j, which is aij ¼ PrðSt ¼ j St�1 ¼ ij Þ,1� i; j� n. Because
the speed of pedestrians is generally not greater than 2 m/s, so only i and j are adjacent
to the non-zero value, in other cases are zero. Assuming that the lattice point adjacent to
i has an ki, respectively j1; j2; . . .jki , then the non-zero transition probability is:

aii ¼ aij1 ¼ . . . ¼ aijki ¼
1

ki þ 1
ð7Þ

Through this method of establishing a matrix, the corresponding fingerprint library
information is stored in the HMM.

Observation probability matrix /, u ¼ fu1;u2; . . .ung when pi � p̂ 6¼ 0,

ui ¼
1

pi � p̂j j ð8Þ

When pi � p̂ ¼ 0,

ui ¼ Cg ¼ 2
DRP

ð9Þ

Where pi is the coordinate of the i position, p̂ is the estimated coordinate of the
resulting position, Cg is a sufficiently large constant value.
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Markov Location Decoding Algorithm. In order to ensure the real-time nature of the
trajectory positioning, each time an observation value is obtained, the local maximum
probability at this time needs to be calculated, and the hidden state of the local max-
imum probability is taken as the estimated value at this moment.

The specific algorithm process are as follows: Calculate the local probability and
hidden state of t ¼ 1. Use initial probability when t ¼ 1 and Corresponding observa-
tion state S1 Calculation:

dði; 1Þ ¼ piuisi ð10Þ

w1 ¼ argmax
1� i�N

dði; 1Þ ð11Þ

Calculate the local probability dði; tÞ and hidden state of t[ 1. Use the hidden state of
the previous moment and the observation probability St of the observed state at this
moment:

dði; tÞ ¼ qwt�1i � awt�1i � uiSt ð12Þ

wt ¼ argmax
1� i�N

dði; tÞ ð13Þ

Where qwt�1i is the corrected probability of the transition probability, determine by:

qij ¼ prðvt St ¼ j; St�1 ¼ ij Þ ¼ e
1
2ðvt�lijÞT P�1

v ðvt � lijÞ
2p

ffiffiffiffiffiffiffiffiffiffiffiP
v

�� ��q ð14Þ

The velocity component vt is determined by the velocity estimation model.

4 Experimental Verification and Performance Analysis

4.1 Lab Environment

At present, CSI data is commonly used in Atheros 9380 and Intel 5300 models. The
experimental equipment in this paper is two Lenovo desktops equipped with Intel 5300
network card. The operating system supports Ubuntu14.04.4 and installs Linux
802.11n CSI Tool. The CPU model is Intel Core i3-4150, one of which is a signal
receiver and one is a signal transmitter. One of the experimental sites is the office area
of 12 m� 8 m. Taking a 6 m� 6 m square sub-area in the office area of 12 m� 8 m
as the experimental area. The sub-area is divided into 25 grids of 1:2 m� 1:2 m. The
distance between the signal receiver and the signal transmitter is 5 m. The other
experimental sites is conference room, the conference room is relatively empty, the
layout is simple. Figure 5 shows the detailed deployment and plan of the conference
room, and Fig. 6 shows the detailed deployment and plan of the more complex
laboratory.
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4.2 Experimental Results

The pedestrian tracking method proposed in this paper was verified by experiments in
the above two experimental environments. In the training phase, the aims is first
allowed to collect CSI data at each reference point, each time collecting 500 packets,
and collecting 100 times repeatedly, analyzing the data and pre-processing it and
storing it in the fingerprint database; Walking according to a pre-defined path, and 100
times of data is collected for each path, and the processed data is analyzed and stored in
the fingerprint database. In the online matching phase, all experimental equipment is
kept in line with the training phase, enabling real-time tracking of pedestrians. The
tracking results of the laboratory are shown in Fig. 7. Figure 7(a) is the tracking
trajectory when the subject walks along a straight line, and Fig. 7(b) is the tracking
trajectory when the subject walks along the rectangle.

(a)Actual deployment diagram (b)Floor plan

Data transmitter Data receiving end

Data transmitter

Data receiving end

Fig. 5. Meeting room

(a)Actual deployment diagram (b)Floor plan

Data receiving end
Data 

transmitter

Data transmitter

Data receiving end

Fig. 6. Laboratory
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The tracking result of the conference room is shown in Fig. 8. Figure 8(a) is the
tracking trajectory when the subject walks along a straight line, and Fig. 8(b) is the
tracking trajectory when the subject walks along the rectangle.

The tracking results shown in Figs. 7 and 8 show that in the open conference room,
the multi-path effect is smaller and the tracking effect is more accurate. When the
walking trajectory is a straight line, the tracking trajectory and the walking trajectory
have a higher degree of coincidence, so that the simpler the walking trajectory, the
better the tracking effect.

Figure 9 shows the cumulative distribution of tracking error in different experi-
mental environments. The median error in a conference room with a relatively simple
open environment is 0.93 m, and the median error is 0.97 m in a conference room with
a large environmental complexity. The median error is only 0.4 m in different envi-
ronments. The proposed method can track the pedestrian trajectory in different envi-
ronments and has high robustness.

(a) straight (b)rectangle

Fig. 7. Laboratory tracking results

(a) straight (b)rectangle

Fig. 8. Meeting room tracking results
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4.3 Performance Analysis

In order to verify the stability and robustness of the proposed tracking method, a series
of comparative experiments are designed to verify.

Impact of Packet Rate and Antenna Height. The packet sending rate has an impact
on the collected CSI data. Different motion states correspond to different optimal
packet sending rates. Therefore, in order to obtain the best tracking effect, the exper-
iment verifies the effects of different packet sending rates, as shown in Fig. 10(a).
Figure 10(b) shows the tracking accuracy of different antenna heights in both the
laboratory and conference room scenarios.

Figure 10(a) compares the impact of the packet delivery rate on the accuracy of the
tracking results in both the conference room and the laboratory. The accuracy of the
laboratory is lower than that of the conference room. The accuracy is highest at a
packet rate of 100 packets/second, the accuracy of the conference room is 88%, and the
accuracy of the laboratory is 85%. Therefore, in order to achieve the best tracking
effect, the subsequent comparative experiment fixed packet rate was 100 packets/sec. It
can be seen from Fig. 10(b) that when the antenna height is 1.2 m, the tracking
accuracy is the highest and the tracking accuracy is 87%. Therefore, the antenna
heights of other comparative experiments in this paper are set to 1.2 m.

Fig. 9. Different environment comparison chart

Fig. 10. Tracking accuracy map
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Impact of Different Speeds. In this paper, three different speeds are designed. The
walking speed is less than 1 m/s for slow speed, the walking speed is between 1 m/s
and 2 m/s for normal speed, and the walking speed is greater than 2 m/s for fast.
Figure 11 shows the cumulative distribution of tracking error (CDF) at different speeds.
Figure 11(a) is the laboratory speed error CDF chart, Fig. 11(b) is the conference room
tracking error CDF chart.

Figure 11(a) shows that the tracking error is not much different at different speeds.
Fig. 11(b) shows the cumulative distribution of tracking error (CDF) at different speeds.
As shown in Fig. 11(b), the slow, normal, and fast median tracking errors are 0.98 m,
1.02 m, and 1.05 m. It can be seen that the slower the speed, the better the tracking
performance, but at different walking speeds, the tracking performance of this paper has
achieved similar results. Comparing a and b, the curves are basically the same, so in
different environments, the accuracy is 90% when the tracking accuracy is 2 m.

Impact of Walking Track. In order to verify the tracking performance under different
trajectories, this paper designs four kinds of walking trajectories, which are straight
lines, diagonal lines, circles and rectangles, and Fig. 14 shows the cumulative distri-
bution of tracking error for different walking trajectories. Figure 14(a) is the laboratory
error CDF chart, Fig. 11(b) is the conference room tracking error CDF chart.

Figure 12(a) shows that the tracking error of the laboratory is 75%, 78%, 81%, 85%
within 2 m. As shown in Fig. 11(b), when the walking trajectories are straight lines,
oblique lines, circles and rectangles, the probability of tracking error within 2 m is
89%, 85%, 83% and 79%. The simpler the trajectory, the higher the tracking perfor-
mance and the more accurate the tracking results.

Impact of Different Targets. This paper selected four different targets for tracking
experiments, namely 183 cm male, 178 cm male, 169 cm female, and 163 cm female.
The experimental results are shown in Fig. 11(a). In real life, different pedestrians will
have different walking trajectories

The four curves in Fig. 13 are basically coincident, and the different target tracking
errors are basically the same, and the probability of tracking error within 2 m averages

(a)laboratory (b)meeting room

Fig. 11. CDF chart at different speeds
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87%. It can be seen that the tracking algorithm proposed in this paper is universal for
different targets.

Performance Comparison of Different Tracking Methods. In order to verify the
moving target trajectory tracking method proposed in this paper, the advantages of the
algorithm in tracking performance are reflected, and the method in this paper is
compared with other target personnel tracking algorithms in Table 1.

Table 1 shows the performance parameters of the moving target trajectory tracking
method and other target tracking methods mentioned in this paper. It can be seen from

(a)laboratory (b)meeting room

Fig. 12. CDF maps with different trajectories

(a)laboratory (b)meeting room

Fig. 13. CDF maps for different targets

Table 1. Tracking method performance comparison

Tracking method Calculating time Position mean square error Tracking accuracy

SE-HMM 19.37 12.56 83.2%
Doppler-music 19.85 11.78 78.5%
K-Means 22.57 9.55 74.5%
KNN 24.89 8.43 64.3%
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the table that the moving target trajectory tracking method proposed in this paper
improves the tracking accuracy and reduces the calculation time and communication
overhead. The tracking method of this paper is 6.7%, 8.7% and 11.9% higher than the
Doppler-music algorithm, the traditional KNN and K-means algorithms, respectively.
In general, the tracking performance has been improved, and the trajectory tracking of
moving targets can be better realized.

5 Conclusion

Aiming at the problems of high tracking cost and low tracking performance of current
mobile targets, this paper proposed a CSI-based moving target trajectory tracking
method. The CSI data collected in real time and established speed estimation model
and hidden Markov tracking model are used to track the moving targets in real time.
Repeated experiments prove that the tracking method proposed in this paper can track
the moving target, and the tracking median error is within 1 m, which effectively
improves the tracking accuracy. Experiments with different environments, different
targets and different speeds prove that the proposed method is universal and robust.
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Abstract. In this paper, we propose a method for indoor intrusion detection and
localization that makes use of channel state information (CSI), which consists of
an offline phase and an online phase. In the former, we collect CSI in different
scenarios, and at different times, for more comprehensive characterization of
signal propagation. To reduce the redundancy and dimensionality of CSI data,
we employ the principal component analysis algorithm to extract the main
features of CSI, and build the fingerprint database for localization. In the online
phase, we first apply the earth mover’s distance algorithm to detect the presence
of the person in the test area. Following this, we determine the approximate
location of the target according to the change of CSI measurements, and com-
pare this to the fingerprint database, to select reference points to build the sub-
fingerprint database. Finally, we evaluate the actual position of this target using
the improved k-Nearest Neighbor algorithm.

Keywords: Channel state information � Fingerprint database � Intrusion
detection � Indoor localization

1 Introduction

In recent years, the demand for location-based services (LBS) has driven the rapid
development of location-detection technology [1]. While global positioning systems
(GPS) provide meter-level detection accuracy outdoors, the influence of non-line-of-
sight (NLOS) propagation makes it difficult to achieve high-precision positioning with
GPS in indoor environments. Therefore, a large number of indoor localization methods
have been proposed, based on technologies such as Bluetooth [2], infrared sensor [3],
smartphone sensors [4], radio frequency identification (RFID) [5], Wi-Fi [6], visible
light communications [7], and Ultra-wideband [8]. Although most intrusion detection
and localization methods require additional electronic devices and specialized hardware
[9], in many cases, solutions where the use of these supplementary materials in
detection is avoided, that is, passive detection and indoor localization techniques [10,
11], are necessary. The increasing prevalence of Wi-Fi has meant that passive detection
and localization techniques based on this technology, which would reduce costs as well
as improve their accuracy, are being studied intensively [12, 13].
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The received signal strength (RSS) of Wi-Fi module is an easily accessible indi-
cator that can be used for device free intrusion detection and localization [14, 15]
because it varies with propagation distance. However, this metric is affected by mul-
tipath effects, which are more typical in complex indoor environments. To achieve
multipath propagation, we can obtain channel state information (CSI) from some
network interface cards (NIC) with orthogonal frequency division multiplexing
(OFDM) and multiple input multiple output (MIMO) techniques. With advanced NICs,
such as Intel Wireless Link 5300 (IWL5300) [16], CSI can be obtained trivially, and as
such, it can be used for device-free detection in a similar manner to RSS. In addition,
this indicator provides sub-carrier level channel measurement, which is helpful for
improving the accuracy of intrusion detection and indoor fingerprint localization [17,
18], because physical layer CSI includes details such as the amplitude and phase of
each sub-carrier in a channel, changes of the Wi-Fi signal occurring between the
transmitter and the receiver are described better. As CSI measurements are subject to
interference in more complex environments, some processing is required, using tech-
niques such as principal component analysis (PCA) [19], Kalman filtering [20], and
density-based spatial clustering of applications with noise [17], to establish fingerprint
database (i.e., a record of characteristic CSI measurements). To complete the local-
ization process, support vector machine (SVM) [21], Naive Bayes Classification [22,
23] and deep learning [13], Convolutional Neural Network [24, 25] algorithms can be
applied to online match of CSI information to the fingerprint database.

In this paper, we propose an intrusion detection and localization method based on
CSI (named DLFi). In the training phase, we first collect CSI data from a range of
reference points, in two different scenarios. To improve the precision of detection and
localization in complex environments, we employ the PCA algorithm for noise and
dimensionality reduction, to extract the main features of the CSI and build fingerprint
database. In the test phase, intrusion detection is achieved by comparing the CSI
collected to information stored in the fingerprint database, using the earth mover’s
distance (EMD) algorithm. Following successful detection, we apply a localization
algorithm to evaluate the position of the intruder. In this localization phase, the
approximate location of the target is determined according to the detection result, and
reference points are selected to build a sub-fingerprint database. Finally, the accurate
position is evaluated using the improved k-Nearest Neighbor (kNN) algorithm. In the
experiment validation section, we verify the performance of DLFi in two typical indoor
environments: a spacious meeting room, and a crowded laboratory. Finally we compare
DLFi with Nuzzer [26], a passive RSS-based technique, and Pilot [27], a passive CSI-
based method. The main contributions of the paper can be summarized as follows:

(1) We collect data packets from the IWL5300 NIC using the modified device driver,
to obtain CSI. We extract only the signal amplitudes from the CSI data, for using
as fingerprints.

(2) We employ the PCA algorithm in the offline phase, for noise and data dimension
reduction. In addition to improve the accuracy of localization, the duration of
estimation is also reduced.
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(3) In the online phase, intrusion detection is judged using the EMD algorithm, the
results of which are used to estimate an approximate area for further localization.
We use the improved kNN algorithm to determine the exact position of a detected
intruder.

(4) We verify DLFi in two typical environments, and the results show that the average
intrusion detection rate is more than 90% in both environments considered (a
spacious meeting room and a crowded laboratory). The localization accuracy of
DLFi is an improvement compared with those reported with the Nuzzer and Pilot
methods.

2 Intrusion Detection and Localization

Intrusion detection refers to the passive detection of intruder in a specific area, usually
without the permission of the intruder. But many additional devices need to be
deployed to determine whether there is an intrusion through comparing information
changes extracted from various devices, and then locate the intruder. However, these
devices are usually expensive, and difficult to achieve widespread. Wi-Fi signals are
ubiquitous in indoor environments. As long as there is Wi-Fi coverage, it is suitable for
intrusion detection using Wi-Fi, which can achieve better result and save cost, while
not requiring additional equipment support. In this paper, we use the Wi-Fi signal for
intrusion detection and localization. In addition, in order to improve the accuracy of
positioning, we narrow the target area based on the intrusion detection result, and then
accurately locate the intruder in a small range. All of the above are main motivations
for this work, and we will detail our work in the next step.

The CSI refers to the characteristic of a channel in a specific frequency band, and
describes how the signal travels from the transmitter to the receiver. During the training
phase, we collect measurements from a range of reference points to build fingerprint
databases consisting of CSI amplitudes. To obtain this, the NIC collects CSI from the
Wi-Fi signal, which has been modulated onto each sub-channel using the OFDM
technique, to enable multipath transmission. The signal received following this can be
expressed as:

Y ¼ H � X þN ð1Þ

Where Y and X are the respective signal vectors at the receiver and the transmitter,
and H and N refer to the CSI matrix and Gaussian white noise, respectively. The
amplitudes are extracted from the CSI data set, which are used as fingerprint features.
At the offline phase, CSI data are preprocessed for fingerprint database construction. To
improve the performance of DLFi, CSI measurements obtained from the NIC are
processed using the PCA algorithm, which extracts the main signal features of these
reference points. We selected this algorithm because, in contrast to other filtering
techniques, it can reduce the dimensions of measurement data, as well as the magnitude
of noise within these data (the noise is often obtained during the data collection
process). This reduction in data dimensions is required as the complexity of a
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characteristic system increases if statistical methods are applied to analysis of multi-
variate data with a large number of variables. As each pair of transmit and receive
antenna has one channel, and each channel of the IWL5300 network card contains 30
subcarriers, the dimensionality of the raw CSI data is relatively high. The PCA algo-
rithm is able to identify correlations between different variables (which often indicate a
shared characteristic), and remove redundant variables from dataset, reducing the
overall complexity of the statistically derived relationship. Reducing the complexity of
the CSI dataset also makes processing quicker, as calculation is more efficient.

Test CSI measurements are collected in the online phase, in which the EMD
algorithm is used to detect intruders. The results of this detection provide a rough
estimate of the location of the intruder. This information is subsequently compared with
the data stored in the fingerprint database, to evaluate their similarity. Finally, we
calculate weights reflecting this similarity, and estimate the accurate position of the
intruder using a weighted kNN algorithm based on the Gaussian kernel function. The
architecture of DLFi is shown in Fig. 1.

2.1 Data Process and Fingerprint Library Construction

As mentioned above, CSI data usually contain noise and the dimensionality is high, so
the PCA algorithm is used to data process to filter out redundant data, which due to
environmental changes and other factors, and extract main features. We collect 50
packets CSI data to test, the data comparison before and after processing is illustrated in
Fig. 2. CSI amplitudes of 50 data packets are shown in Fig. 2(a), while Fig. 2(b)
illustrates the main features extracted from 50 data packets, we can find that the CSI
major features are extracted from multiple sets of data, which will be use as fingerprint
to store in the data library.

Fig. 1. Architecture of the DLFi method.
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During the offline phase, the fingerprint library is built after data process. In
addition, to avoid interference from other factors, the indoor environment remains
static, and only one tester stands at each reference point during data collection. The
fingerprint database F is expressed as F ¼ f1; f2; � � � ; fif g, where i refers to the index of
the reference point, and the coordinates of the reference point are given as xi; yið Þ. In
this equation, fi represents the signal characteristic of each reference point, written as
fi ¼ xi; yið Þ; csiif g. Especially, f0 represents the fingerprint data while the room is
vacant.

2.2 Intrusion Detection

CSI measurements are sensitive to the appearance of people in a room, as demonstrated
by the different patterns illustrated in Fig. 3. Figure 3(a) shows the CSI amplitude of
each subcarrier when the room is vacant, while Fig. 3(b) and (c) depict the patterns
observed with an intruder in location 1 and location 2, respectively. There are obvious
changes in the appearance of the CSI amplitudes, demonstrating that intrusion detection
based on this metric is feasible.

In the intrusion detection stage, the EMD algorithm is employed to calculate the
similarity between CSI measurements collected in online and offline phases of oper-
ation. In the offline phase, the similarity between the data collected from two receivers
is subsequently calculated, and denoted as EMD0. In the online phase, data sets are
taken from two receivers and denoted as CSI1 and CSI2, respectively. We calculate the
similarity between CSI1 and CSI2, using the following equation:

EMD CSI1;CSI2ð Þ ¼
Pm

i¼1

Pn
j fijdijPm

i¼1

Pn
j¼1 fij

ð2Þ

Where
Pm

i¼1

Pn
j¼1 fij ¼ min

Pm
i¼1

CSI1;
Pn
j¼1

CSI2

( )
, And then calculate EMD CSI1;ð

CSI2Þ using the same method. Finally, determine min EMD1;EMD2f g, and compare
this with EMD0. If min EMD1;EMD2f g\EMD0, there is someone in the room,
otherwise, the room is vacant.

Fig. 2. CSI data comparison before and after processing.

A CSI-Based Indoor Intrusion Detection and Localization Method 321



2.3 Localization

The exact position of the intruder is evaluated in the localization stage. To improve the
accuracy of localization, we use one access point (AP) and two monitor points
(MPs) denoted as MP1 and MP2. In this paper, we choose to use two MPs. In fact, we
also considered using more MPs, because the more MPs, the more accurate the posi-
tioning results, but the more data that need to be processed. In the DLFi method
proposed in this paper, the test area is refined by the intrusion detection result, and then
the position is evaluated accurately. Through many experiments and verification
analysis, we choose to use two MPs in order to save time and improve accuracy.

Figure 4 illustrates the geometry of the target region, which determines how
localization is achieved. The target region is divided into three parts, marked as
Region A, B, and C. While data collected from MP1 and MP2 when the room is vacant
are very similar, the variation in the CSI amplitudes at both MPs differs if an intruder is
present. This fact forms the basis of our localization technique. After indoor intrusion
has been confirmed, we compare the CSI amplitudes collected in the online phase with

Fig. 3. CSI measurements exhibit different patterns depending on the absence and presence of
people in the area of interest. (a) Area of interest is vacant; (b) People are present in location 1;
(c) People are present in location 2.

Fig. 4. Illustration of the target region, and corresponding sub-regions.
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the data stored in the fingerprint database. Obvious changes in only the CSI amplitudes
received from MP1 illustrate that propagation in Link 1 has been affected, and the target
is located in Region A. Conversely, obvious changes in only the CSI amplitudes
received from MP2 illustrates that Link 2 has been affected, and the target is located in
Region C. Finally, differences between the CSI data collected from MP1 and MP2 and
the data stored in the fingerprint database demonstrate that propagation in both Link 1
and Link 2 have been affected, placing the target in Region B.

Once the approximate location of a target has been determined, we select reference
points to construct a sub-fingerprint database, with which we determine the precise
position of the target. Diminishing the target region in this way not only reduces the
duration of estimation, it also improves localization accuracy. In this stage, we use the
Gaussian kernel function to calculate weights reflecting the similarity between test and
reference data. The calculation method is as follows:

wk ¼ / csit; csiið Þ
Pp
i¼1

/ csit; csiið Þ
ð3Þ

/ csit; csiið Þ ¼ exp �k csit � csii k2
2r2

� �
ð4Þ

where wk represents the weight, p is the number of reference points in the similarity set
QðpÞ, csit refers to CSI data collected in the test phase and csii represents stored in the
fingerprint database, and r is the parameter of the Gaussian kernel function. Finally, we
determine the precise position of the target using the previously estimated weights and
the weighted kNN algorithm. This position is calculated as follows:

L
^ ¼

X
k2Q pð Þ wkpk ð5Þ

3 Experiment Validation

3.1 Experiment Setup

To evaluate the performance of DLFi, we deploy a wireless sensor network to collect
CSI measurements. We use a TL-WDR5300 wireless router with three antennas,
operating in the 2.4 GHz band, as a transmitter. The receivers are Lenovo desktops
running the Ubuntu 10.04LTS operating system, integrated with IWL5300 cards with
three external antennas. Using the modified device driver enables the CSI measure-
ments to be exported from the receivers. The placements of the AP and the MPs are
fixed and known a priori, and both desktops can receive packets from AP concurrently.

Consider that environmental changes have impact on positioning performance, to
verify the validity of DLFi method, we conducted our experiments in two different
classical indoor environments: a laboratory, and a meeting room. As illustrated in
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Fig. 5(a), the laboratory is a cluttered environment with many metal tables, chairs, and
desktops blocking most of the LOS paths. Conversely, the meeting room is almost
empty, so that most of the locations measured have LOS reception, which shown in
Fig. 5(b).

To reduce the effect of other factors on our technique, and to cover as large an area
of interest as possible, the relative location of the devices is similar in both scenarios.
The MPs are placed at the corners of one side of the laboratory and the meeting room,
while the AP is placed at the center of the opposite side, as depicted in Fig. 5. This
image also shows the reference points from which training data was collected as white
circles in the free space of the two environments considered.

In the offline phase, CSI data are collected with the tester facing four different
directions at each reference point. This reduces the magnitude of possible deviations
between the similarity of test and training CSI datasets (caused by the differing ori-
entations of a target in each respective phase), as in the test phase, there is no restriction
on the orientation of the target during data collection. Similarly, location data for
training are collected singly from each reference point, to ensure the presence of
multiple targets in the area of interest does not affect the fingerprint database.

3.2 Performance of Intrusion Detection

We validate the performance of intrusion detection in the two different scenarios
separately. To do this, we introduce two indicators, false positive (FP) and detection
rate (DR), to characterize the performance of our technique. FP refers to the probability
of erroneous detection, i.e., someone is detected when there is no person in the room, or
no one is detected when there is someone in the room. In contrast, DR refers to the
probability of accurate detection, i.e., detection is positive when someone is in the room
and negative when the room is vacant.

Figure 6 shows the values of FP and DR in both scenarios considered. We observe
that DLFi has the DR of over 90% and the FP of lower than 10% in both the laboratory
and the meeting room, indicating that its use is feasible for intrusion detection. Hence,
this detection result can be leveraged to improve the accuracy of localization.

Fig. 5. Floor plans of different scenarios. (a) laboratory; (b) meeting room.
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3.3 Performance of Localization

To evaluate the performance of our technique in comparison to the Nuzzer (a device-
free RSS-based indoor localization system) and Pilot (a two-stage device-free CSI-
based indoor localization system) methods, we chose Nuzzer and Pilot for comparison
because Nuzzer and Pilot are more classical methods in indoor positioning research
based on RSS and CSI, respectively. Although these two methods were proposed in
2013 and do not represent the latest research level, they represent the most classic
indoor positioning methods based on RSS and CSI, reflecting the basic level of
research on indoor localization. Most research teams are improving on these basic
researches to improve positioning performance, our team is no exception. Therefore,
using these classic methods as references for performance analysis can more clearly
explain what we have achieved. In addition, the experiment equipment and scenarios
we used are very similar to those used in Nuzzer and Pilot, which reduce the inter-
ference of other factors, and improve the credibility of the experimental results. In
summary, we use Nuzzer and Pilot for comparative analysis in the experimental
comparison to illustrate the results achieved by DLFi.

We calculate the cumulative distribution function (CDF) of localization error from
experiments conducted in the two representative indoor environments. The results of
these calculations are illustrated below. Figure 7 depicts the CDF of localization error
obtained in the laboratory and meeting room. In the Fig. 7(a), we note that DLFi is the
most accurate of the three techniques considered, with localization error of 1 m for over
50% of the test points in the complex propagation environment (with tables obstructing
most LOS paths and amplifying the multipath effect). And in the Fig. 7(b), with DLFi,
over 70% of the test points produce errors of under 1 m, about 56% is similar to that
obtained with Pilot. In contrast, with the Nuzzer method, only 33% of the test points
produce errors lower than this minimum. We attribute this improved performance to the
more detailed information implicit to the CSI measurements used in DLFi, compared to
the RSS readings leveraged by Nuzzer. Furthermore, we also note improvements in
comparison to Pilot, the other CSI-based localization system, demonstrating that the

Fig. 6. False positive (FP) rate and detection rate (DR) in the two experimental scenarios
considered.

A CSI-Based Indoor Intrusion Detection and Localization Method 325



use of only one correlation feature and a two-stage location classification method is less
effective than the approach proposed in this paper.

We conducted a further comparison between our technique and the Pilot and
Nuzzer methods, based on mean error, standard error and localization accuracy. The
results of this comparison are summarized in Table 1 below. From Table 1, we note
that the mean error when DLFi is applied in a laboratory environment is 0.96 m, and
the Pilot is 1.21 m, and Nuzzer is 1.86 m. In the meeting room, the mean error of DLFi
is approximately 0.83 m, and the accuracy is 6.9% better than the Pilot method, and
13.9% better than the Nuzzer method.

Based on the comparison between the different localization techniques detailed
above, it can be concluded that DLFi is capable of improving the accuracy of esti-
mating a target’s position. There are three reasons for these improvements. These are,
the adoption of CSI as the data recorded in the fingerprint database, which contains
more signal features, and has a finer granularity than RSS, pretreatment of the data

(a) laboratory (b) meeting room

Fig. 7. Cumulative distribution function (CDF) of localization errors in two scenarios.

Table 1. Statistical comparison of intrusion detection and localization performance in different
experimental scenarios.

Method Scenario Mean error Standard error Accuracy

DLFi Laboratory 0.96 m 0.87 m 89.4%
Meeting Room 0.83 m 0.75 m 94.9%

Pilot Laboratory 1.21 m 0.96 m 82.4%
Meeting Room 0.98 m 1.08 m 88.8%

Nuzzer Laboratory 1.86 m 1.25 m 79.1%
Meeting Room 1.48 m 1.12 m 83.3%
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collected in the offline stage, which means that only the main characteristics of this data
is retained; and the use of the results of intrusion detection to screen the fingerprint
database during localization. This database screening is equivalent to two-phase
positioning, without increasing the time cost. In addition, the kernel function used in
our online positioning method reduces the computational complexity compared to the
Pilot and Nuzzer, and processing is consequently quicker.

4 Parameter Optimization

4.1 Device Height

In validating the performance of our technique, we observed that the height of the
devices and the tester affected the magnitude of the change in CSI measurements.
Hence, we conducted a set of experiments to characterize this phenomenon, as the size
of the variation in CSI measurements affects the ease of intrusion detection; large
changes in CSI data make intrusion detection easier, while small changes make
intrusion detection more difficult. In this set of experiments, the heights of the devices
were set to 1 m, 1.5 m, and 1.9 m, while the heights of testers were 1.2 m and 1.8 m.
Each tester stood in the same location while the heights of the devices were varied. As
we observed varying changes to CSI, we utilize the probability of observing a change
between the reference and measured CSI to illustrate the results of these experiments,
as shown in Table 2.

From Table 2 we note that when the devices are placed at a height of 1 m, the
probability of observing a change in CSI measurements is large, regardless of the
height of the testers. Conversely, when the devices are placed 1.9 m above ground, the
probability of observing a change in CSI measurements is low. With the devices placed
1.5 m above the ground, the heights of the testers have a more significant effect on
signal propagation; the probability of observing a change in CSI measurements was
large with the 1.8-m tall tester, and small with the 1.2-m tall tester. From these results,
we infer that the height of the subjects should be taller than that of the devices to ensure
that the change in CSI measurements is noticeable. To validate this assumption, we
repeated this experiment with a larger range of testers with varying heights, which
confirmed our hypothesis. Hence, we kept all devices in the same plane, and set their

Table 2. Comparison of the effect of heights on change in CSI measurements.

Height of devices Height of testers Probability of CSI change

1.0 m 1.2 m 90%
1.8 m 85%

1.5 m 1.2 m 75%
1.8 m 92%

1.9 m 1.2 m 70%
1.8 m 78%
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height to be shorter than that of the average tester, to prevent this from affecting the
performance of our technique.

4.2 Number of Communication Links

As both the IWL 5300 card and the TL-WR740 N router have three antennas, there are
multiple links between the AP and MPs. Although increasing the number of links
means that more comprehensive signal characteristics can be obtained, and the size of
the localization errors can be reduced, the increase in the amount of data increases the
processing time. The effect of the number of links on localization error is shown in
Fig. 8. Figure 8(a) illustrates the localization error in the laboratory and Fig. 8(b)
shows the localization error in the meeting room. From this, we note that with the three
techniques investigated, increasing the number of links decreases the magnitude of the
localization error, with the worst errors being observed with a one transmitter-one
receiver link (1TX-1RX) setup, and the best accuracy observed with a 2TX-3RX link
setup, which is worse than others at the expense of processing time. In spite of this
trade off, we conducted experiments using the 1TX-3RX link setup, to reduce the
magnitude of localization errors.

4.3 Distance of Reference Points

To verify the effect of the distance between the reference points on localization error,
we conducted further experiments where this parameter was varied. These experiments
were conducted in the two scenarios defined previously, with the distances between the
reference points set to 0.25 m, 0.5 m, 0.75 m, and 1 m. The results of these experi-
ments are shown in Fig. 9. From Fig. 9, we note that localization error increases with
the distance between the reference points, while a smaller distance leads to more
accurate localization. However, reducing this distance also increases the number of
reference points in the area of interest. Hence, more data is collected in building the
fingerprint database, which makes processing more complex. In addition, reducing the

(b) laboratory (b) meeting room

Fig. 8. Effect of the number of links on localization error.
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distance between these reference points does not have a constant effect on localization
error; the improvements to positioning accuracy caused by reducing this distance from
0.75 m to 0.25 m, are minimal compared to those caused by reducing the distance from
1 m to 0.75 m. Therefore, an appropriate distance that minimizes localization error and
ensures a manageable processing complexity should be chosen. For the scenarios
discussed in this paper, this distance is set to 0.75 m.

5 Conclusions

In this paper, we have presented an intrusion detection and localization method that
makes use of CSI. In the offline phase of operation, CSI measurements are collected
from two different receivers. As the redundancy of statistical variables in CSI is high,
this raw data is subsequently processed using the PCA algorithm, which also reduces
the magnitude of noise in these measurements. Following this, salient features of the
CSI are extracted and stored in a fingerprint database. In the online phase of operation,
intrusion detection is completed by comparing test data with the features stored in the
fingerprint database, using the EMD algorithm. If a target is detected, the intruder’s
probable location is determined according to the magnitude of the change in CSI data at
different MPs. Based on these results, reference points are then selected, to build a sub-
fingerprint database that effectively diminishes the area of interest. Finally, the precise
position of the target is evaluated using the improved kNN algorithm, with weights
calculated using the Gaussian kernel function. Our results demonstrate that employing
CSI extracted from Wi-Fi improves the accuracy of intrusion detection and localiza-
tion. A comparison of our technique with the Nuzzer and Pilot indoor localization
methods illustrates its ability to reduce the magnitude of localization error, leading to
improved positioning accuracy.

(a) laboratory (b) meeting room

Fig. 9. CDF of localization error in different environments as a function of distance between
reference points.
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Abstract. In the indoor environment, the monitoring of personnel activity
behavior becomes more and more important. Although the traditional camera
monitoring method has good performance, due to the limitation of deployment
mode, there are monitoring blind spots and its deployment scope involves pri-
vacy issues. The non-device personnel acquisition and motion recognition
through WiFi equipment, as a new type of highly promising technology, has
received more attention and research. In this paper, we propose a human motion
recognition method based on channel state information (CSI) amplitude phase
mixing information, and classify the different activities of people. Different from
the traditional single-person daily activity behavior recognition, this program
focuses on the human exercise behavior of different people with different
intensity, and promotes to the related sports behavior recognition of two people.
Compared with the single person situation, the strength, amplitude and regu-
larity of the two people exercising at the same time are very different. We
experimentally tested the effects of different activities of single and double on
CSI in two real environments, extracted relevant amplitude and phase infor-
mation, and used machine learning to summarize the change patterns classifi-
cation. At the same time, consideration of the line-of-sight factor has improved
the overall flexibility of the system and improved the condition of motion
recognition.

Keywords: Human motion � Channel state information (CSI) � Support vector
machine (SVM) � Dynamic time warping (DTW)

1 Introduction

With the development of communication technology, indoor human behavior recog-
nition technology has become a new and promising research direction and has achieved
fruitful research results. Human behavior recognition has mature research including
intrusion detection, fall detection, gesture recognition, gait recognition, motion anal-
ysis, etc., and is applied to the analysis of the health status of the elderly, the detection
of accidental falls, and the safety monitoring of important places.
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The traditional human activity recognition technology often needs to be worn by
the detected object [1]. For such problems, the device-free passive (Dfp) behavior
detection technology has higher flexibility and universality, can be continuously
obtained indoors without being affected by the presence of personnel. Information
greatly improves the convenience of human detection [2].

Currently, device-free passive human detection includes video based [3], infrared
based signal [4], radio based signal [5], the human behavior activity sensing technology
based on WiFi signal reflects its own unique advantages [6]. The two most commonly
used feature signals in the field of wireless sensing are the Received Signal Strength
Indicator (RSSI) [7] and the Channel State Information (CSI) [8]. The early WiFi-
aware system uses the RSSI signal from the MAC layer to implement the CSI, and the
proposed CSI as the physical layer information can better reflect the fine-grained
features in the signal transmission process. CSI signals are affected by multipath effects
during indoor propagation, scattering and reflection occur, and object motion, espe-
cially human activities, has a more significant effect. In the research of this paper, we
not only consider the distinction and identification of single daily behaviors and severe
abnormal activities, but also promote the analysis of activity behavior in the case of two
people. This paper proposes a Wi-SD detection method for indoor human activity
based on CSI amplitude and phase mixed signals, which is based on the differentiation
of behaviors of different motion scales, and further realizes the specific activity
behavior of root fine-grained. Judgment and identification. The Wi-SD method extracts
the relevant feature information by acquiring the CSI signal under different behaviors
of the personnel, and based on the energy change generated by the CSI phase infor-
mation, uses the support vector machine (SVM) [9] to perform the initial classification
process according to the severity of the human motion. And then using the CSI
amplitude information according to the discriminating result, using the dynamic time
warping (DTW) method [10] for further processing, by comparing the time domain
feature information in the specific action, matching according to different subcarrier
fingerprint differences, obtaining the current personnel Specific event information.

In summary, the contributions of our work are listed as follows:
We constructed a relationship model between human motion behavior and CSI

signal, and based on the extracted data features, using machine learning methods to
deal with different motion behaviors of indoor people.

We have studied the effects of different intense human activities on wireless signals,
and considered the different signal characteristics generated by the interaction between
two people in the case of two people. A behavior discrimination method based on CSI
phase difference and amplitude is proposed. Creatively use the different characteristic
information contained in the two, and carry out rough classification from the intensity
of the sports behavior in stages, and then match the fine-grained behavior character-
istics to achieve accurate identification of specific human motion behaviors.

The scheme was deployed on a TP-link Wi-Fi router equipped with OpenWrt
system, and the control experiment was carried out under different environments. The
influence of different environmental factors and obstacle interference on the experi-
mental results was tested, and the system under LOS and NLOS conditions was
evaluated stability and reliability.
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The rest of the paper is organized as follows: In the second part, we will summarize
the relevant work and technical principles. In the third part, we introduce the Wi-SD
system architecture. In the fourth section, we introduce the effects of different degrees
of motion and the interaction of two people on wireless signals. The fine structure and
design method are described in five sections. In the sixth section, we conducted a test
evaluation of the Wi-SD system through experimental verification. In the last section,
we summarize the work of this article.

2 Related Work

In this section, we will summarize the existing methods of human behavioral activities.
The existing device-free passive human behavior detection is roughly divided into two
types: systems based on visual image recognition and systems based on wireless sig-
nals. The human body signal can be directly captured by the visual sensor for graphic
image processing. At the same time, the interference of human activity on signal
propagation can extract corresponding feature information and analyze the specific
behavior.

In recent years, research on human motion detection systems based on WiFi has
become more and more mature. This technology has been widely used in practice,
including gait detection [11], gesture recognition [12], sleep monitoring [13], trajectory
tracking [14] and so on. It is mainly divided into two sub-categories based on per-
ceptual signals, RSSI-based sensing systems and CSI-based sensing systems.

RSSI-based: RSS is a WiFi-based signal strength indicator. It was used in the early
construction of indoor positioning system [15, 16]. By analyzing the influence mode of
human movement on signal generation, the relationship model between location and
RSS is constructed to realize indoor positioning. Further research found that using the
variance information of RSS can perform simple motion detection, and the proposed
WiSee system can perform gesture recognition monitoring without equipment. How-
ever, as the information extracted from the MAC layer, RSS is used to measure the
strength information of the received data frames. It has good performance when
detecting large-scale coarse-grained operations, and it is difficult to perform more fine-
grained human motion recognition.。

CSI-based: The channel state information CSI describes the phase and amplitude
information carried by each subcarrier as information extracted from the physical layer,
which better reflects the true trend of the signal. At the same time, each subcarrier,
especially its independence and difference, can reflect more fine-grained physical
motion information. In [17], the E-eyes system proposed by Wang et al. In 2014, by
analyzing the amplitude distribution of CSI signals, identified 11 kinds of fixed space
movements including washing dishes and cooking, and walking from bedroom to
kitchen. The spatial action focuses on the analysts who have different behaviors in a
single person situation. In the literature [18], the author proposes a detection scheme
CareFi for sedentary daily office behavior, which has a good performance in judging
small-scale daily fine-grained behavior.

Inspired by the above research, we propose a detection system for identifying the
specific movement state of indoor personnel. This paper not only discusses the
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identification and monitoring of sudden behavioral actions in the case of single and
double, but also considers the violent activities that distinguish abnormalities. In the
case of further testing of the behavior of the personnel.

3 System Overview

Based on the correlation between different human motion and CSI feature information,
we propose a quadratic classification method for complex human motion behavior
identification Wi-SD. The whole framework is shown in Fig. 1, which includes data
preprocessing, feature library establishment, rough classification of motion behavior,
and specific action recognition. First, our system extracts CSI data and preprocesses the
data using outlier removal and smoothing noise reduction techniques to reduce inter-
ference. Monitor the CSI stream and use the coarse identification method to classify the
current state as a dynamic or static activity. Then, after the noise is removed, different
categories are processed by different recognition methods. According to the intensity of
exercise, firstly, the human body movements are roughly classified. In the system, we
choose to use SVC to classify the extracted CSI phase difference information for the
first time to determine the number of people currently exercising and the intensity of
exercise; then use the dynamic time. The regularization technology DTW then clas-
sifies the CSI amplitude time domain information twice, so as to accurately determine
the current specific motion behavior content. This system is used as an experimental
basis for subsequent research.

4 CSI-Based Human Motion Detection

4.1 Channel State Information

CSI describes the reflection, diffraction and scattering that a signal undergoes during
propagation. Current commercial wireless devices employ Orthogonal Frequency
Division Multiplexing (OFDM) at the physical layer and comply with the IEEE
802.11n/ac standard, allowing multiple transmit and receive antennas for multiple
input, multiple output (MIMO) communications. CSI combines the time delay of
multiple paths on each subcarrier, the effect of amplitude attenuation and phase shift.
CSI is a description of the attenuation factor experienced in signal transmission and is

Sensing Data Preprocessing
Outlier removal Discrete wavelet 

transform

Smoothing filterFeature extraction

Acitivity Identification

Phase Support vector 
classify(SVC)

Amplitude Dynamic time 
warping(DTW)

CSI

AP

MP

Fig. 1. Wi-SD system framework
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an estimate of the gain matrix. Then the subcarrier formula of a single CSI signal is as
follows:

Hi ¼ Hij jej sin h ð1Þ

The h is the subcarrier phase, and Hi is the subcarrier amplitude. Under the IEEE
802.11n protocol, the bandwidth affects the number of subcarriers. When the band-
width is 20 MHz, the number of subcarriers in a single group is 56. In this paper, CSI
information is obtained through a commercial network card. Each CSI signal represents
a matrix information of 3� 2� 56, where 3 is the number of receiving antennas, 2 is
the number of transmitting antennas, and CSI data contains time delays of multiple
paths. Human activity is a continuous action, which is reflected in continuous con-
tinuous changes in the signal time domain, and can extract physical features of cor-
responding features and specific actions. WiFi wireless signals can be modeled as
channel impulse response (CIR) in the time domain, and the expression of h(t) is

hðtÞ ¼
XL
l¼1

ale
j/ldðt � tlÞ ð2Þ

a and / correspond to amplitude and phase under different multipath components,
respectively, tl is time delay, L is total number of multipaths, dðtÞ is dicla function.
The CSI time domain information contains the propagation delay and Doppler shift
information generated by continuous environmental changes. The following Fig. 2
reflects the changes in signal transmission caused by human actions and movements.

It can be seen from the above model that the energy attenuation and propagation
delay generated by multi-channel characteristics can reflect more complex human
behavior change rules in a finer granularity. By extracting CSI data under different
motion states, selecting amplitude and phase difference to construct timing. Signal
model, based on this analysis of human motion characteristics.

4.2 The Effect of Human Motion on CSI Amplitude

Different human activities are affected by conditions such as the range of motion, the
frequency of movement, and the number of people exercising, which will produce

Fig. 2. Propagation model of human motion CSI
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different signal characteristics. In order to analyze the more complex human motion
states, we choose to extract the CSI data features generated by various motion
behaviors through experiments. Find the mapping between human motion and signals.

We first observe the effects of different behaviors on CSI signals in a single person
situation. Figure 3 shows the change of CSI signal amplitude when two different
motion behaviors are carried out and running. In order to facilitate the data prepro-
cessing process, the single group image is the original amplitude information from top
to bottom, after wavelet transform. Amplitude information and smoothed amplitude
information.

It can be seen from Fig. 3 that in the case of single person, the amplitude infor-
mation reflected by different motion changes has obvious differences, which can be
used as the discriminating basis for different actions. On this basis, we conducted an
experiment of two-synchronous motion for comparison The difference caused by the
human situation. Figure 4 is the amplitude information of single running and double
running at the same time.
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Fig. 3. Time domain map of human motion CSI amplitude

0 1 2 3 4 5 6 7 8
0

5

10

time

A
m

pl
itu

de
 [d

B
]

0 1 2 3 4 5 6 7 8
0

5

10

time

A
m

pl
itu

de
 [d

B
]

(a)One person,running                  (b)Two people,running

Fig. 4. CSI amplitude map for different numbers of people
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When the two people perform the synchronous action, although the peak change
tendency similar to the single person situation is maintained, the overall amplitude
fluctuation tendency increases. Through experimental comparison, it is found that when
the number of people is consistent with the intensity of exercise, the amplitude char-
acteristics can map different behaviors well, which is used as the criterion for human
motion judgment. However, in the case where the two conditions are different and the
motion state is relatively strong, the corresponding amplitude information generated is
not sufficiently high, and the feature information extracted on the existing time domain
map is difficult to generate. Certainly confused. It is difficult to accurately identify
complex situations by simply using CSI amplitude information. Therefore, it is nec-
essary to first perform rough classification before determining the specific motion, and
judge the severity of the current motion. Based on the rough classification, further
realize the specific motion determination.

4.3 Complex Motion and CSI Changes

In order to study the energy attenuation of signals generated by different severe motion
behaviors, we introduce phase difference information to analyze the influence of the
intensity of motion states on CSI signals. The phase difference expression is as follows:

D/̂i ¼ D/i þ 2pfieþDbþDZ ð3Þ

Where D/̂i is the true phase difference, e is the time lag difference between the
antennas, Db is the unknown phase offset, and DZ is the noise. The randomly dis-
tributed original phase can be calibrated by phase difference, which is affected by
environmental and human motion. Figure 5 shows the phase difference image for
single walking, single running and double running.
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It can be seen from Fig. 5 that the change of signal energy caused by the increase of
the target number will have a certain impact, but when the amplitude of the human
body increases, the phase difference will change significantly. Compared with the
amplitude information, the phase difference has a greater degree of reflection. Obvious
features, which can be used to distinguish between different levels of exercise.

4.4 Summary

It is found in the study that the energy attenuation of the signal produced by different
severe levels of motion is significantly better than the amplitude information in phase.
However, since the phase difference itself is expressed as continuous peak fluctuation,
it is impossible to extract sufficiently accurate features to perform specific motion
discrimination. Therefore, we combine the phase difference and the amplitude to make
a second discrimination on the human motion, and pass the phase. The difference is
based on the initial classification of the intensity of exercise and the number of athletes.
On this basis, the amplitude information is used for specific motion recognition.

5 CSI Feature Processing Method

5.1 Pretreatment

Before the data is officially used, due to environmental noise and equipment factors,
abnormal measurements other than the effects of human motion will occur. We need to
eliminate the obvious abnormal values and minimize the noise impact of the data itself.
Studies have shown that the signal range caused by normal human motion is in the
range of 0–5 Hz. Therefore, the threshold is selected to filter the uncorrelated signal
components. In addition, in the system, smoothing filter is also used to take the tie
value of the adjacent continuous data points, so that the overall data trend can obtain
more obvious image features without affecting the feature information carried by the
whole device, for subsequent extraction. The characteristics of motor behavior are
facilitated.

5.2 SVM Classifier

For the rough classification problem of simple type samples, it is more efficient to select
support vector machines for processing. According to the signal phase difference
characteristics generated by different degrees of motion in different situations, establish
a relevant rough mapping model.

Let q be the number of training samples, and construct training sample ðki; giÞ,
where ki is the pre-processed each action feature sample data set, and gi is the sample
classification label. The SVC process is known as the sample set ðki; giÞ. To find the
most classified hyperplane, the SVC classification constructor is established as follows:
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minð12 jjwjj2 þC
Pq
i¼1

giÞ
s:t:gi � 0
giðwTki þ bÞ� 1� gi
C[ 0

8>>>><
>>>>:

ð4Þ

Where w is the direction vector separating the hyperplane, b is the hyperplane
position constant, C is the penalty parameter, gi is the error. Solving the equations
according to the constraints produces a classification function as follows:

f ðkÞ ¼ sign
Xl
i¼1

aiKðki; kÞþ b

 !
ð5Þ

Where Kðki; kÞ is the kernel function that maps the CSI fingerprint to a higher
dimension, and the radial basis function is selected as the kernel function, then
Kðki; kjÞ ¼ expð�jjki � kjjj2Þ. The position data in the fingerprint database is input as a
training sample, and the Eq. (4) is linearly solved to obtain ai ¼ ða1; a2; � � � ; aqÞT and
b, which provides parameter support for the decision function used in online matching.
We mark the normal daily exercise as a negative sample, mark the severe abnormal
motion as a positive sample, determine the type of action currently being performed
according to the classification function, and realize the initial detection of the human
action type.

5.3 Dynamic Time Warping

On the basis of the type of exercise that has been obtained, it is necessary to further
classify the sample features to determine the specific action behavior. In this system,
we chose to use Dynamic Time Warping (DTW) to align the measured CSI amplitude
time domain information with known sample profile data. We chose to use the
amplitude similarity information of the DTW to compare the appropriate values
between the two sequences to match the sample configuration corresponding to the
peak information generated by different actions. We build multidimensional DTW
based on multiple subcarrier information of CSI data. The formula is as follows:

dðci; c0hÞ ¼
XN
n¼1

ðciðnÞ � c0hðnÞÞ2 ð6Þ

c and c0 are the sample sequence and the test sequence, respectively, and p is the matrix
dimension. Through the above formula, the focus is on finding the lowest cost path,
and determining the sum of the path of each element. According to the principle of
minimization, the amplitude information is matched and Minimum measurement path
results to determine the sample to which the action belongs, thereby enabling identi-
fication of specific actions.
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6 Evaluation

6.1 Experimental Setup

In the experiment of this system design, two sets of built-in Atheros AR9580 NICs and
TPLink WDR4310 routers equipped with Openwrt system were selected, and the above
two machines were set as transmitter MP and receiver AP respectively. Our platform is
capable of recording complete CSI data for 114 subcarriers using 5 GHz communi-
cation with 40 MHz bandwidth. Fine-grained CSI reflects more precise movements and
environmental changes in humans.

The experimental scene selects the laboratory and the conference room respec-
tively. In two different scenarios, the individual daily actions such as walking, bending,
standing up, picking up, waving, and single-person strenuous actions such as running,
falling, etc. are tested experimentally. At the same time, on the basis of this, choose
double to repeat the above-mentioned actions, and compare the stability of the system
under different numbers of people. The actual scene of the experimental site is shown
in Fig. 6.

It can be seen that the laboratory layout is relatively compact, there are more
devices, and multipath interference is stronger; the layout of the conference room is
simple and the whole is relatively empty; by adjusting the relative positions of the
transmitter and the receiver, it can be tested under LOS and NLOS conditions system
performance difference.

6.2 Performance Analysis

Specific Action Recognition Rate in Different Environments. The focus of this
system is to detect different human body movements. Therefore, we choose to detect
different actions in stages. The test models are mainly divided into two categories, one
is daily behavioral actions, such as standing, walking, etc., which are less harmful to
signal infection; the other is abnormally vigorous exercise, such as fighting, falling,
running, etc. Interference behavior. The above experiments were first designed to be

(a)Laboratory (b)Meeting room

Fig. 6. Experimental scene
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tested in two different experimental scenarios in the laboratory and conference room
under single-person conditions. A total of seven groups of actions were performed. To
ensure the stability of the test results, the testers and experimental equipment were
selected to be unified. Experimental scenario is a variable condition. The experimental
results are shown in Fig. 7.

It can be seen from Fig. 7 that in the two cases of the laboratory and the conference
room, the overall recognition effect is similar, and the multi-path effect is less affected
in the conference room environment, and the motion recognition accuracy is slightly
higher. According to the results analysis, compared with the strenuous exercise situ-
ation, the system maintains higher recognition accuracy in daily motion recognition.

Test Population Impact on the System. We have tested the identification of different
human movements in a single-person situation. In this section, we further consider the
influence of the number of factors on the overall discriminating power of the system,
and choose to test the seven movements in a single experimental environment. The
results of the experiment are shown in Fig. 8.
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It can be seen from Fig. 8 that in the case of controlling environmental conditions
and action constraints, the recognition effect of single action is significantly higher than
that of the same action performed by two people, and the recognition rate of daily
actions such as standing, walking, bending, waving, etc. is significantly higher than
that. Striking and complex movements of the human body such as running, falling, and
fighting. After comparing the difference between the same action and the single person
in the same situation, it can be found that the accuracy of the double recognition of
strenuous exercise behavior is significantly lower than the single-person condition by
more than 10%. The daily behavior is under the condition of two people, and the
contrast difference is within 3% to 7%. From the above conclusions, compared with
daily behavior, the increase in the number of people will make the recognition of
complex movements significantly increase, reducing the accuracy of motion
recognition.

LOS and NLOS Identification. In order to verify the validity of motion recognition
in the case of LOS/NLOS, we set the corresponding conditions in the above two
scenarios for experimental verification. In the experiment, we chose to place a metal
plate of size 2 m� 1:5 m as an obstruction between the transmitter and the receiver to
create NLOS conditions. The whole experiment was carried out in different scenarios
with LOS conditions and NLOS conditions for human behavior detection. According
to the intensity of exercise, it is divided into two sets of reference data sets, and the
following two metrics are introduced: (1) true positive rate (TPR) is defined as the
percentage of correct detection of daily human behavior; (2) true negative rate (TNR) is
defined as the percentage of correct abnormal motion behavior detected. For the
convenience of evaluation, when inputting the sample set, it is divided into three
categories: unmarked input and random selection of positive and negative samples as
test set; labeled as LOS and random sample selected as LOS test set; labeled as NLOS
and selected random sample as NLOS test set. The experimental results are shown in
Table 1 and Fig. 9.

It can be seen from Fig. 9 that the deviation distribution of the LOS condition is more
negative than the deviation distribution of the NLOS condition, and the LOS overall
exhibits a higher detection efficiency than the NLOS, and the experimental scene
influence is within a reasonable range. The effect of multipath effects caused by
environmental congestion on NLOS is not sufficiently significant compared to LOS.

Table 1. Recognition rate of each action under LOS/NLOS conditions in different environments

Environment Condition Stand Walk Wave Run Fall

Laboratory LOS 0.99 0.94 0.96 0.92 0.96
NLOS 0.96 0.91 0.93 0.85 0.91

Meeting room LOS 0.99 0.95 0.95 0.91 0.95
NLOS 0.97 0.93 0.91 0.83 0.89

Wi-SD: A Human Motion Recognition Method 343



Algorithm Robustness Test. In practical applications, we need to consider the impact
of the device’s own parameter adjustment on the system. The packet delivery rate of
the wireless device directly affects the construction quality of the feature database and
the efficiency of the algorithm. Considering the discrimination of the calculation sta-
bility, we choose to adjust the built-in parameters of the device in the two experimental
environments for 10, 30, 50, 70, 100, 120 packet rate experiment, statistical analysis of
algorithm execution time and human motion recognition accuracy rate in the system,
sample number experiment and link number experiment result shown in Fig. 10.

Analysis of Fig. 10 shows that increasing the number of samples in both environ-
ments will improve the positioning accuracy and increase the execution time of the
algorithm, which will affect the algorithm execution efficiency. In the conference room
environment, the algorithm execution speed and recognition rate are slightly higher
than the laboratory environment, and as the number of samples increases, the numerical
difference between the two environments decreases. When the number of samples is
between 10 and 50 packets per second, the recognition rate of the human action and the
algorithm time continue to rise; when the number of samples is between 50 and 120
packets, the accuracy of the motion recognition is basically kept at the same level and
tends to be stable. However, execution time is still rising. Based on the above results, it
can be inferred that the selected packet rate is maintained at 50 to 70 packets per second
to maintain algorithm efficiency while maintaining high motion recognition accuracy.
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Comparison of Performance of Different Algorithms. The above experiments
evaluated the effectiveness of the Wi-SD algorithm itself. In this section, we evaluate
the accuracy of behavior recognition under different sampling numbers by comparing
the other three algorithms. At the same time, we consider that when the test conditions
are fixed, multiple sets of actions are performed continuously, and the number of action
groups in the test set also affects the stability of the system. Here, the E-eyes and Care-
Fi methods are respectively compared with the Wi-SD method, and the performance of
the three methods is tested by setting different size training sets and setting the number
of consecutive action groups. The result is shown in Fig. 11.

It can be seen from Fig. 11(a) that all three methods are positively correlated with
the test integration, and in general, the Wi-SD algorithm is superior to the Care-Fi
method and the E-eyes method when the number of test sets is greater than 50. The
recognition accuracy is above 90%. As shown in Fig. 11(b), as the group size
increases, the accuracy of Wi-SD decreases from 96% to 90%, and then tends to be
stable. The accuracy of the other two methods is more than 4 when the number of
continuous action groups exceeds 4. The decline is obvious. Therefore, the comparison
results show that the method will run more stably when the group size becomes larger.

7 Conclusions

This paper proposes a two-stage complex human motion detection method based on
CSI. Through the secondary classification method, it can accurately identify multiple
actions. By analyzing the characteristics of different types of human movements, we
can find out the differences and unique patterns of change between daily behaviors and
strenuous behaviors. Through a large number of experiments, we tested the classifi-
cation of motions with different severity and the recognition performance of the two
people, and considered the difference between LOS and NLOS conditions. The
experimental results show that the method has high stability under different environ-
ments and accurately identifies different human motion behaviors. In the future
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research, we will further consider the impact of multi-person interaction on human
behavior perception, and shift the focus from traditional motion recognition to complex
multi-person concurrent perception, further deepening research.
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Abstract. Data quality assurance is one of the most critical challenges in the
context of Mobile CrowdSensing (MCS). How to effectively select appropriate
participants from large-scale candidates to perform sensing tasks while satis-
fying certain constraint is a problem to be solved. Motivated by this, this paper
studies the problem of data-quality-aware participant selection for MCS. Firstly,
we propose a quality-aware participant reputation model by introducing active
factor to lay a theoretical foundation. Secondly, we present a Multi-Stage
Decision solution based on Greedy strategy (MSD-G) to optimize the pending
problem while satisfying certain data quality constraint. Extensive simulations
over a real dataset verify that our proposed MSD-G can effectively realize
participant selection with ideal recruitment cost and sensing data quality.

Keywords: Mobile CrowdSensing � Data quality � Reputation model �
Participant selection

1 Introduction

Mobile CrowdSensing (MCS) is a new paradigm of applications that utilizes ubiquitous
mobile devices to collect and share sensing data from surrounding environment over a
large geographical region [1]. Compared to traditional static sensor networks, MCS has
distinct advantages, such as low-cost deployment & maintenance, flexible mobility.
However, some subjective factors (e.g., willingness, malicious behavior) in data col-
lection process and objective factors (e.g., professional skills, device performance,
environment) may greatly affect sensing data quality, user reputation and participant
selection [2, 3]. It is obvious that continuous low-quality data will do harm to the
service credibility of a sensing platform.

The assurance of sensing data quality brings new challenges. One of the key
challenge is to motivate participants to collect high quality data while constraining
participants’ malicious sensing behavior. The existing research findings focused on
incentive mechanisms [4, 5], which were crucial for the recruitment of mobile users to
participate in a sensing task and to ensure that participants provide high-quality sensing
data. Also, recent research has shown that reputation based schema can be useful for
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accomplishing sensing tasks with high quality and low cost (e.g., reward) [6]. Another
key challenge is participant selection problem, that is, how to effectively select
appropriate participants from large-scale candidates to perform sensing task while
satisfying certain constraints. For a sensing task in MCS, the more reliable participants
are involved, the better spatio-temporal coverage achieves, and the less sensing cost
paid by data requester will become. In fact, the sensing cost is proportional to the scale
of participant scale once the basic reward per participant is fixed. Recently, some
studies [7–9] have addressed this problem. Pournajaf et al. [7] examined the problem
of spatial task assignment in crowd sensing when participants utilized spatial cloaking
to obfuscate their locations. However, they merely considered the spatial tasks while
ignoring temporal requirements. Liu et al. [8] presented a QoI-aware energy-efficient
participant selection approach to provide a suboptimal solution to the defined opti-
mization problem. Zhang et al. [9] proposed a participant selection framework, named
CrowdRecruiter, which minimized incentive payments by selecting a small number of
participants while still satisfying probabilistic coverage constraint. Although the studies
[8, 9] considered the spatio-temporal coverage requirements, they both assumed that
only one sensing task was involved. But, many sub-tasks are generally involved in a
MCS task, and they may be published on the sensing platform at the same time. Hence,
new participant selection mechanisms are needed in order to choose appropriate par-
ticipants for different sub-tasks.

The main contributions of our work can be concluded as follows:

• Based on large-scale real dataset of “KaiTianYan”, we design a data quality mea-
surement method and data payment strategy for MCS scenario.

• To evaluate the reliability of participants, we propose a quality-aware participant
reputation model by introducing active factor to lay a theoretical foundation.

• We propose a data-quality-aware participant selection mechanism. Based on a
multistage decision process, a greedy strategy is used to solve the objective opti-
mization problem.

The remainder of this paper can be organized as follows. Section 2 gives task
model and task reward. In Sect. 3, a participant reputation model is designed. In
Sect. 4, we propose a data-quality-aware participant selection mechanism. Section 5
gives simulation results. Finally, the conclusion is drawn in Sect. 6.

2 Task Model and Task Reward

2.1 Data Set

Since 2015, IoT technology laboratory of BUPT has launched “KaiTianYan” project,
which is a MCS air pollution monitoring activity by recruiting participants to have a
“Sky Shot”. In this project, a sensing task can be published through APP and pictures
collected can be upload to and processed on a server. The dataset contains a total of
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31,601 pieces of pictures. The collection period of this project lasts from May 2015 to
January 2016. 13 monitoring regions are involved and more than 60 participants are
chosen in this project.

2.2 Task Scenario

Task scenario can be described as follows. An air pollution monitoring task lasts from
8:00 am to 18:00 pm in one day, data requester releases a sub-task every 2 h, such as
8:00, 10:00, 12:00. Each sub-task specifies a to-be-sensed region and participants need
to complete sub-task before the start of next sensing period.

Generally, the whole task flow consists of six processes: task distribution, sign up,
participant selection by introducing reputation, sensing data upload, reputation update
and participant reward.

2.3 Payment Strategy

In MCS, the sensing platform needs to pay participants after receiving their sensing
data. Considering that the reference basis (e.g. reputation, receiving capacity) for
payment is not directly proportional to the sensing data quality, we propose a hybrid
pay strategy by mixing basic reward with dynamic reward for a MCS task. For each
participant i, ri denotes his/her reputation, qij denotes the quality of the jth sub-task, and
ST_RWDj is the jth sub-task’s reward. So, the reward RWDi can be calculated by
Eq. (1).

RWDi ¼ ri � BRþ
Xn
j¼1

qijST RWDj s:t:BR[ ST RWDj ð1Þ

where ri*BR represents basic reward, which can be affected by budget and expected
participant scale, and the sum of qij*ST_RWDi represents dynamic reward. Basic
reward can be paid only if a selected participant completes a certain sub-task. Differ-
ently, a participant can get dynamic reward by joining more than one sub-tasks. So, we
can see that the more sub-tasks are completed, the more dynamic reward participants
can get.

3 Participant Reputation Model

3.1 Reputation Model

Data Quality
Data quality can be measured by combining integrity and accuracy. Integrity refers to
the sky part in a picture should make up more than 2/3. A piece of sensing data
(picture) without meeting this above requirement will be marked as junk. Otherwise,

350 H. Sun and D. Tao



we qualify data quality according to Air Quality Index (AQI) in China. AQI 2 [0, 50]
can be defined as excellent; in turn, AQI 2 [51, 100] is good, AQI 2 [101, 150] is
lightly polluted. We define the pollution index difference between calculated value
from “sky shot” picture uploaded and the monitoring value from monitoring station as
Dq. If Dq � 50, then the uploaded picture can be labeled as high quality; similarly, if
50 < Dq � 100 or Dq > 100, the data quality can be labeled as middle quality or low
quality, respectively.

Through the statistical analysis on the real dataset, we find out the data quality
satisfies a normal distribution. As illustrated in Fig. 1, high quality reaches 66.6%, the
medium and low quality data accounts for 23.5%, and the junk quality data is about
9.9%. By comparing the standard normal distribution table, we give a quantitative
method to calculate data quality ql, as given in Eq. (2). For simplicity, data quality
value can be normalized in [0, 1].

ql ¼ 1
6
ðU�1ð

Xlevel
l¼junk

PctlÞþ 3Þ;

level ¼ fhigh;middle; low; junkg
ð2Þ

Willingness
Willingness represents participants’ social attributes. Assuming the sensing platform
releases sub-tasks at discrete time ts and finishes at te (te− ts = 2 h). Besides, participant
i is assumed to complete a sub-task at discrete time t. If a participant uploads sensing
data within 1 h after ts, which means the participant has high participation wish.
Otherwise, willingness will have a great attenuation. For participant i and the jth sub-
task, its willingness wij can be calculated by Eq. (3), and it is quantified within [0, 1].

wij ¼ �aArctanðbðtime� ðts � t=2ÞÞÞ
0:5p

þ l; ts � time� te ð3Þ

Fig. 1. The mapping relationship of data quality
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In conclusion, data quality is an objective factor and willingness is a subjective
factor and. For participant i and the jth sub-task, its corresponding reputation rij can be
measured by mapping f to ln function, as defined in Eq. (4). f is the fusion result of data
quality and willingness f ðqij;wijÞ ¼ ajqij þ bjwij, where aj, bj are respectively weight
coefficients.

rij ¼ lnðf Þ ; f [ 1
�lnð�ðf � 2ÞÞ ; 0� f � 1

�
ð4Þ

3.2 Reputation Update

For the nth (time) sub-task for participant i, its historical reputation can be defined as rni .
Specially, the sensing platform sets r0i as 0.5 for each new participant. Here, a data
fusion based logistic regression method is employed for reputation update. As

described in Eq. (5), where 10ðrni þ rijÞ
maxðrni þ rijÞ�minðrni þ rijÞ � 5 denotes definition domain

transformation which ranges from [0, 1] to [−5, 5], and Repi denotes the updated
reputation.

Repi ¼ 1=ð1þ e
� 10ðrn

i
þ rijÞ

maxðrn
i
þ rijÞ�minðrn

i
þ rijÞ�5Þ ð5Þ

Reputation update with logistic regression function has some significant advan-
tages. For example, it can magnify the impact of the current reputation to the overall
reputation and thus motivate participants to collect high-quality data. However, when
the overall reputation is close to 1, the impact of the current reputation becomes smaller
and tends to be stable. It means that this reputation model cannot effectively distinguish
active participant and inactive one. Here, this problem can be resolved by introducing
activity factor. For participant i, his/her activity factor Ai can be defined as Eq. (6),
where K is the number of sub-tasks completed by participant i, P is a threshold (the
average number of sub-tasks completed by all participants), and a is the number of
submission by the most active participant.

Ai ¼ ArctanðK � PÞþArctanP
pþ 2ArctanP

þ 0:5;P 2 ½0; a� ð6Þ

Therefore, a participant reputation can be updated by Rep
0
i ¼ Rep � Ai.

4 Participant Selection Mechanism

In this section, we propose a data-quality-aware participant selection mechanism with
satisfying multi-objective optimization.
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4.1 Multi-objective Optimization

Here, we realize the multi-objective participant selection optimization by using con-
straint method. We translate the pending problem into a single-objective one which is
easier to solve. Specifically, the main objective fk(x) can be determined, other k − 1
objectives are considered as constraint conditions, which can be defined as follows.

max fkðxÞ
s: t: fiðxÞ 2 siði ¼ 1; 2; . . .; k � 1Þ

In the participant selection process, the focus is to maximize fk(x) while meeting
other constraint conditions.

In our work, the following two objectives need to be minimized:

• To minimize cost, the sensing platform chooses participants as few as possible to
make BR (BR > STR) minimal.

• To minimize participant scale, each participant needs to complete at least q sensing
sub-tasks in a full task cycle which lasts T hours. Each sub-tasks lasts t hours.

The following two constraint conditions are also satisfied:

• To ensure data quality, a participant’s reputation need reach the threshold and a
same device cannot be allowed to upload data repeatedly.

• To achieve task coverage, each sub-task should be covered by at least
K participants.

Six represents the sum of sub-tasks performed by participant i in T/t stages. The
objective function and constraint conditions are defined as follows:

min
Pn
i¼1

CostðpiÞ

minðP:scaleÞ;PT=t
x¼1

Six � q

8>><
>>: s:t:

maxð Pi¼n;j¼m

i;j¼1
qijÞ

maxðCovrÞ; jUjj ¼ K ð1� j�mÞ

8<
:

Participant Selection
A continuous MCS task can be divided into several stages from time domain, and each
stage is an independent problem. Considering that the selection result for each stage
will affect the next stage, that is, Pðxþ 1Þ ¼ WxðF;Pð0Þ;Pð1Þ; . . .;PðxÞÞ, we adopt greedy
strategy for each stage.

The set of sub-tasks in a sensing task can be defined as Task = {task1, task2,…,
taskm}, x (x = 1, 2, …, T/t) denotes a certain stage, the user set in one stage can be
denoted as U = {u1, u2,…, un}, the participant set who performs taskj can be denoted as
Uj = {uj1, uj2,…}. A Multi-Stage Decision method based on Greedy strategy (MSD-G)
is proposed to solve the problem (see Algorithm 1).
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5 Simulation Results

We set v = 1, k = 0.5. According to Eq. (3), the ST_RWDs of multiple sub-tasks can
be calculated and shown in the form of contour, which can provide references for cost
budget. As illustrated in Fig. 2, contour infers that regions with darker color and slower
slope have excellent task completion. In the regions where users’ resources are rich, the
sensing platform can appropriately reduce their corresponding budgets, and thus make
up for the regions where users’ resources are poor.
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Reputation Model Assessment
To evaluate the performance of the proposed solution, data set can be divided into two
parts. The participant reputation without and with activity factor can be given in Fig. 3.
Rich and poor user resource region are respectively represented by ⚪ and �. We can
find out the reputation model with activity factor can effectively distinguish between
high active participants and low ones.

Ti
m

e 
(h

)

Regions ID

A
ssessm

ent R
esults

Fig. 2. Contour map of ST_RWDs of multiple sub-tasks

(a)  without activity factor (b) with activity factor

Fig. 3. Comparison of participant reputation

Data-Quality-Aware Participant Selection Mechanism 355



5.1 Performance Analysis

In this section, two popular participant selection mechanisms: Random Sort and First
Come First Served mechanism (FCFS) are compared with our proposed MSD-G.
Simulation parameter setting is listed in Table 1.

Analysis of Different K
In air pollution monitoring application, scenario can be described as follows: In each
stage, users sign up for sensing sub-task at first. Then users with good reputation have
chances to be chosen to carry on sensing sub-task during 8:00 am to 18:00 pm, and
each region is covered by K times.

The experimental parameters are set as T = 10, t = 2 and ATP � 0.5. As shown in
Fig. 4, we can find that with the increase of K, the participant scales for three kinds of
participant selection mechanisms increase correspondingly. FCFS has the biggest
participant scale, mainly because that the selected participants have the strongest
participation will. However, its efficiency is the best. Moreover, with the increase of
problem complexity, the participant scale of MSD-G decreases significantly and keeps
stable relatively. In terms of resource utilization, MSD-G only needs a small amount of
participants to complete the same sensing task. In all, our MSD-G mechanism can
complete a continuous monitoring task with the lowest (personnel) cost.

Analysis of Different t
The experimental parameters are set as T = 10, K = 3 and ATP � 0.5. As seen in
Fig. 5, with the decrease of the stage duration, the participant scale will increase. When
the sensing frequency is low, there is no big difference between three selection
mechanisms. With the increase of sensing frequent, the performance of FCFS on
resource utilization becomes worse and Random Sort gets more unstable while MSD-G
achieves the best performance.

Table 1. Simulation parameter setting

Parameter Value (default)

Task duration (T) 10 h
Sub-task duration (t) 2 h
Number of Regions 3
Reputation threshold (ATP) 0.5
K-coverage 3-coverage
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(a)  K = 2
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Fig. 4. Comparison of participant scale with different K
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6 Conclusion

To assure data quality, in this paper, we propose a quality-aware reputation model by
introducing activity factor. Particularly, we present a data-quality-aware participant
selection mechanism for MCS system. Simulation results show that MSD-G can
accomplish sensing tasks with optimizing the data quality, cost and participant scale.
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Fig. 5. Comparison of participant scale with different t
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Infrared Small Target Detection
Based on Facet-Kernel Filtering

Local Contrast Measure
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Abstract. How to detect small targets accurately under complex background
and low signal-to-clutter ratio is of great significance to the development of
precision guided weapons and infrared early warning. The traditional local
contrast method is difficult to detect small and dim targets in complex back-
ground. In this paper, in order to improve the traditional local contrast method
and detect small targets effectively under complex background conditions, a
novel method base on Facet-kernel filtering local contrast measure (FFLCM) is
proposed for small target detection. Initially, a nest sliding window structure of
the central layer and the surrounding background layer is given. Then, the Facet-
kernel filter is used to enhance the target in the center layer, the gray similarity
difference between the central layer and the surrounding layer is calculated to
suppress the background. Finally, a threshold operation is used to extract target.
Experimental results demonstrate that our proposed method could effectively
enhance small targets and suppress complex background clutters
simultaneously.

Keywords: Facet-kernel � Infrared image � Gray similarity difference � Local
contrast measure

1 Introduction

Infrared search and track (IRST) systems is widely applied in the various fields, such as
precise guidance, pre-warning, remote sensing, aerospace, etc. [1, 2]. Detecting a small
IR target of unknown position and velocity at low signal-to-noise ratio (SNR) is an
important issue in IR search and track system, which is necessary for military appli-
cations to warn from incoming small targets from a distance, such as enemy aircraft and
helicopters [3, 4]. It is usually very difficult to detect IR small target because the target
is only a dim and small spot [5], it can be easily drowned by complex backgrounds.
Moreover, random electrical noise of the detector may cause some pixel-sized noises
with high brightness (PNHB) in the image, they will easily be mistaken as targets [6].

In recent years, the local contrast mechanism of human visual system (HVS) [7] is
introduced to the field of IR small target detection, for example, Wang et al. [8] proposed
a easier filter template named difference of Gaussian (DoG), Although this method can
strengthen the target, it can not suppress the background well, resulting in a higher false
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alarm rate; Chen et al. [9] proposed the local contrast measure (LCM), it used a nested
structure in which the surrounding area is divided into eight directions, Wei et al. [10]
proposed the Multi-scale patch-based contrast measure (MPCM), it merged two cor-
responding directions together; Han et al. [11] proposed a multi-scale relative local
contrast measure (RLCM) using both ratio and difference operations; Nie et al. [12]
proposed a multi-scale local homogeneity measure (MLHM), it considered the homo-
geneity of the central area, Wang et al. [14] proposed a Facet detection method; Qin et al.
[15] proposed the Novel Local Contrast Measure (NLCM) and so on.

Generally speaking, LCM and the improved algorithm can suppress the back-
ground by using the ratio or difference relationship between the central domain and the
surrounding domain, but often weaken the brightness and shape of the real target.
Especially in complex background, it is difficult to detect the small real target after the
brightness is weakened and the shape is reduced. In addition, the common LCM
algorithm uses multi-scale computation, which will result in too long calculation time,
meanwhile, different scales require different parameters is a very troublesome work.

In this paper, an effective IR small target detection based on facet-kernel local
contrast measure is presented. First, we give a sliding window with new nest structure
which include central layer and surrounding background layer. Then, in the central
layer, the facet kernel model is calculated to strengthen the target. In the surrounding
layer, the average gray value of each surrounding cell is calculated to suppress back-
ground. Finally, we use a threshold operation to extract the target.

2 The Proposed Method

2.1 Construction of a New Nest Structure

In this letter, a nest structure [9] with two layers is proposed, as shown in Fig. 1. The
central layer with size c � c is used to capture a target, it doesn’t need to adjust its size
to the target size and can deal with targets of different sizes by a simple single-scale
calculation, so the computations can be reduced significantly.

Fig. 1. A nest structure used in the proposed algorithm. The red square is the facet-kernel model
size window, the white square is the central layer, blue squares numbered with 1–8 are the
surrounding layer with eight directions. (Color figure online)
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The surrounding layer is used to capture the surrounding background of the target,
the surrounding layer is divided into eight directions (cell(1)–cell(8)) in Fig. 1. The cell
size is s � s. According to the definition of SPIE, a small target shouldn’t be larger
than 9 � 9, so we set s to 9 here. The cell size s of the surrounding background layer is
set to 9 � 9. The central layer design is slightly larger than the target because the gray
gradient should be taken into account when the facet-kernel filter be calculated.

2.2 FFLCM Calculation

In each images, slide the sliding window shown in Fig. 1 from top to bottom and left to
right. In each sliding window, we calculate the FFLCM. Finally, the saliency map
(FFLCM map) of the test results will be obtained. The calculation process will be
described in detail below.

Enhancing the Target in the Central Layer
A high frequency filter operator, facet kernel filter is used. Its advantage is that it has
fast processing speed, which can enhance the different sizes of targets quickly and
suppress the background clutter. The design idea of the facet kernel model is that the
facet model function is used to estimate the gray surface of each pixel area in the pre-
processed image. It can represent the gradient magnitude information in different
directions of the image. The facet kernel convolution can enhance the target area, and is
not easily disturbed by image noise and clutter.

Specifically, for input central-layer images Ic(x, y), the formula of facet kernel
filtering is:

If x; yð Þ ¼ Ic x; yð Þ � fw5�5 : ð1Þ

fw5�5 is a facet-kernel, If ðx; yÞ is the result of central layer filtering,* for convolution
operations.

The facet kernel model is defined as a small neighborhood in the central layer, here,
we adopt size is 5� 5 and the intensity surface of discrete pixels can be approximated
by a binary cubic polynomial.

First a symmetric set R is defined as R = �2; �1; 0; 1; 2f g and the discrete
orthogonal polynomial set is: 1; r, r2 � 2; r3 � 17=5r; r4 þ 3r2 þ 72=35

� �
, another

symmetric set C is determined similarly as C ¼ �2; �1; 0; 1; 2f g, with its discrete
orthogonal polynomial set: 1; c, c2 � 2; c3 � 17=5c; c4 þ 3c2 þ 72=35

� �
, Afterward,

ten 2-D discrete orthogonal Chebyshev polynomials pi (i 1, 2,…, 10) are constructed
by ignoring the orders higher than 3.

Pi 2 1; r, c, r2 � 2; rc, c2 � 2; r3 � ð17=5Þr, ðr2 � 2Þc,�
r(c2 � 2Þ; c3 � ð17=5Þc� : ð2Þ

Finally, the pixel surface function f(r, c) in this R � C area is given in (3) and the
coefficients ki (i 1, 2,…, 10) could be deduced by the least-squares algorithm.
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f ðr; cÞ ¼
X10
i¼1

kipi: ð3Þ

Based on the orthogonal property of polynomials, we can simplify the calculation of
ki as shown in (4), where I(r, c) represents the original pixel values in R � C area.

ki ¼
P

ðr;cÞ2R�C piðr; cÞ Iðr; cÞP
ðr;cÞ2R�C pi

2ðr; cÞ : ð4Þ

Furthermore, I(r, c) is independent of the remainder in (4), which could be viewed as
a fixed filter denoted by wi in (5). Thus, ki could be calculated directly through
convolution using the corresponding wi.

wi ¼ piðr; cÞP
ðr;cÞ2R�C pi

2ðr; cÞ : ð5Þ

Therefore, according to formulas (2) and (3), the second-order partial derivatives of
window central pixels (0, 0) along row (0°) and column (90°) directions can be
obtained:

@2f ðr; cÞ
@r2

¼ 2K4;
@2f ðr; cÞ

@c2
¼ 2K6: ð6Þ

It can be seen that the target can be enhanced by calculating the sum of coefficients
K4 and K6. K4 and K6 can be calculated by formula (5) and convoluted with Iðx; yÞ.
Substitute piðr; cÞ into formula (5),

w4 ¼ 1
70

2 2 2 2 2
�1 �1 �1 �1 �1
�2 �2 �2 �2 �2
�1 �1 �1 �1 �1
2 2 2 2 2

2
66664

3
77775
; w6 ¼ w4T : ð7Þ

Therefore, fw5�5 ¼ �2 W4þW6ð Þ, the inverse is used to detect bright targets whose
center gray level is greater than edge gray level.

The facet-kernel filter is finally expressed as:

fw5�5 ¼

�4 �1 0 �1 �4
�1 2 3 2 �1
0 3 4 3 0
�1 2 3 2 �1
�4 �1 0 �1 �4

2
66664

3
77775
: ð8Þ

After filtering with this facet-kernel filter in the central layer, the target will be
significantly enhanced.
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Suppressing the Background Clutter Between Central and Surrounding Layer
It can be seen that the target is enhanced by using facet kernel filtering in the central
layer, and the false alarm rate needs to be further reduced by suppressing background
clutter. The background can be suppressed by calculating the similarity difference
between the central layer and the surrounding layer blocks in eight directions.

Misur ¼ 1
n

Xn
j¼1

Iij ; i ¼ 1; 2; . . .; 8ð Þ;

di ¼ ðmaxIf ðx; yÞ �MisurÞ2; ði ¼ 1; 2; . . .; 8Þ : ð9Þ

where n is the number of the pixels in the ith cell and Iij is the gray level of the jth pixel
in the ith cell, Misur denotes the gray mean of eight directions of the surrounding layer,
di represents similarity difference, maxIf(x, y) represents the maximum gray value of
the pixels in the If(x, y).

FFLCM Calculation

FFLCMðx; yÞ ¼ meandi� mindi
maxdi� mindi

; ði ¼ 1; 2; . . .; 8Þ: ð10Þ

where meandi, maxdi and mindi represent the gray mean, maximum and minimum of
di, respectively.

2.3 Threshold Operation

For each pixel of the raw image, construct a nest sliding window and calculate the
corresponding FFLCM according to (1), (9) and (10), then form the results as a new
matrix named saliency map(SM). A simple threshold operation [13] will be used to
extract the true target, and the threshold is defined as

Th ¼ kmax
SM

þð1� kÞmeanSM : ð11Þ

where maxSM and meanSM are the maximum and average of SM, respectively. k is a
given factor, our experiments show that 0.5–0.7 will be proper for single target
detection.

3 Experimental Results

Based on the traditional LCM algorithm, the FFLCM method in this paper is improved.
In order to fully demonstrate the advantages of the proposed algorithm, the three-
dimensional gray distribution map of the image processed by the algorithm is given
intuitively, as shown in Fig. 2. In addition, two indicators, SCRG (signal to clutter ratio
gain) and BSF (background suppression factor), are used to evaluate the target
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enhancement ability and background suppression ability of the algorithm. The defi-
nitions of the two indicators are shown in formula (12):

SCRG ¼ SCRout

SCRin
; BSF ¼ rin

rout
: ð12Þ

where SCRin and SCRout are the SCR values of the raw image and SM map, respec-
tively, and rin and rout are the standard deviation of the raw image and SM map,
respectively.

Table 1. SCRG values for the different algorithms

DoG LCM MPCM MLHM RLCM FACET NLCM Proposed

a(1) 4.0830 10.5809 3.2303 6.3453 11.2212 5.0528 10.2832 30.4508
c(1) 4.6455 12.2334 4.0375 7.5058 14.2337 6.0223 12.3543 32.4646

Table 2. BSF values of the different algorithms

DoG LCM MPCM MLHM RLCM FACET NLCM Proposed

a(1) 2.3433 1.3467 1.5923 4.0972 5.7634 3.1022 4.9812 20.0818
c(1) 3.4532 2.0286 2.8329 5.1159 8.2632 3.2893 6.2321 30.0105

Fig. 2. a(1), c(1) are two sets of original maps, a(2), c(2) are SM maps, a(3), c(3) are result maps
after threshold operation. (b1–b3), (d1–d3) are (a1–a3), (c1–c3) corresponding to the three-
dimensional gray distribution map.
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From the Fig. 2, we can see that our proposed method can correctly extract small
and dim targets in complex background environment, and there is almost no back-
ground clutters.

In Tables 1 and 2, we compare other similar methods, from which we can see that
our proposed methods have improved the ability of target enhancement and back-
ground suppression. Experiments show that our proposed method is more effective than
the other compared methods.

4 Conclusion

In this letter, a new Facet-kernel filtering local contrast measure (FFLCM) for IR small
target detection is proposed, it can deal with different sizes of targets using only single-
scale calculation, and can enhance true target and suppress complex backgrounds
simultaneously. Experimental results show that our proposed FFLCM algorithm can
achieve a good detection performance.
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